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Abstract

This thesis documents an experimental and modelling investigation into ion formation
in diesel engines, its uses in the field of engine performance and emissions prediction
and the mechanisms by which these uses are made possible.

Ion sensors have been employed in engines for a variety of purposes, including estimation
of air-fuel ratio, start of combustion and in-cylinder pressure, detection of knock, misfire
and combustion resonance, prediction of soot formation, and control of spark advance
timing and start of injection. This study presents an experimental setup to measure
ion currents in a direct-injection diesel engine and shows further uses of the ion current
in engines, including prediction of engine-out torque, peak heat release rate, cumulative
heat release and NOx emissions via the use of statistical correlations. Whilst these
correlations are simple to obtain, satisfactory explanations for their existence have not
yet been put forward. In-depth analysis of the relationships between the ion current
and several species of importance to heat release and emissions formation has been
inadequate.

In contrast, ions in flames have been extensively studied by chemical kineticists for
decades. The identities of the most abundant ions in flames and the mechanisms for
their formation and neutralisation are well known for laminar flames at atmospheric or
lower pressure. The physics governing charge transport in gases which is responsible
for the development of an ion current from a concentration of charged species is also
well established.

This study brings together the two fields of engine research and chemical kinetics in
order to provide an understanding of the chemistry underlying the correlations seen
previously.

Combustion systems of gradually increasing complexity are studied in order to model
ion current trends in engines and establish causal links between the ion current and
various measures of engine performance or emissions. Initially, a simple and well
understood system is considered; methane combustion with ion formation is studied
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in a zero-dimensional model using a perfectly stirred reactor burning a methane-air
mixture via the use of a well-known chemical kinetic mechanism augmented with
a simplified ionic sub-mechanism. This mechanism is reduced to produce a highly
simplified mechanism capable of predicting the ion current for high-pressure methane-
air flames at near-stoichiometric mixture fractions. Comparisons of the performance
of this mechanism to those of two detailed well-established methane combustion
mechanisms show very similar results. A 1-D laminar flame code is used to validate
temperature distribution, major species distributions and the laminar flame speed
against established experimental data.

Validation of this mechanism is performed in a 2-D CFD simulation of the flame
propagation, heat release and ion current developed during the constant-volume
combustion of methane in air at different elevated values of initial chamber pressure
and near-stoichiometric equivalence ratios. These results predict the same ion current
trends as seen in the experiment and give some insight into the relationship between
heat release and the ion current in a simple combustion event.

The effects of load, speed or other engine operating parameters on the ion current are
difficult to predict when using simple models such as zero-dimensional or constant-
volume models. Ion formation in sprays of diesel fuel is therefore studied using a
phenomenological diesel engine model with an n-heptane oxidation mechanism to
model heat release and species formation. The n-heptane mechanism is augmented
with an ionic sub-mechanism based on the ionic methane mechanism developed in
this study, and with a reduced NOx mechanism. The modelled in-cylinder pressure
is found to agree well with experimental measurements. The modelled ion current
displays the same trends as the measured signal but soot formation is not modelled,
leading to inaccuracy in the cycle-minimum value of the ion current.

The reasons for the correlations presented here are investigated in zero-dimensional
models and in the phenomenological engine model. Sensitivity analyses are used to
identify species important to both heat release and electron production. Heat release
is found to be correlated with electron formation due to the temperature dependence
of the H-O system radicals, in particular that of OH. A similar study is conducted for
NOx emissions. The NOx formation rate is also found to be correlated with electrons
due to the H-O system radicals, via reactions involving the O radical. The formations
of both species in a spray from a diesel injector in an engine are modelled using the
same phenomenological model; predictions of their locations in the spray were found
to match previous experimental results.

Further uses of the ion sensor in engines are briefly discussed — those of soot prediction
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and engine diagnostics for conditions leading to increased soot emissions. Soot is found
to affect the sensor response primarily via the deposition of an electrically conductive
layer on the sensor and the consequent alteration of the sensor resistance. The ion
sensor is found to be able to detect two conditions leading to increased soot emissions,
worn injectors and increased backpressure in the exhaust system. Detailed studies into
sensor geometry and faulty engine operation are required for these applications to be
robust, which are beyond the scope of this study but point out a possible route future
ion current studies may take.
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Nomenclature

Acronyms

ADC Analogue-to-digital converter

ANN Artificial neural network

DPM Diesel particulate matter

EGA Exhaust gas analyser

FID Flame ionisation detector

ROHR Rate of heat release J/deg

SOC Start of combustion

Greek Symbols

ε Compression ratio

µ Species mobility m2 V−1 s

ρa Air density kg m−3

φ Equivalence ratio

ρf Fuel density kg m−3

δP Pressure drop across injector Pa

Roman Symbols

v̄ Momentum transfer collision frequency s−1 mol−1

c1, c2 Woschni heat transfer constants

eP Prediction error in IMEP Pa
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ew Prediction error in expansion work J

ey Prediction error in torque Nm

eTR Training error

FG Ion sensor geometric factor

KB Boltzmann constant 1.38× 10−23 m2 kg s−2 K−1

Kevap Evaporation constant m2 s−1

mr Reduced mass kg

r Ratio of length of connecting rod to crank radius

u Fuel spray velocity m s−1

VS Voltage applied to ion sensor V

tb Break-up time s

CD Discharge coefficient

ṁf Mass flow rate of fuel kg s−1

An Nozzle hole area m2

dn Nozzle hole diameter m

S Spray penetration m

e Elementary charge 1.6× 10−19 C

I Ion current A

m Mass kg

N Number of particles of species

Subscripts

0 Initial value

1 Value during current time step

2 Value during next time step

A,B Chemical species

b Burnt zone

u Unburnt zone
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Chapter 1

Introduction

For the better part of the last century, diesel engines have been recognised as the
powerplant of choice when reliability and efficiency have been of paramount importance.
Today, they are in use in a variety of applications all over the world. From large ships
carrying hundreds of tons of machinery across the world to little generators used to
provide electricity in developing countries, it is difficult to think of a facet of today’s
life that has not been touched by the diesel engine. Rudolf Diesel could hardly have
imagined the impact his creation would have on the lives of people living a hundred
years later.

Given the ubiquitous nature of the diesel engine, it is hardly surprising that it has
been the subject of significant study over the past few decades. Despite these efforts,
a full understanding of combustion in diesel engines has not yet been obtained. With
the many variables in the fuel spray, air flow and mixing patterns, the motion of the
piston, heat loss and effect of combustion chamber geometry, combustion in a diesel
engine is an incredibly complex phenomenon.

With this complexity in mind, there are a large number of operational parameters
that an engine designer needs to optimise in order to meet some required targets of
engine manufacture, performance and emissions. These parameters are all inter-linked,
making the design of an engine an expensive and time-consuming affair. Allied to
these requirements are the constant redesign required of engines in order to comply
with increasingly strict emissions laws, satisfy the end-user’s requirements of fuel-
efficiency and operability, and take advantage of the invention of new materials and
manufacturing processes.

The use of in-cylinder sensors can greatly aid the design process for engines by
decoupling parameters of interest. Several different types of in-cylinder sensors have
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been developed over the years. In-cylinder pressure transducers are commonly used
in laboratories, giving repeatable and reliable signals [1–3]. The in-cylinder pressure,
however, is a bulk variable that may not be able to capture fine details of the combustion
process. Thermocouples integrated into pistons or cylinder heads can give somewhat
spatially resolved temperature measurements of the combustion chamber walls, from
which gas temperature can be approximated [4, 5]. Optically accessible engines have
one or more transparent windows in the cylinder walls to allow the use of a high-speed
camera to record combustion events [6–8] and can give very detailed spatial information
on the combustion process. However, the high mixture temperatures in the combustion
chamber can make sealing problematic in such engines and, given the modifications
required for an engine not specifically designed for optical access, this technique is
currently impractical outside the laboratory setting.

When engines are used in the field, different environments, fuels of variable quality and
age-related wear often mean the engine is operating well outside its design envelope.
Currently, the end-users of engines have little access to in-cylinder data to determine
metrics such as engine-out torque or tailpipe emissions, or to detect engine faults such
as worn injectors or clogged air filters. A sensor with the ability to achieve this in the
field would be of great use to the end-user.

The ion sensor is another instrument that has been used in internal combustion
engines. It measures the current carried between two oppositely charged electrodes by
charged species which are formed as intermediate compounds during the combustion
of hydrocarbon fuels. Since the formation of ions is a direct effect of the combustion
process, the ion current may be a useful indicator of combustion. The ion current signal
depends on the location of the current path between the electrodes. This dependence
adds some complexity to the analysis of the ion current but the spatial information
obtained can possibly be of use in engine monitoring.

Ionisation in flames is a field of thermodynamics dating back to the 1950s when the
formation of electrons and ions in rocket exhausts and their interference with magnetic
waves used for communications were a concern for telecommunications engineers [9].
During this period, the development of magneto-hydrodynamic energy converters
was also of interest [10], where an increase in charged particle concentrations was
desirable. Since then, ionisation has been linked to both soot formation [11–14] and
NOx formation [15, 16].

Ion sensors have been used extensively in SI engines from the first tailpipe ion detection
[17] to more modern in-cylinder studies. In the cylinders of these engines, the ion
current has been proven able to predict quantities such as air-fuel ratio [15, 18–21],
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peak pressure position [22, 23], and in-cylinder pressure [24]. The ion signal has also
been used as an input to the engine control unit to control spark advance timing [20]
and to detect and control knock and misfire [25–31]. In SI engines, the spark plug
can be used both as the initiator of the combustion process and as an ion sensor.
Another style of ion sensor involves one of the electrodes being sandwiched between
two insulating materials forming the head gasket of the cylinder [32–34].

In CI engines, a suitable glow plug can be modified to act as an ion sensor. The use of
such a sensor has enabled the measurement of the ion current signal in diesel engines,
leading to accurate estimations of crank angle at start of combustion [35–38], detection
of combustion resonance [39], closed-loop control of injection [40] and estimations of
soot formation [41].

Ion currents have not been studied as extensively in CI engines as in SI engines. When
the cylinder composition is not uniform, as in conventional diesel engines, the location
of the ion sensor greatly affects the signal obtained from it. Multiple injector sprays
and in-cylinder air motion make the ion current signal difficult to analyse in a spatial
sense. Combined with the effects of shot-to-shot and spray-to-spray variations in
injectors, injector spray patterns and geometry of the combustion chamber, the ion
current from a CI engine is an inherently complex signal.

Signals as complex as the ion current can often be statistically analysed to produce
useful results, albeit with little understanding of the physical or chemical processes
underlying ion generation. This is the approach generally taken in studies seeking to
make use of the ion current. The present work seeks to redress this shortcoming in the
field by approaching the ion current signal from the basics of hydrocarbon chemistry
and thereby to provide further insight into ion formation in diesel engines.

Chapter 2 describes the experimental setup developed for the measurement of the
ion current and engine performance and emissions parameters of interest in a direct-
injection diesel engine. Experimental results are presented for the ion current, in-
cylinder pressure, rate of heat release and tailpipe emissions of both NOx and soot.
This chapter also describes relationships between several engine operating parameters
of interest and the ion current. Whilst several such relationships exist, there is as yet
little understanding of how and why changes in these operating parameters affect the
ion current.

Part of the reason for the lack of understanding of ion currents in diesel engines is the
difficulty of modelling ion formation in such a complex system. It is necessary to be
confident in the mechanisms used to model ion formation, but the large number of
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uncontrollable variables inherent to engine operation and the difficulty of measuring
ion concentrations in the combustion chamber make detailed validation of these models
impractical.

In order to gain a better understanding of the ion generation mechanisms, simple
hydrocarbons can be studied in simple experiments initially, with a view to gradually
building complexity into the experiments and models. To begin this study, methane
is chosen as fuel. Chapter 3 describes the development of a highly simplified ionic
mechanism for methane oxidation for use in high temperature, high pressure combustion
problems involving CFD modelling. In the absence of experimental data at suitable
temperature and pressure values, species concentrations predicted by the mechanism
are compared to experimentally measured concentrations in atmospheric laminar
flames. The effects of changing system variables on the ion current in a perfectly
stirred reactor are examined and the mechanisms by which they operate identified.

Combustion in a constant-volume chamber is studied as an intermediate step between
atmospheric laminar flames and diesel engines. Chapter 4 describes the experimental
setup and measurements of chamber pressure and ion current during the constant-
volume combustion of methane. This experiment is modelled in ANSYS Fluent using
the mechanism developed previously. Comparisons of experimental and modelling
results are presented. Outputs from the model allow interesting features of the ion
current signal measured at different values of equivalence ratio to be explained in the
context of findings from Chapter 3.

The constant-volume combustion problem of a fuel, whilst not a trivial phenomenon,
still lacks many complex features seen in combustion in a diesel engine. Having
developed confidence in the ion generation mechanism, this mechanism needs to be
studied in conditions representative of a diesel engine. The inclusion of this mechanism
in a phenomenological diesel engine model is described in Chapter 5. Experimental
results are compared to predictions from the model. The development of charged species
in the diesel flame is investigated and compared to that seen in the constant-volume
chamber.

Chapter 6 shows the use of predictions from the ion current mechanism integrated into
the diesel engine model to explain some of the correlations presented in Chapter 2.
Heat release and tailpipe NOx are chosen as parameters of interest. The concentrations
of species important to the ion current and also to these variables is examined in
several combustion modes in order to lay bare the underlying phenomena linking these
variables and the common conditions that must exist for their generation.
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Chapter 7 describes the use of the ion sensor as a sensor for tailpipe soot and therefore
also as a diagnostic tool for engine conditions leading to increased soot emissions. Such
studies are currently in their infancy and further investigation is required, involving
carefully measured artificially engineered faults in vital engine components such as
injectors, piston rings and valves. Whilst this is beyond the scope of this study, Chapter
7 indicates a possible direction ion current studies may take in the near future.



Chapter 2

Diesel engine measurements and
correlations

2.1 Introduction

This chapter describes previously-found correlations between the ion current and
various engine operating parameters, and presents experimental data corroborating
some of these correlations.

The experimental setup used to characterise the diesel engine in which the ion current
is measured is described in detail. The methods used to measure engine performance
parameters (speed, torque, air flow rate and fuel consumption), in-cylinder parameters
(cylinder pressure, injector needle lift, fuel pressure and ion current) and emissions
(soot and NOx ) are discussed.

Selected experimental results for the in-cylinder pressure, rate of heat release, ion
current, NOx emissions and soot emissions are shown. Further results for different
engine operating conditions and for different engine characteristics can be found in
Appendix A.

The ion current signal is analysed in some detail; the profile and the y-offset are shown
and possible reasons for these are discussed. A statistical analysis of the ion current is
conducted to show its repeatability over a large number of engine cycles.

This signal is then shown to be well correlated to several engine operating parameters
of interest. These correlations are simple to obtain, but any detailed insight into the
reasons for these correlations has not been presented thus far. Subsequent chapters

6
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in this study describe the interrogation of ion generation mechanisms, beginning
with simple fuels in simple flames and terminating with a diesel surrogate fuel in a
combusting spray, with the aim of explaining the reasons for these correlations. These
reasons are finally presented in Chapter 6.

2.2 Background

Chapter 1 briefly listed a variety of ways in which the ion current is used in engines.
This section expands upon these uses and provides an appreciation for the capability
of the ion sensor to predict a variety of engine operating parameters.

Ion sensors in SI engines are typically integrated with the spark plug; a relatively
small voltage is applied to the ignition coil after the spark is fired. The ion current
between the two electrodes of the spark plug is then measured. Several interesting
uses for the resulting signal have been found over the years.

Reinmann et al. [15] found that several features of the ion current curve were correlated
with the air-fuel ratio in a 1.6 L petrol engine. This study included a rudimentary
model for the ion current peak magnitude; the concentration of principal ions was
assumed to be inversely proportional to the air-fuel ratio for values above 0.8.

Asano et al. [29] developed an engine control system that used the variation in ion
current duration (peak width) to determine and control air-fuel ratio. This control
system also used the ion current to detect knock via constant frequency oscillations
in the signal. A similar constant frequency oscillation was seen in a diesel engine by
Badawy et al. [39], indicating the occurrence of combustion resonance.

Balles et al. [18] observed that the peak value of the ion current, the location of
the peak value of the ion current and the integral of the ion current are all strongly
correlated with the air-fuel ratio in an SI engine. These correlations were observed
experimentally but no further explanation given.

Hellring et al. [42] used neural networks to estimate the air-fuel ratio using the ion
current as input. Gazis et al. [24] used a similar technique with thirteen measurements
of the ion current curve as input to predict four characteristics of the in-cylinder
pressure. The neural network was able to predict peak pressure magnitude and
location with fair accuracy.

Hellring and Holmberg [22] presented an algorithm used to estimate peak pressure
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position from the ion current, using their observation that peak pressure coincides
with a local maximum in the ion current peak. Their observation is not seen in other
studies. This algorithm was also used to control the location of peak pressure via
spark advance timing [20].

The ion current has also been studied in HCCI and CI engines. Tanaka et al. [43]
showed that the ion current was strongly correlated with air-fuel ratio, peak rate of
heat release location and magnitude, and peak pressure timing in an HCCI engine.
Whilst being of practical use, the reasons for these correlations were not explored.

Glavmo et al. [35] used the ion current to detect the start of combustion in a diesel
engine. SOC was deemed to have occurred when the ion current derivative reached
a set threshold. This phenomenon was used to control the start of combustion via
injector timing. The authors noted that the ability to detect SOC enables the diagnosis
of misfire, injectors stuck open or closed, the use of incorrect fuel and incorrect injection
timing.

Kubach et al. [36] also detected SOC in a similar manner using the ion current signal
in an direct-injection diesel engine. They also used the calculation of ignition delay
using the predicted SOC to control the pilot injection quantity in order to reduce the
maximum burn rate and control noise.

A number of studies correlating the ion current to various engine operating parameters
of interest have emerged from Wayne State University. Badawy et al. [44] characterised
the ion current developed in a single-cylinder diesel engine and observed pronounced
effects of engine load, injection pressure, injection timing and engine speed on the ion
current.

The same group then used the ion current signal to predict and control the peak
pressure location via feedback to the ECU. This was achieved by observing that the
initial increase in the ion current leads the peak pressure by a fixed temporal value.
The ion current was also used with a fuzzy logic control system to control combustion
phasing [45].

Badawy et al. [41] also used the ion current to predict tailpipe soot. They noted the
lack of understanding of ion formation in diesel engines and hence used non-linear
multiple regression with up to four measures of the ion current curve. This model was
able to predict tailpipe soot with good accuracy.

Estefanous et al. [16] compared the ion current to NOx formation in the cylinder.
The ion current generated by thermal ionisation of NO was calculated using the Saha
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ionisation equation [46]. This was found to be a small fraction of the total ion current
measured. The peak ion current was found to be well correlated to in-cylinder NOx .

A testament to the versatility and utility of the ion sensor is the number of patents
it is a part of. Patents exist that integrate the ion sensor into the fuel injector
[47] and use the ion sensor to measure engine performance, emissions or in-cylinder
parameters [48, 49], modify combustion and reduce emissions [50], and detect and
control abnormal combustion [51]. Whilst these patents describe the use of ion sensors
for various purposes that would be of interest to OEMs, such applications appear to
have been confined to laboratory settings thus far.

Despite the evident appreciation for the utility of the ion sensor, a common thread
running through the aforementioned studies is the lack of detailed analysis explaining
why the ion sensor can be used in these ways. Statistical or similar models are used
which, whilst providing good results, can give little insight into the physical and
chemical processes occurring within the combustion chamber leading to ion formation
— they are treated as black boxes. Without this understanding, large data sets must be
obtained to ensure robustness of predictions. Even when large data sets are available,
long-term changes in engine operation or operating conditions not accounted for in
the data set make accurate prediction difficult. The use of different fuels makes it
necessary to redo the experiments to obtain a data set for each fuel.

This problem can be mitigated somewhat by a greater understanding of the processes
leading to ion generation. Given this knowledge, models can be developed to examine
the effects of changing operating parameters on the ion current and determine the vari-
ables the ion current is most sensitive to, greatly reducing the volume of experimental
data needed to be collected.

The development of such models is made easier by advances in the field of chemical
kinetics which enable a more accurate estimation of the chemistry within the com-
bustion chamber. To this end, a small number of studies have attacked the problem
of ion generation in engines. Some of these studies use chemical kinetics to predict
NOx concentration and calculate an equilibrium between NO and NO+ [52–54] — in
this case, NO+ is the only positive ion modelled and electrons the only negatively
charged particles. These studies, however, ignore a wealth of research on hydrocarbon
flames pointing out the importance of the H3O+ ion [55–59]. Others use equilibrium
models including ions in highly simplified systems [60, 61]. Complexity can be further
increased by the use of chemical kinetics in place of equilibrium — Aithal [62] provides
one example.
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Estefanous [63] presented a modelling study of the ion current in diesel engines which
used 3-D CFD techniques with a 120 reaction, 58 species reaction mechanism. Good
agreement was obtained between the experimental and modelled in-cylinder pressure
and ion current. The complexity of the CFD approach to modelling, however, makes
it difficult to perform parametric studies on the ion current due to the computational
expense incurred. Such a model is therefore not a suitable candidate for exploring ion
generation in a quick and efficient manner.

This study aims to bridge the gap between chemical kinetics research and ion current
measurements in engines to explain some of the correlations described above. These
correlations are first investigated experimentally on a diesel engine in this chapter. In
subsequent chapters, a model of ion generation is developed, first for simple systems
and then for a diesel engine. These models are used to develop an understanding
of the relationships between the ion current and important engine performance and
emissions measurements.

2.3 Laboratory setup

A schematic of the laboratory setup is shown in Figure 2.1. Experiments were conducted
on a Hino W04D 4 litre, 4 cylinder naturally aspirated direct-injection diesel engine
coupled to a Heenan-Froude eddy current dynamometer. Control of the dynamometer
was achieved using a Froude-Hofmann V4 controller. The engine is equipped with a
pump-in-line mechanical injection system; the injection process is therefore controlled
by the governor and direct control is not achievable by the operator. No external
exhaust gas recirculation occurs. It is instrumented with various sensors to measure
both in-cylinder and engine parameters as described in the following sections.

2.3.1 Engine parameters

The engine parameters of interest are the engine speed and load, air and fuel flow rates
and intake air temperature. The engine speed and load are measured by the Froude-
Hofmann V4 dynamometer controller. Fuel consumption is measured by an A&D
LC1205-K020 mass balance. K-type thermocouples are used to measure temperatures
of the intake air, coolant, engine oil, exhaust and fuel. The volumetric air flow rate is
measured using a turbine flowmeter. Manifold pressure is measured using a pressure
transducer in the intake.
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Figure 2.1: Laboratory setup schematic (adapted from Rao [64]).

These sensors are connected to a National Instruments PCI6013 24-bit analogue-to-
digital converter. National Instruments Virtual Bench Logger (VBL) is used to acquire
and record readings from these sensors at a rate of 1 Hz. The logging period is 60 s.
All VBL data is presented as the average over the logging period. Table 2.1 shows the
resolution of the sensors used.

Table 2.1: Resolution of measurements taken for engine parameters [64].

Parameter measured Unit Resolution

Engine speed RPM ± 1
Engine-out torque N m ± 0.1
Temperature K ± 0.5
Volumetric air flow rate m3 s−1 ± 2%
Fuel mass g ± 1

2.3.2 In-cylinder parameters

Cylinders 1 and 4 are instrumented with AVL GU12P high pressure piezoelectric
pressure transducers installed in the glow plug ports and located flush with the cylinder
head. The range of these sensors is 0–200 bar with a linearity of 0.3% and a frequency
of 130 kHz. The fuel line to cylinder 1 is instrumented with an AVL SL31D2000 fuel
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pressure transducer capable of measurements in the range 0–2000 bar with a linearity
of 0.5% and frequency of 50 kHz. The injector in cylinder 1 is fitted with an AVL
needle lift indicator. Crank angle is measured using an AVL 346 angle encoder capable
of measurements up to 20,000 RPM.

These sensors are connected through AVL charge amplifiers to an AVL Indimeter 619.
AVL Indicom software is used to acquire and record data. The sampling rate used is
0.2 CAD. All AVL data is presented as the average of 80 engine cycles.

The ion current is measured in cylinder 3 using an ion sensor whose schematic is shown
in Figure 2.2, adapted from Rao & Honnery [2]. The internal heating element of a
Bosch GPH-408 glowplug is replaced by a 3 mm diameter mild steel rod that acts as
the positive electrode. Aremco 571 ceramic adhesive is used to electrically insulate the
positive electrode from the glowplug casing. The ion sensor is designed to be inserted
into the glow plug port of the Hino W04D and to extend the same distance into the
cylinder as the factory glow plug.

Casing Ceramic
insulation

Positive
electrode

+120 V

Figure 2.2: Ion sensor schematic (adapted from Rao & Honnery [2]).

The centre electrode is maintained at 120 V relative to the engine block; the current be-
tween this electrode and the engine block is measured by a 16-bit National Instruments
NI4350 analogue-to-digital converter operating at 80 kHz. The ion current signal is
later downsampled to a resolution of 0.2 CAD to match the AVL data.

The location of the ion current signal with respect to piston top dead centre (TDC) is
obtained using reflective tape on the engine flywheel and a Honeywell HOA1405 reflec-
tive emitter and sensor. The rise and fall time for this sensor is 15 µs, corresponding
to 0.162 CAD at 1800 RPM and 0.108 CAD at 1200 RPM. This enables synchronising
of the ion current and pressure signals.

In-cylinder measurements such as those presented here must be used with the pro-
viso that they may not accurately represent the performance of other cylinders not
instrumented. This is discussed in more detail in Section 2.4.1.
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2.3.3 Emissions

NOx

The concentration of nitrogen oxides in the exhaust is measured with a CODA automo-
tive 5 gas exhaust analyser (EGA) using a chemiluminescent cell. The measurement
range for the NOx cell in the CODA EGA is 0–5000 ppm and the resolution is 1 ppm.
The EGA was calibrated using NATA certified BOC Spectra Seal Gas #29268D; the
accuracy of NOx measurements was ±1.32% after calibration. The exhaust gas is
sampled and passed through a condensate trap and particulate filter before entering
the EGA.

The CODA EGA measures the sum of concentrations of all three oxides of nitrogen
(N2O, NO and NO2); however, only mono-nitrogen oxides are considered to be pol-
lutants. The fraction of all nitrogen oxides that is nitrous oxide in any application
therefore decides the suitability of a system such as the CODA EGA for measuring
NOx .

Stationary combustion sources typically show N2O/NOx ratios of less than 2%; this
figure is even lower for automobile engines, approximately 0.3% [65]. A General Motors
study in 1992 [66] found the range of N2O/NOx ratios to be 0.18%–0.24% for gasoline-
fueled vehicles without catalytic converters. Poitras et al. [67] found N2O to comprise
between 0.01% and 0.04% by mass of all nitrogen oxides in a modern turbocharged
direct-injection diesel engine with exhaust gas recirculation using commercial ultra-low
sulphur diesel. Koebel [68] found that N2O emissions were below the threshold of
detection (≈ 2 ppm) at all values of load applied to a six cylinder direct-injection
turbocharged and intercooled MAN diesel engine. Yamada et al. [69] found the
N2O/NOx ratio to be less than 1% for a 4.8 litre naturally aspirated common rail
diesel engine at brake mean effective pressures above 40 kPa.

Due to the low temperature of the exhaust gas between the point of sampling and the
point of measurement, it is assumed that no reduction of NOx occurs. Given the very
small amounts of nitrous oxide relative to the other oxides of nitrogen, nitrogen oxide
readings from the CODA EGA can therefore be assumed to accurately represent NOx

measurements.

Soot
Soot is measured using a TSI DustTrak DRX8533 aerosol monitor, a laser light
scattering photometer that measures the 90◦ scattering of light by particulate matter
in ambient air. The DustTrak is capable of measuring concentrations of particles up
to 150 mg m−3. The exhaust gas is sampled and cooled before entering the DustTrak.
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Calibration of the instrument is performed using the gravimetric method described
by Rao & Honnery [3]. An undiluted fraction of the exhaust gas is allowed to flow
through Pallflex Fiberfilm T60A20 membrane filters for 120 s. The filters were dried
and weighed to an accuracy of 10 µg. The flow rate through the filter is calculated by
measuring the pressure drop through an orifice plate. Further details on the calibration
method can be found in Rao & Honnery [3].

Several studies have confirmed the suitability of the DustTrak for the measurement
of tailpipe soot in diesel engines, with the caveat that it is calibrated specifically for
each engine [70–73]. Moosmuller et al. [70] found the performance of the DustTrak to
be similar to that of the tapered element oscillating microbalance (TEOM) method.
Faghani et al. [72] found measurements from the DustTrak to be proportional to those
from TEOM, indicating that the addition of a proportionality constant determined from
calibration allows accurate measurements to be made by the DustTrak; in addition,
the DustTrak was found to produce more repeatable measurements than TEOMs at
low concentrations of particulate matter.

2.4 Experimental results

This section presents experimental results for in-cylinder pressure, rate of heat release
and emissions of NOx and soot from the Hino engine previously described. Only a
small subset of results are presented here; additional results are shown in Appendix A,
along with characterisation of air flow rate, fuel flow rate and the injection process.

2.4.1 In-cylinder pressure

Figure 2.3 shows the measured pressure in cylinder 1 for different values of load at
1600 RPM. Increasing engine load clearly increases the peak pressure and therefore
the maximum average temperature of the contents of the cylinder, from 64.4 bar at 80
Nm to 75.1 bar at 180 Nm.

The engine used in this study is instrumented with pressure transducers in both
cylinders 1 and 4. Two cylinders in the same engine do not necessarily show the same
performance. Air intake paths, valve wear and piston ring wear are generally not iden-
tical for any two cylinders, so volumetric efficiency generally differs between cylinders.
Injector wear is another phenomenon that greatly affects cylinder performance and can
vary widely between injectors of the same model and of the same age. The locations
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Figure 2.3: Pressure in cylinder 1 at different values of engine-out torque at 1600 RPM.

of cooling jackets and oil galleries may play a role in these differences as well.

Figure 2.4 shows the cylinder pressures measured in cylinders 1 and 4 at 1600 RPM,
140 Nm. The difference between the peak pressures is 13.3%.
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Figure 2.4: Pressures in cylinders 1 and 4 at 1600 RPM, 140 Nm.

For the remainder of this study, in-cylinder variables are presented only for cylinder
1. It is possible for averages to be calculated across the entire engine at considerable
expense, but financial constraints limit the instrumentation on the engine.
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2.4.2 Rate of heat release

The apparent rate of heat release dQa

dt
is calculated using the method described by

Heywood [74], Equation 2.1.

dQa

dt
=

γ

γ − 1
P
dV

dt
+

1

γ − 1
V
dP

dt
(2.1)

where P and V are the cylinder pressure and volume respectively and γ is the ratio
of specific heats of the cylinder contents, assumed to be 1.35 for calculations in this
section [1, 74, 75].

A low pass Fourier filter [76] is used to enable the accurate calculation of the derivative
of the pressure signal.

The apparent rates of heat release calculated from the filtered pressure signals at 1600
RPM and different values of engine-out torque are shown in Figure 2.5. The region of
the heat release curve between ≈ 155 CAD and SOC lies below 0; this indicates heat
loss to the cylinder walls and the evaporation of fuel droplets. The sharp increase in
the heat release rate at ≈ 174 CAD denotes the start of combustion (SOC). The peak
heat release rate increases with increasing engine-out torque.
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Figure 2.5: Apparent rates of heat release at 1600 RPM and 80 Nm, 120 Nm and 180 Nm.

The earlier occurrence of SOC at higher values of load is partly due to the earlier
injection of fuel and partly due to the higher injection pressure at higher torque
settings leading to finer atomisation of the spray into smaller fuel droplets, higher
spray velocity and greater air entrainment [77–79]. Higher values of load also lead
to increased cylinder wall temperatures and therefore decreased ignition delay. A
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combination of these phenomena could result in the difference in SOC timing seen
in Figure 2.5. Measurements characterising the injection process can be found in
Appendix A.

2.4.3 Ion current

Figures 2.6 (a) and (b) show the ensemble-averaged ion current over 80 consecutive
engine cycles for changing engine speed at 140 Nm and for changing engine torque
at 1600 RPM. The ion current signals at 1600 RPM and 1800 RPM are very similar,
while the peak at 1200 RPM is ≈ 3 CAD advanced. This is expected from the earlier
SOC at 1200 RPM.
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Figure 2.6: Ion current signal at (a) 140 Nm and different engine speeds and (b) 1600 RPM
and different engine loads.

Changing the load on the engine can be seen to have a significant effect on the ion
current:

• The cycle-minimum value increases monotonically with increasing torque. The
non-zero cycle-minimum value of the ion current is believed to be caused by
the deposition of a black, electrically conductive layer on the ceramic adhesive
between the two electrodes (see Figure 2.7), a phenomenon also observed by
Badawy et al. [44]. The deposition of this layer, assumed to be soot, is explored
further in Chapter 7. Soot production increases with increasing engine-out
torque, leading to a higher value for the cycle-minimum. Lower engine speeds
generally also result in higher soot production due to reduced air entrainment
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[80, 81]; this can be seen in the increase in cycle-minimum value as engine speed
decreases.

• At low values of torque, a second, smaller peak can be seen in the ion current
which is absent at higher torque values, while the width of the primary ion
current peak increases with increasing torque. Kessler [82] used optical methods
to show that the propagation of the flame back out of the piston bowl gives rise
to the second peak seen at low values of torque; charge carriers are generated in
the flame front and are transported to the vicinity of the ion sensor. At high load,
the two peaks merge and give rise to a single, broader peak. Kubach et al. [36]
observed the same phenomenon. The exact manifestation of this phenomenon is
likely to depend to a great extent on the geometry of the piston crown.

Figure 2.7: Black deposit on the ion sensor.

The ion current shows large cycle-to-cycle variability [2, 40] and therefore has a large
stochastic component. Figure 2.8 shows the ion current for 10 consecutive cycles at
1600 RPM and 140 Nm.

The difficulty of dealing with this stochastic component is part of the reason for most
studies treating the ion current in a statistical manner. The exceptions are studies
concerned with the detection of SOC; these rely on the sharp increase of the ion current
shortly before TDC which, as is evident from Figure 2.8, shows excellent repeatability.
The 95% confidence interval for SOC as predicted by the thresholding method for the
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Figure 2.8: Ion current signal for 10 consecutive engine cycles at 1600 RPM and 140 Nm.

conditions in Figure 2.8 is 174.6 ± 0.4 CAD. SOC calculated from the heat release
curve is ≈ 174.8 CAD. The relationship between SOC and the initial increase in the
ion current depends on the location of the ion sensor in the cylinder; hence it is unique
to each engine and must be calibrated for each specific experimental setup.

Figure 2.9(a) shows five ion current curves at 1600 RPM, 140 Nm. Each curve is the
ensemble average of 20 consecutive engine cycles. Figure 2.9(b) shows two curves,
each of which is the ensemble average of 50 consecutive engine cycles at the same
engine operating point. 20 engine cycles are clearly sufficient to ensure a repeatable
ensemble-averaged ion current. All subsequent ion current curves are presented as the
ensemble average over 80 consecutive cycles to match in-cylinder measurements from
the AVL sensors.

Figure 2.10 (a) shows the cycle-averaged ion current over 80 cycles and its coefficient
of variance I ′ at 1600 RPM and 100 Nm.

The high but very narrow peak in I ′ shortly before TDC indicates that the variability
here is due to small variability in the timing of the first ion current peak; Figure 2.8
shows the small range of crank angle over which the ion current climbs to its first peak.
The elevated values of I ′ after TDC indicate significant cycle-to-cycle variability in the
ion current — greater than 20% of the average signal over a large crank angle range.
This can be qualitatively observed from Figure 2.8.

Figure 2.10 (b) shows the same variables for the in-cylinder pressure signal at 1600
RPM and 100 Nm. The coefficient of variance in the pressure signal is approximately
one order of magnitude lower than that in the ion current signal.
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Figure 2.9: Ion current signal ensemble-averaged over 20 (a) and 50 (b) consecutive engine
cycles at 1600 RPM and 140 Nm.
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Figure 2.10: Average and stochastic components of the ion current (a) and the in-cylinder
pressure (b) at 1600 RPM and 100 Nm calculated over 80 engine cycles.

While single-cycle analysis of the ion current presents some difficulty, some measures
of the ion current show remarkable repeatability over several cycles. The measures
considered in this study are the minimum, maximum, integral (I1) and integral with
the cycle-minimum value subtracted (I2). These parameters are depicted in Figure
2.11.

Table 2.2 shows the mean (x̄) and coefficient of variance (cv) of these measures of
interest at an engine speed of 1600 RPM and load of 140 Nm over 150 consecutive
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Figure 2.11: Important measures of the ion current signal.

engine cycles. The coefficient of variance of each measure is 0.6% or less of its average
over the cycle, indicating that they could be of use even in single-cycle analysis of the
signal.

Table 2.2: Statistics of chosen parameters of the ion current curve over 150 consecutive engine
cycles at 1600 RPM, 140 Nm.

Variable x̄ cv

Minimum 14.234 µA 0.1728 %
Maximum 75.778 µA 0.5468 %

I1 11.976 mA-deg 0.1933 %
I2 1.728 mA-deg 0.6024 %

The standard deviation in peak location over these 150 cycles is 0.13 CAD.

The repeatability of these parameters suggest that they may be of use in simple
statistical models for the ion current; indeed, the location and magnitude of the
ion current peak has been employed in some studies previously described. Simple
correlations to these variables are discussed in Section 2.5.

A note on the different measurement systems used: the ion current and
pressure signals are measured by NI and AVL systems respectively; as they are both
in-cylinder variables and their relative timing is of importance, these are synchronised
using an optical sensor and reflective tape on the flywheel of the engine. The accuracy
of this method can be evaluated by comparing the pressure signal when measured by
the AVL system to that measured by the NI4350 ADC — any horizontal offset indicates
calibration is required. Figure 2.12 shows the cylinder pressure signal recorded using
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both systems; there is minimal difference.
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Figure 2.12: In-cylinder pressure signal at 1600 RPM and 120 Nm using both AVL and NI
systems.

2.4.4 NOx and soot emissions

Figure 2.13 shows the measured tailpipe NOx at 1200 RPM, 1600 RPM and 1800
RPM and at different values of load.
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Figure 2.13: Tailpipe NOx at 1200 RPM, 1600 RPM and 1800 RPM and various engine
loads.

NOx increases monotonically with an increase in load — this is an expected consequence
of the higher cylinder-average temperatures generated due to the injection of greater
quantities of fuel and greater air entrainment expected as the kinetic energy of the fuel
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spray is increased. NOx also decreases with an increase in engine speed; this is likely
due to differing heat transfer rates and/or different entrainment. It is also possible
that this is caused by the relative slowness of NOx reactions; at higher speed, the
temperature drop due to expansion causes NOx reactions to freeze at a relatively early
stage. The decrease in NOx is more marked between 1600 RPM and 1200 RPM than
between 1800 RPM and 1600 RPM. There are other significant differences between
the 1200 RPM case and the other engine speeds investigated. These differences can be
seen in the experimental data presented in Appendix A.

Figure 2.14 shows tailpipe soot mass measurements at 1600 RPM and various load
settings. Soot increases monotonically and fairly linearly with engine-out torque, as
expected.
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Figure 2.14: Tailpipe soot mass for varying engine load at 1600 RPM.

2.5 Relationships between the ion current and other

variables

This section presents examples of relationships between some measures of the ion
current and several engine operation parameters of interest. Similar to those found in
the studies mentioned before, these relationships are purely statistical and no causality
may be assigned to relationships bearing a high correlation coefficient. It is the aim of
this study to provide causal links between these variables.
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2.5.1 In-cylinder pressure and related variables

The direct result of the in-cylinder pressure is a torque on the crankshaft. This torque
is subject to several losses before it appears as engine-out torque — operation of the
fuel, water and oil pumps, pumping losses from the transport of gases, driving of the
camshaft and the alternator and frictional losses in all moving components. These
losses are non-linear and are not a simple function of torque. Given the complexity
of this relationship, it appears that a statistical approach may be required to predict
torque from the ion current.

Rao and Honnery [2] developed a statistical technique capable of predicting torque on
a cycle-by-cycle basis to within 10 Nm RMS error across a wide range of engine loads
from 12 Nm to 180 Nm using the ion current as an input. Details of the study can be
found in Appendix B.

That study also attempted to predict net IMEP and expansion work from the ion
current — these in-cylinder measures of in-cylinder pressure were predicted to generally
greater accuracy than the engine-out torque.

If, as postulated earlier, the non-zero cycle minimum value of the ion current is due to
soot, this offset is not directly related to engine-out torque. Instead, the integral I2 is
considered, which was earlier shown to be highly repeatable over a large number of
cycles. Figure 2.15 shows the correlation of this value with engine-out torque. The
trend is linear with r2 = 0.94.
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Figure 2.15: Ion current integral versus engine-out torque at 1600 RPM.
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2.5.2 Start of combustion and rate of heat release

Figure 2.16 shows the ion current and apparent rate of heat release at 1600 RPM and
140 Nm. The simultaneous increase in both signals at ≈ 175 CAD indicates SOC; the
ion current has been used for this purpose previously.
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Figure 2.16: Comparison of rate of heat release and ion current at 1600 RPM, 140 Nm.

The ion current integral I2 over the full engine cycle is also directly correlated to the
cumulative heat release at different values of engine-out torque (r2 = 0.95). This
is shown in Figure 2.17. Although not shown here, there is also strong correlation
between the ion current and the peak rate of heat release with an identical correlation
coefficient.
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Figure 2.17: Ion current integral versus cumulative heat release at 1600 RPM.
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2.5.3 NOx emissions

Figure 2.18 shows the variation in ion current integral I2 with tailpipe NOx at different
values of engine-out torque. The correlation is linear with r2 = 0.99. Tailpipe NOx

and peak rate of heat release are positively correlated with each other through their
dependence and effect on in-cylinder temperature, respectively. It is therefore not
surprising that the ion current integral, being positively correlated with one, behaves
similarly with the other.
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Figure 2.18: Ion current integral versus tailpipe NOx at 1600 RPM.

2.6 Summary

Literature on ion currents in engines abounds with methods for the prediction of one
engine operating parameter or another from one or more measures of the ion current.
These predictive methods all rely on statistical manipulation of the ion current signal.
Whilst these methods can give useful results, they do not provide much insight into
the reasons for which they work. Part of the reason for the use of these models is the
stochastic nature of the signal.

This chapter presented a statistical analysis of the ion current signal measured in a
direct-injection diesel engine and found five parameters of the ion current curve that
are highly repeatable over a large number of engine cycles. These parameters are
therefore suitable for cycle-by-cycle statistical analysis.

Examples of correlations that can be derived using these ion current parameters
are those for in-cylinder pressure, cumulative heat release, rate of heat release and
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emissions of NOx . High correlation coefficients can be observed for these cases (r2 ≥
0.94).

Given the wide range of uses the ion current can be put to, it is surprising that very few
studies have attempted an explanation of the factors affecting it and the mechanisms
involved in engine-type situations. Chemical kinetics research has provided several
studies that do exactly this for laminar flames at atmospheric or lower pressures and
for simple hydrocarbons such as methane. Findings from those studies could be very
useful when integrated into engine models; to date, little progress has been made on
this front, a shortcoming that this study aims to redress. The initial step to achieving
this is the study of ion formation in a simple and generally well-understood system —
the laminar methane flame. This is presented in Chapter 3.



Chapter 3

Ionic mechanism for methane
oxidation

3.1 Introduction

The laminar methane flame in air is one of the most studied and best understood
combustion systems at the present time. This is then a suitable system to study
relatively unknown combustion phenomena and is the system chosen for the study of
ion formation in hydrocarbon flames.

Ion formation in engines occurs at relatively high temperatures and pressures. The
peak motoring temperatures seen in engines range from 750–1000 K and the motoring
pressures from 15–50 bar. Any study on ion formation with a view to implementation
in engine research requires the formation mechanisms to be studied at these elevated
temperatures and pressures. In order to achieve this, an oxidation mechanism is
developed for methane that is optimised for accuracy of heat release and major
species concentrations under engine-like conditions of pressure and temperature. The
equivalence ratios chosen are near 1.0 to mimic those used in the experiment described
in Chapter 4. In view of a possible need to use this mechanism in CFD modelling, most
existing mechanisms were considered too computationally expensive. Any mechanism
developed must be highly simplified.

This oxidation mechanism is required to have an ionic sub-mechanism incorporated
into it in order to predict the production and consumption of important ionic species
that are generally not of interest in oxidation mechanisms designed for the prediction
of laminar flame speed, heat release and major species concentrations.

28
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This chapter describes the development of this mechanism along with its ionic sub-
mechanism. The choice of important species and reaction pathways is driven by
previous research, a summary of which is included. Identification of important charged
species is crucial to the performance of this mechanism; this is entered into in some
detail. In the calculation of the ion current generated by these charged species, some
knowledge of charge transport in partially ionised gases is required; this is described
here briefly.

A lack of experimental data at the requisite temperature and pressure values necessitates
the initial validation of this mechanism outside its designed area of interest. This
validation is presented here. Also discussed are the effects temperature, pressure,
equivalence ratio and stage of completion of the reaction have on the ion current
developed and the mechanisms by which these operate.

Some sections of this chapter have previously been published in Rao & Honnery [83].
These have been reproduced here with minimal changes.

3.2 Background

3.2.1 Ion formation in flames

The high electrical conductivity of flames was first observed in the early 1800s when,
in 1801, Alessandro Volta, the inventor of the battery, was able to discharge a charged
non-conductor in a flame, proving the existence of charge-carriers in the flame [84].
Erman [85] in 1802 recorded the first observation of the ion current when he inserted
two wires into a flame. Since those observations, most early explanations presented in
the 1920s for the ion current’s existence have revolved around the release of electrons
from molecules as a result of increased thermal energy [86–88], a process known as
thermal ionisation. When this theory is applied, the ion concentrations can quite
simply be calculated using the Saha ionisation equation [46] applied to any species
with a sufficiently low ionisation energy. Various studies have suggested different
species as the source of these charged particles, some notables ones being CO, OH and
NO [89, 90]. Polymerised carbon atoms were suggested to have ionisation potentials
similar to that of graphite, which is relatively low [90]. The same authors suggested
that the cause of ionisation was friction due to gas flow along stationary walls. In
1906, Tufts [91] published the only early study suggesting a non-thermal mechanism
of ionisation. This study serves as the first basic description of chemi-ionisation.
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The 1950s and 1960s saw a plethora of studies on ion current measurement and identi-
fication of the mechanisms by which chemi-ionisation occurs. Calcote [92] presented
an analysis of ion concentrations formed via various thermal ionisation pathways:
impurities, equilibrium species, non-equilibrium species and carbon particles. He
concluded that none of these phenomena produced ions in sufficiently high concen-
trations to match those measured with a Langmuir probe [93]. His conclusion was
that chemi-ionisation was possibly responsible for a large fraction of the ion current
observed. In the following years,a plethora of studies on the topic [58, 94–96] were
conducted that confirmed that chemi-ionisation was the dominant mechanism by which
ions are produced in hydrocarbon flames. It was also observed that the response of a
flame ionisation detector (FID) in a hydrocarbon flame was directly proportional to
the number of carbon atoms in the parent hydrocarbon [97–99], indicating that the
parent hydrocarbon is decomposed into a species with a single carbon atom before it
is oxidised. Some early studies [100–102] theorised that that single-carbon species is
CH, which initiates chemi-ionisation via Reaction R3.1.

CH + O −−→ CHO+ + e− (R 3.1)

This reaction was chosen for several reasons [103, 104]:

• Presence of C-H bond— some studies [93, 105] have noted very low concentrations
of ions in flames where the fuel does not contain a C-H bond. This indicates
that a species with a C-H bond may be responsible for ionisation.

• Pressure-dependence — the mole fraction of ions was found to be independent
of pressure [102], indicating that the ion formation and the ion recombination
reactions must be of the same order. Calcote [102] showed that ion recombination
occurred via a second-order reaction, so the ion formation reaction must be
second-order too.

• Stoichiometry — ion concentrations were found to be more dependent on mixture
composition than on temperature and were found to reach a maximum in
stoichiometric mixtures, suggesting that the reaction requires species from both
the fuel and the oxidiser.

• Thermochemistry — most reactions that could produce ions in a flame require
very high input energy to take place. ∆H = 8.4 kJ mol−1 for Reaction R3.1,
making it nearly thermo-neutral.
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Thus far, experimental measurements of ion concentrations in flames were generally
conducted with Langmuir probes. These were unable to provide much information on
the individual species present in the flame, apart from their average mobility. Some
studies [100, 106] used microwave techniques to measure ion concentration; these
methods provided poor spatial resolution. Vanreusel & Delfosse [107] were the first
to publish the principle of a method of ion extraction for use in a mass spectrometer.
Experimental methods were greatly improved with the use of mass spectrometry in
these flames. Initial studies [108–112] were concerned with the profile of molecular
weights of ions at a single point in the flame; later studies were able to sample the
flame gases at several points along its length, giving more insight into ion production
and extinction rates. These early studies all found a significant peak at a molecular
mass of 19, indicating an abundance of the hydronium ion H3O+. Knewstubb &
Sugden [55] found large concentrations of H3O+ and its hydrates, but concluded that
hydrate formation was a product of the measurement system rather than the flame
itself. DeJaegere et al. [58] published experimental findings of the most abundant
ions in CH4 –O2 and C2H2 –O2 flames, finding a slight peak at a mass number of 29,
suggesting the CHO+ ion, and a large peak at a mass number of 19, suggesting the
H3O+ ion. The H3O+ ion was found to represent 70% to 90% of the total positive
ion concentration. The C3H3

+ ion was also identified in rich C2H2 –O2 flames and its
concentration reported to increase with increasing equivalence ratio. Green & Sugden
[59] studied ion formation in a H2-O2 flame with various amounts of CH added and
proposed a mechanism for the formation of H3O+ from a precursor primary ion and
its neutralisation:

CH + O −−→ CHO+ + e− (R 3.2)

CHO+ + H2O −−→ H3O
+ + CO (R 3.3)

H3O
+ + e− −−→ H2O + H (R 3.4)

Several studies conducted later agreed with this finding [113–115].

Goodings et al. [56, 57] detailed measurements and analysis of the positive ion
concentration in a CH4 –O2 flame at both lean (φ = 0.2) and rich (φ = 2.0) fuel-air
ratios. In the fuel-lean flame, the formation of the ions after Reaction R3.1 was
proposed to occur in one of the following ways:

Proton transfer: CHO+ + X −−→ HX+ + CO (R 3.5)

Charge transfer: CHO+ + X −−→ X+ + CHO (R 3.6)

Rearrangement: CHO+ + X −−→ other products (R 3.7)
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Clustering: CHO+ + X + M −−→ CHO+·X + M (R 3.8)

Switching: CHO+·X + Y −−→ CHO+·Y + X (R 3.9)

Reaction R3.5 was considered the dominant mechanism in the flame front, given the
experimental results obtained via mass spectrometry, shown in Figure 3.1. Given the
elevated pressures of interest in these studies and the consequent narrowing of the
reaction zone, ions briefly existing in the flame front but not persisting downstream of
the flame were not considered. Of interest in Figure 3.1 are the relative concentrations
of CHO+ and H3O+. The much lower concentration of CHO+ as compared to H3O+

indicates that Reaction R3.10, a proton transfer reaction, operates on CHO+. This
reaction is inherently faster than Reaction R3.1, leading to the rapid conversion of
CHO+ to H3O+.

Figure 3.1: Positive ion profiles for ions persisting downstream of the flame front in a fuel-lean
atmospheric pressure methane-air flame (φ = 0.2). Figure taken from Goodings et al. [57].

CHO+ + H2O −−→ H3O
+ + CO (R 3.10)

The presence of other charged particles in the flame front, such as C2H3O+ and CH5O+
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led the authors to suggest Figure 3.2 as a reaction flow diagram for the positive ion
chemistry in the fuel lean flame. Importantly, the dominant positive ion is seen to be
H3O+; its peak concentration is reported as approximately six times that of the next
most abundant ion (C2H3O+) and its integral concentration approximately 26 times.

Figure 3.2: Reaction flow diagram showing the formation of large CnHx
+ ions in a fuel-rich

atmospheric pressure methane-air flame (φ = 2.0). Figure taken from Goodings et al. [57].

The region upstream of the flame front was found to be similar for the fuel-rich flame,
dominated by proton transfer reactions. However, the flame front shows markedly
different chemistry, with the C3H3

+ ion producing a peak ion signal comparable to
that of H3O+. This peak, however, decays quickly, leaving H3O+ as the most abundant
ion in the downstream region — selected ion profiles are shown in Figure 3.3. Of
particular interest in these results is the formation of a hydrate of H3O+. This has
been postulated to be a spurious measurement resulting from the sampling technique,
which is discussed below. The reaction flow diagram for the formation of large CnHx

+

ions formed in this case is suggested in Figure 3.4, which shows the development of
species with higher molecular weights. It has been postulated that these species are
precursors to soot [11–14].

The same authors also investigated negative ion chemistry in the same flames [116].
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Figure 3.3: Positive ion profiles for ions persisting downstream of the flame front in a fuel-rich
atmospheric pressure methane-air flame (φ = 2.0). Figure taken from Goodings et al. [57].

It was found that the dominant charge carrier in the fuel-lean flame was electrons,
formed via Reaction R3.1. Electrons attach to molecular oxygen via the three-body
Reaction R3.11, establishing O2

– as the primary negative ion. Although Reaction
R3.11 results in the concentration of O2

– being comparable to that of electrons, the
large difference in their mobilities results in much greater current flow due to electrons.

O2 + e− + M −−→ O2
− + M (R 3.11)
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Figure 3.4: Reaction flow diagram showing the formation of large CnHx
+ ions in a fuel-rich

atmospheric pressure methane-air flame (φ = 2.0). Figure taken from Goodings et al. [57].

Several ions were found further downstream in the flame, most abundantly CHO2
– ,

CO3
– , CHO3

– and OH– . These ions are all formed from O2
– via charge transfer and

proton transfer reactions. In the fuel-rich flame, CHO2
– , O2

– , C2H– and C4H– were
the most abundant negative ions. Electrons were found to contribute an even higher
fraction of the total ion current due to negatively charged particles.

While these studies have contributed immeasurably to the understanding of ion
formation in flames, a note must be made of the limitations of the mass-spectrography
measurement technique. Most studies of ion composition have been performed on
atmospheric-to-low pressure (≈ 0.01–1 atm) flames due to the effect of pressure on
flame thickness. At higher pressures, the reaction zone becomes very thin, leading to
large concentration changes over small distances. Lower pressure flames are studied in
order to widen the reaction zone, giving greater spatial resolution in the ion profiles
measured. The ion collection chambers used were maintained at 10−9–10−8 atm.
Sampled flame gas was allowed to expand and cool upon entry via an orifice plate into
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the collection chamber, possibly leading to a shift in the equilibria present between
ions [117]. The formation of hydrates of H3O+ is attributed to this cooling.

Hayhurst et al. [118] also note the effect of the formation of a layer (‘sheath’) of positive
ions at the orifice into the collection chamber. A thicker sheath results in the collection
of a greater fraction of the ions present in the sheath, which is not representative of
the composition of the flame. The sheath thickness is roughly proportional to the
Debye length [119–122], a measure of the distance over which the electrostatic effect
due to a charge carrier persists, and varies roughly as ∆φn, 0.5 < n < 1, where ∆φ is
the potential difference between the orifice plate of the collection chamber and the
burner [123]. A lower concentration of electrons, which occurs if there are significant
concentrations of negative ions in the flame, results in an increased Debye length and
therefore a thicker sheath. A decrease in the voltage of the orifice plate with respect
to the burner also results in a thicker sheath. Either or both of these events occurring
leads to an over-estimation of the positive ion concentration in the flame.

Although these limitations mean that some inaccuracies will be present in any
mass-spectrometry measurement of the ion composition in flames, the results of
the previously-mentioned studies are still useful in indicating the reaction mecha-
nism responsible for ion formation, the important species involved in the mechanism,
and the major ions formed. These results are used in the development of the ionic
sub-mechanism of the methane oxidation mechanism presented in this chapter.

3.2.2 Charge transport in partially ionised gases

In the calculation of ion current from charged species concentration, some understand-
ing of charge transport in gases subjected to an electric field is required. The relations
shown here are used later in this chapter, and also in Chapters 4 and 5 to calculate the
ion current developed in a constant-volume chamber and a diesel engine respectively.

An electric field applied to an ionised gas produces a force on charged species in or
opposite to the direction of the electric field, depending on their charge. This force,
however, does not cause an indefinite increase in the average particle velocity due to
the effect of particle-particle collisions. Instead, the net effect on charged particles is a
diffusion either parallel or anti-parallel to the electric field. The eventual neutralisation
of the particles at the electrodes that is a consequence of this diffusion produces the
ion current.

Particle-particle collisions reduce the net diffusion speed by reducing ion mobility. The
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frequency of these collisions therefore is an important variable in the calculation of
the ion current. The frequency of particle-particle collisions (termed the momentum
transfer collision frequency) v̄AB for any two species A and B is given by Equation 3.1
[124].

v̄AB = NANB(rA + rB)2

√
8πKBT

mr,AB

(3.1)

N and r denote the number of particles and the radius respectively, of species A or
B. KB is the Boltzmann constant and mr,AB is the reduced mass, calculated from
Equation 3.2.

mr,AB =
mAmB

mA +mB

(3.2)

m refers to the mass of either species.

The mobility of any charged species A, µA, is then given by Equation 3.3.

µA =
eA

mA

∑N
i=1 v̄iA

(3.3)

where eA denotes the charge on species A and v̄iA the momentum transfer collision
frequency of A and species i.

The ion current for a specific sensor geometry and applied electric field strength can
be calculated using Equation 3.4 [60, 125].

I = FGVS

N∑

j=1

ejNjµj (3.4)

FG is a geometric factor depending on the sensor geometry and VS is the voltage
difference across the sensor electrodes.

3.2.3 Methane oxidation mechanisms

This section reviews existing mechanisms for methane oxidation to use as a base for
the ionic mechanism developed.

The simplest oxidation mechanism for methane is a one-step process:

CH4 + 2 O2 −−→ CO2 + 2 H2O (R 3.12)
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While single-step mechanisms are able to predict laminar flame speeds reliably over a
range of conditions, they suffer from well-known flaws [126], including neglecting the
CO2-CO equilibrium. Two-step reaction models introduce a second step to account
for the presence of CO [127]:

CH4 +
3

2
O2 −−→ CO + 2 H2O (R 3.13)

CO +
1

2
O2 −−→ CO2 (R 3.14)

These provide more accurate estimations of flame parameters than the one-step
mechanism. Table 3.1 reproduced from Westbrook & Dryer [126] shows predicted
properties of the burnt gas in atmospheric pressure methane-air flames for detailed,
single step and two-step mechanisms. While the two-step mechanism shows significant
error in the prediction of the CO-CO2 equilibrium, its predictions of the adiabatic
flame temperature are far closer than the one-step mechanism to those of the detailed
mechanism [128].

Table 3.1: Predicted properties of the burnt gas in atmospheric pressure methane-air flames
by various mechanisms. Table taken from Westbrook & Dryer [126]

.

Detailed mechanism One-step Two-step mechanismmechanism

φ Tad
[CO]

[CO2]

[H2]

[H2O]
Tad Tad

[CO]

[CO2]

0.8 1990 0.03 0.005 2017 1975 0.08
1.0 2220 0.11 0.02 2320 2250 0.14
1.2 2140 0.69 0.15 2260 2200 0.43

A natural extension to this mechanism is the inclusion of other equilibria such as H2-
H2O. As more reactions are added, the equilibrium concentrations of more species can
be estimated. Edelman & Fortune [129] used this approach to formulate a quasi-global
reaction mechanism for hydrocarbon oxidation; this involved a single-step conversion
of fuel to CO and H2 and a detailed reaction mechanism for the oxidation of these
two species. Figures 3.5 and 3.6, reproduced from Westbrook & Dryer [126], compare
the performance of this mechanism to that of the detailed mechanism mentioned in
Table 3.1 in a stoichiometric methanol-air flame at atmospheric pressure. The profiles
of temperature and fuel concentration agree well between the models, but there are
large differences in the concentrations of CO, H and O in the pre-flame and the flame
regions and the point at which the radicals disappear is markedly different (near x = 0
mm for the detailed mechanism and near x = 0.6 mm for the quasi-global mechanism).
Westbrook & Dryer [126] suggest that ignoring the reactions between these radicals and
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fuel molecules as in the quasi-global mechanism results in high radical concentrations,
leading to the early oxidation of CO, indicating that the one-step mechanism for the
production of CO and H2 is not sufficient to model processes in the flame region. The
formation of radicals from the H2-O2 system is hence a crucial part of any hydrocarbon
oxidation model seeking to model species concentrations in the flame region. Reaction
rates for the H2-O2 system have been well documented and experimentally verified
[130–132].
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Figure 3.5: Temperature, methanol and carbon monoxide concentrations in a stoichiometric
methanol-air flame at atmospheric pressure. The detailed mechanism is shown by light lines
and the quasi-global mechanism by heavy lines. Figure taken from Westbrook & Dryer [126].

These observations have led to the formulation of very detailed reaction mechanisms for
the oxidation of methane, the most well-established being GRI-Mech [133], which was
maintained by the Gas Research Institute until 2000. The initial releases, GRI-Mech
1.1 and 1.2 [134], released in 1995, had 177 reversible reactions and 32 species; later
releases built upon this with new experimental data and theoretical understanding.
GRI-Mech 2.1 [135] contained 277 reversible reactions and 49 species. The last release
of GRI-Mech, designated GRI-Mech 3.0, contains 325 reversible reactions and 53
species. The mechanism is optimised for the ranges 1000 K to 2500 K, 0.01 atm to
10 atm and φ = 0.1 to 5.0 for pre-mixed systems. Importantly, it contains mechanisms
for NO formation and reduction, which make it useful in the study of high-temperature
methane flames.

Hughes et al. [136] developed a similar mechanism containing 351 irreversible reactions
and 37 species. This mechanism was formulated using only experimental rate data
available for elementary reactions — no optimisation was performed. The authors
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Figure 3.6: Concentration profiles for H, O and OH radicals in a stoichiometric methanol-air
flame at atmospheric pressure. The detailed mechanism is shown by light lines and the
quasi-global mechanism by heavy lines. Figure taken from Westbrook & Dryer [126].

argue that this makes their mechanism more general than GRI-Mech 3.0, where
optimisation leads to changes in experimental reaction rates, producing inaccuracies
at points where operating conditions are not similar to experimental data used in
optimisation. A further consequence of optimisation is the interdependence of reaction
rates; if new experimental data indicates a different reaction rate to that in the
mechanism, the new rate must be changed and the mechanism optimised again. When
comparing their mechanism to GRI-Mech 3.0, the mechanism of Konnov [137] and that
of Chevalier [138] the authors found that, of the 44 most sensitive reactions common
to both mechanisms, 14 had significantly different reaction rates. In spite of this, the
performance of the mechanisms was similar, indicating that, even with such detailed
mechanisms, the chemistry of hydrocarbon oxidation is still not well characterised at
the elementary reaction level or that only a very small number of controlling reactions
exist.

The mechanisms described above are strictly neutral — they do not model the formation
and extinction of charged species. However, some ionic mechanisms for methane have
also been developed over the years. Pedersen & Brown [139] formulated an ionic
mechanism for pre-mixed methane flames that contained 86 reversible reactions. They
were able to predict the concentrations of major neutral species with reasonable
accuracy but the concentrations of ions proved difficult to match to experimental data.

Dautov & Starik [140] proposed a detailed mechanism for methane oxidation that
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contained 392 reactions and 59 species that was found to perform well against ex-
perimental values for ignition delay. Starik & Titova [141] later added 214 ionic and
neutral reactions to the same mechanism to model ion formation in methane-air flames.
Their findings were similar to the experimental results described in Section 3.2.1 —
H3O+ was the most important positive ion in stoichiometric flames and electrons were
important negatively charged particles. They additionally found that the CO3

– ion
was abundant in the post-flame region. Given the high molecular weight and therefore
low mobility of this ion, however, it is unlikely to contribute significantly to the ion
current.

Rodrigues et al. [142] extended the kinetics of ionic species from the model of Starik
& Titova to predict the ion current in propane-air flames. Their predictions were
consistent with experimental results, with C2H3O+ present in a narrow zone in the
flame and thereafter H3O+ and electrons dominating the ion signature. Prager et
al. [143] added ion chemistry to a mechanism previously developed by Warnatz et
al. [144] and found similar results. Their mechanism, however, predicted incorrect
widths of the ion peaks and incorrect peak mole fractions of the ions when compared
to experimental results.

A key limitation of most of the above studies comes from the lack of experimental data
for higher pressure flames for reasons discussed in Section 3.2.1. Many reactions in
the mechanisms mentioned above show a dependence on pressure, making it difficult
to extrapolate results to higher pressure flames, which are of primary interest to
engine modellers. In these experiments, flame fronts may be vanishingly narrow and
measurements difficult to conduct; hence, the ion current may be measured instead of
individual ion profiles.

Additionally, the complexity of these mechanisms make them difficult to validate in
systems more complex than a laminar flame. Phenomena such as constant-volume
combustion or combustion in an engine are vastly more complicated to model and
computational times for these combustion events can be prohibitively high. For these
situations, simplified mechanisms or equilibrium models must be used.

Some studies have validated equilibrium models using engine-like conditions. Aithal
[60] developed an equilibrium model of ionisation during the combustion of a methane-
air mixture at constant volume. This model included 20 neutral and 7 charged species.
He found H3O+ ions to be the most important positive ions except at very lean
conditions, when NO+ ions were abundant. The peak ion current calculated was found
to match experimental results but the ion current decay was observed to occur earlier
in the numerical simulation. The same author later used a similar equilibrium model
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to predict the voltage signature in an HCCI engine fuelled with propane and acetylene
to achieve fair agreement between experimental and modelled results. A significant
limitation of equilibrium models for engine modellers is the unavoidable inaccuracy
when computing the concentrations of species involved in slow reactions in quickly
changing conditions [145]. The reactions responsible for NOx production in a diesel
engine are important examples of these. In order to model these reactions accurately,
a chemical kinetics mechanism is required.

Figure 3.7, reproduced from Turns [146] shows a typical simplified chemical kinetics
mechanism for methane oxidation. Bold lines show the main pathway, through which
the majority of fuel molecules are oxidised. Thin lines show secondary pathways that
play smaller roles in oxidation. Of particular interest in this scheme is the presence of
the CH radical in the left branch — this radical is important for ion formation through
Reaction R3.1 as described in Section 3.2.1. Both CH and CH2 are also responsible
for NO formation via the prompt NOx mechanism [147, 148]. While prompt NOx

forms a much smaller fraction of total NOx emissions than does thermal NOx , it may
become important as emissions targets are lowered in the future or when oxygenated
fuels such as biodiesel are used.

CH4

CH3

CH2O

HCO CO CO2

CH2(s)

CH2

CH

CH2OH

Figure 3.7: General simplified methane oxidation scheme showing the main pathway (bold
arrows) and secondary pathways (light arrows). Figure taken from Turns [146].

3.3 Mechanism development

The mechanism developed here for methane oxidation comprises a neutral mechanism
with an ionic sub-mechanism. The ionic sub-mechanism is designed to be able to be
applied to any mechanism for hydrocarbons, providing the concentrations of the CH
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Table 3.2: Region of interest for methane oxidation mechanism.

Parameter Unit Minimum Maximum

Pressure bar 20 50
Temperature K 700 2500
Equivalence ratio 0.9 1.1

and O radicals are predicted with sufficient accuracy — as discussed in Section 3.2.1,
these species are required for ion generation. The neutral mechanism developed here
is based on that of Turns [146] (see Figure 3.7).

It is well known that the first step in the oxidation of methane is the production of
CH3 by reaction with O, H or OH radicals. The bulk of the CH3 radical is oxidised
directly via CH2O, HCO and CO to CO2. These steps occur via reactions with O,
OH and H radicals, H2 molecules and third-body reactions.

Alternate pathways include oxidation via CH2OH to CH2O and the CH2 branch. This
branch involves the oxidation of CH3 to CH2 in the singlet configuration via OH or
H2. The singlet state has higher energy than the triplet state; rapid conversion to the
triplet state occurs via collisions with N2 and H2O molecules. Oxidation of CH2 by
OH and H radicals forms CH, which then reacts with H2O to form CH2O.

The region of interest for this mechanism is shown in Table 3.2 and was chosen to be
indicative of the operating regime of the constant-volume chamber experiments pre-
sented in the next chapter, where this mechanism is used to predict the experimentally
observed ion current during methane oxidation.

A sensitivity analysis was performed on this mechanism using the perfectly stirred
reactor code in CHEMKIN and the sensitivity of the mole fractions of major species
O2, CH4, CO and CO2 to each reaction was examined. Those reactions with little
or no effect on the concentrations of these major species were removed in order to
make the mechanism as computationally inexpensive as possible. While removal of
these reactions may increase inaccuracy of the mechanism under certain conditions,
accuracy is required only in the region of interest.

Four ionic reactions (Reactions R 3.15–R 3.18) and three H-O system reactions (Reac-
tions R 3.19–R3.21) were added to this neutral mechanism to produce a mechanism
comprising 21 reactions and 21 species, of which four are charged. Rates for these
reactions were obtained from various sources [56, 149, 150]. Thermodynamic data for
all species was obtained from Burcat & Ruscic [151]. Transport data for most species
was obtained from the CHEMKIN transport database [152]. Data was not available
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for some species; their coefficients were estimated from similar species. The complete
mechanism can be found in Appendix C.

CH + O←−→ e− + HCO+ (R 3.15)

HCO+ + H2O←−→ H3O
+ + CO (R 3.16)

H3O
+ + e− ←−→ H2O + H (R 3.17)

e− + O2 + N2 ←−→ O2
− + N2 (R 3.18)

H + O2 ←−→ OH + O (R 3.19)

O + H2O←−→ OH + OH (R 3.20)

H + OH + H2O←−→ H2O + H2O (R 3.21)

To investigate the effect of the addition of this ionic sub-mechanism on the performance
of the parent mechanism, methane oxidation in a perfectly stirred reactor was modelled
within the region of interest as described in Table 3.2. The residence time was chosen
to be 5.57× 10−3 s, typical of a spark-ignition engine operating at 1800 RPM [74]. No
deviation in final temperature or the mole fractions of major species and negligible
deviation in the mole fractions of CH and O was found.

3.4 Mechanism validation

The mechanism was validated against established experimental data using CHEMKIN.
Figure 3.8 shows the measured laminar flame speed for methane at 10 atm and 20 atm
and at various equivalence ratios. This data is obtained from the studies of Rozenchan
et al. [153], Gu et al. [154] and Lowry et al. [155]. Also shown is the laminar flame
speed predicted by GRI-Mech 3.0 [133] and that predicted by the mechanism developed
here. The equivalence ratio region of interest is indicated. The laminar flame speed
is predicted with good accuracy within the region of interest; outside this region
the predictions are similar to those of GRI-Mech 3.0, with significant inaccuracy at
equivalence ratios of 0.8 and 1.2. The average error in laminar flame speed compared
to the data of Rozenchan et al. is 15.8% in the equivalence ratio range 0.8–1.2 at
20 atm; this decreases to 5.8% in the range 0.9–1.1, which compares favourably to
predictions of GRI-Mech 3.0 in the same ranges.

The inaccuracy at values of equivalence ratio far from 1.0 decreases as the pressure
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is increased from 10 atm (17.1% average error) to 20 atm (15.8% average error),
indicating that the mechanism is well suited to higher pressure applications.

0.8 0.9 1 1.1 1.2
0

5

10

15

Region of
interest

Equivalence ratio

L
am

in
a
r

fl
am

e
sp

ee
d

(c
m

/
s)

Rozenchan et al., 10 atm
Gu et al., 10 atm
Lowry et al., 10 atm
GRI-Mech, 10 atm
Current study, 10 atm
Rozenchan et al., 20 atm
GRI-Mech, 20 atm
Current study, 20 atm

Figure 3.8: Measured and predicted laminar flame speeds for methane in air at 10 bar and
20 bar.

The methane mechanism was further validated using experimental data on species
concentrations in a laminar methane-air flame at atmospheric pressure. The exper-
imental data is taken from Bechtel et al. [156]. Whilst the pressure at which the
experimental data was obtained is far outside the region of interest, some indication
of the performance of the mechanism can be obtained from the comparison. Figures
3.9, 3.10 and 3.11 show this comparison at equivalence ratios of 0.86, 1.0 and 1.25
respectively. In each figure, subfigure (a) shows the variation of temperature and
mole fractions of CH4, CO2 and O2 axially along the flame. Subfigure (b) shows the
variation of temperature, CO, H2 and H2O axially along the flame.

There is good agreement between experimental measurements and model predictions
at an equivalence ratio of 0.86 for most species; the CO mole fraction decays quicker in
the experiment and the H2 mole fraction decay is not seen in the model at all. Excellent
agreement can also be seen along the entire length of the flame at an equivalence ratio
of 1.0, apart from the decay in H2 mole fraction which is not predicted well. At an
equivalence ratio of 1.25, predictions of species mole fractions are accurate.

Given the lack of experimental observations at the pressures of interest for reasons
discussed in Section 3.2.1, validation of the performance of the mechanism at elevated
temperatures and pressures is conducted using two comprehensive methane oxidation
mechanisms: GRI-Mech 3.0 [133] which contains 325 reactions and 53 species, and the
Leeds mechanism developed by Hughes et al. [136] which contains 351 reactions and
37 species.



CHAPTER 3. IONIC MECHANISM FOR METHANE OXIDATION 46

0.1 0.15 0.2 0.25 0.3

Distance along gas flow (cm)

M
ol

e
fr

ac
ti

on

0.1 0.15 0.2 0.25 0.3
10−3

10−2

10−1

100

Distance along gas flow (cm)

M
ol

e
fr

ac
ti

on

Temperature CH4

CO2 O2

(a)

0.1 0.15 0.2 0.25 0.3
0

500

1000

1500

2000

2500

Distance along gas flow (cm)

T
em

p
er

a
tu

re
(K

)

0.1 0.15 0.2 0.25 0.3

Distance along gas flow (cm)

Temperature CO
H2 H2O

(b)

Figure 3.9: Measured and predicted temperature and flame composition for an atmospheric
laminar methane-air flame, φ = 0.86.
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Figure 3.10: Measured and predicted temperature and flame composition for an atmospheric
laminar methane-air flame, φ = 1.0. Figure taken from Rao & Honnery [83].

Methane oxidation was modelled using all three mechanisms operating in a perfectly
stirred reactor at various values of pressure, temperature and equivalence ratio. As
described above, Table 3.2 shows the region of interest. The residence time is chosen
to be 5.57× 10−3 s which, for a diesel engine operating at 1600 RPM, is typically after
all heat release has occurred as seen in Chapter 2.
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Figure 3.11: Measured and predicted temperature and flame composition for an atmospheric
laminar methane-air flame, φ = 1.25.

Heat release in hydrocarbon oxidation mechanisms depends heavily on the concentra-
tions of the main combustion products viz. H2O, CO2 and CO. Figures 3.12, 3.13 and
3.14 compare the mole fractions of these major species across different values of inlet
temperature, reactor operating pressure and equivalence ratio.

With varying inlet temperature (Figure 3.12), the predictions of CO2 and CO clearly
agree well between the three mechanisms. The ionic mechanism developed here
under-predicts the mole fraction of H2O by ≈ 6% over the temperature range, a
phenomenon observed under all configurations of perfectly stirred reactor tested. The
same observations can been made when varying reactor pressure (Figure 3.13).

As the equivalence ratio is increased beyond 1.1, the ionic mechanism begins to favour
the formation of CO2 over CO. Consequently, CO2 is over-predicted by 10% at an
equivalence ratio of 1.1 and 18% at an equivalence ratio of 1.2. It is likely that this
error will increase further as the equivalence ratio is increased, leading to significant
inaccuracy.

The performance of the ionic sub-mechanism depends heavily on the mole fractions of
CH and O, as these species are involved in Reaction R 3.15, the first reaction leading
to ion production. Whilst these mole fractions are typically small, of the order of 10−9

– 10−4, they have a significant effect on the ion formation rate. Thus, further validation
specifically for the ionic sub-mechanism must be performed. The same operating
conditions were used as in validation of the neutral sub-mechanism. Figures 3.15, 3.16
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Figure 3.12: Main combustion products mole fractions for Leeds mechanism, GRI-Mech
3.0 and current mechanism for varying temperature at reactor operating pressure 20 bar,
equivalence ratio 1.0 and residence time 5.57× 10−3 s.
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Figure 3.13: Main combustion products mole fractions for Leeds mechanism, GRI-Mech 3.0
and current mechanism for varying pressure at inlet temperature 750K, equivalence ratio 1.0
and residence time 5.57× 10−3 s.

and 3.17 show these comparisons. The predictions from the ionic mechanism can be
seen to match those from GRI-Mech 3.0 closely; the Leeds mechanism consistently
predicts a lower mole fraction of CH at equivalence ratios under 1.1.

Further validation of the spatial ion species profiles is hampered by the paucity of
experimental measurements, particularly at the equivalence ratios and pressures of
interest. Figure 3.18 shows a comparison of measurements and predictions of total
positive ion concentration for a flat methane-air flame at atmospheric pressure with
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Figure 3.14: Main combustion products mole fractions for Leeds mechanism, GRI-Mech 3.0
and current mechanism for varying equivalence ratio at inlet temperature 750K, reactor
operating pressure 20 bar and residence time 5.57× 10−3 s.
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Figure 3.15: CH and O mole fractions for Leeds mechanism, GRI-Mech 3.0 and current
mechanism for varying temperature at reactor operating pressure 20 bar, equivalence ratio
1.0 and residence time 5.57× 10−3 s.

a gas temperature at the burner mouth of 402 K and an equivalence ratio of 0.513.
The experimental data is taken from Wortberg [157]. Although the parameters of
this experiment are well outside the region of interest, there is reasonable agreement
between the experimental and predicted peak positive ion concentration. The increased
width of the curve seen in the predictions is expected; this is due to the higher laminar
flame speed predicted at low values of equivalence ratios as seen in Figure 3.8. The
laminar flame speed prediction is greatly improved at equivalence ratios close to 1.0
so it is expected that the mechanism will be more accurate within its designed range.
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Figure 3.16: CH and O mole fractions for Leeds mechanism, GRI-Mech 3.0 and current
mechanism for varying pressure at inlet temperature 750K, equivalence ratio 1.0 and residence
time 5.57× 10−3 s.
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Figure 3.17: CH and O mole fractions for Leeds mechanism, GRI-Mech 3.0 and current
mechanism for varying equivalence ratio at inlet temperature 750K, reactor operating pressure
20 bar and residence time 5.57× 10−3 s.

3.5 Effects of PSR operating conditions on ion cur-

rent

This section examines the effects of changing operating conditions in a PSR on
predictions of the ion current when using the ionic mechanism developed previously.
From knowledge of the species mole fractions and the mass flow rate into the reactor,
the ion current can be calculated using Equation 3.4 as described in Section 3.2.2. A
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Figure 3.18: Temperature and positive ion concentration profiles for a flat methane-air flame
at atmospheric pressure, equivalence ratio 0.513 and temperature at the burner mouth 402K.
Experimental data taken from Wortberg [157].

geometric factor of 1.0 and a sensor voltage of 1 V are assumed for calculation of the
ion current in this section.

The ion sensors used in this study all have a smaller positive electrode than negative,
so the area for neutralisation of negative ions is smaller by several orders of magnitude
than that of positive ions. The concentration of negatively charged species was
therefore taken to be the limiting factor in the ion current. Furthermore, the number
of electrons was found to be, on average, two orders of magnitude larger than that of
O2

– ions. The radius of O2
– ions is approximately five orders of magnitude greater

than that of electrons and they are also four orders of magnitude heavier. Hence, the
mobility of electrons is several orders of magnitude higher than that of O2

– ions, due
to their lower mass. O2

– ions therefore should contribute negligibly to the total ion
current. The total ion current was thus calculated based purely on the concentration
of electrons in the mixture.

Figures 3.19 (a)–(d) show predictions of the ion current for varying values of inlet
temperature, reactor operating pressure, equivalence ratio and residence time. The
default values for these variables are 298 K, 1 bar, 1.0 and 0.1 s respectively. The
maximum temperature observed is approximately 2710 K when an inlet temperature
of 1400 K is specified.

Increasing the inlet temperature of reactants favours the dissociation of H2O into H
and OH radicals in Reaction R3.21. The increase in concentration of the H radical
shifts the equilibrium between CH2 and CH towards CH. The concentration of CH2
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Figure 3.19: Predicted ion current at varying values of temperature, pressure, equivalence
ratio and residence time. Default values are 298K, 1 bar, 1.0 and 0.1 s respectively.

is observed to decrease and that of CH to increase. This favours Reaction R3.15,
increasing the ion concentration and causing an increase in the ion current, shown in
Figure 3.19(a). It must be noted, however, that a competing effect is present here —
the collision frequency is proportional to the square root of mixture temperature, as
seen in Equation 3.1, which means mobility is reduced as temperature is increased. The
ion current therefore increases at a slower rate than does the electron concentration.

With increasing reactor pressure, the dissociation of H2O into H and OH as in Reaction
R3.21 is inhibited. The lower OH mole fraction slows the formation of CH2(s) from
CH3, leading to a lower CH mole fraction and therefore a smaller electron mole fraction.
Furthermore, the increase in the number of moles of reactants and products increases
the collision frequency for all species; this decreases their mobility drastically and
hence the reduction in the ion current is more pronounced than that of electron mole
fraction. This trend is shown in Figure 3.19(b).

With increasing equivalence ratio, the shortage of oxygen in the mixture stream leads
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to a low concentration of the O radical, which is necessary for Reaction R3.15 to
take place. As the equivalence ratio increases from 1.0, the concentration of the CH
radical increases and that of electrons decreases, indicating a leftward shift in the
equilibrium of Reaction R3.15 due to the lower O concentration. The ion current
therefore also decreases. With decreasing equivalence ratio, the shortage of CH4 in the
mixture stream leads to a shortage of H atoms in the flow. This causes a reduction in
the formation of OH and H radicals, which are required for the conversion of CH3 to
CH2(s) and CH2 to CH. The concentration of CH2(s) is greatly reduced and, while
that of CH2 is relatively unchanged, the concentration of CH is reduced, leading once
again to a leftward shift in the equilibrium of Reaction R3.15 and a decrease in the
ion current. Furthermore, maximum heat release and temperature are found at an
equivalence ratio of 1.0; these are the conditions most conducive to dissociation of
H2O. The effect of this is to increase the ion current as described above. Any change
in equivalence ratio from 1.0 therefore has the effect of decreasing the ion current.
These trends are shown in Figure 3.19(c).

Figure 3.19(d) shows the evolution of the ion current as combustion occurs; the ion
current can be seen to peak early in the combustion process before reducing to a very
low level, indicating that ions will generally be found in or near the flame front. This
agrees with previous experimental observations [56, 57].

3.6 Summary

A simplified mechanism for methane oxidation at near-stoichiometric mixture fractions
was developed as an initial step towards the understanding of ion formation in engines.
The mechanism was validated against experimental results for laminar flame speed
and temperature, and species profiles across a laminar flame. Where high pressure
experimental data was not available, lower pressure data was used. Good agreement
between the modelled and measured values was found for equivalence ratios close to 1.

Mechanisms such as the one presented here can be used in CFD simulations to give
spatial information on species compositions in many types of combustion systems,
whilst still remaining computationally inexpensive relative to detailed mechanisms
such as GRI-Mech or the Leeds mechanism mentioned above. When operating within
the range of temperature, pressure and equivalence ratio they are designed for, they
are capable of considerable accuracy. Simplified mechanisms are necessarily limited to
small sets of conditions for which they are accurate; the mechanism developed here
is intended for use at equivalence ratios near 1, moderate-to-high temperatures and
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pressures around 20–50 bar. These are chosen to mimic the conditions expected to
occur in the experiment described in the next chapter.

Whilst some validation of this mechanism for laminar flames at atmospheric and lower
pressures has been presented, experimental data for species concentrations and heat
release in engine-like conditions is not presently available. In order to validate the
most important aspects of the methane mechanism developed here, viz. heat release
and ionic species concentrations, under conditions more representative of those found
in engines, the oxidation of methane in a constant volume chamber is studied. The
experiment, its results and the performance of this mechanism in engine-like conditions
are detailed in Chapter 4.

An important ability of simplified mechanisms is the prediction of the effects of
changing system variables on different species concentrations. This chapter explored
different values of equivalence ratio, temperature, pressure and residence time in a
perfectly stirred reactor and identified the mechanisms by which these system variables
affect the ion current. Findings from this chapter are used in the Chapter 4 to provide
insight into some aspects of the ion current observed during the oxidation of methane
at constant volume. A simplified mechanism for n-heptane is used in Chapter 6 in a
similar manner to provide insight into the relationship between the ion current, heat
release and NOx formation in premixed flames and diesel sprays.



Chapter 4

Constant volume chamber: methane
oxidation

4.1 Introduction

Constant volume chambers are useful devices in the study of thermodynamics at
elevated pressures and/or temperatures. Given maximum chamber pressures in the
region of 50 bar, which is similar to the motoring pressure in a CI engine or the peak
pressure in an SI engine, constant volume chambers are particularly useful in the field
of engine research. These chambers are frequently used in the characterisation of
sprays — free jets [158], impinging jets [159] and sprays into porous media [160]. They
are also used to characterise fuels, with ignition delay and rate of heat release being
of primary interest. The ability to precisely dictate the chamber temperature and
geometry and the mixture composition, combined with the ease of including optical
access or different sensors means that the constant volume chamber is a valuable tool
in the investigation of engine-like conditions.

This chapter describes a study of the ion current produced during methane oxidation in
engine-like conditions, using a constant volume chamber to simulate these conditions.
The experimental setup and results are presented in Section 4.2. This experiment was
modelled using the ionic mechanism for methane oxidation developed in Chapter 3.
The model and a comparison of results are presented in Section 4.3.

Some sections of this chapter have been previously published in Rao & Honnery [83]
and are reproduced here.
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4.2 Experiment

4.2.1 Setup

The constant volume chamber used for this experiment is a hollow stainless steel
cylinder of internal height 132 mm and internal diameter 150 mm. Externally, eight
faces are machined onto the curved surface with open areas through which sensors,
actuators, glass windows or steel blanks can be inserted. The top surface contains
a 55 bar pressure relief valve and a manually operated exhaust valve through which
the chamber contents can be vented. Needle valves control the flow of both air and
methane through a two-way valve entering the chamber from the top in order to
produce a uniform gas mixture. A flush line is installed in the bottom surface which
allows the entry of compressed air at a high flow rate in order to both flush the chamber
of exhaust gases and cool the chamber walls after a combustion event.

Four of the eight sides of the chamber contain instruments: a K-type thermocouple, a
GE Druck PMP 4311 pressure transducer, an ion sensor and a spark plug. Schematics
of the chamber can be seen in Figure 4.1. The pressure transducer has a range of 0–80
bar and a linearity of 0.1%. Its thermal zero/span shift is < ±1%. The ion current
is measured by a spark plug with the side electrode removed. The tip of the centre
electrode of the ion sensor is located at the centre of the chamber and maintained at
+120 V relative to the casing and chamber walls. A schematic of the ion sensor is
shown in Figure 4.2.
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Figure 4.1: Schematic of the constant volume chamber [83].
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Figure 4.2: Schematic of the ion sensor [83].

The ion current and chamber pressure are sampled at 10 kHz by a National Instruments
24-bit analogue-to-digital converter. The spark plug is activated manually using a
momentary switch.

The introduction of gases into the chamber was performed at high flow rates in order
to induce turbulent mixing of the two gases. A short time (typically 1 minute) was
allowed to elapse for the chamber contents to achieve quiescence. The temperature was
noted at this point — due to thorough flushing and cooling of the chamber between
consecutive combustion events, the thermocouple recorded the mixture temperature
immediately prior to each combustion event to be in the range 300–303 K. The spark
plug was then fired and the combustion event recorded. After peak pressure was
reached, the exhaust valve was opened and, once the pressure inside the chamber
dropped to atmospheric, the flush valve was opened. Flushing continued until the
chamber cooled to room temperature.

This procedure was repeated for two values of initial chamber pressure (3 bar and
6 bar) and three values of equivalence ratio (0.8, 1.0 and 1.2). The peak pressure
reached in the chamber was approximately 45 bar and the calculated peak temperature
from equilibrium approximately 2700 K.

4.2.2 Results

The measured traces of chamber pressure and ion current for varying pressure and
constant equivalence ratio are shown in Figures 4.3, 4.4 and 4.5. The time at which
the spark is fired is shown as a fine line crossing the pressure curve. Peak pressure
is reached at t=0 s. Of interest in these plots is the consistent trend of a longer
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combustion event at higher values of initial chamber pressure, indicating decreasing
flame velocity for increasing pressure — this is a result observed in previous studies and
predicted by the ionic mechanism in Section 3.4, albeit for constant pressure flames.
This effect is seen to decrease with increasing equivalence ratio; at an equivalence ratio
of 1.2, the time taken for the completion of the combustion event is very similar for
both values of initial chamber pressure.
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Figure 4.3: Experimentally measured ion current and chamber pressure for an equivalence
ratio of 0.8 and initial chamber pressures 3 bar and 6 bar.
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Figure 4.4: Experimentally measured ion current and chamber pressure for an equivalence
ratio of 1.0 and initial chamber pressures 3 bar and 6 bar.

The ion current peak is higher at the lower initial chamber pressure value, as predicted
in Section 3.5, due both to the greater mole fraction of ions and their increased mobility.
The width of the peak is lower at lower values of initial chamber pressure, possibly due
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Figure 4.5: Experimentally measured ion current and chamber pressure for an equivalence
ratio of 1.2 and initial chamber pressures 3 bar and 6 bar.

to the increased flame velocity leading to a shorter time during which the ion sensor is
exposed to the flame front. The ion current quickly decreases to zero, showing the
absence of long-lived ionic species.

Of interest in Figure 4.5 is the second peak in the ion current at an equivalence ratio
of 1.2. Delfau et al. [161] report the presence of a second peak in the ion current in
sooting ethylene and acetylene flames; while the same mechanism may be present in
sooting methane flames, the equivalence ratio used here means that any soot formed
is likely to be quickly oxidised. A more detailed discussion of the probable cause of
this peak is presented in Section 4.3.2.

Time t can be normalised by the time taken for the entire combustion event from
spark (τs) to peak pressure (τp) to obtain τn, the normalised time pertaining to the
combustion event (Equation 4.1).

τn =
t− τs
τp − τs

(4.1)

Figure 4.6 shows the ion current and chamber pressure signals plotted against nor-
malised time for different values of initial chamber pressure at an equivalence ratio
of 1.0. The timings of the ion current peaks can be seen to be very similar, both
occurring at τn ≈ 0.38 and at approximately 13% of the total pressure rise. This
indicates that the two flames propagate in a similar fashion and both propagate more
quickly through the centre of the chamber than on the sides, a result expected due to
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quenching of the flame at the cold chamber walls.
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Figure 4.6: Experimentally measured ion current and chamber pressure for an equivalence
ratio of 1.0 and initial chamber pressures 3 bar and 6 bar, with time normalised by total time
taken for the combustion event [83].

While the locations of the pressure transducer and thermocouple are not of great
importance, the relative locations of the spark plug and the ion sensor play a big role
in the ion current observed since the ion current is observed mainly in the flame front.
The flame front propagates from the spark location spherically outwards, making the
timing of the ion current peak highly dependent on the location of the ion sensor.
In the region of the walls, heat transfer leads to local cooling and quenching of the
flame, leading to lower flame velocity. Figure 4.7 shows the ion current signals from
two identical ion sensors for a combustion event at equivalence ratio 1.0 and initial
chamber pressure 5 bar. One sensor (A) is located in the centre of the chamber as
shown in Figure 4.1 and the other (B) near the wall but at the same values of x and z.
The later development of the ion current peak for the sensor B indicates the quenching
effect on the flame near the walls. The ion current measurement from sensor B also
shows an elevated region well past the peak which is similar to that seen in the high
equivalence ratio case.
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Figure 4.7: Experimentally measured ion current and chamber pressure for an equivalence
ratio of 1.0 and initial chamber pressure 5 bar. Two identical sensors A and B are used, A in
the centre of the chamber and B near the wall.

4.3 Modelling

4.3.1 Setup

Modelling of the combustion event described in Section 4.2 was performed using
ANSYS Fluent with CHEMKIN-CFD, allowing the simulation both of fluid dynamics
and of chemical kinetics. Two-dimensional geometry is chosen over three-dimensional
in order to reduce computational time, so a horizontal slice of the chamber is used
as the fluid domain. To contribute to this reduction, only one half of the chamber
is considered and a condition of symmetry imposed on the bisecting axis. Heat loss
from the chamber walls is simulated by a constant temperature imposed on the outer
surfaces of the walls; experimentally it was determined that the considerable thermal
mass of the chamber walls led to no appreciable increase in temperature of the outer
surface after a single combustion event. A laminar viscosity model is chosen because,
while the flame front is likely to see local turbulence, its propagation is generally
laminar. The average cell size is approximately 0.755 mm and the time step chosen is
2.5× 10−4 s. The Courant number based on the time taken for the entire combustion
event is found to be between 0.3 and 0.6 for all initial conditions tested.

The mechanism developed in Chapter 3 is used for the calculation of species concentra-
tions and heat release. The concentration of electrons is taken to be the limiting factor
in the production of the ion current for reasons outlined in Section 3.5. Chamber
pressure and charged species concentrations are measured at the centre of the chamber,
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in the same location as the ion sensor in the experiment. The ion current is calculated
from the charged species concentration and the local temperature around the ion
sensor as described in Section 3.2.2. The geometric factor is calculated as the ratio of
the electrode areas on the shortest current path to the length of the path [162] and
was found to be ≈ 0.01.

Cell size and time-step size sensitivity studies were performed and can be found in
Appendix D.

4.3.2 Results

Previous studies and results from Chapter 3 indicate that the dominant charged species
in methane oxidation are electrons and H3O+. Figure 4.8 shows the concentrations
of electrons, H3O+, HCO+ and O2

– at the centre of the chamber for a combustion
event beginning at 6 bar and with an equivalence ratio of 0.8. Clearly, HCO+ and O2

–

ions are found in significantly lower concentrations than are electrons and H3O+. The
ion current curve therefore broadly follows those of electron or H3O+ concentration.
This observation can also be made at all other values of initial chamber pressure and
equivalence ratio modelled.
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Figure 4.8: Charged species concentrations at the centre of the chamber during the combustion
event.

Figure 4.9 compares the modelled and measured ion current and chamber pressure at
an equivalence ratio of 0.8 and an initial chamber pressure of 3 bar. The predicted
chamber pressure can be seen to follow the measured trace closely. Whilst the ion
current occurs at approximately the same time in the model as in the experiment,
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the peak is both lower and narrower. It has been suggested that the high voltage of
the ion sensor used in the experiment attracts electrons from outside its immediate
vicinity, leading to a high ion current even when the ion-rich zone of the flame has
passed the sensor [83]. This narrowness of the modelled ion current peak is a feature
observed at all values of initial conditions tested in this study.
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Figure 4.9: Comparison of experimental and modelled ion current and chamber pressure at
an equivalence ratio of 0.8 and initial chamber pressure 3 bar [83].

Figure 4.10 shows the temperature and electron distributions within the fluid domain
at τp = −0.094 s, the time of the ion current peak in the model. The black rectangle
shows the location of the ion sensor. Quenching at the walls can be seen to have a
significant effect on the propagation of the flame; the penetration of the flame into
the unburnt mixture is far deeper in the centre of the chamber than along the sides,
explaining the early increase in the ion current seen in the experiment. The presence
of electrons is seen to be limited to a thin region near the flame front, with very small
concentrations in the burnt zone. This is consistent with the twin requirements of CH
and O radicals for electron production. This observation also agrees with Figure 3.19
(d), where the electron concentration is seen to peak early in the combustion event
and then decay sharply to nearly zero very shortly after.

The location of electrons near the maximum temperature gradient indicates that they
are present in the flame where high rates of heat release occur. As seen in Figure
3.19 (a), electron concentration highly depends on temperature and increases with
increasing temperature. These findings suggest that the formation of H-O radicals may
be responsible for the correlations seen between heat release and electron formation
via the mechanism discussed in Section 3.4. Further exploration of this phenomenon
in a more detailed mechanism is presented in Chapter 6.
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Figure 4.10: Temperature (top) and electron concentration (bottom) distributions in the
chamber at an equivalence ratio of 0.8 and initial chamber pressure 3 bar, τp = −0.094 s [83].

Figure 4.11 compares experimental and modelling results at an equivalence ratio of
0.8 and initial chamber pressure of 6 bar. The modelled chamber pressure generally
follows the experimental curve but chamber pressure is generally under-predicted.
Similar to the results in Figure 4.9, the ion current peak is significantly narrower in
the model than in the experiment but its magnitude is fairly well predicted.

Similar results are obtained at initial chamber pressure 6 bar and equivalence ratio 1.0,
as shown in Figure 4.12. The model predicts a higher flame speed in the initial stage
of flame propagation, leading to a more rapid rise in chamber pressure and therefore
an early ion current peak. The peak in chamber pressure is well predicted.

Figure 4.13 shows experimental and modelling results at an equivalence ratio of 1.2
and initial chamber pressure of 6 bar. The chamber pressure shows a maximum
under-prediction of 9% of the peak pressure. While it is clear that the ion current’s
first peak is under-predicted in magnitude but accurate in location, the second peak is
of particular interest. The second peak seen in the model corresponds well to that seen
in experiments. The temperature and electron distributions (Figure 4.14) at the time
of the first peak, τp = −0.13 s, indicate a region of moderate electron concentration
for some distance behind the flame front, in contrast to observations made in fuel-lean
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Figure 4.11: Comparison of experimental and modelled ion current and chamber pressure at
an equivalence ratio of 0.8 and initial chamber pressure 6 bar [83].

−0.16 −0.12 −0.08 −0.040

10

20

30

40

Time to peak pressure τp (s)

Io
n
cu
rr
en
t
(µ
A
)

Experiment
Model

0

10

20

30

40

50

C
h
am

b
er

p
re
ss
u
re

(b
ar
)

Figure 4.12: Comparison of experimental and modelled ion current and chamber pressure at
an equivalence ratio of 1.0 and initial chamber pressure 6 bar [83].

flames.

The production of electrons in this region can be explored by examining the evolution
of the concentration of OH radicals at the centre of the chamber during the combustion
event, shown in Figure 4.15. The high temperature of the combustion products in the
post-flame region leads to dissociation of H2O and increased production of the OH
and H radicals as described in Section 3.5. In fuel-rich flames where the post-flame
region contains unburnt hydrocarbons, this results in an increase in CH concentration
as described earlier. This is seen clearly in the similarity of the curves in Figure 4.15.
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Figure 4.13: Comparison of experimental and modelled ion current and chamber pressure at
an equivalence ratio of 1.2 and initial chamber pressure 6 bar [83].

Figure 4.14: Temperature (top) and electron concentration (bottom) distributions in the
chamber at an equivalence ratio of 1.2 and initial chamber pressure 6 bar, τp = −0.130 s [83].

It is possible that a similar mechanism is responsible for the ion current curve seen for
the near-wall sensor (Figure 4.7). Quenching of the flame near the wall may lead to
incomplete combustion. Subsequently, the convection of high temperature mixture
containing OH and H radicals towards this region may then lead to elevated values of
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Figure 4.15: Concentrations of OH and electrons at the centre of the chamber during the
combustion event. Initial pressure 6 bar and equivalence ratio 1.2.

the ion current.

Large concentrations of the OH radical are seen in the post-flame region even in
fuel-lean flames. However, lower equivalence ratios lead to the consumption of nearly
all hydrocarbon molecules in the flame front, so the increase in OH concentration
has no effect on concentration of the CH radical; electron concentration therefore is
generally independent of OH concentration. This can be seen in Figure 4.16 depicting
the same variables for a fuel-lean flame at an initial chamber pressure of 6 bar and
equivalence ratio of 0.8.

4.4 Summary

This chapter presented experimental and modelling results for the ion current and
pressure rise generated during the combustion of a methane-air mixture in a constant
volume chamber in engine-like conditions.

Experimental measurements showed lower flame speeds and lower ion current peak
magnitudes at higher chamber pressures, as expected from results presented in Chapter
3. Also expected was the greatest ion current peak magnitude at a stoichiometric
mixture fraction. An unexpected result was the production of a second ion current
peak at an equivalence ratio of 1.2.

CFD modelling of the experiment indicated that the pressure rise was modelled well at
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Figure 4.16: Concentrations of OH and electrons at the centre of the chamber during the
combustion event. Initial pressure 6 bar and equivalence ratio 0.8.

equivalence ratios of 1 and below; above this value some inaccuracy was noted in the
predicted chamber pressure profile. The important charged species were electrons and
H3O+ as found in previous studies. The ion current peaks were modelled fairly well
at equivalence ratios of 1 and below. Electrons were found to be concentrated in the
flame front at these equivalence ratios, near where the greatest temperature gradient
and highest rate of heat release were located. This observation, in conjunction with
predictions presented in Chapter 3, indicates a possible reason for the correlations
seen between the ion current and heat release — the formation of H-O radicals in the
presence of hydrocarbon molecules.

The experimentally measured second ion current peak at an equivalence ratio of 1.2
was also observed in the model. The concentration of the OH radical was found to
be significant in the post-flame region for all initial conditions modelled. The effect
of this radical on the concentration of electrons was explored previously in Section
3.5, where it was found that increasing OH concentration generally leads to increased
electron concentration via increasing the rate of oxidation of CH2 to CH; this results
in elevated values of the ion current in the post-flame region. In lean hydrocarbon
flames, nearly all hydrocarbon molecules and radicals are consumed in the flame front
and increased CH production is not possible; in these cases, no ion current is observed
in the post-flame region.

The modelling results indicate that it is possible to predict the ion current developed
in the experiment using a highly simplified mechanism. Whilst the predictions show
significant inaccuracy, particularly at equivalence ratios greater than 1, the general
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trends of the experimental ion current are well captured, including the post-flame peak
at high equivalence ratios.

One significant limitation, however, of a CFD model such as this is the computational
cost incurred, which is relatively high even for a simplified mechanism. The simulation
of a combustion event 0.15–0.2 s long requires approximately 90 CPU hours. The main
contributor to this expense is the computation of heat release and species concentrations;
were a detailed mechanism to be used, the time taken for the simulation of this event
would be unacceptably high.

Therefore, whilst the use of CFD may be appropriate for simple problems such as the
one addressed in this chapter, it is unsuited to many problems of a more complex nature.
CFD simulations have previously been used to model combustion in diesel engines
successfully but, despite improvements in processing power and the development of
more efficient CFD codes, the complexities of air entrainment, heat loss and chemical
kinetics quickly render CFD models impractical for large numbers of simulations
or for parametric studies even when simple reaction mechanisms are used to model
combustion. Instead, for these types of studies, phenomenological diesel engine models
have been widely used. Chapter 5 details the development and validation of such a
model for the Hino engine described in Chapter 2.



Chapter 5

Phenomenological diesel engine model

5.1 Introduction

The use of a simplified mechanism for methane in simplified systems such as the
perfectly stirred reactor and the constant volume chamber as detailed in Chapters 3
and 4 respectively enables the identification of the effects of changing system variables
on the ion current and the mechanisms by which these effects are produced. Chapter
3 indicated that the electron concentration peaks early in the combustion event and
strongly depends on temperature due to the production of the H-O radicals; Chapter 4
corroborated this observation by noting that electrons were present in the flame front
where heat release is highest and CH radicals are present in appreciable quantities.

Flames in diesel engines are vastly more complex than the systems modelled thus
far. They contain large and constantly changing gradients of equivalence ratio and
temperature and are subject to phenomena such as evaporation and heat transfer.
Thus, the effect of changing load, speed or any other engine operating parameter on
the ion current is difficult to predict using simplified systems such as those presented
in previous chapters.

In order to achieve this, an engine model must be developed. Historically, diesel engine
modelling has followed either of two styles: CFD- and thermodynamic-based models.
CFD-based models are computationally expensive but capable of providing detailed
information on the flow-field in the cylinder. Whilst such information may be useful
in predicting the ion current given its spatial dependence, it may not be required
for studies more concerned with ion current trends, such as the study presented
here. The thermodynamic style of modelling is therefore chosen for this study and a

70
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thermodynamic model specially developed.

This chapter describes the sub-models used in the model developed for this study
and presents validation of the model when used to predict in-cylinder pressure, NOx

emissions and the ion current developed in the Hino diesel engine described in Chapter
2.

5.2 Background and model formulation

Phenomenological models are based on the conceptualisation of each sub-process
observed to occur during the process being modelled. The equations governing each
sub-process are based partly on theory and partly on experimental results. This
approach means that any sub-model obtained is particular to the experiment it was
designed around and may not provide accurate results for a different experimental
set-up. Hence, phenomenological models use empirical constants in most sub-models
that must be optimised for each application. A relevant example of a phenomenological
model is that for soot formation and oxidation developed by Tao et al. [163]. The
phenomena thought to govern soot formation and oxidation such as inception, surface
growth, surface oxidation and coagulation are each modelled using partially empirical
equations.

Thermodynamic phenomenological models can be broadly divided into two categories:
zero-dimensional single-zone models and quasi-dimensional multi-zone models. Zero-
dimensional single-zone models (eg. [164–166]) assume the entire cylinder volume is
uniform in temperature and composition at all times in the cycle. When calibrated
and validated correctly, these models are capable of predicting bulk performance
parameters, such as fuel consumption and cylinder temperature and pressure, with
accuracy and at a very low computational cost. Due, however, to their inability to
account for spatial variations in temperature and composition, emissions prove difficult
to predict with reliability.

This issue can be resolved by the use of two or more zones in the cylinder, with different
composition and temperature attributed to each zone. Initial studies (eg. [167–170])
used two zones, one for fuel (the burnt zone) and one for air (the unburnt zone). Air
entrainment was realised by the transfer of mass from the unburnt zone to the burnt
zone. The burnt zone therefore experienced a different time history of composition
and temperature to the unburnt zone. Later multi-zone studies (eg. [75, 171–176])
extrapolated this concept and divided the fuel mass into several zones, generally
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termed ‘packets’. Thus, each packet possessed its own time history of temperature and
composition, enabling more detailed spatial information to be obtained. It must be
noted that, while packets can be unambiguously defined in a temperature-equivalence
ratio space, their spatial location can be found only through empirical means, eg.
simple spray models [177, 178]. This limitation is generally not of concern since the
most important parameters affecting performance and emissions predictions are the
temperature and equivalence ratio in each packet. The multi-zone approach is taken
in this study.

Figure 5.1 shows the various sub-models considered in this model and their interaction
with each other. Outputs within the dotted line are calculated using the SENKIN
routine from CHEMKIN using an n-heptane mechanism described below. The following
sections describe the sub-models used.

Spray tip correlations

Atomisation & evaporation

Air entrainment

SENKIN

Heat transfer Species concentrations Heat release

NOx emissionsIon current

CHEMKIN

Figure 5.1: Schematic of the interaction of various sub-models. Some feedback processes
have been ignored for simplicity.

5.2.1 Spray division and tip correlations

The spray is divided into axial and radial packets as depicted in Figure 5.2. The
number of radial packets is chosen to be 9 in this study. The number of axial packets is
fixed by the time step and the injection period; for every time step within the injection
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period, one set of 9 radial packets is injected. The time step in this study is set to
be 0.2 CAD. Sensitivity analyses of model predictions to the choice of time step and
number of radial packets can be seen in Appendix E, along with those to several other
assumptions made in the model.
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x

r

(a) (b)

Figure 5.2: Schematic of spray division. (a) Cross-section and (b) 3-D.

The Hiroyasu spray correlations [178] (Equations 5.1, 5.2 and 5.3) with some mod-
ifications by Jung & Assanis [176] for modern injector nozzles are ubiquitous in
phenomenological diesel engine modelling [175, 176, 178–180] and are used here.

S =




CD

(
2δP
ρf

)0.5
t if 0 < t < tb

2.95
(
δP
ρa

)0.25√
dnt if t ≥ tb

(5.1)

where S is the spray centre-line penetration, CD is the nozzle discharge coefficient, ρf
is the fuel density, ρa is the air density and dn is the nozzle hole diameter.

tb is the break-up time and is obtained by setting the two possible values for S equal
to each other, giving Equation 5.2:

tb = 4.351
ρfdn

C2
D

√
ρaδP

(5.2)

The radial variation in penetration is accounted for by the use of Equation 5.3 [178].
i = 1 refers to a packet on the spray centreline and i = nR to one at the spray edge.
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Si = S0 × e−8.557×10
−3q2 (5.3)

where q = 10i/nR − 1.

While these relations have been obtained from observation of isothermal sprays, they
have been used to good effect in several phenomenological models listed above.

5.2.2 Atomisation & evaporation

The size of droplets after atomisation influences the rate of evaporation and therefore the
combustion process. While several researchers [181–185] have studied size distributions
of droplets formed by atomising diesel sprays, in a phenomenological engine model
droplet size is important only for the determination of the evaporation rate. Some
simple models for droplet evaporation use a linear relationship between droplet surface
area and evaporation time [186]; others are more complex [171, 175, 185].

The utility of such a model for diesel fuel is debatable when used to predict heat
release. Jung & Assanis [176] found the rate of evaporation to be significantly higher
than that of combustion, and that evaporation was not a rate-limiting step. In a later
model developed by the same authors [187], the fuel was assumed to be injected as a
vapour and the evaporation sub-model was eliminated entirely with no effect on model
performance. It is possible that evaporation will have a more substantial effect on the
combustion process for other fuels or when soot emissions are predicted, so a constant
evaporation rate model such as that used by Nguyen et al. [186] is used in this study
(Equation 5.4). The initial droplet diameter is calculated in a similar manner as done
by Kouremenos et al. [185].

∆d2 = Kevap∆t (5.4)

where ∆d is the change in diameter of the fuel droplets. The choice of Kevap only
affects the performance of the model when it is chosen to be very small. It is chosen
to be 5.0 in this study. The evaporation rate of fuel, shown in Appendix E, is similar
to that seen in previous modelling studies [3, 64].
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5.2.3 Air entrainment

The entrainment of air into the fuel spray is modelled in a similar way to previous
studies [1, 3, 176, 177, 188]. The decrease in momentum of any fuel packet is assumed
to be due to momentum transfer to entrained air. Therefore, air entrainment in diesel
engines should be a simple momentum conservation problem and the cumulative mass
of entrained air from injection to any time t in a given fuel packet should be given by
Equation 5.5.

ma = mf

(
u0
ut
− 1

)
(5.5)

where ma is the air mass entrained, mf is the mass of fuel in the packet, u0 is the
velocity of the packet at the injector nozzle and ut is the velocity of the packet at time
t.

Piston

Cylinder
wall

Injector

10 mm

Figure 5.3: Relative locations of the piston crown and the injector at 167 CAD.

In reality, many researchers have found the conservation of momentum an inadequate
source for air entrainment [1, 3, 189–192] and have used entrainment factors, empirical
constants to enhance air entrainment. A similar approach is taken in the present study.
Previous studies, however, have not taken into account the effect of impingement on air
entrainment. The geometry of the piston crown of the particular engine modelled in
this study (Figure 5.3) and its location relative to the injector shows that impingement
on the piston must occur.

Bruneaux [193] suggests that for low injection pressures (below 150 MPa), air en-
trainment is lower for an impinging spray than for a free spray of diesel fuel from a
single hole injector. Furthermore, given that the sprays from each of the five holes
in the injectors used in the experiment must enter the bowl in the piston crown, the
likelihood of spray-spray interaction increases greatly a short time after impingement.
This decreases the likelihood of spray-air interaction and hence entrainment. Therefore,
in this study two different entrainment factors are used — one before impingement
and one after. At any time step i, the mass of air present in a packet is found from
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Equation 5.6.
ma,i = Fe(ma,i−1 +mf )

ui−1
ui
−mf (5.6)

where Fe is the entrainment factor; Fe = Fe,1 before impingement and Fe,2 after. These
values for different engine speeds are listed in Table 5.1, as determined from calibration
against the experimental cylinder pressure curve. The calibration method is described
in Section 5.2.8.

Table 5.1: Entrainment constants at different values of engine speed.

Engine speed Fe,1 Fe,2

1200 RPM 1.7 1.0
1600 RPM 1.9 1.0
1800 RPM 2.0 1.1

5.2.4 Heat release and species concentrations

Heat release and major species concentrations in most phenomenological models is
calculated by the use of empirical burning constants and the assumption of quasi-
equilibrium. In order to predict the ion current, however, a chemical kinetic mechanism
is required to compute the concentrations of the various species that affect the
production of ions. It was therefore decided to use a reduced chemical reaction
mechanism for a common diesel surrogate fuel to model heat release and species
concentrations.

N-heptane is chosen as the surrogate fuel as it has been used by many previous
studies with good results [194–199]. It is also one of the most widely studied heavy
hydrocarbons and its combustion chemistry is therefore well understood [200–202].
Several mechanisms for n-heptane have been developed, of differing complexities [203–
207]. The mechanism chosen for this study is one developed by Patel et al. [205] as it
is highly simplified (containing just 52 reactions and 29 species) and has been validated
in KIVA/CHEMKIN against experimental data from a diesel engine operating under
HCCI-like conditions. It has also been used in the prediction of the ion current in a
CFD-based diesel engine model [63].

The NOx mechanism of Kong et al. [208] was appended to Patel’s mechanism to enable
the prediction of NOx . Kong et al. used XSENKPLOT to reduce the NOx mechanism
from GRI-Mech 3.0 [133] from 22 species and 101 reactions to four additional species
and nine additional reactions. Importantly, the prompt NOx mechanism was found to
not contribute significantly to NOx due to the lack of oxygen in the fuel.
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The SENKIN routine in CHEMKIN was used to model ignition delay, heat release
and species concentrations. Each time step is modelled at constant pressure both in
SENKIN and in the heat loss sub-model, which is considered standard practice in
these types of engine models [1, 3, 75, 176, 187].

5.2.5 Ion current

To evaluate the ion current, ten ionic reactions based on the ionic sub-mechanism
developed in Chapter 3 were added to the n-heptane mechanism. Given the importance
of NOx in engine-related applications, and the determination by Estefanous [16] that,
along with H3O+, NO+ is an important charge carrier in engines, ionic reactions for
N+ and NO+ were added to the previously developed ionic sub-mechanism. The rates
for these reactions were obtained from Hansen [209] and Albritton [210]. Thus, the
charged species considered were electrons, O2

– , HCO+, H3O+, N+ and NO+. The
complete mechanism used can be found in Appendix F.

The ion sensor used in the experiment (Figure 2.2) is similar to the ion sensor used
in Chapter 4 in that the area for neutralisation of negatively charged species is the
surface area of the centre electrode. The area for neutralisation of positive ions is that
of the sensor casing and the cylinder walls, which is several orders of magnitude higher
than that of negative ions. The concentration of negatively charged species is therefore
taken to be the limiting factor in the development of the ion current. As described in
Section 3.5, the contribution of O2

– ions to the ion current is negligible compared to
that of electrons; only electrons are therefore considered in the ion current calculation.
With these assumptions, the ion current is calculated as in Section 3.2.2.

The geometric factor FG is simply determined as the ratio of cross-sectional area to
length of the current path for simple cylindrical geometry [125]. However, in this case
the geometry of the current path is complex due to the construction of the cylinder
head. Figure 5.4 shows the ion sensor mounted in the cylinder head; the tip of the
sensor which, presumably, has the greatest contact with the charged gas has no simple
geometry similar to that of a cylindrical path. The proximity of the piston bowl to
the sensor near TDC may also affect the geometric factor.

When a radial current path between the centre electrode and the cylinder head is
assumed, which represents the grid region in Figure 5.4 (b), the geometric factor
obtained is 12.7× 10−3. When a simple conical current path centred around the sensor
tip is assumed, which represents the dotted region in Figure 5.4 (b), the geometric
factor is estimated to be 3.7× 10−3. In addition to the complexity introduced by the
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Injector Ion sensor

Cylinder
head

(a) (b)

Figure 5.4: Geometry of the cylinder head with the ion sensor mounted. Relative location
of the ion sensor to the injector (a) and magnified view of the interaction between the ion
sensor and the cylinder head (b).

complex interface between the sensor and the cylinder head, not all of the electrons
in the combustion chamber contribute to the ion current; some electrons are located
far away from the sensor and are not neutralised on the centre electrode. Identifying
the packets whose electrons contribute to the ion current involves several assumptions
about spray, impingement and splash dynamics, and swirl and tumble in the charge
air and is beyond the scope of this study. The geometric factor in this study was
thus empirically calculated to minimise the error in ion current peak prediction eI,p
(Equation 5.7).

eI,p =

√√√√
N∑

i=1

(Ip,m − Ip,e)2
N

(5.7)

where N is the number of engine operating points tested, Ip,m is the modelled ion
current peak and Ip,e is the experimental ion current peak.

Using this calibration process, FG was found to be 2.9× 10−3, which is similar to that
calculated above assuming a conical current path centred around the sensor tip. The
ion current predicted is necessarily sensitive to the choice of FG.

5.2.6 Heat transfer

Heat transfer in this model is based on the Woschni correlations for the in-cylinder
convective heat transfer coefficient. The mean gas velocity v in the cylinder is given
by Equation 5.8.

v = c1S̄p + c2
VdTr
PrVr

(P − Pm) (5.8)
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where c1 and c2 are defined in Equation 5.9, Vd is the displaced volume of the cylinder,
Pr, Tr and Vr are a reference pressure, temperature and volume of the cylinder
respectively, P is the instantaneous in-cylinder pressure and Pm is the motoring
pressure assuming isentropic compression.

c1, c2 =





2.28, 0 if θ ≤ 180

2.28, 3.24× 10−3 otherwise
(5.9)

With knowledge of the mean gas velocity, the instantaneous overall heat transfer
coefficient h can be calculated via Equation 5.10.

h = 3.26B−0.2P 0.8T−0.55v0.8 (5.10)

where B is the cylinder bore.

The heat transfer from the cylinder contents to the walls is then given by Equation
5.11.

Q̇out = hAw(Tcyl,avg − Tw) (5.11)

where Aw is the exposed area of the interior of the cylinder, Tcyl,avg is the average
temperature of the mixture in the cylinder and Tw is the cylinder wall temperature,
assumed to be 450 K in this study. This is consistent with previous modelling studies
[1, 3, 5, 211].

The Woschni heat transfer model takes into account radiation from soot; this is
therefore not explicitly modelled.

5.2.7 Iterative procedure

Phenomenological engine models that use empirical burning rates to model heat release
generally use iterative methods to solve for the temperature of each fuel packet after
combustion. The reason for this is the temperature rise of the fuel packet depends to
a great extent on the specific heat capacity of the mixture in the packet. The specific
heat capacity of the mixture is a function of its temperature, and depends on the
temperature rise. The final temperature of the packet therefore cannot be deduced
analytically but must be solved for iteratively.

In this model, this computation is performed by the SENKIN routine of CHEMKIN.
There is, however, some iteration required to establish the in-cylinder pressure at the
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beginning of a new step. Heat transfer is calculated at the end of the combustion
process, leading to a decrease in temperature. Given that each step is modelled
as a constant pressure process, this necessitates a decrease in the cylinder volume.
The cylinder volume, however, is fixed by the engine geometry and the crank angle.
Therefore, after heat transfer has been calculated and the temperature of the cylinder
contents reduced, the sum of the volumes of the burnt (Vb) and unburnt zones (Vu)
must equal the instantaneous cylinder volume (V ) given by the crank angle. This
follows the work of Rakopoulos et al. [188]. The volumes of the burnt and unburnt
zones are given by Equations 5.12 and 5.13 respectively.

Vb =
n∑

i=1

miRiTi
P

(5.12)

Vu =
ma,uRaTu

P
(5.13)

where m, R and T refer to the mass of gaseous compounds, gas constant and tempera-
ture respectively and the subscripts i and u refer to a fuel packet and the unburnt zone
respectively. The gas constant for each fuel packet is calculated for each iteration as it
depends on the composition of the packet, which depends on the pressure at which the
reactions occur. The specific heat for each packet is also calculated as it depends not
only on the composition but also on the temperature of the packet. This is calculated
using the polynomial coefficients from the NASA thermodynamic database [212] and
from Burcat et al. [151].

The total cylinder volume is given by Equation 5.14.

Vt =
1

4

(
Vd
ε− 1

+
Vd
2

(1 + r − cosθ −
√
r2 − sin2θ)

)
(5.14)

where Vd is the displaced volume, ε is the compression ratio, r is the length of the
connecting rod to the radius of the crank and θ is the crank angle. The value of r for
the Hino engine modelled is 3.08.

The cylinder pressure based on the calculated burnt and unburnt zone volumes is then:

P2 = P1
Vb + Vu
Vt

(5.15)

If |P2 − P1| > e, further iteration is required for convergence. e is the maximum
acceptable error, set to 0.1%. For further iterations, the new value of cylinder pressure,



CHAPTER 5. PHENOMENOLOGICAL DIESEL ENGINE MODEL 81

P1,new is calculated from Equation 5.16.

P1,new = P1 + Fr(P2 − P1) (5.16)

where Fr is a relaxation factor used to speed convergence. For the first seven iterations,
Fr is set to 0.7, after which is it reduced to 0.3. In practice, three iterations were
found to be sufficient for most cases.

5.2.8 Calibration and optimisation

Calibration of empirical constants is an important part of phenomenological engine
modelling. The air entrainment constants described in Section 5.2.3 are optimised for
a chosen output over a desired range of engine operating conditions. Some outputs
that can be chosen against which to calibrate these models are in-cylinder pressure,
heat release rate or NOx emissions.

The optimisation approach taken in this study for the air entrainment constants is
based on that taken in a previous study on the same engine [64] — the weighted
root mean square difference between the experimental in-cylinder pressure and the
predicted in-cylinder pressure is minimised. The weight at any time step i, wi is given
by Equation 5.17. w at 1600 RPM, 140 Nm is plotted in Figure 5.5 between 130 CAD
and 240 CAD.

wi =
Pexp,i
Pexp,max

+ v

(
dPexp

dθ

)
i(

dPexp

dθ

)
max

(5.17)

Rao [64] reports negligible sensitivity to the value chosen for v and uses a value of 40;
the same value is chosen here.

The root mean square difference, eP , is then calculated via Equation 5.18.

eP =
1

Ndp

√√√√
N∑

i=1

(Pexp,i − Pmod,i)2wi (5.18)

where Ndp is the number of data points (which depends on the time step) and Pexp,i
and Pmod,i refer to the experimental and the modelled in-cylinder pressure at time
step i respectively.
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Figure 5.5: Weighting function used for optimisation at 1600 RPM, 140 Nm.

5.3 Model predictions

This section presents comparisons of experimental and modelled in-cylinder pressure,
rate of heat release, ion current, NOx emissions and heat transfer. Model predictions
for engine operating points not shown here as well as those of various other phenomena
such as spray penetration, air entrainment and fuel evaporation can be found in
Appendix E.

5.3.1 In-cylinder pressure and rate of heat release

Figures 5.6, 5.7, 5.8 and 5.9 show the measured and modelled in-cylinder pressure and
heat release at various values of engine speed and load.

At 1600 RPM and 1800 RPM, the in-cylinder pressure is predicted well at higher
values of engine-out torque. At low torque values the peak is overpredicted and slightly
delayed. At 1200 RPM, the cylinder pressure is modelled well at all values of torque.
Error statistics of the peak pressure point are shown in Table 5.2.

At 1600 RPM the peak heat release rate (ie. in the premixed burn regime) is generally
under-predicted by ≈ 15%. At higher values of engine load, the model shows a
pronounced and clearly delineated diffusion burning phase; the experiment shows
significant overlap between the premixed and diffusion burning regimes. This has been
observed previously in another modelling study on the same engine [64]. In that study,
the discrepancy was attributed to the use of the Hardenberg-Hase model for ignition
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Figure 5.6: Experimental and modelled in-cylinder pressure (a) and heat release (b) at 1600
RPM, 80 Nm.
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Figure 5.7: Experimental and modelled in-cylinder pressure (a) and heat release (b) at 1600
RPM, 180 Nm.

Table 5.2: In-cylinder pressure prediction error at different engine speeds

Speed Peak pressure Peak pressure
(RPM) position (CAD) magnitude (%)

1200 0.66 1.09
1600 1.00 1.34
1800 1.20 1.48
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Figure 5.8: Experimental and modelled in-cylinder pressure (a) and heat release (b) at 1200
RPM, 140 Nm.
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Figure 5.9: Experimental and modelled in-cylinder pressure (a) and heat release (b) at 1800
RPM, 140 Nm.

delay; as this study uses chemical kinetics to model ignition delay, non-realistic air
entrainment is the likely cause. The heat release rate is well predicted at 1200 RPM
but is under-predicted at 1800 RPM.

The final cumulative heat release is generally under-predicted to an error of ≈ 6%
at all speeds, indicating good agreement with the experiment. Some deviation from
the experimental curve is seen, particularly in the region where the premixed and
mixing-controlled regimes overlap in the experiment.
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5.3.2 Heat transfer

Figure 5.10 shows the gross heat release, net heat release and heat transferred to the
cylinder walls at 1600 RPM, 80 Nm (a) and 1600 RPM, 180 Nm (b). Heat transfer is
15.2% of the gross heat release at 80 Nm and 13.1% at 180 Nm. Heywood [74] notes
the difficulty of measuring this quantity accurately and cites 16–35% as a typical range.
Previous experimental studies on this engine approximated this value at 2200 RPM,
150 Nm to be 13% [213]. Previous modelling studies on this engine found heat loss at
1600 RPM to be 13.7% of the gross heat release at 100 Nm and 10.5% at 200 Nm [64].
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Figure 5.10: Modelled heat loss, net heat release and gross heat release at 1600 RPM, 80 Nm
(a) and 1600 RPM, 180 Nm (b).

5.3.3 Ion current

Predictions of the ion current at 1600 RPM and three values of engine-out torque
— 80 Nm, 140 Nm and 180 Nm — are shown in Figure 5.11. The cycle-minimum
value of the ion current is subtracted from the experimental curves as soot formation,
deposition and conductivity are not modelled here.

The width of the peak is under-predicted at high values of torque but this prediction
improves at lower loads. However, the secondary peak seen at lower load settings
is not predicted. As described in Chapter 2, these phenomena are likely caused by
the propagation of material and the flame back out of the piston bowl, which is not
modelled in this study. Furthermore, the model assumes that all five sprays begin
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to combust in the vicinity of the ion sensor simultaneously. In reality, hole-to-hole
variation in injectors causes combustion of the sprays to occur at different times and
hence leads to a lower and broader ion current peak.
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Figure 5.11: Experimental and modelled ion current at 1600 RPM, 80 Nm (a), 140 Nm (b)
and 180 Nm (c).

The ion current peak magnitude is similar to that seen in the experiment at higher
load values. At low values of load, the peak magnitude is under-predicted. The trend
of increasing peak magnitude with increasing load is well captured.

Figure 5.12 shows the trends in ion current integral normalised by the maximum ion
current integral for both modelled and experimental signals. Whilst the experimental
integral clearly shows a greater variation over torque settings (the minimum normalised
value for the experiment is 42% of the maximum while that for the model is 84%), the
trend of increasing ion current integral is clearly replicated in the model.

Cylinder-average mole fractions of some neutral species important to ion formation are
shown in Figure 5.13 at 1600 RPM and 140 Nm. Both O and OH are present in large
quantities, with the OH concentration approximately 13 times greater than that of O,
but following the same trend. These peak at the point where cylinder temperature is
near its maximum (see Figure E.6) and then decay gradually.

The concentration of CH, however, shows a peak around 175 CAD, where SOC occurs.
After the conclusion of the pre-mixed burning phase, CH can still be found in small
quantities during the mixing-controlled phase. These concentrations are approximately
5–6 orders of magnitude lower than those of O and OH.

The overlap between the concentrations of O and CH show the region where electron
production is possible and an ion current may be observed. This overlap can be seen to
occur very close to the start of combustion, indicating the reason why the ion current
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Figure 5.12: Trend in normalised ion current integral with changing engine-out torque at
1600 RPM.
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Figure 5.13: Cylinder-average mole fractions of O, OH and CH at 1600 RPM and 140 Nm.

may be used to detect SOC.

Figure 5.14 shows the cylinder-average mole fractions of the most important charged
species — electrons, H3O+ and NO+. Electrons and H3O+ show very nearly the same
concentration over the entire combustion event. As would be assumed from the ion
current curve, both show a large increase around 175 CAD, when the CH mole fraction
shows a sharp increase. These then decay gradually but from 178–195 CAD there is
significantly less H3O+ than electrons due to the formation of NO+.

The peak NO+ concentration is approximately one order of magnitude lower than that
of electrons or H3O+. NO+ increases in concentration later than do the other charged
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Figure 5.14: Cylinder-average mole fractions of electrons, H3O+ and NO+ at 1600 RPM and
140 Nm.

species and its climb is more gradual, indicative of the slowness of NOx reactions. After
the peak temperature is reached, its concentration gradually decreases to virtually
zero.

5.3.4 NOx emissions

Figure 5.15 shows the experimental and modelled tailpipe NOx over a range of engine-
out torque values at 1200 RPM (a), 1600 RPM (b) and 1800 RPM (c). NOx is
generally overpredicted, with average errors of ≈ 20% at 1600 RPM and 1800 RPM
and a significantly higher error of 40% at 1200 RPM. These values compare favourably
to the prediction accuracy of the extended Zeldovich mechanism commonly used in
phenomenological models [64]. The trend of increasing NOx with an increase in load
mirrors that seen in the experiment.

NOx emissions presented in this section are those predicted by the model at 240
CAD. By 220 CAD, the temperature of the burnt zone is 1500–1600 K; at 240
CAD, 1200–1300 K. NOx reactions are well known to “freeze” at temperatures below
approximately 2000 K [214]. It is therefore assumed that the NOx concentration found
in the cylinder at this time remains constant through the exhaust to the tailpipe exit
where the experimental measurements are made. Figure 5.16 shows the evolution of
NOx in the cylinder at 1600 RPM and 80 Nm, 140 Nm and 180 Nm; NOx production
begins shortly after SOC and continues till approximately 210 CAD. After this time,
there is little change in NOx concentration in the cylinder, indicating the freezing of
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Figure 5.15: Experimental and modelled tailpipe NOx at 1200 RPM (a), 1600 RPM (b) and
1800 RPM (c).

NOx reactions as temperature reduces while expansion occurs. This is consistent with
other studies using the extended Zeldovich mechanism for NOx [1, 64].
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Figure 5.16: Predicted evolution of in-cylinder NOx at 1600 RPM and 80 Nm, 140 Nm and
180 Nm.
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A comparison of the evolution of NO+ mole fraction and the rate of NOx production
is shown in Figure 5.17. Bold lines refer to NO+ mole fraction whilst thin lines refer
to the rate of NOx production. There is significant similarity between the two curves
at all values of load, indicating that NO+ is present when NOx formation is occurring.
There is also a consistent trend of increasing peak NO+ concentration with an increase
in steady-state NOx concentration as load is increased. Possible reasons for these
observations are explored in Chapter 6.
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Figure 5.17: Predicted evolution of in-cylinder NO+ (bold lines) and rate of NOx production
(thin lines) at 1600 RPM and 80 Nm, 140 Nm and 180 Nm.

5.4 Summary

The constant-volume chamber used to measure and model the ion current developed
in a laminar flame is a useful tool for a preliminary study on ion formation in diesel
engines but the mechanisms by which changes in engine operating parameters affect the
ion current cannot be modelled in a simple system such as that presented in Chapter
4. In order to do so, a model must be developed that more closely represents the
operation of a diesel engine. This chapter presented the development and validation
of such a model.

The model developed was chosen to be phenomenological rather than CFD-based
for reasons of computational expense. Well-established relations were used for the
sub-models affecting the spray, air entrainment and heat transfer. CHEMKIN was used
to model heat release and species concentrations with an n-heptane mechanism that
has previously been used in HCCI and diesel engine models. These concentrations were
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then used to calculate the ion current using collision theory in a manner introduced in
Chapter 3.

The predicted in-cylinder pressure and heat transfer were found to compare well to
those seen in the experiment and in previous modelling studies on the same engine.
The peak rate of heat release was generally under-predicted by 15% at 1600 RPM and
cumulative heat release was within 6% of value calculated from experimental data.

The ion current peak magnitude is predicted fairly well at high values of torque but is
under-predicted at low values. The timing of the first ion current peak is predicted
accurately. The second peak at low load and increased peak width at high load were
not seen in the model, as expected from the modelling style chosen. Trends for the
ion current time integral followed those seen in the experiment.

An examination of the concentrations of CH and O, the species involved in ion
formation, showed that the only time when appreciable amounts of these species can
be found is in the pre-mixed combustion phase between SOC and approximately TDC.
This corresponds to the region where electrons and H3O+ are formed, giving rise to
the ion current. The dominant positive ion seen was H3O+, with NO+ concentrations
peaking at one order of magnitude lower. The importance of H3O+ seen here is
consistent with previous studies and with that found in the constant-volume chamber
in Chapter 4.

NOx emissions were generally over-predicted; average errors of approximately 20%
were seen at 1600 RPM and 1800 RPM; this was 40% at 1200 RPM. Trends in tailpipe
NOx were well captured. NOx formation is predicted to begin after SOC and NOx

reaches a steady-state concentration at approximately 210 CAD. NO+ appears to
be strongly linked to the NOx formation rate both in magnitude and in timing, a
phenomenon that is investigated in the next chapter.

The accurate representation of trends in the ion current seen here and in Chapter 4
suggest that the ion generation mechanism is modelled well. This mechanism may
then be useful in deeper interrogation of the relationships between the ion current
and important engine operating parameters. The next chapter uses the n-heptane
mechanism detailed above in several combustion systems including the engine model
developed here to describe two such relationships.



Chapter 6

Heat release, NOx and the ion current

6.1 Introduction

Chapter 2 described correlations between the ion current signal and several engine
operating parameters of interest in engine design and monitoring but also noted the
lack of adequate explanations for the existence of these correlations. In subsequent
chapters, an ion generation mechanism was developed and confidence in it gained
through its application to several different types of high temperature, high pressure
combustion systems with the ultimate aim of using it to correct this gap in knowledge.

The preceding chapter has established the ability of a reduced diesel surrogate mecha-
nism to predict heat release, NOx emissions and the ion current from a diesel engine
when integrated into a phenomenological model. This chapter uses the same mechanism
in three different models — a perfectly stirred reactor, a pre-mixed flame undergoing
auto-ignition and the diesel engine model described in the preceding chapter — to
investigate the link between the ion current and these parameters and identify species
and reactions important to both. The identification of common mechanisms affecting
these quantities will allow more robust and generalised use of the ion sensor.

Presented in this chapter are results from a single value of equivalence ratio, initial
temperature and initial or operating pressure; the conclusions made from this chapter
remain unchanged over a range of operating conditions similar to those occurring in
diesel engines.

92
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6.2 Heat release

6.2.1 Introduction

An important parameter in evaluating engine performance and combustion quality
is heat release. This is also a quantity that appears to be closely linked to the ion
current, as evidenced by the production of the ion current in regions of high heat
release, seen in Chapter 4, and by the temperature dependence of the ion current, seen
in Chapter 3. It would therefore seem that a causal link between the heat release and
the ion current may exist.

6.2.2 Perfectly stirred reactor

The n-heptane mechanism used in the engine model described in Chapter 5 was used
with the PSR code from CHEMKIN to examine the evolution of both temperature, as
a direct consequence of heat release, and electron concentration in a perfectly stirred
reactor. An equivalence ratio of 0.4 was used, which is similar to that measured in
the Hino engine at 140 Nm. The inlet temperature was chosen to be 1450 K, to
give an outlet temperature of 2325 K, similar to the peak temperatures seen in diesel
engines. The reactor operating pressure was chosen to be 70 bar, slightly below the
peak pressure seen in the engine. The evolution of these two variables as the reaction
progresses towards completion is shown in Figure 6.1.

The temperature and electron concentration can be seen to sharply increase at 1.9×10−6

s. The electron concentration decreases shortly after, while the temperature gradually
climbs to its maximum of 2325 K. This indicates that electrons are found predominately
in the flame front, an observation also made in Chapter 4 (see Figures 4.10 and 4.14)
during the constant-volume combustion of methane.

Using KINALC [215], a sensitivity analysis of important reactions and species affecting
these two variables was conducted at the point where the net production rate of
electrons and rate of increase of temperature are the highest, 1.9×10−6 s. A sensitivity
analysis with respect to reaction rates is achieved in KINALC by determining the
change in concentration of a given species, or parameter such as temperature, for a
very small change in the rate of each reaction. Figure 6.2 shows the reactions whose
rates have the greatest effect on mixture temperature at this time.

The oxidation of CO to CO2 is responsible for a large fraction of the heat released in
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Figure 6.1: Evolution of temperature and electron concentration in a perfectly-stirred reactor
model with inlet temperature 1450 K, equivalence ratio 0.4 and reactor operating pressure 70
bar.

−1 −0.5 0 0.5 1 1.5

O2+H→O+OH

H+O2+M→HO2+M

CO+OH→CO2+H

C2H5+O2→C2H4+HO2

O+H2O→2OH

C3H6→C2H3+CH3

Sensitivity (arbitrary units)

Figure 6.2: Important reactions affecting temperature at 1.9× 10−6 s.

hydrocarbon combustion [216]; 66.1% of CO2 formation at this time is due to Reaction
R 6.1.

CO + OH −−→ CO2 + H (R 6.1)

At this time, 64.4% of the OH required for the oxidation of CO to CO2 is produced
by Reactions R 6.2 (46.7%) and R6.3 (17.7%). The concentrations of the primary
radicals of the H-O system in hydrocarbon flames — H, OH and O — are known to
increase with increasing temperature [217] and are linked by the well known chain
branching reactions. The progress of Reaction R 6.4 retards that of Reaction R 6.3 via
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competition for H radicals and O2 molecules and so reduces the mixture temperature,
leading to negative sensitivity of temperature to this reaction.

O + H2O −−→ 2 OH (R 6.2)

O2 + H −−→ O + OH (R 6.3)

H + O2 + M −−→ HO2 + M (R 6.4)

Reactions R 6.5–R6.7 are the primary reactions affecting electron formation and
consumption at this time. 100% of electron formation occurs via Reaction R6.5,
whilst Reactions R 6.6 and R 6.7 account for 77.1% and 22.4% of electron consumption
respectively. The only region where CH and O radicals are both present in high
concentrations is in the flame front, limiting electron formation to this region. Clearly,
any increase in the concentration of the OH or H radicals retards the consumption of
electrons.

CH + O −−→ CHO+ + e− (R 6.5)

H3O
+ + e− −−→ OH + 2 H (R 6.6)

H3O
+ + e− −−→ H2O + H (R 6.7)

This suggests that there may be some similarity between the reactions affecting both
heat release and electron concentration due to their mutual dependence on the radicals
in the H-O system. The reactions whose rates have the greatest effect on electron
mole fraction are shown in Figure 6.3. The similarity between these reactions and
those shown in Figure 6.2 is remarkable; five out of six reactions are common to both
figures and their sensitivities have the same sign.

Sensitivity analysis with respect to species concentrations is performed in KINALC by
determining the change in concentration of a given species to a small perturbation
in concentration of each species in the mechanism. The species whose concentrations
were found to affect those of CH and O to the greatest degree, and therefore to
most significantly affect electron production at this stage in the reaction are H, H2O,
OH, CH2 and O2. The effects of the first three species are expected; due to H-O
system kinetics, the concentrations of species O, H, OH and H2O are closely linked.
Increased dissociation of H2O results in greater concentrations of the three radicals.
As seen in the engine model in Section 5.3, the concentrations of OH and O show
identically-shaped profiles.

The oxidation of CH2 by H radicals (Reaction R6.8) is responsible for nearly all the
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Figure 6.3: Important reactions affecting electron mole fraction at 1.9× 10−6 s.

production of CH and the reaction between CH and H2O (Reaction R6.9) nearly
all the consumption. Therefore, any shift in the H-O system equilibrium towards
dissociation of H2O — and therefore increased OH and H production — results in a
shift in the CH2-CH equilibrium towards CH.

H + CH2 −−→ CH + H2 (R 6.8)

CH + H2O −−→ H + CH2O (R 6.9)

Increased production of OH therefore favours increased electron production through
increasing the concentrations of both CH and O. It also retards electron neutralisation
with H3O+. This radical is therefore important to both heat release and electron
concentration and is proposed to be the reason for the correlation presented previously.
Previous studies have used CH and OH as indicators of heat release [218–221] — since
electron concentration depends to a great degree on these radicals, it could conceivably
also be used in a similar manner.

6.2.3 Premixed auto-igniting flames

This relationship is explored further in premixed flames undergoing auto-ignition. The
SENKIN routine of CHEMKIN was used with the same n-heptane mechanism in
a chamber of varying volume, calculated as a function of time in order to simulate
the changing cylinder volume of the Hino engine described previously when operated
at 1600 RPM. Simulation was begun at 5 CAD BTDC at a pressure of 70 bar and
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continued for 0.003 s, corresponding to a 28.8 CAD simulation duration. The maximum
temperature observed was 2364.7 K, similar to the peak temperatures seen in diesel
engines. The equivalence ratio chosen was 0.4, identical to that chosen in the PSR
model. Figure 6.4 shows the rate of heat release (normalised by the maximum rate of
heat release) and the evolution of electrons, CH and OH during this combustion event.
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Figure 6.4: Rate of heat release and concentrations of CH, OH and electrons for a pre-mixed
auto-igniting n-heptane flame in air

Clearly, in the initial stages of the combustion event where CH is abundant, electron
concentration follows the same trends as OH concentration. The peaks in both
concentrations occur at the same time as the peak heat release rate. After the
maximum heat release rate is reached, the concentration of CH drops sharply, while
that of OH declines very gradually. The concentration of electrons reduces at a
moderate rate.

These results are consistent with the known dependence of electrons on both oxidiser
and fuel concentrations. When there is a sufficient amount of fuel, as before the peak
rate of heat release, electron concentration follows the same trends as OH concentration
due to the relationship shared by OH and O radicals. During heat release, CH is
consumed, and after, there is an insufficient amount of CH in the mixture and electron
neutralisation dominates.

Given that electron concentration is linked to OH concentration for reasons discussed
in Section 6.2.2 and demonstrated here, and that OH is an important species for heat
release, electron concentration and therefore the ion current would appear to be valid
indicators for the heat release process.
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6.2.4 Flames in diesel engines

The flames presented in the above two sections represent highly simplified versions of
flames in a diesel engine — they do not consider the influence of changing chemistry
as more air is entrained into the spray, temperature and composition gradients or
heat loss to the cylinder walls. Furthermore, the effects of changing engine load on
chemistry of the mixture are complex and difficult to model in simplified models such
as those presented above. The phenomenological engine model developed in Chapter 5
is therefore used for further investigation into the use of the ion current as an indicator
of the heat release process.

The heat release and ion current for randomly selected packets in the spray participating
in both pre-mixed and mixing-controlled combustion are shown in Figure 6.5 for
engine operating conditions of 1600 RPM and 140 Nm. Electron formation occurs
at approximately the same time as the heat release peak for both packets, which is
consistent with findings in Sections 6.2.2 and 6.2.3. The lower rate of heat release
in the packet participating in mixing-controlled combustion is reflected in the lower
electron peak concentration.
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Figure 6.5: Rate of heat release and concentration of electrons in two randomly selected
packets in the spray at 1600 RPM and 140 Nm. One packet participates in pre-mixed
combustion, the other in mixing-controlled.

The evolutions of temperature and concentrations of OH, O, CH and electrons in the
entire diesel spray at 1600 RPM, 120 Nm are presented in Figure 6.6. Pre-mixed
combustion begins shortly after 175 CAD where slightly fuel-rich packets first begin to
burn. These packets are located on the spray edge where air entrainment is maximum.
As the temperature in the chamber rises, combustion spreads to additional fuel-rich
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packets. Entrainment of air as the spray decelerates leads to reducing equivalence
ratios of the packets as the combustion event proceeds. The highest temperatures are
seen in the packets that initiate pre-mixed combustion. At this value of torque, no
clear mixing-controlled regime of combustion can be observed.

The OH radical concentration increases simultaneously with the temperature at SOC
and remains high in the hot, moderately lean areas of the spray for some time after.
The contours of OH concentration can be seen to follow the flame front closely. There
are also small concentrations of the OH radical in fuel-rich areas of the flame. The O
radical is generally found in the same areas as the OH radical with the exception of
fuel-rich areas of the flame front where very little O is seen.

CH is seen in high concentrations in the flame front, both at SOC and later, up to
approximately 7 CAD ATDC. It can also be found in moderate concentrations in the
fuel-rich area of the post-flame region. It is completely absent in lean areas of the
flame, where it would be expected to be completely oxidised. The location of CH seen
here is consistent with its use as a marker of the flame front.

Electrons are produced in their highest concentrations at SOC and remain abundant
for a very short time after. Thereafter, they are found in diminishing concentration in
the hot post-flame region at equivalence ratios near 1, where their decay is slow.

Figure 6.7 shows the variation in modelled ion current integral with modelled cumulative
heat release as engine-out torque is varied. The correlation coefficient is 0.94. The
modelled ion current integral is also correlated to the modelled peak rate of heat
release (r2 = 0.90) but this is not shown here.

These strong correlations are similar to those seen in the experiment (r2 = 0.95 for
both cumulative heat release and peak rate of heat release) and indicate that the ion
current is a valid indicator of heat release in engines.

6.3 NOx emissions

6.3.1 Introduction

Mono-nitrogen oxides (NOx ) have, together with diesel particulate matter (DPM), been
the main focus of evolving emissions standards the world over. European emissions
standard Euro 3 was the first to limit NOx emissions in diesel-powered passenger
vehicles, allowing 0.5 g km−1 in 2000. By 2014, Euro 6 allowed only 0.08 g km−1 — a
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Figure 6.6: Evolution of temperature and OH, O, CH and electron concentrations in the
diesel spray at 1600 RPM and 120 Nm
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Figure 6.7: Modelled ion current integral and modelled net cumulative heat release at 1600
RPM. r2 = 0.94.

six-fold decrease in fourteen years.

NOx emissions are measured in laboratories and testing centres using exhaust gas
analysers such as the CODA instrument used in this study. Whilst good accuracy can
be achieved using this method, it is time-consuming and inconvenient to test vehicles
on an annual or similar basis to ensure NOx emissions are kept within the legal limits.
When wear occurs, or the engine falls out of tune or aftermarket modifications are
made to the engine, NOx emissions can increase beyond permissible limits. Detection
of unacceptable NOx emissions relies upon testing and is likely only in countries where
mandatory emissions testing is performed. The ability of an in-cylinder sensor to
measure NOx emissions in-situ increases the chance of detection.

Chapter 2 showed that the ion current integral in diesel engines bears a strong
correlation to tailpipe NOx emissions. This correlation may be of use in the prediction
of NOx emissions but the lack of sufficient understanding of the relationship between
these two variables precludes its use. The reasons for this correlation are explained in
the following sections.

6.3.2 Perfectly stirred reactor

The same methodology used in Section 6.2.2 is used here to investigate the link between
the ion current and NOx . The operating conditions of the PSR chosen are identical to
those in Section 6.2.2. As NO2 was found to constitute approximately 1% of NOx under
all conditions modelled here, it is ignored; NO is assumed to be the only constituent
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of NOx in the sensitivity analysis presented here. As described in Chapter 5, the NOx

sub-mechanism in the n-heptane mechanism used here contains only reactions that
generate NOx via the thermal pathway; Kong et al. [208] found prompt NOx to be
insignificant. For oxygenated fuels this pathway may assume greater importance.

Figure 6.8 shows the evolution of both electron and NO mole fractions as the residence
time is varied. The peak electron concentration is seen in the flame front, as observed
in Section 6.2.2 and in Chapter 4 (see Figures 4.10 and 4.14), while NO begins to form
in the post-flame region.
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Figure 6.8: Evolution of electron mole fraction (a) and NO mole fraction (b) in a perfectly
stirred reactor operating at 70 bar, inlet temperature 1450 K and equivalence ratio 0.4.

As discussed in Chapter 2, from the engine data a strong correlation can be shown
between the ion current and tailpipe NOx , suggesting the possibility that there is
a common cause for elevated electron and NOx production. A sensitivity analysis
was conducted on the PSR combustion process using KINALC to determine species
important to the production of both electrons and NOx . Figure 6.9 shows the six
species whose concentrations most strongly affect the electron production rate (a) and
the NO production rate (b). For Figure 6.9 (a), the residence time is 1.9× 10−6 s,
near the point where the electron production rate is the highest. For Figure 6.9 (b),
the residence time is 0.05 s, near where the NO production rate is maximum. The
units on the x-axis are arbitrary and cannot be compared between different graphs.

The electron production rate depends to a great extent on the CH and O radicals,
as described in Section 6.2.2. Predictably, there is also dependence on H3O+; this is
quickly formed from CHO+ after Reaction R3.1 via Reaction R3.10. There is also
a weak dependence on NO+, H and CHO+. The important reactions affecting the
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Figure 6.9: Sensitivities of electron production rate (a) and NO production rate (b) to
important species.

concentration of electrons at this instant are as found in Section 6.2.2.

The production rate of NO depends heavily on the concentrations of NO2 and O and,
to a smaller extent, HO2, OH, O2 and H. NO production at this time is split between
Reactions R 6.10 and R6.11 in equal proportions.

N + O2 −−→ NO + O (R 6.10)

N2 + O −−→ N + NO (R 6.11)

Of interest is the common radical O. The O radical is one of the top two radicals
affecting the production rates of both electrons and NO, suggesting that it is of
particular importance in linking the two species. To investigate this link further,
the sensitivities of two groups of species to concentrations of all other species were
evaluated. One group of species was electrons and O, and the other was NO, NO2 and
O.

These results are shown in Figure 6.10 (a) and (b). Remarkable similarity is seen
between the species on both graphs — no fewer than four of the top five species are
shared, indicating the strong dependence of electron and NOx concentration on a very
similar set of conditions.

The O radical is produced primarily by Reaction R6.12.

O2 + H −−→ O + OH (R 6.12)
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Figure 6.10: Sensitivities of production rate of electrons and O (a) and NO, NO2 and O (b)
to important species.

73.2% of the H radical required for this reaction is produced via Reactions R 6.13 and
R6.14.

HCO + M −−→ H + CO + M (R 6.13)

CO + OH −−→ CO2 + H (R 6.14)

HCO required for Reaction R6.13 is mainly formed via Reaction R6.15.

CH2O + OH −−→ HCO + H2O (R 6.15)

Clearly, as described in Section 6.2.2 the concentrations of the H, OH and O radicals are
all closely linked. The temperature dependence of the concentrations of these species
indicates that the electron concentration is also highly temperature dependent, an
observation made in Chapter 3 (Figure 3.19 (a)) and in Section 6.2.2. It is well known
that the reactions producing NOx also heavily depend on temperature, suggesting that
temperature plays a key role in the formation of both electrons and NOx .

6.3.3 Premixed auto-igniting flames

The formations of NOx and electrons were also investigated in premixed auto-igniting
flames using the same methodology as in Section 6.2.3. The initial temperature
was varied to give different maximum temperatures representative of the maximum
temperatures in diesel engines.



CHAPTER 6. HEAT RELEASE, NOX AND THE ION CURRENT 105

Figure 6.11 shows the evolutions of electrons and NO for maximum temperatures
of 2278.1 K and 2446.7 K. Similar to the results from Section 6.3.2, electrons are
produced early in the combustion event, with NO rising and reaching a steady state
much later. Since both electron and NO formation are highly temperature-dependent,
both species are present in appreciably higher concentrations in mixtures whose final
temperatures are only ≈ 170 K apart — a peak temperature difference of 6.95% results
in changes in final NO and peak electron concentrations of 97.75% and 92.97% of the
higher values respectively. The location of electrons with respect to the flame front
agrees with that found previously in this study (see Chapter 4); that of NOx with
respect to the flame front agrees with findings by Dec & Canaan [222] using PLIF
imaging in a diesel engine.
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Figure 6.11: Evolution of NO and electron concentrations in premixed flames of different
final temperatures but identical equivalence ratios in a chamber of changing volume.

A detailed examination of the dependence of both NO and electrons on temperature,
O and CH was conducted using a moderate mixture peak temperature of 2364.7 K.
Figure 6.12 shows the evolutions of temperature, NO production rate and O concen-
tration during the combustion event. The initial peak in NO production follows the
start of ignition and the consequent sudden increase in temperature. The peak O
concentration also occurs simultaneously. Peak temperature is reached at t = 0.5 ms.
The concentration of O and the NO production rate both begin to fall to zero at this
point; NO reactions begin to freeze and NO reaches a steady state concentration.

At 5× 10−4 s, NO is produced at its maximum rate of 5.79 mol cm−3 s−1. 45.2% of
this is generated via Reaction R6.10 and 43.2% via Reaction R6.11.

Reaction R6.11 is also responsible for 85.6% of the consumption of N2 at this time
and 95.7% of the production of the radical N required for Reaction R6.10. The O
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Figure 6.12: Evolution of NO production rate, temperature and O concentration during the
combustion event.

radical can therefore be seen to be integral to the production of NO.

This is in contrast to the evolution of electrons in the same flame, shown in Figure 6.13.
The inset plot shows the electron and CH concentration peaks. The CH concentration
curve leads the electron concentration curve by 5× 10−7 s. The concentration of O
also reaches a peak in this region, as shown in Figure 6.12. As expected, the electron
concentration only rises when CH and O are abundant; electron formation ceases
when both CH and O concentrations drop a short while later. The concentration of
electrons decays relatively rapidly and, even though the temperature is high in the
latter stages of the combustion event and there are approximately 100 ppm of O, there
is insufficient CH remaining to produce electrons via Reaction R3.1.

The peak rate of electron production occurs at 8.35× 10−5 s, with negligible consump-
tion occurring at this time. 100% of production occurs via Reaction R6.5. The CH
required for this reaction is primarily produced via Reaction R6.8. A large fraction
of CH consumption occurs via Reaction R6.9. Clearly, any increase in H production
promotes the formation of CH and inhibits its consumption. Given the chain branching
reactions, this implies that an increase in O concentration results in an increase in CH
concentration when unburnt hydrocarbons are abundant.

Given the similar relationships of NO and electrons to temperature and the O radical,
some correlation is expected between the concentrations of these two species. Figure
6.14 shows the steady-state NO concentration, peak electron concentration and in-
tegral of the electron concentration over time over a 3 ms period for different peak
temperatures of the mixture. The integral of electron concentration was found to be
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Figure 6.13: Evolution of temperature and electron and CH concentrations during the
combustion event. Inset: electron and CH concentration peaks.

unchanged for time periods over 2 ms. All three variables monotonically increase with
increasing peak temperature. The electron peak concentration is highly correlated with
steady-state NO concentration (r2 = 0.995). Both appear to bear a power relationship
with maximum temperature, while the time-integral of the electron concentration
increases fairly linearly with maximum temperature.
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Figure 6.14: Changes in final NO concentration, peak electron concentration and time integral
of electron concentration with different peak mixture temperatures.

Figure 6.15 shows the variations of peak electron concentration and integral electron
concentration with steady-state NO concentration. There is a strong positive correla-
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tion between both measures of electron concentration and NO — the trend is linear
with an r2 value of 0.98 for the peak and 0.95 for the integral.
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Figure 6.15: Variation in peak electron concentration against final NO concentration.

In Chapter 5, it was noted that the crank angle range where NOx is formed shows
considerable overlap with that where NO+ is present. This can also be seen in the
combustion of this pre-mixed flame (Figure 6.16).
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Figure 6.16: Evolutions of NOx and NO+ in a pre-mixed flame undergoing auto-ignition.

At 0.465 ms, when the NO+ production rate is maximum, nearly all the NO+ present
is formed via Reaction R6.16.

N + O −−→ NO+ + E− (R 6.16)
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In light of information presented in this chapter, the reasons for this overlap are clear
— the presence of the radicals N and O results in the formation of both species. NO+

recombines with electrons via Reaction R 6.16 upon cooling, reducing its concentration
to nearly zero whilst NOx reactions freeze and NO concentration reaches a steady
state.

6.3.4 Flames in diesel engines

The phenomenological engine model developed in Chapter 5 is used to more closely
examine the evolution of NOx and the ion current in the temperature-equivalence
ratio space commonly seen in diesel engines.

Figure 6.17 shows the ion current and NOx developed during an engine cycle at 1600
RPM, 140 Nm. The ion current peak appears early in the combustion event (at
175 CAD), as seen in the preceding sections, whilst the steady-state value of NOx is
reached over a period of ≈ 20 CAD. The ion current drops to less than 10% of its
peak by 195 CAD, by which time 97% of the steady state NOx has been formed. The
regions of elevated ion current and NOx formation are seen to overlap considerably.
Peak NOx formation is 78.4 ppm/CAD at 181.6 CAD.
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Figure 6.17: Ion current and NOx evolution at 1600 RPM, 140 Nm.

Figure 6.18 shows the evolutions of electron concentration and NOx for a randomly
selected packet of fuel in the spray. Similar relationships can be seen here.

Evolutions of temperature (a), NOx (b) and electrons (c) in a combusting diesel spray
at 1600 RPM, 140 Nm are shown in Figure 6.19 in a temperature-equivalence ratio
space.
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Figure 6.18: Ion current and NOx evolution in a randomly chosen packet in the spray at
1600 RPM, 140 Nm.

Figure 6.19: Modelled evolutions of temperature (a), NOx concentration (b) and electron
concentration (c) in a diesel spray at 1600 RPM and 140 Nm.

Similar observations to those made in Section 6.2.4 can be made here with respect
to the temperature increase at SOC. The pronounced increase in temperature for
packets with equivalence ratios greater than 2 around 182 CAD shows the onset of
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mixing-controlled combustion — this typically takes place in the interior of the spray
where entrainment is low and equivalence ratios are higher than at the spray edges.
Similar observations can also be made with respect to the location of electrons in the
flame front, for reasons detailed in previous sections.

NOx formation begins approximately 2 CAD after electrons are formed. At the speed
shown here (1600 RPM), this corresponds to 0.2 ms, similar to the delay seen in Figure
6.12. The highest NOx concentrations are seen in the most fuel-lean areas of the
spray, which are typically the fuel packets injected first. These packets also show high
electron concentration during premixed combustion. NOx is also present in smaller
concentrations in the packets participating in mixing-controlled combustion.

Figure 6.20 shows the variations in tailpipe NOx , ion current peak and time integral
of the ion current with changing load at 1600 RPM as predicted by the model. All
three parameters increase monotonically with engine load. Figure 6.21 plots the ion
current peak and integral against NOx for different engine loads. The r2 values are
0.90 for the peak and 0.95 for the integral, similar to those seen in Section 6.3.3.
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Figure 6.20: Modelled NOx , ion current integral and ion current peak at 1600 RPM and
different engine loads.

The experimental correlation coefficient between the ion current integral and NOx is
0.99, similar to that seen here. This suggests that the ion current could be used to
predict NOx emissions in diesel engines.

Temperatures of the burnt and unburnt zones predicted by the diesel engine model
are presented in Appendix E, along with several predictions by other sub-models not
directly relevant to the ion current.
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Figure 6.21: Modelled ion current integral and peak against modelled NOx for different
engine loads at 1600 RPM.

6.4 Summary

A study of the relationship between heat release, NOx and the ion current in models of
varying complexity using a reduced n-heptane mechanism with an ionic sub-mechanism
has been discussed. For both heat release and NOx , specific species and mechanisms
have been found to be responsible for their correlations with the ion current.

Heat release and electron production were found to occur simultaneously in a perfectly
stirred reactor in the region of the flame front. At the point where the peak rate of
heat release occurs, heat release depends strongly on the concentration of the OH
radical. Due to chain branching reactions, the presence of OH implies that of the H
and O radicals as well. In the same flame, electron production was found to depend
strongly on CH and O radicals as expected from previous studies. The reactions most
strongly affecting both electron production and heat release were found to be very
similar.

In pre-mixed auto-igniting flames, the electron concentration was found to mirror
OH concentration when a sufficient amount of CH was present and was therefore
found to peak in the flame front. After the flame front where CH is oxidised, its
concentration decreased sharply, causing a slow decline in the electron concentration
via neutralisation.

In the diesel engine spray, OH and O radicals were found in the flame front and in
the post flame region where high temperatures were observed. The CH radical was
found in the flame front but was oxidised in the post-flame region. Electrons, whose
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formation depends on both CH and O radicals, were seen in high concentrations in
the flame front with decaying concentration in the post-flame region. The location of
peak electron concentration was found to be the same as that of peak heat release.

An investigation of the relationship between NOx and electron formation in flames was
also conducted. In a perfectly stirred reactor operating at conditions similar to those
in a diesel engine, electrons and NOx were found to be most sensitive to a very similar
group of species, indicating that for non-oxygenated fuels a high electron concentration
implies a high NOx concentration and vice versa. Temperature and the presence of
the O radical were found to be the most important requisites for both species. It must
be noted that these findings apply only to thermal NOx ; prompt NOx formation is
small compared to thermal NOx in diesel engines operating with standard diesel fuel.

In premixed flames, the NO production rate was found to be directly correlated to
O concentration. High values of both these variables were found in the flame front
and the post-flame region. The bulk of NO was produced in the post-flame region, as
PLIF experiments on diesel engines conducted by other researchers have found. Both
the electron concentration peak and integral were found to be strongly correlated with
final NO concentration, with r2 values of 0.95 and 0.98 respectively. The radicals N
and O were also found to be responsible for the bulk of NO+ formation, leading to the
formation of NO+ at the same time as NO; however, NO+ is neutralised shortly after,
consistent with results seen in Chapter 5.

In the diesel engine spray, similar results were found for the locations of NOx and
electrons. A study of the evolution of the mixture thermochemistry indicated the
areas in the spray responsible for the majority of electron and NOx production. These
were found to agree well with previous experimental results. The ion current integral
and peak were strongly correlated with NOx (r2 = 0.95 and 0.90 respectively).

The agreement between the experiment and the model on the trends shown by these
variables indicates a close relationship between the ion current and NOx . As shown in
Chapter 2, the ion current integral shows excellent repeatability over several consecutive
engine cycles, suggesting that it could be reliably used in the prediction of tailpipe
NOx .

This chapter delved into the chemical kinetics affecting heat release, NOx and the ion
current in order to explain correlations seen in Chapter 2. A correlation not mentioned
in that chapter is that for tailpipe soot mass concentration, which is caused by an
entirely different mechanism and is largely beyond the scope of this study. However, a
brief overview of the effect soot has on the ion current signal and possible uses of this
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effect are discussed in the next chapter.



Chapter 7

Soot detection

7.1 Introduction

Chapter 2 describes the linear relationship between emissions of NOx and the time-
integral of the ion current signal and posits that the ion current can be used to predict
NOx , for reasons explained in Chapter 6. Another emission of interest from diesel
engines is DPM, commonly referred to as soot — a generic term for particles of
incompletely burnt hydrocarbons in a range of sizes and with no specific chemical
composition. Inhalation of soot is well known to be detrimental to human health.
This is reflected in changes in particulate matter emissions allowed for passenger
vehicles by the European emissions standards — from 0.14 g km−1 in 1992 (Euro 1) to
0.005 g km−1 in 2009 (Euro 5).

Two characteristics of soot emissions from engines are of particular interest from a
human health perspective — total soot mass emitted and soot particle size. Thus far,
emissions standards for internal combustion engines have largely ignored the effect of
particle size and have only placed restrictions on the total soot mass emitted. This
chapter presents a brief outline of the possibility of using an ion sensor as a soot mass
detection device in diesel engines.

7.2 State of the art

Several techniques exist to measure soot mass emissions from engines, which broadly
fall into three categories: gravimetric, optical and microbalance.

115
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Gravimetric methods
Gravimetric methods require a sample of known quantity of the exhaust to be passed
through an appropriate filter. The change in filter weight is then used to calculate the
mass concentration of soot in the exhaust. A significant drawback to this method is
its time-consuming nature due in part to the repeated disassembly and reassembly of
the filter housing for each measurement. Additionally, water vapour in the exhaust
gas condenses in the housing, necessitating the drying of the filter. The equipment
required for this method makes it unsuitable for use in the field.

Optical methods
Optical methods include scattering and extinction meters. Scattering meters (eg. the
DustTrak instrument used in this study) measure the scattering of light incident upon
the sampling chamber to provide both size and mass of aerosols in the sample. These
instruments are used extensively in the determination of air quality and can, with
careful calibration, be used for exhaust soot measurement. Extinction meters such as
the opacity meter measure the difference in light measured by a sensor at one end of
the chamber and that emitted by a source at the other end. Such sensors have often
been used to measure exhaust soot mass but have questionable accuracy [223].

Microbalance methods
Mircobalances such as the tapered element oscillation microbalance (TEOM) use the
change in resonant frequency of a vibrating element as it accumulates mass from a
sample gas flow. Such methods generally give fairly accurate results but their operation
in environments like engine exhausts is problematic due to humidity and pressure
changes [224]. Furthermore, TEOMs are delicate instruments and are more suited to
laboratory work than use in the field.

A common limitation of all three methods discussed above is their requirement for the
sample of exhaust gas to be cooled before entry into the instrument, making in-situ
measurement of exhaust soot concentration difficult to conduct.

7.3 The ion sensor as a soot mass detection device

An in-cylinder ion sensor has previously been used in conjunction with a non-linear
multiple regression model similar to the model described in Appendix B to predict
tailpipe soot mass [41]. That study, however, utilised statistical techniques with little
understanding of the reasons why soot may affect the ion current. The use of a
statistical technique makes it difficult to detect abnormal operation of the engine,
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where the measured ion current may be far removed from that seen during ordinary
operation. This section presents two mechanisms by which soot may affect the ion
current signal observed.

Ions have been linked to soot formation in several studies [11–14, 161]. These studies
posit that a charged species is the soot precursor and reactions between this charged
species and neutral species such as acetylene produce larger ions. Further reactions
with neutral species occur to produce even larger ions, resulting finally in the formation
of soot particles. C3H3

+ is generally thought to be this precursor species.

Calcote & Keil [13] found that in a pre-mixed acetylene-oxygen flame, soot appearance
coincided with a sharp decay in ion concentration. They proposed an ionic mechanism
for soot formation beginning with the well-known reaction for the formation of CHO+,
from which C3H3

+ can be formed via several mechanisms, such as those shown here
(Reactions R 7.1–R 7.4).

CHO+ + CH2 −−→ CH3
+ + CO (R 7.1)

CH3
+ + C2H2 −−→ C3H3

+ + H2 (R 7.2)

CHO+ + H2O −−→ H3O
+ + CO (R 7.3)

H3O
+ + C3H2 −−→ C3H3

+ + H2O (R 7.4)

Larger ions are then produced via neutral species (eg. Reactions R 7.5 and R7.6).

C3H3
+ + C2H2 −−→ C5H3

+ + H2 (R 7.5)

C3H3
+ + C4H2 −−→ C7H5

+ (R 7.6)

With the addition of low molecular weight neutral species, very heavy ions can be
produced in this manner. In another study, Calcote & Keil [225] observed ions up to a
mass of 557. Michaud et al. [226] observed ions up to a mass of 265 in low pressure
acetylene-oxygen flames.

The ionic mechanism for soot formation has not, however, been universally accepted.
Hall-Roberts et al. [227] studied the effect of introducing caesium into a pre-mixed
acetylene-oxygen flame. It is believed that caesium removes C3H3

+ ions from the flame
by undergoing ionisation itself to Ce+. It was found, however, that the addition of
caesium had little effect on the amount of soot formed early in the flame. The role of
ions in soot formation is still the subject of some debate.
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A different way in which soot formation may affect the ion current observed is via the
deposition of soot on the ion sensor. Soot is electrically conductive and its deposition
may therefore change the geometry of the current path between the two electrodes.
Depending on the sensor geometry, soot may entirely bridge the electrode gap, leading
to the observation of a non-zero ion current even in the absence of ions. Chapter 2
briefly describes the deposition of an electrically conductive substance (presumed to
be soot) on the ion sensor leading to a non-zero cycle-minimum value (‘offset’) of the
ion current. It is possible that this phenomenon could be used to estimate soot mass
emissions. Sensors utilising this principle have previously been developed and placed
in the exhaust systems of diesel engines [228, 229].

The two mechanisms described above and the possibility of using the in-cylinder ion
sensor to indicate soot emissions are explored here.

To investigate the effect of soot on the ion sensor, the ion current was measured at
several engine loads. The engine was first idled at 1200 RPM. The load was then
gradually increased to 125 Nm and then to 200 Nm. The ion signals for these three
conditions are shown in Figure 7.1.
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Figure 7.1: Ion current signal at 1200 RPM and different torque settings.

After the engine operation reached steady-state at 200 Nm, the load was quickly
reduced to idle and the engine switched off. The offset in the ion current decreased
from ≈ 78 µA to ≈ 74 µA during this process. When switched off, however, the offset
persisted. Repeated cranking of the engine without the injection of fuel to flush out
any residual exhaust gas did not reduce the offset to zero. In the absence of fuel, any
current observed cannot be due to the ions involved in soot formation but must be
caused by another electrically conductive material in the cylinder.
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While cranking the engine, a small increase in the sensor output was noticed during
the compression stroke, indicating that the electrically conductive material causing
the offset is sensitive to temperature and/or pressure. This can be seen in Figure 7.2
(a). The peak in the sensor output occurs at TDC.

An hour was allowed for the engine to cool and the same test performed. The ion
current offset decreased to ≈ 25 µA, indicating that the electrical conductivity of the
material is temperature-sensitive. The increase in the ion current on the compression
stroke was also noticed here. Figure 7.2 (b) shows this.
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Figure 7.2: Ion current signal when the engine is cranked with no fuel flow, (a) just after
shutdown, (b) after the engine has cooled and (c) after the sensor is removed, cleaned and
refit.

The sensor was then removed and a black deposit observed on the ceramic adhesive
between the casing and the centre electrode (see Figure 2.7). The sensor was cleaned
and refit. Figure 7.2 (c) shows the ion sensor output when cranking the engine with
the clean sensor installed — the offset drops to nearly zero and the peak during the
compression stroke is not observed. The black deposit is postulated to be soot. The
mechanism by which soot affects the offset in the ion current is therefore via deposition
and is not ionic in nature.

When the ion current offset is plotted against tailpipe soot for varying engine-out
torque, a strong correlation (r2 = 0.96) is observed, indicating that the ion current can
be used to predict DPM emissions from engines at a single speed. These parameters
are plotted in Figure 7.3. A significant limitation of this technique must be mentioned
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here: there is little, if any, understanding of the deposition process of soot on the
ion sensor. This is likely to depend to a great extent on the sensor and combustion
chamber geometry, and may also depend to some extent on the engine speed. A full
analysis of the deposition process is beyond the scope of this study.
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Figure 7.3: Variation of the ion current offset with tailpipe soot.

7.4 Diagnosis of abnormal engine operation

Excessive DPM formation in engines can be indicative of poor health of engine
components. Two conditions found in engines are conducive to DPM formation: low
temperature and high equivalence ratio. Pockets of high equivalence ratio mixtures
can be found in the combustion chamber when air-fuel mixing is poor. A common
reason for poor air-fuel mixing is diesel injector wear. Worn injectors display spray
patterns that result in inadequate atomisation of the fuel and reduced air entrainment
into the spray, causing incomplete combustion of the fuel.

Given the relationship between the ion current offset and DPM emissions from the
engine, it is suggested that the ion sensor could be used to diagnose worn injectors.
The ion current was measured at 1200 RPM, 80 Nm and 1200 RPM, 200 Nm for
injectors in different states of wear. Old injectors were tested on a Bosch EPS200
injector bench tester and found to fail seat leakage and spray pattern tests. These
were later reconditioned. The measured DPM emissions for these test conditions are
shown in Table 7.1.

Soot emission for old injectors at 200 Nm as predicted by the line of best fit for the
correlation between the ion current cycle-minimum value and tailpipe soot at 1600
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Table 7.1: DPM emissions for old and reconditioned injectors at 1200 RPM (mgm−3).

Injectors 80 Nm 200 Nm

Old 86.1 > 150.0*
Reconditioned 15.4 81.8

* The DustTrak DRX8533 LLSP has a measurement range of 0 mg m−3 to 150 mg m−3

RPM is 295 mg m−3. Given that very little is known about the soot deposition process
and that it may depend on engine speed, the use of this relationship may not be valid.

A comparison of the ion current measured when each set of injectors was installed in
the engine is shown in Figure 7.4. The difference between the signal offset with old
injectors and that with new injectors is clear.
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Figure 7.4: Ion current signal with injectors in different states of wear at 1200 RPM, 80 Nm
(a) and 1200 RPM, 200 Nm (b).

Another cause of high DPM emissions is decreased volumetric efficiency caused by
conditions such as clogged air filters or damaged compressor wheels in turbochargers.
The lower effective compression ratio leads to a higher equivalence ratio for the same
engine out torque, thereby increasing DPM production. Restrictions in the exhaust
system such as damaged turbines in turbochargers lead to increased back-pressure on
the cylinder during the exhaust stroke. This increases the residual gas fraction and
decreases the oxygen fraction of the mixture before SOC, leading to high equivalence
ratios, lower maximum combustion temperatures and the concomitant increase in
DPM.

Modern diesel-powered vehicles use diesel particulate filters (DPFs) in the exhaust
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system to trap DPM upstream of the exit to atmosphere. The Hino engine used in this
study can be fitted with an underground mine-spec diesel exhaust system, consisting
of a scrubber and a filter. Exhaust gas is first bubbled through water in the scrubber
and then passed through the filter before exiting to the atmosphere. Both the scrubber
and the filter contribute to increased back-pressure on the engine compared to the
standard exhaust system.

Figure 7.5 shows the measured ion current for the same exhaust system with and
without a DPF. The higher offset for the exhaust system with the filter is as expected,
indicating that the sensor is able to detect changes in the back-pressure experienced
by the engine due to changes in the exhaust system.
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Figure 7.5: Ion current signal using exhaust systems with and without a DPF at 1200 RPM,
50 Nm (a) and 1200 RPM, 200 Nm (b).

7.5 Summary

Ions have been linked to soot formation in studies suggesting the soot precursor may
be the ion C3H3

+. The deposition of electrically conductive soot on the sensor can
also alter its response via a change in the current path between the electrodes. These
phenomena may allow the ion sensor to predict soot mass formation in diesel engines.
Advantages of the ion sensor over currently used methods of measuring soot emissions
in engines include robustness and ease of use. The ion current signal has previously
been used in a statistical model to predict tailpipe soot mass but no physical basis for
the model was presented.
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For the engine and sensor used in this study, the deposition of soot was found to be
the primary reason for a non-zero cycle-minimum value of the ion current. Sensors
relying on the deposition and electrical conductivity of soot have been placed in the
tailpipe of engines to measure soot mass in the exhaust. This chapter presented the
use of the in-cylinder ion sensor to predict tailpipe soot mass.

The cycle-minimum value of the ion current was found to be strongly correlated to
tailpipe soot mass concentration (r2 = 0.96), suggesting the possibility of using the
ion sensor to diagnose abnormal engine operating conditions leading to high soot
emissions. Two such engine operating conditions, worn injectors and an included diesel
particulate filter in the exhaust system, were tested. The ion sensor was found able to
detect the soot increase for both these conditions.

The study presented here consists only of preliminary observations of the effect of soot
on the ion current signal. For robust use in the detection of abnormal engine operating
conditions or for prediction of soot, further and more detailed investigation is required
into the mechanism of deposition of soot on the sensor and the effect of the geometry
of the sensor–cylinder head interface. The exact geometry of both this interface and
the ion sensor itself will likely have a significant effect on the deposition of soot and
therefore the ion current. Further study of abnormal engine operating conditions will
require the careful engineering of measurable faults in components such as injectors,
piston rings and valves, which is well beyond the scope of this study.
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Conclusion

The ion current signal in engines has, over the years, been found to be a useful predictor
of many interesting engine operating parameters over a large number of experimental
studies, such as engine-out torque, rate of heat release, cumulative heat release, and
NOx and soot emissions. These predictions have generally been made statistically with
little understanding of the origins of the signal, conditions under which it is formed
and its relationships to the parameters being predicted. The lack of knowledge of the
basic mechanisms governing these relationships precludes the robust use of the same
statistical relations for different ion sensors in different engines.

In contrast, the formation of ions in flames has been extensively studied for over a
century. Mechanisms of ion formation are well established and physical and chemical
properties of these ions are well known. Their reaction rate constants have been
measured by several researchers using different experimental methods and general
agreement has been reached on the identities of the important ions in hydrocarbon
flames.

The aim of this study has been to marry these two fields to develop a more thorough
understanding of the ion current developed in direct injection diesel engines.

Experimental measurements of the performance and emissions characteristics, including
the ion current, of a Hino direct-injection diesel engine, were taken over a range of engine
speeds and loads. Several correlations were observed between different characteristics
of the ion current curve and important engine operating parameters, such as start
of combustion timing, net heat release rate, net cumulative heat release and tailpipe
NOx emissions. Without an understanding of why these relationships exist, use of the
ion current for robust prediction of engine operation is difficult.

124
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In order to obtain this understanding, ion formation was studied in progressively
more complex systems. The first system studied was methane combustion in a 1-
D laminar flame. A simplified chemical kinetic mechanism for high pressure, high
temperature methane oxidation was developed and augmented with an ionic sub-
mechanism. Comparisons of predictions of this mechanism against experimental data
and data from other mechanisms showed good agreement.

To study ion formation in conditions more representative of combustion chambers
in engines, the ion current developed during the combustion of a near-stoichiometric
methane-air mixture in a constant-volume chamber was measured, along with the
chamber pressure rise. This experiment was modelled using ANSYS Fluent with
CHEMKIN-CFD to calculate heat release, pressure rise and mixture composition
in the chamber. Good agreement was found between experimental and modelled
chamber pressure. The ion current peak locations were well predicted; trends in
the peak magnitude agreed with experiment but there was significant error in its
prediction. Electrons were generally found to be confined to the flame front, except at
high equivalence ratios, where a region of moderate electron concentration caused by
oxidation of unburnt hydrocarbons was found some distance behind the flame front.
This was predicted by the model.

The effects of changing engine operating parameters on the chemistry within the
combustion chamber were studied in a phenomenological model of the test engine using
a modified n-heptane mechanism to simulate heat release and species concentrations.
The predictions from the model showed good agreement with experiment for cylinder
pressure and heat release and fair agreement for NOx emissions. Trends for the ion
current integral, an important measure of the signal, were accurately modelled.

The relationship between heat release and the ion current was studied in a perfectly
stirred reactor model. The reactions important to both quantities are very similar
and their rates were found to depend heavily on the production of radicals of the H-O
system. In particular, the OH radical was found to play an important role. The study
of these quantities in a pre-mixed flame undergoing auto-ignition and in the diesel
engine model showed their simultaneous occurrence. Evolutions of important species
in the spray were studied and the relative locations of CH, O and electrons found were
consistent with expectations developed from the 1-D flame model.

The relationship between NOx and the ion current was also studied in the same systems.
Both NO and electron concentrations were found to depend heavily on temperature
and on a largely similar group of species, indicating that conditions conducive to the
formation of one species generally result in the formation of large amounts of the
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other. The O radical was found to be necessary for the production of both NOx and
electrons via oxidation of N and N2, and CH respectively. The locations of NOx and
electrons differed — electrons were found in the flame front in both zero-dimensional
models and the diesel engine model, whilst NOx was found in the post-flame region, as
PLIF experiments on diesel engines have shown — but steady-state NOx concentration
was found to be strongly correlated with electron formation when modelled both in
premixed flames and in a diesel engine spray.

Soot emissions and the ion current are also related through the deposition of soot on
the surface of the sensor and the consequent increase in the ion current cycle-minimum
value. Over a large range of torque values, tailpipe soot and the ion current offset were
found to be highly correlated (r2 = 0.96), indicating that the ion current may be able
to be used as a measure of soot emissions. This finding suggests the ability to diagnose
engine conditions that result in increased soot production. Two such conditions —
worn injectors and a DPF in the exhaust system — were tested and the soot increase
detected by the ion sensor.

The study of ion generation in engines is a field still largely unexplored. The study
described here is an attempt to model the ion current in diesel engines from first
principles — the chemistry leading to ion generation in simple flames — and thus
enable greater confidence in correlations seen previously. Whilst the chemical kinetics
presented here are fairly mature and well known, familiar limitations of phenomeno-
logical models apply. These models are, however, useful in indicating avenues that are
worth exploring when investigating the impact of changing engine conditions or design
on engine performance.
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Appendix A

Further diesel engine measurements

A.1 Introduction

This appendix contains experimental data collected on the Hino engine used in
this study that are not presented in Chapter 2. These measurements are useful in
characterising the engine and as inputs to the diesel engine model described in Chapter
5 but are not directly relevant to the measurement of the ion current.

A.2 Inputs to model

Experimental results required as inputs to the engine model described in Chapter 5
are the start and end of the injection period (SOI and EOI), the air-fuel ratio and the
pressure at 130 CAD, P130. The inputs for various values of engine speed and load are
tabulated in Table A.1.

A.3 Engine characterisation

A.3.1 Air and fuel input

Diesel engines control power generation simply by limiting the fuel mass injected;
they therefore have nearly constant volumetric efficiency. Given a constant ambient
temperature, this leads to a certain mass of air present in the cylinder when the intake
valve closes, irrespective of engine load and speed. Figure A.1(a) shows the volumetric

A-1
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Table A.1: Model inputs.

Engine speed Torque SOI EOI AFR P130

RPM Nm CAD CAD bar

1200
100 166.8 173.4 54.9 6.55
140 166.6 174.4 41.8 6.54
180 166.8 176.2 31.1 6.50

1600

80 168.0 177.2 65.4 6.20
100 168.0 178.0 52.4 6.18
120 167.6 178.0 46.0 6.16
140 167.2 178.8 38.8 6.11
160 166.8 178.8 35.1 6.11
180 166.6 179.0 31.1 6.19

1800
100 168.8 178.8 51.4 6.55
140 168.0 180.0 40.1 6.70
180 167.6 180.8 31.5 6.72

flow rate and the volumetric efficiency over a range of engine speeds at a constant
engine-out torque of 140 Nm. Figure A.1(b) shows the same parameters at a constant
engine speed of 1600 RPM for varying engine-out torque. The Hino W04D has a fairly
constant volumetric efficiency between 91% and 94% across a wide range of engine
speeds and loads.
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Figure A.1: Volumetric flow rate and volumetric efficiency for varying speed at 140Nm (a)
and varying load at 1600 RPM (b).

The air-fuel ratio by mass for varying engine speed at a constant torque (140 Nm)
and for varying engine-out torque at constant speed (1600 RPM) is shown in Figure
A.2 (a) and (b). Air-fuel ratio is found to be minimally affected by changes in engine
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speed, but to vary linearly with engine-out torque (r2 = 0.96).
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Figure A.2: Air-fuel ratio for varying speed at 140Nm (a) and varying load at 1600 RPM
(b).

A.3.2 Injection process

The Hino W04D engine used in this study uses a pump in-line injection system.
Injection pressure is not constant as in common-rail fuel injection systems; instead,
a camshaft in the injector pump forces an injection cylinder to compress fuel in the
fuel line to each cylinder. The pressure wave then travels up the fuel line towards the
injector, causing it to open at a specified pressure. The needle opening pressure for
the factory injectors specified for this engine is 220 bar.

Figure A.3 shows the profile of injector needle lift at 1600 RPM, 140 Nm. The units
on the y-axis are arbitrary. Important points on the profile are marked — start of
injection, end of injection and the injection duration.

Figure A.4 shows the variation in start of injection and injection duration over a range
of torque values for three different engine speeds. The injector generally opens earlier
at lower engine speeds and for a slightly shorter duration. This is seen most clearly
in the 1200 RPM case. The 1600 RPM and 1800 RPM cases show more similarity.
The injection duration increases significantly as engine-out torque is increased and the
start of injection is advanced slightly.

The high pressure fuel line to cylinder 1 is fitted with a pressure transducer. Figures
A.5 (a) and (b) show the fuel pressure in the injection line for varying engine speed
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Figure A.3: Injector needle lift profile at 1600 RPM, 140 Nm with important injection
parameters marked.
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Figure A.4: Variation in start of injection and injection duration for 1200 RPM, 1600 RPM
and 1800 RPM.

and torque. The significant increase in peak fuel injection pressure at higher torque
values can also be seen in Figure A.5 (b).

The average pressure in the injection line for different values of engine-out torque
is shown in Table A.2, along with the crank angle at the start and end of injection.
This clearly illustrates the dependence of both injection duration and mean injection
pressure on load.
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Figure A.5: Fuel pressure in high pressure line for varying speed at 140Nm (a) and varying
load at 1600 RPM (b).

Table A.2: Injection parameters for different engine-out torque values at 1600 RPM.

Torque Start of injection Injection duration Mean injection pressure
Nm CAD CAD bar

80 168.0 9.2 118.15
140 167.2 11.6 148.09
180 166.6 12.4 185.63

A.3.3 In-cylinder parameters

The in-cylinder parameters of interest are pressure and ion current. Rate of heat
release can be calculated from the pressure as described in Chapter 2. The requirement
of the time derivative of the pressure signal to calculate heat release presents minor
difficulties — the pressure signal is subject to high frequency noise that has significant
effects on its derivative. A low pass Fourier filter [76] is therefore used to process the
pressure signal for calculation of the heat release rate. Figure A.6 shows a comparison
between the original and the filtered pressure signals, indicating that the signal remains
generally unchanged by the filtering process.

Figures A.7–A.14 show experimental measurements made of in-cylinder parameters at
different engine operating points.
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Figure A.6: Comparison of the original and filtered pressure signals at 1800 RPM and 140
Nm.
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Figure A.7: In-cylinder pressure, rate of heat release and ion current measured at 1600 RPM,
80 Nm.
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Figure A.8: In-cylinder pressure, rate of heat release and ion current measured at 1600 RPM,
100 Nm.
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Figure A.9: In-cylinder pressure, rate of heat release and ion current measured at 1600 RPM,
120 Nm.
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Figure A.10: In-cylinder pressure, rate of heat release and ion current measured at 1600
RPM, 140 Nm.
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Figure A.11: In-cylinder pressure, rate of heat release and ion current measured at 1600
RPM, 160 Nm.
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Figure A.12: In-cylinder pressure, rate of heat release and ion current measured at 1600
RPM, 180 Nm.
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Figure A.13: In-cylinder pressure, rate of heat release and ion current measured at 1200
RPM, 140 Nm.
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Figure A.14: In-cylinder pressure, rate of heat release and ion current measured at 1800
RPM, 140 Nm.



Appendix B

Prediction of engine performance

B.1 Introduction

The measurement of engine performance parameters is an integral part of engine
evaluation. Measures such as engine-out torque, engine speed, peak cylinder pressure,
peak rate of heat release, combustion timing and fuel consumption are useful tools in
quantifying engine performance. Engine-out torque and engine speed are measured by
a dynamometer such as the Heenan Froude unit used in this study. Cylinder pressure
is measured by a pressure transducer inserted into the glow plug port in diesel engines,
like the AVL instruments used here. Post-processing of these measurements allows the
determination of rate of heat release and combustion timing, as described in Chapter
2. Instruments such as a mass balance can be used to measure fuel consumption.

The engine-out torque is of interest in this study; it is closely related to heat release
in the engine cylinder during combustion and, given the link between the ion current
and heat release shown in Chapter 6, must be related the ion current also. This
appendix details the prediction of engine-out torque using the ion current. Aspects of
this appendix have been published previously in Rao & Honnery [2] and are presented
here mostly unchanged.

B.2 Artificial neural networks

Given the complex nature of losses between heat release and the production of torque,
a statistical method may be of use in the prediction of engine-out torque from an
in-cylinder variable such as the ion current.

B-1
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Artificial neural networks (ANNs) are a family of statistical machine learning techniques
that have been used widely in the processing of complex data signals and are used here.
An ANN consists of two or more layers, each with a set number of nodes (‘neurons’).
Each node is connected to all nodes in both adjacent layers with a given weighting.
This differing weighting gives each node the ability to act as a non-linear summing
device. When presented with several samples of the input and the expected output,
the weights can be adjusted via a training algorithm. Training allows ANNs to classify
objects, recognise patterns, predict values and approximate functions.

Training requires that a set of data (the ‘training set’) be available whose inputs and
outputs are both known. The initial values of the weights wi are assigned randomly
and the outputs for a given set of inputs calculated. These outputs are compared to
the known outputs to obtain a least squares cost function. For a training set with
N instances, known outputs ym,i and predicted outputs yp,i, the least squares cost
function J(w) for a given set of weights w is given by Equation B.1.

J(w) =
N∑

i=1

(ym,i − yp,i)2 (B.1)

There exist several different training algorithms for ANNs, most based on a gradient
descent method to find the minimum of the error between the prediction and the given
output. Backpropagation [230] is a popular method used to evaluate the gradient of
the error function. Using this method, the gradient of the cost function is evaluated for
each instance of input and output in the training set in two steps; first a propagation
phase, where the potentials and the outputs of all neurons are calculated moving from
input to output; second, a backpropagation phase where the values of the partial
cost functions are computed and the total cost function found by summation. Simple
gradient descent [230], resilient backpropagation [231] and Levenberg-Marquardt [232]
are some of the more popular backpropagation algorithms in use.

Training is considered to be complete when the least squares cost function J(w) drops
below a pre-determined value known as the training error. The ANN can then be used
to predict outputs from a different set of inputs known as the test set to gauge its
performance.

ANNs are employed in this study to predict torque from the ion current. These
networks have seen wide use in empirical engine-related applications such as the
estimation and control of the air-fuel ratio [233–235]. This has been shown to be
possible even during transient engine operation. When used with the ion current,
ANNs have been able to predict the air-fuel ratio in SI engines to an accuracy of 2.1%
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[19]. Fuel properties and engine emissions with different fuels have been predicted
successfully using ANNs [236, 237]. They been also used in the supervision and control
of injection in diesel engines [238, 239]. Traver et al. [240] used ANNs to predict NOx

and CO2 emissions from a diesel engine using the in-cylinder pressure as input. Soot
emissions, in-cylinder pressure, temperature and heat transfer have also been predicted
using some simple variables such as engine speed, load, injection timing and injection
pressure as inputs [241].

The Fast Artificial Neural Network (FANN) library [242] is used to train and test the
neural networks considered in this study. The training algorithm used is resilient back-
propagation (RPROP) [231] — this algorithm is considered to be a good compromise
between speed, accuracy and robustness [243] and is therefore widely used in several
fields utilising ANNs [244–248].

B.3 Prediction of engine-out torque

The prediction of torque is performed at fifteen engine operating conditions: eleven
torque settings at 1600 RPM and four speed settings at 140 Nm. These are summarised
in Table B.1. Four data sets of 180 cycles each were taken at each engine operating
point. Each cycle consisted of ion current readings at 0.2 CAD intervals for 720 CAD,
the entire engine cycle including the intake and exhaust strokes.

Table B.1: Engine operating points tested for prediction of engine speed and torque.

Speed (RPM) Torque (Nm)

1200 140
1400 140
1600 12, 20, 30, 40, 60, 80, 100, 120, 140, 160, 180
1800 140
2000 140

The training set for the ANN comprises three data sets of 180 consecutive engine
cycles each, at each of the fifteen engine operating points — 540 engine cycles at each
operating point are used to train the ANN. The performance of the ANN is tested
over the remaining set of 180 cycles at each operating point. The prediction error ey
of the ANN is determined by the value of the RMS error in prediction of torque for a
single cycle at each operating point. It is defined in Equation B.2.
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ey =

√∑180
i=1(yi − Y )2

180

/
Y (B.2)

where yi is the predicted torque for cycle i and Y is the measured torque at that engine
operating point.

The ANN is defined with 3600 input nodes (720 CAD of ion current measurements at
a resolution of 0.2 CAD) and one output node (engine-out torque). Two important
variables that affect the performance of an ANN are its topology and the error to
which it is trained, eTR. The effects of these are explored in later sections.

Figure B.1 shows the error in prediction of engine torque at 1600 RPM with varying
torque (a) and at 140 Nm with varying speed (b) for a network with 4 hidden layers
with 20 nodes in each layer, eTR = 4.4%. It is observed that the error bears no
significant relationship to torque, with errors of < 12 Nm observed across the torque
range tested. A consequence of this is that the error is a large fraction of the predicted
value at low values of torque. At idle (12 Nm), the prediction error reaches a maximum
of 67%. Prediction accuracy also bears little relation to engine speed and is below 14%
over the speed range tested.
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Figure B.1: Torque prediction error of a four layer, 20 neuron ANN at 1600 RPM, varying
engine torque (a) and 140 Nm, varying engine speed (b) [2].

Prediction accuracy for an ANN depends on the strength of the relationship between
the input and output signals. The strength of the relationship between the ion current
and the engine-out torque is affected by two phenomena:

1. The engine-out torque is not directly related to the heat release, whilst the ion
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current is. In the conversion of in-cylinder heat release to engine-out torque,
several processes must occur that alter the amount of energy transferred to the
flywheel of the engine: operation of the fuel, oil and water pumps, pumping losses
from the transport of gases, driving of the camshaft and alternator and frictional
losses in all moving components. These losses are non-linear and are not simple
functions of torque or speed. If load is increased while speed is held constant, a
greater fraction of energy from heat release is transferred to the flywheel. At
high load, it would be expected that the relationship between the engine-out
torque and the heat release (and therefore the ion current) would be strong. At
very low load (such as idle), it would be expected that this relationship would
be weak — losses account for nearly all of the heat release.

2. The engine-out torque is a measure of the performance of the engine as a whole.
For multi-cylinder engines, therefore, it is an average of the performance of all
cylinders. In this study, the torque is averaged over four cylinders, while the
ion current is measured only in one. Constant differences between cylinders are
implicitly modelled in the ANN approach; however, when the differences between
cylinders vary with time, prediction errors can increase. Furthermore, given the
significant rotating mass of the flywheel and crankshaft, the torque measured at
the dynamometer is smoothed in time. Cycle-to-cycle variations in heat release
may be observable in in-cylinder measurements but they will not manifest in
torque measurements given the measurement technique used. However, given
the extremely repeatable nature of the in-cylinder pressure signal, this effect is
thought to be minor.

Point 1 above is illustrated by the dramatic increase in percentage prediction error at
low values of torque.

It must be noted here that the use of an ANN requires the selection of initial weights
for each node; these are usually chosen randomly, as here. The predictions, therefore,
of two ANNs trained to the same error on the same training set are not necessarily
identical, depending on the sensitivity to the initial choice of weights. In this study,
high sensitivity of prediction error to the initial choice of weights was only observed
for low values of torque (12–40 Nm). A comparison of the predictions for three values
of torque (12 Nm, 100 Nm and 180 Nm) from ten ANNs with a different choice of
initial weights but identical in topology and training error is shown in Figure B.2.

To mitigate the effect of randomly-chosen initial weights, prediction error was calculated
as the mean prediction error of ten ANNs of the same topology and training error at
each engine operating point.
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Figure B.2: Prediction errors of ten artificial neural networks with identical topologies and
training errors for 12 Nm, 100 Nm and 180 Nm [2].

B.4 Prediction of in-cylinder measures of performance

For reasons described previously, the strength of the relationship between the ion
current and torque depends on the load the engine is subjected to. The net indicated
mean effective pressure (IMEP) Pi is an in-cylinder parameter that does not include
several of the losses inherent in the torque measurement — power drawn by engine
accessories and frictional losses. It would therefore be expected that the ion current
would be better able to predict net IMEP than engine-out torque.

This approach can be extrapolated and the expansion work we, given by the area under
the P − v curve on the power stroke, calculated. This removes losses due to pumping
work in the transport of gases and work done and heat lost on the compression stroke.
It would be expected that the prediction error for we would be lower than that for
either torque or net IMEP.

The prediction errors for these two quantities, eP and ew respectively, are calculated in
the same way as that for torque (Equation B.2). Figure B.3 shows the prediction error
for these quantities for varying engine-out torque. The results agree with expectations
— as with ey, eP shows significantly increased error at idle but is much less dependent
on torque than is ey; ew is virtually independent of torque over the entire range tested.
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Figure B.3: Error in prediction of engine-out torque, net IMEP and expansion work when a
four layer, 20 neuron ANN is used [2].

B.5 Analysis of ANN techniques for engine-related

applications

This section provides a brief analysis of the user-defined variables affecting the perfor-
mance of ANNs when used for prediction with the ion current, viz. the topology and
the training error. For these studies, only the torque range 80–180 Nm was chosen for
training and prediction.

B.5.1 Effect of ANN topology

ANN topologies vary widely with a variable number of hidden layers and hidden nodes.
With an increasing number of hidden layers and nodes, the ANN gains degrees of
freedom, enabling the more accurate fitting of a curve to the given training set. This,
however, comes with two caveats:

• Any measurement noise or stochastic component of the signal is also fitted,
leading to overfitting of the curve for input data where these form a large
component of the signal.

• Extra complexity in ANN topology results in large increases in the time required
for training and prediction. Small increases in training time are magnified
when large training sets are used, as for most industrial applications to ensure
robustness of predictions.
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Four topologies of ANNs were used to determine the effect of changing complexity on
the prediction accuracy — ANNs with three or four hidden layers, and 20 or 30 hidden
nodes. The error in torque prediction for these four topologies at moderate-to-high
torque settings is shown in Figure B.4 for eTR = 7.0%.
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Figure B.4: Comparison of prediction performance of ANNs with different topologies at
moderate-to-high torque settings. eTR = 7.0%. Figure taken from Rao & Honnery [2]

The percentage error can be seen to generally decrease with an increase in torque, as
seen in Figures B.1 and B.3. A comparison of different numbers of hidden nodes shows
that the 30-node networks produce lower error at low torque settings; this is to be
expected given the additional degrees of freedom they possess over 20-node networks.
Above 120 Nm, there is little difference between the four networks. There is no clear
effect of changing the number of hidden layers.

B.5.2 Effect of training error

The objective of training an ANN is to minimise the error between predictions made
on the basis of training set inputs and the actual training set outputs provided. Each
training iteration involves the calculation of the error and the updating of the weight
of each node to minimise the error. Training is complete when the calculated error is
below the maximum permissible training error eTR.

A lower value of eTR would be expected to produce a lower average prediction error
on the test data set, assuming the training set and test set are similar. This is found
to hold true over the range of training errors tested in this study, as shown in Figure
B.5, generated using a four-layer network with 20 nodes in each layer. The same trend
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seen before of reducing error with increasing torque is also seen here. The minimum
training error obtainable with this network was 4.4% — below this training failed to
converge.
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Figure B.5: Comparison of prediction performance of four layer, 20 node ANNs topologies at
moderate-to-high torque settings with different training errors [2].

B.5.3 Convergence time
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Figure B.6: Comparison of convergence time of ANN topologies over a range of training
errors [2].

Figure B.6 shows the time taken for convergence τ normalised by the maximum time
taken for convergence τmax (that for the three-layer 20 node network at eTR=4.4%).
Two factors affect the time taken to converge for any given value of training error:
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1. Time taken to update weights and calculate errors for each iteration.

2. Number of iterations required.

Increasing the complexity of a network results in an increase in the first effect. However,
the additional degrees of freedom available to a more complex network could result in
a decrease in the number of iterations required in training. These competing effects
mean the choice of network topology is not simple.

Figure B.6 illustrates this: at very high values of eTR, there is little difference between
networks of different topologies. At eTR decreases, 30 node networks take significantly
longer to train than 20 node networks, indicating that the first effect is stronger. At
an eTR of 6.1%, the 30 node network takes 7 times as long to converge as the 20 node
network.

The 30 node networks were unable to converge at values of eTR below 6.1%. Both 20
node networks are similar for values of eTR of 5.2% and above; below this the 4 layer
network converges in 0.71 τmax, indicating dominance of the second effect.

B.6 Summary

The sensitivity of the ion current to engine load as described in Chapter 2 has been
investigated further here. Given the complex relationship between the ion current
and heat release, and further complexities of mechanical losses in the engine, artificial
neural networks were employed to evaluate the ability of the ion current to predict
engine-out torque.

Torque was predicted to < 11 Nm error over the entire torque range tested. At low
values of torque, this forms a significant fraction of the predicted value. Further
investigation of potential causes for high percentage error at low torque values was
conducted by substituting first indicated mean effective pressure and then expansion
work in place of torque — these measures showed far more prediction accuracy at
low values of engine load. It is postulated that the error is related to the losses
suffered between heat release in the cylinder and torque at the flywheel — these form a
greater fraction of engine-out torque when the load is low. Expansion work is entirely
unaffected by losses and its prediction accuracy was found to be torque-independent.

A brief study of artificial neural network topology and training was conducted to
determine suitable networks for use in ion current statistical processing. Four layer
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networks were found to be more suitable than three layer networks, and 20 hidden
nodes per layer was preferred over 30, for reasons of both prediction accuracy and
time taken for training.



Appendix C

Methane reaction mechanism

The Arrhenius coefficients presented here are used to calculate the forward rate of the
chemical reaction via Equation C.1. The reverse reaction rate is calculated through
equilibrium unless explicitly declared.

kf = AT βexp

(
Ea
RT

)
(C.1)

Units for A are in terms of centimetre, second, Kelvin and moles.

Units for Ea are cal/mol.

Reaction A β Ea Source

O+CH4=OH+CH3 1.02E+009 1.5 8600 [146]
H+CH2OH=OH+CH3 1.20E+013 0 0 [146]

H+CH2O+M=CH2OH+M 5.40E+011 0.454 3600 [146]
OH+CH3=CH2(S)+H2O 2.50E+013 0 0 [146]
CH3+H+M=CH4+M 8.00E+026 -3 0 [146]
CH2(S)+N2=CH2+N2 1.50E+013 0 600 [146]

CH+H2=H+CH2 1.11E+008 1.79 1670 [146]
CH+H2O=H+CH2O 1.71E+013 0 -755 [146]
O+O+M=O2+M 1.20E+017 -1 0 [146]
O+CH3=H+CH2O 8.43E+013 0 0 [146]

OH+CH2O=HCO+H2O 3.43E+009 1.18 -447 [146]
HCO+H2O=H+CO+H2O 2.24E+018 -1 17000 [146]

HCO+M=H+CO+M 1.87E+017 -1 17000 [146]
OH+CO=H+CO2 2.40E+007 1.23 70 [146]

C-1
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CH2(S)+CO2=CO+CH2O 8.40E+013 0 0 [146]
H+O2=OH+O 1.20E+017 -0.91 16514.9 [146]

Reverse Arrhenius coefficients 1.80E+013 0 0 [146]
O+H2O=OH+OH 1.50E+010 1.14 17255.8 [146]

H+OH+H2O=H2O+H2O 1.30E+024 -2 0 [146]
Reverse Arrhenius coefficients 1.60E+017 0 114242 [146]

CH+O=E-+CHO+ 2.50E+011 0 14093.5 [149]
CHO++H2O=H3O++CO 1.00E+016 -0.0897 0 [56]

H3O++E-=H2O+H 2.29E+018 -0.5 0 [56]
E-+O2+N2=O2-+N2 1.32E+017 -1 -164.9 [150]



Appendix D

Sensitivity analysis of CVC model

Figure D.1 shows predictions of chamber pressure for three meshes of differing average
cell sizes, at initial pressure 3 bar and equivalence ratio 0.8. The size chosen in the
study is 0.755 mm.
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Figure D.1: Modelled chamber pressure at 3 bar and equivalence ratio 0.8 for different average
cell sizes.

Figure D.2 shows predictions of chamber pressure for different values of time step, at
initial pressure 3 bar and equivalence ratio 0.8. The time step chosen in this study is
2.5× 10−4 s.

D-1
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Figure D.2: Modelled chamber pressure at 3 bar and equivalence ratio 0.8 for different values
of time step.



Appendix E

Further engine modelling results

E.1 Introduction

This appendix contains outputs from sub-models of the phenomenological diesel engine
model presented in Chapter 5. Much like data presented in Appendix A, most of this
data is not directly relevant to the prediction of cylinder pressure, heat release or
the ion current, but is useful as measures of the performance of sub-models that are
relevant to these predictions. This data is presented in Section E.2.

Comparisons of predictions of cylinder pressure and ion current to those measured in
the experiment can be seen in Section E.3. Section E.4 presents a sensitivity analysis of
pressure, NOx and ion current predictions to several assumptions made in the model.

E.2 Outputs from sub-models

E.2.1 Injection

The modelled pressure drop and injection profile across the injector at 1600 RPM and
two values of torque, 80 Nm and 180 Nm is shown in Figure E.1.

E-1
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Figure E.1: Modelled pressure drop across the injector at 1600 RPM, 80 Nm and 1600 RPM,
180 Nm.

E.2.2 Spray

The variables of interest in the spray model are spray penetration, velocity, breakup
time and breakup length.

Figures E.2 (a) and (b) show the spray tip penetration and velocity along the spray
centreline for two values of engine-out torque, 80 Nm and 180 Nm, at 1600 RPM.
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Figure E.2: Spray tip penetration and velocity at 1600 RPM, 80 Nm (a) and 1600 RPM, 180
Nm (b).

The mass of fuel injected depends on the torque setting used; the torque therefore also
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affects the mass flow rate of fuel, via the injection period as described in Appendix A.
The initial spray velocity is affected by the mass flow rate of fuel, and therefore the
torque.

After injection begins, the spray velocity remains constant for a short time, then
sharply decays around 170 CAD, marking the breakup of the spray. From this point
onwards, the spray decelerates.

Before the breakup of the spray and the consequent sudden decrease in tip velocity,
the spray exists as a continuous liquid jet. Figure E.3 shows the breakup time and the
length of the liquid jet for the spray at different values of engine-out torque at 1600
RPM. The breakup time can be seen to decrease slightly as torque increases, due to an
increase in the pressure drop across the injector. The distance travelled before spray
breakup is fairly constant due to the greater initial spray velocity at higher values of
torque. These results are similar to those found by Yule & Filipovic [249] and Rao
[64].

80 100 120 140 160 180 200

0.1

0.2

0.3

0.4

Engine-out torque (Nm)

B
re
ak

u
p
ti
m
e
(m

s)

Breakup time
Breakup length

0

10

20

30

Engine-out torque (Nm)

B
re
ak

u
p
le
n
gt
h
(m

m
)

Figure E.3: Spray breakup time and length for 1600 RPM, 80 Nm (a) and 1600 RPM, 180
Nm (b).

E.2.3 Air entrainment

Results from the air entrainment model are shown in Figure E.4 at 1600 RPM and 80
Nm (a) and 1600 RPM and 180 Nm (b). Air entrainment can be seen to be intrinsically
linked to the decay in spray tip velocity. The effect of initial spray velocity can be seen
in the large difference in air entrainment between the two values of engine-out torque.
At 220 CAD, 0.33 g of air has been entrained into the spray at 80 Nm, compared to
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0.62 g at 180 Nm.

By the end of the combustion process, not all the air in the combustion chamber is
entrained into the spray, even at high values of engine torque. This finding disagrees
with the entrainment model used by Rao [64] on the same engine; that study found
much higher rates of air entrainment.
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Figure E.4: Air entrainment characteristics for 1600 RPM, 80 Nm (a) and 1600 RPM, 180
Nm (b).

E.2.4 Fuel evaporation

Figure E.5 shows the mass of fuel injected and that evaporated for engine operating
conditions 1600 RPM, 80 Nm (a) and 1600 RPM, 180 Nm (b). Evaporation of the
fuel evidently occurs in a very short time. The evaporation rates shown here agree
well with those found by Rao [64].

E.2.5 Combustion & heat release

Figure E.6 shows the temperatures of the burnt and unburnt zones and also the
mass-weighted cylinder average temperature at 1600 RPM, 80 Nm (a) and 1600 RPM,
180 Nm (b). The burnt zone temperature depends on overall equivalence ratio in the
burnt zone, which depends both on the mass of fuel introduced and the mass of air
entrained. Both of these quantities increase with an increase in torque, however the
mass of air entrained increases at a slower rate than the mass of fuel injected — the
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Figure E.5: Mass of fuel injected and mass of fuel vapour at 1600 RPM, 80 Nm (a) and 1600
RPM, 180 Nm (b).

mass of air entrained depends on the initial spray velocity and the increase in injection
period at higher values of torque results in initial spray velocity increasing slower than
the fuel mass injected.

These competing effects result in the burnt zone being more fuel-rich at higher values of
torque than at lower values, where the equivalence ratio is closer to 1. The burnt zone
temperature is therefore slightly higher at low values of torque. A similar phenomenon
was also predicted by Rao [64].

The cylinder average temperature is higher for the high load case than for the low
load case due to a greater mass of the burnt zone at high load, caused by higher air
entrainment.

E.3 In-cylinder pressure and ion current predictions

Figures E.7–E.14 compare measured and predicted values for in-cylinder pressure and
ion current over a range of engine speeds and loads.
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Figure E.6: Modelled temperatures of burnt and unburnt zones and cylinder average at 1600
RPM, 80 Nm (a) and 1600 RPM, 180 Nm (b).
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Figure E.7: Measured and predicted in-cylinder pressure and ion current at 1600 RPM, 80
Nm.

E.4 Sensitivity analysis

All phenomenological models use empirical constants in their various submodels. The
choice of these empirical constants in this study is based either on established models
or on the requirements to calibrate the in-cylinder pressure curve against that obtained
from experiment as described in Section 5.2.8. This section presents the sensitivities
of predicted values of cylinder pressure, NOx emissions and ion current to the choice
of these constants. The engine operating point chosen for all sensitivity analyses is
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Figure E.8: Measured and predicted in-cylinder pressure and ion current at 1600 RPM, 100
Nm.
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Figure E.9: Measured and predicted in-cylinder pressure and ion current at 1600 RPM, 120
Nm.

1600 RPM, 140 Nm.

E.4.1 Time step size

Jung & Assanis [176] found numerical instabilities for time steps smaller than 0.5 CAD
and recommended time steps of 0.5 CAD or 1 CAD to ensure stability. Rao [64] found
that time steps of 0.2 CAD and above exhibited sufficient numerical stability for use
in their model, but found smaller time steps to be unstable. In this study, a time
step of 0.2 CAD has been used for all data hitherto presented. Figure E.15 shows the
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Figure E.10: Measured and predicted in-cylinder pressure and ion current at 1600 RPM, 140
Nm.
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Figure E.11: Measured and predicted in-cylinder pressure and ion current at 1600 RPM, 160
Nm.

sensitivity of cylinder pressure prediction to time step chosen. There is little difference
in the in-cylinder pressure at time steps below 0.4 CAD.

Figures E.16 and E.17 show the sensitivities of NOx and ion current predictions to
time step size; time steps of 0.2 and 0.4 CAD show little difference.
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Figure E.12: Measured and predicted in-cylinder pressure and ion current at 1600 RPM, 180
Nm.
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Figure E.13: Measured and predicted in-cylinder pressure and ion current at 1200 RPM, 140
Nm.

E.4.2 Spray division

The number of radial packets in the spray (nR) is user-defined; sensitivity to this value
was examined. Predictions of in-cylinder pressure, NOx and ion current for different
numbers of radial packets are shown in Figures E.18, E.19 and E.20. The in-cylinder
pressure shows very little variation across the range of nR tested, but NOx and the
ion current require 9 or more radial packets to be insensitive to the choice of nR. In
previous studies, Rao [64] used 10 radial packets, while Jung & Assanis [176] found
that 5 was the minimum number required for convergence of predictions of NOx .
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Figure E.14: Measured and predicted in-cylinder pressure and ion current at 1800 RPM, 140
Nm.
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Figure E.15: Sensitivity of in-cylinder pressure predictions to time step size.

E.4.3 Nozzle discharge coefficient

The choice of nozzle discharge coefficient affects the pressure drop across the injector
and therefore the spray penetration after breakup (Equation 5.1). This is therefore
an important parameter in the evaluation of air entrainment. Rao [64] found the in-
cylinder pressure to depend to a great extent on the choice of the discharge coefficient.
It follows that the average cylinder temperature and therefore the ion current and
NOx would be similarly affected.

Spray penetration after breakup and therefore spray velocity vary as Cd−0.5. Therefore,
given that the effect of nozzle discharge coefficient is to uniformly change air entrain-
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Figure E.16: Sensitivity of NOx predictions to time step size.

150 160 170 180 190 200 210 220

0

20

40

60

Crank angle degrees

Io
n
cu
rr
en
t
(µ
A
)

0.2 CAD
0.4 CAD
0.8 CAD

Figure E.17: Sensitivity of ion current predictions to time step size.

ment, sensitivity to nozzle discharge coefficient is accounted for in the calibration of
the air entrainment constants and is discussed in the following section.

E.4.4 Air entrainment constants

Phenomenological models are necessarily sensitive to the air entrainment constants
as accurate modelling of the combustion process is reliant on the production of an
accurate distribution of packets within the temperature-equivalence ratio space. The
spray and entrainment models are integral to the production of this distribution. It is
therefore expected that predictions from the model will depend heavily on the choice of
these constants, which is the reason they must be calibrated. As discussed in Chapter



APPENDIX E. FURTHER ENGINE MODELLING RESULTS E-12

150 160 170 180 190 200 210 220

20

40

60

Crank angle degrees

In
-c
y
li
n
d
er

p
re
ss
u
re

(b
a
r)

3 radial zones
9 radial zones
14 radial zones

Figure E.18: Sensitivity of in-cylinder pressure predictions to number of radial zones.
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Figure E.19: Sensitivity of NOx predictions to number of radial zones.

5, these constants can be calibrated against various engine performance parameters
of interest, such as cylinder pressure (as here), heat release and NOx emissions. The
choice of these constants is therefore somewhat arbitrary and specific to each engine.

Figures E.21 (a) and (b) show the sensitivity of in-cylinder pressure to the choice
of the entrainment constant before impingement of the spray on the piston crown,
Fe,1, and to the choice of the entrainment constant after impingement, Fe,2. The
default values for these constants are 1.9 and 1.0 respectively. Changes to either
entrainment constant produce a significant difference in predicted pressure, indicating
the importance of accurate calibration of these constants for a particular model of
engine used in experiments. These results suggest that NOx and the ion current signal
will also be sensitive to the values of the air entrainment constants.
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Figure E.20: Sensitivity of ion current predictions to number of radial zones.
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Figure E.21: Sensitivity of in-cylinder pressure prediction to air entrainment factor before
impingement (a) and after impingement (b).

E.4.5 Fuel evaporation constant

Sensitivities of predictions of in-cylinder pressure, NOx and ion current to the value of
the empirical evaporation constant Kevap are shown in Figures E.22, E.23 and E.24.
There is no sensitivity in predicted pressure, small sensitivity in NOx predictions and
significant sensitivity in ion current peak for values below 5.0, which is the value used
in this study.

The sensitivity in the ion current peak is due to its early development in the engine
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cycle. Combustion in diesel engines first begins in fuel-rich packets. When evaporation
rates are set to be low, the decrease in mass of gaseous fuel in each packet results in
an equivalence ratio closer to 1. As seen in Chapter 3, the ion current is sensitive to
changes in equivalence ratio and is maximum at an equivalence ratio of 1.0.
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Figure E.22: Sensitivity of in-cylinder pressure prediction to evaporation constant.
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Figure E.23: Sensitivity of NOx prediction to evaporation constant.

E.4.6 Cylinder wall temperature

As described in Section 5.2.6, the cylinder wall temperature Tw chosen in this study
was 450 K. It is well known that NOx production is highly temperature-dependent,
indicating that the choice of Tw could affect the predicted tailpipe NOx . Figures E.25
shows the minimal sensitivity of pressure to this value. NOx and ion current peaks
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Figure E.24: Sensitivity of ion current prediction to evaporation constant.

show larger sensitivity to the assumed wall temperature (Figures E.26 and E.27); 450
K is assumed here as has been done in several studies [1, 3, 5, 211].
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Figure E.25: Sensitivity of in-cylinder pressure prediction to cylinder wall temperature.
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Figure E.26: Sensitivity of NOx prediction to cylinder wall temperature.
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Figure E.27: Sensitivity of ion current prediction to cylinder wall temperature.



Appendix F

n-Heptane reaction mechanism

The Arrhenius coefficients presented here are used to calculate the forward rate of the
chemical reaction via Equation F.1. The reverse reaction rate is calculated through
equilibrium.

kf = AT βexp

(
Ea
RT

)
(F.1)

Units for A are in terms of centimetre, second, Kelvin and moles.

Units for Ea are cal/mol.

Reaction A β Ea Source

NC7H16+H =C7H15-2 +H2 4.380E+07 2 4760 [205]
NC7H16 + OH = C7H15-2 + H2O 9.700E+09 1.3 1690 [205]
NC7H16 + HO2 = C7H15-2 + H2O2 1.650E+13 0 16950 [205]
NC7H16 + O2 = C7H15-2 + HO2 2.000E+15 0 47380 [205]
C7H15-2 + O2 = C7H15O2 1.560E+12 0 0 [205]
C7H15O2 + O2 = C7KET12 + OH 4.500E+14 0 18232.712 [205]
C7KET12 = C5H11CO + CH2O + OH 9.530E+14 0 4.11E+04 [205]
C5H11CO = C2H4 + C3H7 + CO 9.84E+15 0 4.02E+04 [205]
C7H15-2 = C2H5 + C2H4 + C3H6 7.045E+14 0 3.46E+04 [205]
C3H7 = C2H4 + CH3 9.600E+13 0 30950 [205]
C3H7 = C3H6 + H 1.250E+14 0 36900 [205]
C3H6 + CH3 = C3H5 + CH4 9.000E+12 0 8480 [205]
C3H5 + O2 = C3H4 + HO2 6.000E+11 0 10000 [205]
C3H4 + OH = C2H3 + CH2O 1.000E+12 0 0 [205]
C3H4 + OH = C2H4 + HCO 1.000E+12 0 0 [205]

F-1



APPENDIX F. N-HEPTANE REACTION MECHANISM F-2

CH3 + HO2 = CH3O + OH 5.000E+13 0 0 [205]
CH3 + OH = CH2 + H2O 7.500E+06 2 5000 [205]
CH + H2 = H + CH2 1.11E+08 1.79 1670 [146]
CH + H2O = H + CH2O 1.71E+13 0 -755 [146]
CH2 + O2 = HCO + OH 4.300E+10 0 -500 [205]
CH2 + O2 = CO2 + H2 6.900E+11 0 500 [205]
CH2 + O2 = CO + H2O 2.000E+10 0 -1000 [205]
CH2 + O2 = CO2+H+H 1.600E+12 0 1000 [205]
CH2 + O2 = CO+OH+H 8.600E+10 0 -500 [205]
CH3O + CO = CH3 + CO2 1.570E+14 0 11800 [205]
CO + OH = CO2 + H 8.987E+07 1.38 5232.877 [205]
O + OH = O2 + H 4.000E+14 -0.5 0 [205]
H + HO2 = OH + OH 1.700E+14 0 875 [205]
OH + OH = O + H2O 6.000E+08 1.3 0 [205]
H+O2+M = HO2 + M 3.600E+17 -0.72 0 [205]

H2O/21./ CO2/5.0/ H2/3.3/ CO/2.0/
H2O2 + M = OH+OH+M 1.000E+16 0 45500 [205]

H2O/21./ CO2/5.0/ H2/3.3/ CO/2.0/
H2 + OH = H2O + H 1.170E+09 1.3 3626 [205]
HO2 + HO2 = H2O2 + O2 3.000E+12 0 0 [205]
CH2O + OH = HCO + H2O 5.563E+10 1.095 -76.517 [205]
CH2O + HO2 = HCO + H2O2 3.000E+12 0 8000 [205]
HCO + O2 = HO2 + CO 3.300E+13 -0.4 0 [205]
HCO + M = H+CO+M 1.591E+18 0.95 56712.329 [205]
CH3 + CH3O = CH4 + CH2O 4.300E+14 0 0 [205]
C2H4 + OH = CH2O + CH3 6.000E+13 0 960 [205]
C2H4 + OH = C2H3 + H2O 8.020E+13 0 5955 [205]
C2H3 + O2 = CH2O + HCO 4.000E+12 0 -250 [205]
C2H3 + HCO = C2H4 + CO 6.034E+13 0 0 [205]
C2H5 + O2 = C2H4 + HO2 2.000E+10 0 -2200 [205]
CH4 + O2 = CH3 + HO2 7.900E+13 0 56000 [205]
OH + HO2 = H2O + O2 7.50E+12 0 0 [205]
CH3 + O2 = CH2O + OH 3.80E+11 0 9000 [205]
CH4 + H = CH3 + H2 6.600E+08 1.6 10840 [205]
CH4 + OH = CH3 + H2O 1.600E+06 2.1 2460 [205]
CH4 + O = CH3 + OH 1.020E+09 1.5 8604 [205]
CH4 + HO2 = CH3 + H2O2 9.000E+11 0 18700 [205]
CH4 + CH2 = CH3 + CH3 4.000E+12 0 -570 [205]
C3H6 = C2H3 + CH3 3.150E+15 0 85500 [205]



APPENDIX F. N-HEPTANE REACTION MECHANISM F-3

N + NO = N2 + O 2.700E+13 0 355 [208]
N + O2 = NO + O 9.000E+09 1 6500 [208]
N2O + O = 2NO 2.900E+13 0 23150 [208]
N2O + OH = N2 + HO2 2.000E+12 0 21060 [208]
N2O (+M) = N2 + O (+M) 7.910E+10 0 56020 [208]

LOW / 6.370E+14 0 56640.00/
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/

HO2 + NO = NO2 + OH 2.110E+12 0 -480 [208]
NO + O + M = NO2 + M 1.060E+20 -1.41 0 [208]

H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/
NO2 + O = NO + O2 3.900E+12 0 -240 [208]
NO2 + H = NO + OH 1.320E+14 0 360 [208]
CH + O = CHO+ + E- 2.51E11 0 1695 [149]
CHO+ + H2O = H3O+ + CO 1.00E16 -0.1 0 [56]
CHO+ + NO = NO+ + HCO 7.23E13 0 0 [63]
CHO+ + E- = CO + H 1.32E17 0 0 [56]
H3O+ + E- = H2O + H 2.29E18 -0.5 0 [56]
H3O+ + E- = OH + H + H 7.95E21 -1.4 0 [56]
N + O = NO+ + E- 4.80E10 0.5 64250 [209]
N+ + NO = NO+ + N 7.05E14 0 0 [210]
N+ + O2 = NO+ + O 4.77E14 0 0 [210]
N+ + CH2O = CHO+ + NH 1.75E15 0 0 [210]


