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Abstract

Payment channels are an effective layer-2 approach to improve the scalability of

blockchain-based cryptocurrencies. A payment channel allows two parties to execute

transactions off-chain. But since each party’s share of coins in a channel changes over

time, one party might attempt to close the channel with an old state to maximise her

profit. In practice, when a channel party publishes a channel state on the blockchain,

a period called dispute period starts, in which their counter-party can provide some

evidence that proves the invalidity of the published state and hence prevents the

channel from getting finalised with an old state. Several payment channels have been

proposed for Bitcoin, each with its own limitations. Some issues with existing payment

channels include: (1) state duplication meaning each party has its own version of

transactions leading to complex transaction flows, (2) lack of a penalisation mechanism

against dishonest parties and hence incentive incompatibility, (3) incompatibility of the

payment channel with some important digital signature algorithms such as BLS which

limits the payment channel usage in blockchains with such underlying digital signature

algorithms, and (4) increase in the storage requirements of the channel parties over

time.

Since the dispute period length is limited, channel parties must be always online and

synced with the blockchain. Otherwise, they might fail to react to their counter-parties’

misbehaviour in time. However, it is impossible for ordinary users to stay always online.

Thus, parties might delegate this task to a third party, called the watchtower. Multiple

watchtower schemes have been proposed in the literature, each with its own limitations;

Some are unfair against channel parties or the watchtower (i.e. an honest channel party

or a responsive watchtower might lose some funds in the channel); Some do not provide

privacy preserving properties and some cannot be deployed on Bitcoin.

iii



Therefore, there are some limitations in existing payment channels and their watch-

tower schemes, particularly in those that have been designed for blockchains with lim-

ited scripting languages. Thus, we focus on analysing the mentioned limitations and de-

signing payment channels and watchtower schemes that outperform the existing ones.

Hence, our contributions are as follows:

• We formalise watchtowers and their properties including agility, privacy, fair-
ness and coverage. Furthermore, we prove some trade-offs between the above-

mentioned properties. We also focus on different properties of a payment chan-

nel and examine the limitations of existing payment channels in achieving the

required properties.

• We design a new watchtower scheme for Bitcoin, called FPPW, which is fair with

respect to both channel parties and the watchtower. Therefore, the honest party’s

funds in the channel are safe and the honest watchtower’s rewards are also guaran-

teed. Furthermore, FPPW provides privacy against the watchtower as the watch-

tower obtains no data on the way channel funds are redistributed among channel

parties. Focusing on storage costs, we also design a second watchtower scheme

for Bitcoin, called Garrison, where the storage costs of channel parties and their

watchtower increase logarithmically with the number of channel updates. Ad-

ditionally, Garrison avoids state duplication. Both FPPW and Garrison can be

implemented without any update in Bitcoin blockchain.

• Relying on the deployment of the ANYPREVOUT signature type in Bitcoin, we also

present a payment channel with an unlimited lifetime for Bitcoin, called Daric,

that achieves optimal storage. Daric is the first payment channel that provides

penalisation against the dishonest channel party and simultaneously avoids state

duplication without relying on any particular property for the underlying digital

signature. We also prove the security of Daric in the Universal Composability

model.
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Chapter 1

Introduction

Payment Channel: Bitcoin [2], the pioneering cryptocurrency, has emerged as a signif-

icant innovation with far-reaching implications. Its decentralized nature, secure trans-

actions, and potential to reshape the financial landscape highlight its importance as a

transformative force in the digital era. Scalability is of paramount importance in the

context of Bitcoin as it directly affects its ability to function as a global, mainstream

currency. With the growing adoption and transactional demands, ensuring a scalable in-

frastructure becomes crucial for Bitcoin to maintain efficiency, low fees, and widespread

usability, ultimately shaping its potential for broader acceptance and impact.

However, Bitcoin scalibility is still a grand open challenge limiting the adoption of

blockchain technologies [3, 4, 5]. For instance, Bitcoin can only process about 10

transactions per second on average [6, 7], which is much lower than the figures for

centralised payment systems such as Visa [8]. This issue has led to several solutions:

(1) modifications in consensus protocols [9, 10], (2) sharding [11, 12], (3) side-chains

[13], and (4) layer-2 or off-chain protocols [14, 4, 15], where this thesis targets the last

solution.

Layer-2 protocols are so named because they operate on top of the base layer of the

Bitcoin blockchain. These solutions aim to alleviate scalability issues by conducting off-

chain transactions, reducing the burden on the main blockchain. By implementing layer-

2 solutions, Bitcoin can achieve faster and more cost-effective transactions, increased

capacity, and improved scalability while maintaining the security and decentralization

features of the underlying blockchain. Notably, layer-2 protocols do not require any

modifications in the blockchain and its consensus mechanism. Layer-2 protocols are

deployed using the scripting language of the underlying blockchain and rely on twomain

properties of the first layer blockchain [16]: integrity and eventual synchronicity with an
upper time-bound, where the former means only valid transactions can be published on

1



2 CHAPTER 1. INTRODUCTION

the blockchain and the latter implies every submitted valid transaction is finally added

to the blockchain before a limited timeout.

There are various types of off-chain solutions: (1) Payment channel [15, 4, 14] allow

participants to create a secure off-chain channel for conducting multiple transactions

without each transaction being recorded on the main blockchain (2) State channels [17]

expand upon the idea of payment channels to encompass the execution of arbitrary ap-

plications, extending their functionality beyond simple payment transactions, and (3)

Commit-chains [18, 19] allow transactions to be facilitated through the involvement of

a centralized yet untrusted intermediary, enabling communication between participat-

ing parties. Given their simplicity, widespread adoption and significance in addressing

scalability challenges, payment channels take center stage in this thesis.

A payment channel between two parties Alice (or 𝐴) and Bob (or 𝐵) allows them to

perform a number of transactions without publishing every single transaction on the

blockchain. To create a channel, 𝐴 and 𝐵 respectively deposit 𝑎 and 𝑏 coins into a joint

address that is controlled by both parties. Parties can privately update their balance in

the channel by exchanging off-chain transactions and agreeing on a new distribution

of channel funds. Each party can close the channel at any time by enforcing the latest

channel state on the blockchain. Payment channels can also be linked to form a Pay-

ment Channel Network (PCN), where payments between users with no direct payment

channel can be routed via intermediaries.

Since the channel parties are generally untrustworthy and blockchain miners are un-

aware of the off-chain transactions, a mechanismmust be adopted to prevent potentially

cheating parties from publishing an old state. To achieve that, Lightning Network [15],

as the most popular payment channel network, adopts a punishment mechanism to pre-

vent parties from acting dishonestly. So upon authorising a new state, channel parties

exchange some revocation secrets to revoke the previous state. Then, if a party pub-

lishes a revoked state, her counterparty who is supposed to be always online uses the

corresponding revocation secrets and reacts within a limited time period, called dispute
period, to take all the channel funds.

Although elegantly designed, the Lightning Network has some shortcomings. Firstly,

since channel parties must store all the revocation secrets, received from their counter-

parties, their storage amount increases with the number of channel updates. Moreover,

to detect and punish the misbehaving party, the channel state is duplicated meaning

each party has its own copy of the state. To solve the former issue, eltoo [1] removes

the punishment mechanism causing incentive incompatibility. To solve the second issue,

Generalized channel [14] uses a dedicated design of adaptor signatures which introduces

compatibility issues with BLS [20] or most post-quantum digital signatures.
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Watchtower The dispute process works based on the assumption that the parties are

always online and synced with the blockchain to detect malicious behaviour. This re-

quirement has always been a drawback for payment channels because it can be prac-

tically violated due to crash failures or by performing DoS attacks on channel parties.

Watchtower was introduced to relax this strong assumption by allowing users to dele-

gate the watching tasks to watchtower services [15]. Watchtowers are always-online

services that monitor the blockchain and act on behalf of their clients to secure their

funds.

Monitor [21] is the first watchtower scheme for the Lightning Network which mainly

focuses on channel privacy against watchtower. However, Monitor has two main issues,

both of which are related to fairness. Firstly, honest watchtowers might be rewarded

for fraud (i.e. broadcast of an old state on-chain), which is unfair with respect to (w.r.t.)

the watchtower. Secondly, honest parties cannot penalise the unresponsive watchtower,

which is unfair towards an honest hiring party. Moreover, the storage costs of the watch-

tower in Monitor increase linearly with each channel update. Outpost [22] solves the

issue of fairness towards the watchtower by paying her per channel update. It also im-

proves the storage requirements of the watchtower.

Cerberus [23] and PISA [24] elegantly provide fairness w.r.t. the hiring party by en-

forcing the watchtower to lock some collateral that is given to their clients given that

the watchtower is unresponsive upon dispute. However, PISA fails to be deployed on

Bitcoin and Cerberus sacrifices privacy. In particular, the Cerberus watchtower learns

the distribution of funds in the channel. Moreover, since watchtowers in PISA and Cer-

berus have to lock some collateral per channel, their coverage or equivalently their ca-

pability in watching all the existing payment channels on a fixed Blockchain is limited.

Therefore, each watchtower scheme focuses on some particular properties among pri-

vacy, storage requirements of the watchtower or fairness. However, none of the existing

Bitcoin-compatible watchtower schemes can achieve all the desired features.

Therefore, the main objective of this thesis is the analysis of different limitations of

existing payment channels and their watchtowers and then moving towards improving

different aspects of the existing schemes. Accordingly, this thesis answers the following

research questions (RQ):

RQ 1 How to formally define different properties of a watchtower scheme? Why do

existing watchtower schemes fail to meet all the required properties?

RQ 2 How to design a watchtower scheme for existing payment channels that mitigates

the limitations of existing schemes?
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RQ 3 What are other limitations of the existing payment channels? How to design a

payment channel solution that mitigates the limitations of existing payment chan-

nel proposals? How to analyse the security of the proposed payment channel?

1.1 Contributions

In this thesis, we analyse the existing payment channel and watchtower schemes. Then,

focusing on the shortcomings of the current schemes, we move towards design of new

payment channel and watchtower schemes with better properties. In more detail, the

contributions of this thesis are as follows:

• Formal Definition of a Watchtower and its Required Properties: For RQ

1, we formalise the definition of a watchtower and its different properties (See

Chapter 4). Those properties are as follows:

– Agility: flexibility of a watchtower to start and terminate its service,

– Privacy: the amount of knowledge the watchtower (or respectively any third

party) obtains about the payment channel (or respectively about the hiring

status of the watchtower).

– Fairness: the level of guarantee that the watchtower (or respectively the hir-

ing party) provides to the hiring party (or respectively to the watchtower)

on its service (or respectively on its payment), and

– Coverage: the capability of a watchtower (on a scale between 0 to 1) in watch-

ing all the existing payment channels on a fixed Blockchain.

We also evaluate the existing schemes regarding these properties and show that

existing proposals fail to provide acceptable results in all aspects. Furthermore,

we prove that there is a trade-off between the level of fairness that a watchtower

provides to its clients and the coverage it can achieve.

• Design and Analysis of Two NewWatchtower Schemes: For RQ 2, we design

two watchtower schemes: FPPW (See Chapter 5) and Garrison (See Chapter 6).

FPPW focuses on the properties we introduced earlier and provides fairness w.r.t.

all channel participants including both channel parties and the watchtower. It

means that the funds of any honest channel participant are safe even assuming

that the other two channel participants are corrupted and/or collude with each

other. Furthermore, the watchtower in FPPW learns no information about the off-

chain transactions and hence the channel privacy is preserved. Furthermore, we
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show that FPPW’s coverage is higher than other existing schemes. FPPW can be

implemented without any update in the Bitcoin script.

While FPPW offers desirable properties, it is essential to consider that the storage

costs for channel parties and watchtowers increase linearly with each channel

update. Thus, we design Garrison to achieve lower storage costs. Notably, the

storage cost for both channel parties and their watchtower in Garrison would be

𝒪(log𝑁) with 𝑁 being the number of channel updates. Furthermore, using prop-

erties of the adaptor signature, Garrison avoids state duplication. It means both

parties store the same version of transactions for each state and hence the number

of off-chain transactions does not exponentially increase with the number of ap-

plications built on top of each other in the channel. Moreover, independent of the

complexity of the published revoked state, the honest party or his watchtower in

a Garrison channel publishes a single transaction to react upon dispute. Garrison

can also be implemented without any update in the Bitcoin script.

• Deisgn and Analysis of a New Payment Channel Scheme: For RQ 3, we dis-

cuss the required properties of a payment channel and analyse the limitations of

existing payment channels in achieving the required properties, i.e. unlimited life-

time, fixed storage costs, punishment mechanism, compatibility with any digital

signature algorithms, state duplication avoidance and bounded closure where the

latter enables channel parties to close the channel within a bounded time. Then,

we introduce Daric (See Chapter 7), a payment channel with an unlimited lifetime

for Bitcoin that achieves optimal storage (constant storage for both channel par-

ties and their watchtower) and bounded closure. Moreover, Daric implements a

punishment mechanism and simultaneously avoids the methods other schemes

commonly used to enable punishment: (1) state duplication which leads to an ex-

ponential increase in the number of transactions with the number of applications

on top of each other or (2) dedicated design of adaptor signatures which introduces

compatibility issues with BLS or most post-quantum digital signatures. We also

formalise Daric and prove its security in the Universal Composability model.

1.2 Thesis Structure

In Chapter 2, we review the existing payment channel and watchtower schemes. Chap-

ter 3 presents the background, preliminaries and notations. Chapter 4 formalises the

watchtower and its different properties. Two proposed watchtower schemes, i.e. FPPW

and Garrison, will be presented in Chapter 5 and Chapter 6, respectively. Chapter 7

presents our proposed payment channel scheme, i.e. Daric. We conclude this thesis and

discuss the potential future works in Chapter 8.
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Chapter 2

Background and Literature Review

2.1 Background

Bitcoin [2], as the first cryptocurrency, is a collection of concepts and technologies that

can be used to make payments without relying on any central authorities like banks or

financial institutes. Bitcoin users who are connected over the Internet can transfer units

of currency, called bitcoin, in exchange for some goods or services. However, unlike

traditional payment systems, bitcoins are fully virtual. It means that there are not any

physical coins to be transferred between the sender and the recipient. So units of value in

the Bitcoin system are transferred among users by exchanging some digital transactions

that transfer bitcoin values from the sender to the recipient. To prevent users from

spending each other’s coins, each coin in this system corresponds with a key pair of

a public key cryptosystem whose private key is only possessed by the coin owner. So,

to create a transaction and send some coins to a new owner, the current owner needs

to prove the ownership of his coins by signing the transaction using his corresponding

private key. This transaction transfers the coins to a new owner with his own key pair

whose public key is recorded in the transaction.

Bitcoin is a fully distributed, peer-to-peer system. Thus, there is not any central author-

ity to validate and store the users’ transactions. Therefore, the important question is

what can prevent a user from double spending, i.e. sending the same coins more than

once. For fiat currencies, notes or coins carry some special features that can only be

made by a central authority. So counterfeited money would be detectable. Also, when

we use our mobile banking app to transfer money over a digital medium, one or multiple

central authorities like banks record the corresponding transactions. So they prevent

double spending. However, due to its decentralised nature, Bitcoin cannot use these

mechanisms to avert double spending. As will be explained in the following, blockchain

technology is the solution to this issue [2].

7
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The Bitcoin blockchain [2] is an immutable public distributed ledger that records Bitcoin

transactions. Let’s explain these terms further. Each block is a limited-size list of Bitcoin

transactions that are added to the blockchain data structure one at a time. The term

public distributed ledger refers to the fact that rather than storing in a central database,

blockchain data is distributed to a large number of independent nodes (also known as

miners) and everyone is also capable to join the node community. Transactions in the

blockchain are immutable meaning that once a transaction is added to the blockchain, it

is computationally impossible to change its value or remove it from the ledger unless the

block containing the transaction and all subsequent blocks are altered. This property is

achieved as each block, along with its list of transactions, contains a cryptographic hash

of the previous block. In this way, each block in the blockchain is chained to all previous

blocks up to the first block in the blockchain.

Now that the ledger in the Bitcoin blockchain is distributed to many nodes, these nodes

need a way to reach an agreement on the data that is going to be added to the ledger.

In more detail, Bitcoin users constantly send their transactions to a publicly available

peer-to-peer network. Then, miners validate these transactions and list them to form a

block. However, due to the fact that these nodes are geographically distributed, they re-

ceive these transactions with different orders. Sometimes, due to network issues, some

transactions might not be received by some blockchain nodes. Thus, their view of the

submitted transactions and the latest created block would be different from each other.

Therefore, another important building block in blockchain technology is how blockchain

nodes reach a consensus. The consensus mechanism that is used in Bitcoin is called

Proof-of-Work (PoW) [2, 25]. In this method, after creating the block, each node solves

a computation-heavy cryptographic puzzle. The first node that succeeds in solving this

puzzle would win and add the corresponding block to the blockchain. In order to incen-

tivise the nodes to perform such heavy computations, the winner is also rewarded with

some newly generated Bitcoins as well as some transaction fees.

The Bitcoin blockchain cryptographic puzzle is set such that each block is added to the

blockchain every 10 minutes. Due to the fact that the size of each block is also limited to

1 MB, Bitcoin is significantly slower than centralised payment systems such as Visa [15].

A payment channel [15, 26, 4] is a promising solution to this issue where two channel

parties open a channel on the blockchain by publishing a transaction on the blockchain

through which they send their coins to a joint account that needs signatures by both

parties to be spent. Then, they exchange off-chain transactions outside of the Bitcoin

blockchain where those transactions send the coins in the joint account to each party.

Each party can submit the latest channel transaction to the Bitcoin network to close

the channel. Channel parties can also use their channels to create a network of pay-

ment channels, called Payment Channel Network (PCN), to perform indirect payments
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through intermediaries [15, 14]. In practice, some routing algorithms are required to find

the appropriate intermediaries for this purpose. In more detail, the indirect payment

would be feasible if all channels along the route have enough balances in the desired

direction. Otherwise, the payment fails. Thus, the routing algorithms intend to find the

best existing paths from the payer to the payee for a given payment.

2.2 Payment Channel

A payment channel is a state machine run by two participants and its lifetime consists of

three main phases including create, update and close (See Fig. 2.1). In the channel create

phase, parties lock their funds in a joint account whose value can only be spent upon

both parties’ agreement. In the channel update phase, parties agree on a new channel

state. Finally, in the channel close phase, parties close the channel by recording the latest

channel state on-chain. Different payment channel proposals use different techniques

to replace the channel state. In the following, we will explain these techniques [16].

Figure 2.1: Lifetime of a payment channel.

• Replace by Incentive (RbI). This mechanism was proposed by Hearn and Spilman

[26] and led to the first payment channel. This channel is funded by one of the

channel parties who is the payer in the channel. Then, for each channel update, a

partially signed transaction is given from the payer to the payee. The channel can

be closed before a predetermined deadline by the payee who is incentivised to do

that using the latest channel state because it gives the payee the highest deserved

value. This type of channel has two limitations: (1) The lifetime of the channel

must be determined at the time the channel is created and cannot be extended,

and (2) The channel is unidirectional meaning that payment can only be done in

one direction.
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• Replace by Time-Lock (RbT). This mechanism allows both channel parties to pay

each other [4]. Each agreed-on state in such a channel has an absolute time-lock

whose value decreases with each channel update. Thus, the latest state can be pub-

lished on the blockchain earlier than all other states. But due to its decrementing

time-lock, the number of channel updates is limited.

• Replace by Revocation (RbR). If upon authorising a new state, the previous state is

revoked, the payment channel is categorised as an RbR type. To revoke the previ-

ous state, parties exchange some revocation secrets that can be used for fraud. In

other words, if a party tries to close the channel with a revoked state, her counter-

party uses the corresponding revocation secret and publishes a transaction, called

revocation transaction and penalises the dishonest party by taking all her funds in

the channel. This idea was first proposed by Poon and Dryja in [15] for Bitcoin

and has been actively used in Lightning Network with a current network capacity

of around 5,000 BTC (as of November 2022).
Although elegantly designed, the Lightning channel has some shortcomings.

Firstly, since all the revocation secrets must be stored by channel parties, their

storage requirements increase with each channel update. Secondly, each party

has its own version of the channel state. This state duplication is required to

distinguish a dishonest party from her counterparty. To add an application (e.g.

Virtual channel [27]) on top of the channel, parties have to split their channel into

sub-channels. The state of each sub-channel is duplicated and it must propagate

on both duplicates of the parent channel. This causes the number of transactions

to exponentially rise with the number of applications built on top of each other

[14].

Recently, Aumayr et al. [14] proposed a new design called Generalized channel
which uses adaptor signatures to distinguish the publisher of a revoked state from

her counterparty, i.e. once the revoked state is published, a publishing secret is

revealed that can be used to penalise the dishonest party. In this way, state du-

plication is avoided. Towards a different direction, Aumayr et al. [28] proposed

a channel, called “sleepy channel”, that allows channel parties to go offline for

prolonged periods.

• Replace by Version (RbV). Another method for replacing an old state is the usage

of a monotonic counter that represents the version of each state. Channel parties

store the channel state with the highest version and use it upon fraud. This idea

has been used in several proposals on Turing complete blockchains (e.g. Ethereum)

[29, 30, 17]. To extend this idea to Bitcoin, Decker et al. [1] introduced ANYPREVOUT

as a new signature type for Bitcoin whose deployment requires a soft fork in the

Bitcoin protocol [31]. This new signature type allows Bitcoin to support floating
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transactions, i.e. transactions that can spend any Unspent Transaction Output

(UTXO) with matching scripts. The proposal eltoo [1] uses this idea to deploy

the concept of version.

Channels of type RbI and RbT are closed once the latest state is broadcast on-chain. How-

ever, for RbR and RbV channels, once a channel state is published by a channel party,

a period, called the dispute period, starts. If the published state is invalid, the honest

party proves its invalidity within the dispute period. For RbR channels, the invalidity

of the published state is proved by publishing another transaction called the revocation
transaction which can only be done by the honest party who knows the value of the cor-

responding revocation secret. For RbV channels, invalidity proof is done by broadcasting

a state with a higher version.

Since the length of the dispute period is limited, RbR and RbV channels are based on

the assumption that channel parties are always online. However, since this strong re-

quirement cannot be met by most ordinary users, this task is delegated to a third-party

service provider called the watchtower.

2.3 Watchtower

Monitor [21] is a watchtower scheme for Lightning Network. In this scheme, the hiring

party provides the watchtower with IDs of revoked transactions as well as their corre-

sponding revocation transactions. Then, the watchtower is supposed to look for a trans-

action with the matching ID on the blockchain. When a match is found, the watchtower

can immediately publish its corresponding revocation transaction. To improve the effi-

ciency, just some parameters such as addresses, signatures, and other metadata which

are required for constructing the revocation transaction can be given to the watchtower

[21]. Then, a full revocation transaction can be built by the watchtower if it is necessary.

To improve privacy, the hiring channel party encrypts the revocation transaction (or

its corresponding parameters) using the second half of the revoked transaction ID and

provides the watchtower with the first half of the ID along with the encrypted version

of the revocation transaction. Then, the watchtower monitors the blockchain looking

for every transaction whose ID matches the IDs received from the hiring party. If the

watchtower finds a match, it decrypts its corresponding encrypted transaction using the

second half of the found transaction ID and if the result is a valid transaction, transmits

it on the blockchain. To reward the watchtower, the hiring party pays the watchtower

through the revocation transactions, meaning that the watchtower is paid given that a

revoked transaction is broadcast and its corresponding revocation transaction is pub-

lished by the watchtower. To reduce the storage costs and hence operational costs of
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the watchtower, Khabbazian et al. [22] proposed Outpost which proposes storing each

revocation transaction as part of its corresponding channel state. Therefore, the watch-

tower just needs to watch for specific revoked transaction IDs on the blockchain. Then,

the watchtower extracts the signed revocation transaction directly from the published

revoked channel state that has appeared on the blockchain.

One issue with Monitor and Outpost is that the watchtower’s client cannot completely

trust that the watchtower remains online or does not collude with their counterparties.

To address this concern specifically for Turing complete blockchains, DCWC and for Bit-

coins, DCWC* [32] propose the implementation of a network of watchtowers that are

financially motivated to faithfully cooperate with each other. This incentivised coopera-

tion increases the probability that at least one honest watchtower prevents the channel

from getting finalised with an old state. However, even for these schemes, channel par-

ties cannot still be completely certain that they do not lose any money in their channels.

The reason is that watchtowers are unaccountable or unfair to their clients. In other

words, watchtowers are not penalised if they crash or deliberately do not act upon mali-

cious behaviour. To encourage watchtowers to well-behave, [33] proposes a reputation

system that works based on a cryptographic hash-based proof-of-work algorithm [34],

called hashcash. This algorithmwas originally designed to mitigate the email spamming

issue.

Fail-safe [35] is a watchtower scheme for Turing complete blockchains and tries to re-

solve the issue of watchtower failure. A Fail-safe watchtower verifies all the off-chain

channel updates and stores the latest state. Whenever a channel party, let’s say 𝐴, at-

tempts to close the channel, the watchtower can immediately reject or validate the com-

mitted state and receives its reward. However, if for any reason the watchtower is offline,

a long timeout is triggered. Party 𝐵 is supposed to get online before this long timeout is

expired. Then, if the published state is an old one, 𝐵 has this opportunity to prove the

invalidity of the published state.

Another issue with Monitor, DCWC and DCWC* is that the watchtower is paid only if

it observes a revoked channel state on the blockchain and broadcasts its corresponding

revocation transaction. However, given that both parties of a given channel act honestly,

the honest watchtower does not receive any reward although it has consumed some

resources to remain online andmonitor that channel. Such a rewardmechanism is unfair

to the watchtower and might disincentivise entities to run such services.

One simple solution to this issue (lack of fairness with respect to the watchtower), pro-

posed by Outpost [22], is unconditional payment to the watchtower upon each channel

update. However, this reward mechanism somehow exacerbates the consequences of

the first mentioned problem (lack of fairness with respect to the hiring party) as it is

probable for a channel party not only to lose some funds in the channel but also to pay
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an unconditional reward to one or more watchtowers which actually did not prevent

from fraudulent channel closure.

Therefore, having a watchtower scheme with a fair reward mechanism that also guaran-

tees the safety of its channel parties’ funds in the channel is desired. This is the main

motivation behind the design of PISA which is a watchtower scheme proposed by Mc-

corry et al. [24]. The watchtower’s client in PISA receives a signed receipt from the

watchtower using which they can prove the watchtower’s wrongdoing. In such situa-

tions, the large security deposit of the watchtower is forfeited. The watchtower is also

paid per channel update.

However, PISA cannot be used for more limited scripting languages, and hence cannot

be utilised for Bitcoin payment channels. Avarikioti et al. [23] proposed Cerberus which

is a fair watchtower scheme for Bitcoin. In particular, the watchtower in Cerberus locks

some collateral per channel that is taken by the channel party given that the watchtower

is unresponsive upon fraud. However, it is not privacy-preserving as the watchtower

learns how channel funds are redistributed amongst channel parties at each channel

update.

Furthermore, there are two other schemeswhose security assumptions are different from

the ones mentioned earlier. Unlike other watchtower schemes, TEE Guard [36] relies on

features of Trusted Execution Environments to build watchtowers. TEE Guard can be

deployed for Lightning Network and its storage costs are constant per channel. Towards

a different direction, Brick [37] is actually a state channel construction in which the dis-

pute period is replaced with a committee of 𝑛 = 3𝑓 + 1 members with at most 𝑓 byzan-

tine members where signatures of 𝑡 = 2𝑓 +1members of the committee are required for

each channel update. Each committee member in Brick locks some funds as collateral

and cheating committee members are penalised by losing their collateral. Also, unlike

other watchtower schemes, if one of the channel parties wants to unilaterally close the

channel, the involvement of 𝑡 = 2𝑓 + 1 committee members is required. This mitigates

the synchrony requirement of other schemes which work based on a dispute period. In

other words, watchtowers are no longer necessary in Brick.

2.4 Channel Synchronisation

To establish a payment channel, parties must lock some funds in the channel. If a user

wants to perform transactions with many other users, a naive idea would be to establish

payment channels with all of them. This idea clearly does not scale well. Thus, in

practice payment channels are linked to form a Payment Channel Network (PCN) where

each payment can be routed via multiple intermediaries [15]. Thus, if Alice wants to
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send some funds to David whom does not share any channels, Alice finds a path to

David where intermediate nodes (Bob and then Charlie) relay the payment from Alice

to David. As an alternative, a Payment Channel Hub (PCH) [38, 39, 29, 30, 40] deploys

a star topology where users can pay each other via a single intermediary (called the

tumbler).

Hashed Time-Lock Contracts (HTLC) [41], is the main method to synchronise payments

in different channels in PCN or PCH deployments. Now the most prominent PCNs, i.e.

Lightning Network [15] on Bitcoin [2] and Raiden network [42] on Ethereum [43] are

working based on HTLC. HTLC in a transaction output locks 𝑥 coins in a contract with

two parameters: a timeout 𝑡 and a hash value 𝑦 ∶= ℋ(𝑅)whereℋ is a collision-resistant

hash function and 𝑅 is a randomly selected value. The HTLC contract’s condition can be

fulfilled as follows: (1) If Bob provides a pre-image 𝑅∗ with 𝑦 = ℋ(𝑅∗) before time 𝑡 , then
Alice pays Bob 𝑥 coins, (2) Otherwise, Alice is refunded with 𝑥 coins after time 𝑡 . Now

assume that Alice wants to pay David via Bob and Charlie who agree to forward this

payment in exchange for 𝑓 coins as the fee. Then, Alice conditionally pays Bob 𝑥 + 2𝑓
coins with 3𝑡 and 𝑦 as HTLC parameters. Similarly, Bob conditionally pays Charlie 𝑥 +𝑓
coins with 2𝑡 and 𝑦 as HTLC parameters. Finally, Charlie conditionally pays David 𝑥
coins with 𝑡 and 𝑦 as HTLC parameters. Now if David provides 𝑅 before time 𝑡 , he is

paid 𝑥 coins by Charlie. Having the value of 𝑅, Charlie and then Bob are also paid 𝑥 + 𝑓
and 𝑥 + 2𝑓 coins by Bob and Alice, respectively. If 𝑅 is not provided by David, then

Charlie, Bob and finally Alice get back their coins after time 𝑡 , 2𝑡 and 3𝑡 , respectively.
The timeout value in HTLC mechanism is linear to the length of the path. Sprites [17]

focuses on making the timeout value independent of the path length. However, it can

only be deployed in Turing complete blockchains such as Ethereum. AMCU [44] resolves

the same issue but in a way that is deployable on Bitcoin. Additionally, it extends the

functionality by enabling concurrent payments in channels that are not necessarily along

a path from the sender to the receiver. This could be useful for some applications such as

crowdfunding. Payment Trees [45] presents an attack against AMCU and also provides

a secure solution similar to Sprites but compatible to Bitcoin.

HTLC mechanism also suffers from two other problems: (1) The hash value 𝑦 can be

used by an adversary to compromise privacy by finding out who is paying to whom

and (2) Malicious intermediaries might steal the fees from honest intermediaries in the

same payment path [46]. [47] proposes a Multi-hop Hash Time-Lock Contract (MHTLC)

protocol to improve HTLC privacy. However, its proposed protocol is quite expensive

in terms of computation and communication. [48] proposes a less complex solution,

called ChameleonHash Time-LockContract (CHTLC) to solve the same privacy problem.

However, it is incompatible with Bitcoin. AMHL [46] resolves both issues by replacing

the HTLC contract with a novel cryptographic lock. However, since this novel idea is
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incompatible with some important digital signatures such as BLS [20], [49] presents a

new primitive called lockable signature which is compatible with any digital signature

algorithm.

HTLC, MHTLC, CHTLC, AMHL and lockable signature follow a 2-phase-commit

paradigm where in the first phase, HTLC contracts are set up one by one from the payer

to the payee (i.e. from Alice to David in the previously mentioned scenario). Then in

the second scenario, locks are released by passing the pre-image value (i.e. 𝑅) from the

payee to the payer via intermediates before HTLC time-locks are expired. Blitz [50]

provides a 1-phase protocol with provable security for multi-hub payments.

In all previously introduced solutions, all intermediate nodes along the path between

the payer and the payee should be actively involved in each and every single payment.

This makes the whole PCN network less reliable as offline users cannot contribute to

payments. Also, this active involvement adds to each intermediary’s service fee. To

mitigate this issue, [29] provides a novel solution for Ethereum called virtual channels.

A virtual channel is like a bridge between two users who do not share a direct payment

channel. Intermediaries become involved in the process of virtual channel creation but

once the virtual channel is created, end users can perform arbitrarily many off-chain

transactions without requiring any involvement by intermediaries. Aumayr et al. [51]

also extended this idea to a Bitcoin-compatible virtual channel.
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Chapter 3

Preliminaries and Notations

3.1 Preliminaries

This section introduces the different cryptographic primitives used in this thesis. For all

the cryptographic primitives defined in this section, 𝜅 is the security parameter. Also, a

negligible function is defined as below.

Definition 3.1. A function 𝑣 ∶ ℕ → ℝ is negligible in 𝜅 if for every 𝑛 ∈ ℕ, there exists
𝑛0 ∈ ℕ such that for every 𝜅 ≥ 𝑛0, |𝑣(𝜅)| ≤ 1/𝜅𝑛 holds.

3.1.1 Digital Signature

A digital signature scheme Π includes three algorithms as following:

• Key Generation. (𝑝𝑘, 𝑠𝑘) ← Gen(1𝜅) on input 1𝜅 , outputs the public/private key

pair (𝑝𝑘, 𝑠𝑘).

• Signing. 𝜎 ← Sign𝑠𝑘(𝑚) on inputs the private key 𝑠𝑘 and a message 𝑚 ∈ {0, 1}∗
outputs the signature 𝜎 .

• Verification. 𝑏 ← Vrfy𝑝𝑘(𝑚; 𝜎) takes the public key 𝑝𝑘, a message 𝑚 and a signa-

ture 𝜎 as input and outputs 1 if 𝜎 is a valid signature on message 𝑚 created with

the private key corresponding to 𝑝𝑘. Otherwise, it outputs 0.

Correctness of a digital signature guarantees that for any honestly generated signature

𝜎 on the message 𝑚 w.r.t. a public key 𝑝𝑘, Vrfy𝑝𝑘(𝑚; 𝜎) outputs 1. In this work, we

assume that the utilised signature schemes are existentially unforgeable under an adap-

tive chosen-message attack. It guarantees that the probability that an adversary who

has access to a signing oracle outputs a valid signature on any newmessage is negligible

17
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in 𝜅. We call such signature schemes secure. ECDSA [52] is a secure signature scheme

that is currently being used in Bitcoin. Schnorr signature [53] is another important se-

cure signature scheme that has been proposed to be introduced in Bitcoin due to its key

aggregation and signature aggregation properties.

3.1.2 Hard relation

A relation ℛ with statement/witness pairs (𝑌 , 𝑦) is called a hard relation if (1) There ex-

ists a polynomial time generating algorithm (𝑌 , 𝑦) ← GenR(1𝜅) that on input 1𝜅 outputs

a statement/witness pair (𝑌 , 𝑦) ∈ ℛ; (2) The relation between 𝑌 and 𝑦 can be verified in

polynomial time, and (3) For any polynomial-time adversary 𝒜 , the probability that 𝒜
on input 𝑌 outputs 𝑦 is negligible. We also let 𝐿ℛ ∶= {𝑌 ∣ ∃𝑌 𝑠.𝑡 . (𝑌 , 𝑦) ∈ ℛ}. Statemen-

t/witness pairs of ℛ can be public/private key of a signature scheme generated by Gen

algorithm.

3.1.3 Adaptor Signature

Adaptor signatures appeared first in [14]. Adaptor signature is used in the Generalized

channel to tie together the authorisation of a commit transaction and the leakage of a

secret value. In what follows, we recall how an adaptor signature works. Given a hard

relation ℛ and a signature scheme Π, an adaptor signature protocol Ξ includes four

algorithms as follows:

• Pre-Signing. 𝜎̃ ← pSign𝑠𝑘(𝑚, 𝑌 ) is a probabilistic polynomial time (PPT) algo-

rithm that on input a private key 𝑠𝑘, message 𝑚 ∈ {0, 1}∗ and statement 𝑌 ∈ 𝐿ℛ ,

outputs a pre-signature 𝜎̃ .

• Pre-Verification. 𝑏 ← pVrfy𝑝𝑘(𝑚, 𝑌 ; 𝜎̃ ) is a deterministic polynomial time (DPT)

algorithm that on input a public key 𝑝𝑘, message 𝑚 ∈ {0, 1}∗, statement 𝑌 ∈ 𝐿ℛ
and pre-signature 𝜎̃ , outputs a bit 𝑏.

• Adaptation. 𝜎 ← Adapt(𝜎̃ , 𝑦) is a DPT algorithm that on input a pre-signature 𝜎̃
and witness 𝑦 , outputs a signature 𝜎 .

• Extraction, Ext(𝜎 , 𝜎̃ , 𝑌 ) is a DPT algorithm that on input a signature 𝜎 ,
pre-signature 𝜎̃ , and statement 𝑌 ∈ 𝐿ℛ , outputs ⟂ or a witness 𝑦 such that

(𝑌 , 𝑦) ∈ ℛ.

Correctness of an adaptor signature guarantees that for an honestly generated pre-

signature 𝜎̃ on the message 𝑚 w.r.t. a statement 𝑌 ∈ 𝐿ℛ , we have pVrfy𝑝𝑘(𝑚, 𝑌 ; 𝜎̃ ) = 1.
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Furthermore, when 𝜎̃ is adapted to the signature 𝜎 , we have Vrfy𝑝𝑘(𝑚; 𝜎) = 1 and

Ext(𝜎 , 𝜎̃ , 𝑌 ) outputs 𝑦 such that (𝑌 , 𝑦) ∈ ℛ.

An adaptor signature scheme is secure if it is existentially unforgeable under chosen

message attack (aEUF–CMA security), pre-signature adaptable and witness extractable.

The aEUF–CMA security guarantees that it is of negligible probability that any PPT

adversary who has access to signing and pre-signing oracles outputs a valid signature for

any arbitrary newmessage𝑚 even given a valid pre-signature and its corresponding 𝑌 on

𝑚. Pre-signature adaptability guarantees that every pre-signature (possibly generated

maliciously) w.r.t. 𝑌 can adapt to a valid signature using the witness 𝑦 with (𝑌 , 𝑦) ∈
ℛ. Witness extractability guarantees that it is of negligible probability that any PPT

adversary who has access to signing and pre-signing oracles outputs a valid signature

and a statement 𝑌 for any new message 𝑚 such that the valid signature does not reveal

a witness for 𝑌 even given a valid pre-signature on 𝑚 w.r.t. 𝑌 . The ECDSA-based and

Schnorr-based adaptor signature schemes were constructed and analysed in [14].

3.2 Notations

Throughout this work, we define different attribute tuples. Let 𝑈 be a tuple of multiple

attributes including the attribute attr. To refer to this attribute, we use 𝑈 .attr. Our fo-

cus in this work is on Bitcoin or any other blockchains with Unspent Transaction Output
(UTXO) model. In this model, units of value–which we call coins–are held in outputs.
An output 𝜃 is a tuple of two attributes, 𝜃 = (cash, 𝜑), where 𝜃.cash denotes the num-

ber of coins held in this output and 𝜃.𝜑 denotes the condition that needs to be fulfilled

to spend the output 𝜃 . The condition 𝜃.𝜑 is encoded using any script supported by the

underlying blockchain. If the condition 𝜃.𝜑 contains a user 𝑃 ’s public key, we say that 𝑃
controls or owns the output 𝜃 . If satisfying a condition requires authorisations by multi-

ple parties, such a condition contains public keys of all the involved parties separated by

∧ operation(s). Relative time-lock of 𝑇 rounds in an output condition is denoted by 𝑇+
and means the output cannot be spent unless at least 𝑇 rounds passed since the output

was recorded on the blockchain. A condition might also have several sub-conditions,

one of which must be satisfied to spend the output. Different sub-conditions of output

are separated by ∨ operation(s).

A transaction changes ownership of coins, meaning it takes a list of existing outputs and

transfers their coins to a list of new outputs. To distinguish between these two lists, we

refer to the list of existing outputs as 𝑖𝑛𝑝𝑢𝑡𝑠. A transaction TX is formally defined as the

tuple (txid, Input, nLT,Output,Witness). The identifier TX.txid ∈ {0, 1}∗ is computed as

TX.txid ∶= ℋ([TX]), where [TX] is called the 𝑏𝑜𝑑𝑦 of the transaction defined as [TX] ∶=
(TX.Input, TX.nLT, TX.Output) and ℋ is a hash function, which is modelled as a random
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oracle. The attribute TX.nLT denotes the value of the parameter 𝑛𝐿𝑜𝑐𝑘𝑇 𝑖𝑚𝑒, where TX is

invalid unless its 𝑛𝐿𝑜𝑐𝑘𝑇 𝑖𝑚𝑒 is in the past. The attribute TX.Input is a list of identifiers

for all inputs of TX. The attribute TX.Output is a list of new outputs. The attribute

TX.Witness = (W1, … ,W𝑚) is a list of tuples where its 𝑖th tuple authorises spending the

output that is taken as the 𝑖th input of TX. The tupleW𝑖 = (𝜂, 𝜁 ) of the witness 𝑇𝑥.Witness

contains two attributes where W𝑖.𝜁 denotes the data, e.g. the signature(s), that is (are)

required to meet the W𝑖.𝜂th sub-condition of the output that is taken as the 𝑖th input of

TX. The signature and pre-signature of party 𝑃 on TX for TX.Witness.W𝑗 .𝜁 is denoted by

𝜎𝑃,𝑗TX and 𝜎̃𝑃,𝑗TX , respectively, where 𝑗 can be removed if TX has one input. The 𝑖th entry of

a list 𝐿 is denoted by 𝐿[𝑖] with 𝑖 > 0.
We use charts to illustrate transaction flows. As Fig. 3.1 shows, double-edge and single-

edge rectangles represent published and unpublished transactions, respectively. Also,

dotted rectangles represent transactions that are still unprepared to be propagated in

the blockchain network. In other words, dotted rectangles denote transactions that lack

some required elements (e.g. some signatures in the witness). Considering that TX con-

tains two inputs, each with a value of 𝑎 and 𝑏 respectively, then since the output of TX

with the value of 𝑎 + 𝑏 has two sub-conditions, it is denoted by a diamond shape with

two arrows. One of the sub-conditions can be fulfilled by both 𝐴 and 𝐵 and is relatively

time-locked by 𝑇 rounds. Another sub-condition can be fulfilled by 𝐶 where rather than

the public key 𝑝𝑘𝐶 , the user identity, i.e. 𝐶 , has been used in the chart. The 𝑛𝐿𝑜𝑐𝑘𝑇 𝑖𝑚𝑒
parameter for TX and TX′ is 0, so it is not shown inside these transactions.

Figure 3.1: A sample transaction flow.

Table 3.1 summarises the mentioned notations.
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Table 3.1: Summary of notations

Notation Description
TX Transaction TX = (txid, Input, nLT,Output,Witness)
[TX] Tuple (TX.Input, TX.nLT, TX.Output)
TX.txid Identifier of the transaction TX
TX.nLT Parameter 𝑛𝐿𝑜𝑐𝑘𝑇 𝑖𝑚𝑒 of the transaction TX
TX.Input List of identifiers for all inputs of TX
TX.Output List of new outputs for TX
TX.Witness List of witnesses for TX
𝜃 = (cash, 𝜑) Output with monetary value cash and condition 𝜑
𝑊 = (𝜂, 𝜁 ) Witness that meets 𝜂th sub-condition of an output using data 𝜁
𝜎𝑃,𝑗TX (or 𝜎̃𝑃,𝑗TX ) Signature (or pre-signature) of 𝑃 for 𝑗th input of TX
𝑇+ The relative time-lock of 𝑇 rounds
𝐿[𝑖] 𝑖th entry of a list 𝐿 with 𝑖 ≥ 1
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Chapter 4

Formal Treatment of Watchtower

4.1 Introduction

In this chapter, we formally define a payment channel and a watchtower and then work

on our first research question, RQ1, which aims to formally define different properties of

a watchtower scheme and analyse why existing watchtower schemes that fail to meet all

the required properties. Monitor [15], DCWC1 and DCWC* [32], Outpost [22] , Cerberus

[23], PISA [24] and Fail-safe [35] are the watchtower schemes we will analyse in this

chapter.

We construct some parts of this chapter based on our published paper, “FPPW: A Fair

and Privacy Preserving Watchtower For Bitcoin” [54].

4.2 Formalisation of PaymentChannel andWatchtower

A payment channel is defined as follows:

Definition 4.1 (Payment Channel). A payment channel 𝛾 of blockchain 𝔹 is a state ma-
chine run by two participants. Let 𝑆𝑖 with 𝑖 ≥ 0 be the 𝑖th channel state. 𝛾 consists of three
phases, namely create, update and close, as follows:

• Channel create (state 𝑆0): Channel participants commit to the initial state 𝑆0 and
record it on 𝔹.

• Channel update (from 𝑆𝑖 to 𝑆𝑖+1 for 𝑖 ∈ [0, 𝑛)): Channel participants update the
channel state from 𝑆𝑖 to 𝑆𝑖+1 and commit to 𝑆𝑖+1.

1Disclose Cascade Watch Commit

23
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• Channel close (state 𝑆𝑛): Any channel participants can close the channel by recording
the latest state 𝑆𝑛 on 𝔹.

Remark 4.1. Definition 4.1 is a generic one for a bi-directional payment channel. Moreover,
to analyse the payment channel security in the universal composability framework [55],
some ideal functionalities of payment channels can also be found in the literature [14, 28].
We will also present an ideal functionality for our designed payment channel, Daric, in
Chapter 7.

The capacity of a payment channel 𝛾 is defined below.

Definition 4.2 (Channel Capacity). For a payment channel 𝛾 with two participants𝐴 and
𝐵, let 𝑥𝑃,𝑖 with 𝑃 ∈ {𝐴, 𝐵} denote the balance of 𝑃 at the channel state 𝑆𝑖. Then, the channel
capacity is denoted by 𝑋𝐴,𝐵 and equals 𝑥𝐴,0 + 𝑥𝐵,0.

Definition 4.3 (Payment Channel Security). A payment channel 𝛾 of blockchain 𝔹 with
two channel participants 𝐴 and 𝐵 is 𝜇-secure if and only if given that 𝛾 with latest state of
𝑆𝑛 is closed by recording the state 𝑆𝑖 with 𝑖 < 𝑛 on 𝔹, an honest party 𝑃 ∈ {𝐴, 𝐵} can claim
at least 𝑥𝑃,𝑛 by recording some evidence proving invalidity of 𝑆𝑖 on 𝔹 within 𝜇 blocks.

The above definition states that when a 𝜇-secure payment channel is closed using a

transaction that corresponds with an old state, the honest party has still 𝜇 blocks time to

get refunded or equivalently to invalidate the published channel state. After 𝜇 blocks, the

honest party’s funds are not guaranteed anymore. To invalidate the published channel

state, the honest party must record some evidence on𝔹which proves the published state

is not the latest channel state that parties have committed to. For Replace by Revocation

or RbR payment channels (e.g. [14, 15]), the evidence is knowledge of the revocation

secret corresponding with the published channel state. This knowledge is practically

proved by publishing a revocation transaction that gives all the funds in the channel to

the honest party. For Replace by Version or RbV type channels, the evidence is a state

with higher version [1, 17].

One or both parties of a payment channel can outsource the task of publishing the evi-

dence to a third-party called watchtower defined as follows.

Definition 4.4 (Watchtower). For a 𝜇-secure payment channel 𝛾 of 𝔹 with two partic-
ipants 𝐴 and 𝐵, a watching contract 𝐶 = (𝑊 , 𝛾 , 𝑃 , 𝑆𝑠 , 𝒞 ) with 𝒞 = {𝒞𝑆 , 𝒞𝑈 , 𝒞𝑇 } is a
contract between a watchtower 𝑊 and a party 𝑃 ∈ {𝐴, 𝐵} in which 𝑊 commits to follow
start, update, termination and alarm, as follows:

• Watchtower start (state 𝑆𝑠 , condition 𝒞𝑆): Watchtower starts when the condition 𝒞𝑆
is met and 𝑃 provides the evidence 𝑒 to 𝑊 . Let 𝑒 invalidate a set of channel states 𝒮 .
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The start state 𝑆𝑠 is defined by

𝑆𝑠 ∶= { 𝑆max{𝑖∶𝑆𝑖∈𝒮 }+1 𝒮 ≠ ∅,
𝑆0 𝒮 = ∅.

• Watchtower update (from 𝑆𝑘 to 𝑆𝑘+1, condition 𝒞𝑈 ): With each channel update
from 𝑆𝑘 to 𝑆𝑘+1, watchtower updates if the condition 𝒞𝑈 is met and party 𝑃 provides
𝑊 with some evidence proving the invalidity of 𝑆𝑘 .

• Watchtower terminate (condition 𝒞𝑇 ): Watchtower terminates once the latest state
𝑆𝑛 is recorded on 𝔹 or once the condition 𝒞𝑇 is met.

• Watchtower react: Let 𝛾 with latest state of 𝑆𝑛 be closed by recording the state 𝑆𝑖 with
𝑖 ≠ 𝑛 on 𝔹. If this event occurs before the condition 𝒞𝑇 is met, then watchtower 𝑊
records some evidence proving the invalidity of 𝑆𝑖 on 𝔹 within 𝜇 blocks.

The condition set 𝒞 could be a watchtower scheme specific condition, possibly relying

on different parameters. In the following, we will discuss the condition set for the exist-

ing watchtower schemes.

For DCWC, DCWC* [32] and monitor [15], 𝒞𝑆 and 𝒞𝑈 are ∅. However, these schemes

have not discussed their watchtower termination conditions although channel closure

by the hiring party 𝑃 is definitely included in 𝒞𝑇 .

The conditions 𝒞𝑆 and 𝒞𝑈 for Outpost are payments to the watchtower. However, con-

dition𝒞𝑇 is somehow complicated. An outpost watchtower stores a pre-defined number

of evidence per user and deletes older items based on a FIFO order. Thus, when a user

has several channels, it is possible that while a channel is still open, its older states are

not monitored by the watchtower anymore. Thus, 𝒞𝑇 for Outpost is met once the chan-

nel is closed by the hiring party 𝑃 or with an old state whose corresponding evidence

has been removed from the watchtower’s evidence list.

The watchtower in Cerberus [23] locks some collateral at the watchtower start phase.

This collateral is taken by the hiring party given that the watchtower does not follow

the watchtower reaction rules. So, 𝒞𝑆 is locking some collateral by the watchtower. The

watchtower is rewarded upon each watchtower update. Also, as part of each watch-

tower update, the watchtower must provide the channel parties with signatures on two

𝑝𝑒𝑛𝑎𝑙𝑡𝑦 transactions that are used by the cheated hiring party to penalise the unrespon-

sive watchtower for not following the watchtower react rules. So, 𝒞𝑈 is payment to

the watchtower and signing the corresponding penalty transactions by the watchtower.

𝒞𝑇 is met when the watchtower’s collateral is redeemed or the channel is closed by the

hiring party 𝑃 .
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Table 4.1: Summary of the Condition 𝒞𝑆 for Different Watchtower Schemes.

𝒞𝑆
Monitor [21] ∅
DCWC [32] ∅
Outpost [22] ∅
Cerberus [23] collateral
PISA [24] custodian contract with security deposit, payment, signed receipt
Fail-safe [35] tower contract, payment, signed receipt

Table 4.2: Summary of the Condition 𝒞𝑈 for Different Watchtower Schemes.

𝒞𝑈
Monitor [21] ∅
DCWC [32] ∅
Outpost [22] payment
Cerberus [23] payment, signatures of penalty transactions
PISA [24] payment, signed receipt
Fail-safe [35] payment, signed receipt

The watchtower in PISA first locks a large deposit in a smart contract2 called custodian
contract. This large deposit is forfeited if the watchtower does not follow the watchtower

reaction rules. To hire the watchtower, the watchtower is paid by the hiring party in

exchange for a signed receipt that can be used to prove the watchtower’s wrongdoing

before an agreed expiry time. So, 𝒞𝑆 is setting up the custodian contract and locking a

large security deposit in this contract by thewatchtower, payment to thewatchtower and

providing the corresponding signed receipt to the hiring party. 𝒞𝑈 is a new payment to

the watchtower and providing the corresponding new signed receipt to the hiring party.

𝒞𝑇 is met at an agreed expiry time.

For Fail-safe, 𝒞𝑆 is having a smart contract called the tower contract set up by the watch-

tower on the blockchain, payment to the watchtower, and providing the corresponding

signed receipt to the hiring party. 𝒞𝑈 is a new payment to the watchtower and provid-

ing the corresponding new signed receipt to the hiring party. The condition 𝒞𝑇 is ∅,
meaning that the watchtower has to monitor the channel and be responsive as long as

the channel is open. Otherwise, the watchtower might lose its reward.

Tables 4.1, 4.2 and 4.3 respectively summarise the conditions𝒞𝑆 , 𝒞𝑈 and𝒞𝑇 for different

watchtower schemes.

2A self-executing, programmable code that runs on a blockchain network, enabling automated and
trustless execution of predefined actions and agreements between parties.
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Table 4.3: Summary of the Condition 𝒞𝑇 for Different Watchtower Schemes.

𝒞𝑇
Monitor [21] at least channel closure by the hiring party 𝑃
DCWC [32] at least channel closure by the hiring party 𝑃
Outpost [22] (1) channel closure by the hiring party 𝑃 or

(2) channel closure using a transaction with removed evidence
Cerberus [23] (1) redeemed collateral or

(2) channel closure by the hiring party 𝑃
PISA [24] expiry time
Fail-safe [35] ∅

4.3 Watchtower Service Properties

In this section, we formally define different new properties of a watchtower service.

4.3.1 Agility

This section defines agility for a watchtower. The agility of a watchtower shows how

flexibly a watching process starts and terminates.

Definition 4.5 (Agility). A payment channel 𝛾 between two parties 𝐴 and 𝐵 with watch-
tower provides agility iff

• two distinct contracts 𝐶1 = (𝑊1, 𝛾 , 𝑃 , 𝑆𝑠 , 𝒞 ) and 𝐶2 = (𝑊2, 𝛾 , 𝑃 , 𝑆𝑠 , 𝒞 )may be formed,
where 𝑃 ∈ {𝐴, 𝐵} and 𝑊1 ≠ 𝑊2, and

• Any watching contract can start and terminate at any arbitrary state of the channel
𝛾 .

According to the above definition, Cerberus and Fail-safe do not achieve agility as the

watchtower in both schemes should be specified in the channel create phase. Moreover,

watching for both schemes must start and terminate when the channel is created and

closed, respectively. [23] discusses that if the watching contract for Cerberus termi-

nates before channel closure, the hiring party, e.g. 𝐵, might continue using the channel

given that he is always online. However, this statement is correct with this assumption

that after the watchtower termination phase, the watchtower will not be involved in

this channel any more. Since this assumption might be violated in the real world, 𝐵
would be at risk of losing some funds in the channel. In more detail, once 𝐴 publishes

an old channel state on the blockchain, the dispute period starts and 𝐵 must publish

a revocation transaction within this period to take all the channel funds. However, if
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the dishonest party 𝐴 has colluded with the watchtower (whose collateral has already

been redeemed), they can cooperatively claim the channel funds before the revocation

transaction is published by 𝐵. So, even staying always online would not guarantee the

safety of the honest party’s funds in the channel. In other words, once the watchtower

redeems its collateral, the channel for the hiring party transforms to a 𝜇-Secure chan-

nel with 𝜇 = 0. So, the hiring party must close the channel before the watchtower’s

collateral redemption (or equivalently before the time when the watchtower contract

terminates). The watching contract for other schemes can start and terminate at any

time with any arbitrary watchtower. So, Monitor, DCWC, DCWC*, Outpost and PISA

achieve agility.

4.3.2 Privacy

One of the properties of payment channels is that off-chain transactions are not broad-

cast on the blockchain and hence only the channel parties know how the channel funds

are redistributed between them. Thus, in the following, to evaluate how the usage of

watchtowers can affect this benefit, we define a privacy game and then based on this

privacy game we define Weak Privacy Against Watchtower.

Challenge. Let there exist two payment channels where the first one is between honest

channel parties 𝐴 and 𝐵 and the second one is between honest channel parties 𝐴′ and
𝐵′ and both channels have the same number of channel updates 𝑛 and the same channel

setup, i.e. 𝑥𝐴,0 = 𝑥𝐴′,0, 𝑥𝐵,0 = 𝑥𝐵′,0, 𝑥𝐴,𝑛 = 𝑥𝐴′,𝑛 and 𝑥𝐵,𝑛 = 𝑥𝐵′,𝑛. Let x𝑃,[𝑖,𝑗] show the

sequence of balance values of party 𝑃 between 𝑖th to 𝑗th states of the payment channel

that 𝑃 is involved in. Assume that 𝒜 is any passive PPT adversarial watchtower exclud-

ing 𝐴, 𝐵, 𝐴′ and 𝐵′ which watches these two channels. To challenge 𝒜 , the challenger

selects a random bit 𝑏 and gives the sequence (x𝑃,[1,𝑛−1],x ̄𝑃 ,[1,𝑛−1]) to 𝒜 where 𝑃 = 𝐴
and ̄𝑃 = 𝐵 if 𝑏 = 0 and 𝑃 = 𝐴′ and ̄𝑃 = 𝐵′ otherwise.

Output. The adversary𝒜 outputs a bit 𝑏′ to guess that the received sequence belongs to

the first or the second channel. The adversary wins the game if and only if 𝑏 = 𝑏′.

Definition 4.6 (Weak Privacy Against Watchtower). A payment channel with a watch-
tower provides weak privacy against the watchtower if according to the privacy game
∣ Pr[𝑏 = 𝑏′] − 1/2 ∣ is negligible in 𝜅.

Remark 4.2. For any multihop payment routed via the channel between 𝐴 and 𝐵 or the
channel between 𝐴′ and 𝐵′, we assume that the passive adversary is not involved as a
channel party in routing such payments.
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The privacy guarantee would be stronger, if in the defined privacy game, (1) the sequence

(x𝑃,[0,𝑛],x ̄𝑃 ,[0,𝑛]) is given to the passive PPT adversarial watchtower and (2) the watch-

tower determines if the channel setup for two channels are the same or not. This strong

privacy implies weak privacy because the channel setup in the weak privacy game is a

special case of that in the strong privacy game. Moreover, the watchtower in the strong

privacy game receives more input data in the challenge phase than the watchtower in

the weak privacy game. Thus, the probability of her winning the strong privacy game

would be at least equal to the corresponding probability in the weak privacy game.

Monitor, DCWC,DCWC* andOutpost achieve strong privacy against thewatchtower be-

cause thewatchtower receives at most the encrypted version of channel transactions and

if the channel parties behave honestly, these encrypted transactions are not decrypted

at all. PISA and Fail-safe achieve weak privacy against the watchtower because for these

schemes, states are invisible to the watchtower and only state hash values are given to

the watchtower and since a large random value is also used in the computation of the

hash value, finding the pre-image by exhaustive search is also infeasible. However, The

first and the last states of the channel are revealed. Cerberus does not achieve privacy

against the watchtower as the watchtower learns the balances of both channel parties

in the channel.

Another important privacy-related subject regarding a payment channel and its corre-

sponding watchtower is the knowledge of a third party (i.e. any party other than the

hiring party and the watchtower) regarding the hiring status of the watchtower for a

given channel. For example in the channel 𝛾 with two parties 𝐴 and 𝐵, such knowledge

can be of importance to a channel party, let’s say party 𝐴, given that he is malicious and

is looking for an appropriate time (i.e. when party 𝐵 is not using the watchtower with a

significant probability) to broadcast an old state or to a third party (other than party 𝐴)

who has some other channels with party 𝐵. Such information can help him to conduct a

behavioural analysis on party 𝐵 to find the best time to attack him on his other channels.

This type of privacy is also defined below.

Definition 4.7 (Weak Watchtower Privacy against Third-Party). Let𝑊 be a watchtower.
A challenger 𝐴 establishes a payment channel 𝛾 with 𝐵, samples 𝑏 ∈ {0, 1} randomly and
hires (does not hire) 𝑊 if 𝑏 = 1 (𝑏 = 0, respectively). The watchtower 𝑊 achieves weak
privacy against third-party if for all PPT adversaries 𝐵, we have that

|Pr[1 ← 𝐵(⋅)|𝑏 = 1] − 1
2|

is negligible in 𝜅.

Definition 4.8 (StrongWatchtower Privacy against Third-Party). Let𝑊 be a watchtower.
A challenger 𝐴 establishes a payment channel 𝛾 with 𝐵, samples 𝑏 ∈ {0, 1} randomly and
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hires (does not hire) 𝑊 if 𝑏 = 1 (𝑏 = 0, respectively). The watchtower 𝑊 achieves strong
privacy against third-party if for all PPT adversaries 𝒜 including 𝐵, we have that

|Pr[1 ← 𝒜BAW-view(⋅)|𝑏 = 1] − 1
2|

is negligible in 𝜅, where BAW-view is an oracle in which 𝒜 has access to what 𝐵 sees on 𝛾
and sees all public keys of 𝐴 and 𝑊 and all transactions related to them on 𝔹.

The strongwatchtower privacy against third-party implies theweakwatchtower privacy

against third-party. The reason is that the PPT adversary in the former also includes

𝐵. Moreover, she accesses more information than the adversary in the weak privacy

definition.

According to Definition 4.8, Monitor, DCWC and DCWC* provide strong privacy against

third-party because there is not any transaction between the hiring party and the watch-

tower. Thus, even knowledge of all the public keys and transactions of the hiring party

and the watchtower cannot help the third party to guess whether there is a watchtower

contract between the hiring party and the watchtower.

However, PISA, Outpost and Cerberus do not provide strong privacy against third-party

as for all these schemes payment to the watchtower is done through a one-way payment

channel per update and hence𝒜BAW-view(⋅) for thesewatchtowers can output the correct

result with non-negligible probability. For instance, no transaction including public keys

of 𝐴 and 𝑊 implies no one-way channel between 𝐴 and 𝑊 and hence no watching

contract between them.

PISA, Outpost and Cerberus potentially achieve weak privacy against third-party given

that any relationship between transactions in 𝛾 and watchtower-related transactions

are invisible to 𝐵 (as defined in Definition 4.7). To achieve that, public keys used in

watchtower-related transactions must be independent of the ones used in 𝛾 . This con-

dition can be simply met. Moreover, watchtower-related transactions must not change

the distribution of different transaction types on the underlying blockchain. For exam-

ple, if transactions with multi-signature outputs (and in particular 2-of-2 multi-signature

class) are rarely exchanged between the users, usage of such transactions for watchtower

purposes might be distinguishable from other transactions. In such a case, a straight-

forward option is aggregating public keys of the watchtower and the hiring party in

watchtower-related transactions. Also, there must be some random differences between

the time when the channel is created and when the watchtower-related transactions are

published on the blockchain.

Fail-safe does not provide weak privacy against third-party as 𝐵 knows the hiring status

of 𝑊 upon establishment of the channel 𝛾 .
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4.3.3 Fairness and Coverage

In this section, we formalise the concepts of fairness and coverage in a watchtower

scheme. Fairness with respect to the hiring party (watchtower) is actually a factor to

evaluate the level of guarantee that the watchtower (hiring party) provides to the hiring

party (watchtower) on its service (payment).

Definition 4.9 (Channel party 𝛼-Fairness). A payment channel with watchtower is 𝛼-
party-fair, if the following holds for an honest channel party 𝑃 :

• 𝑃 can close the channel at any time and

• 𝛼 is the largest real number such that regardless of the reward that 𝑃 pays to the
watchtower, 𝑃 loses at most (1−𝛼) ⋅ 𝑥𝑃 coins in the channel where 𝑥𝑃 denotes balance
of 𝑃 in the latest channel state.

Note that 0 ≤ 𝛼 ≤ 1, where 𝛼 = 1 implies that the honest party 𝑃 will not lose any funds

in the channel and 𝛼 = 0 means that 𝑃 might lose all of his funds. Since for Monitor,

DCWC, Outpost and Fail-safe, the hiring party 𝑃 might lose all his funds in the channel,

these schemes are unfair w.r.t. the channel party (i.e. they are 𝛼-party-fair with 𝛼 = 0).
The value of the watchtower’s collateral for Cerberus is around the channel capacity. So

the hiring party would not lose any funds in the channel. In other words, 𝛼 = 1 for

Cerberus. Although for PISA 𝛼 is adjustable, the hiring party must not logically accept a

PISAwatchtower with 𝛼 < 1. Otherwise, he might lose some funds in the channel. Thus,

the value of 𝛼 for PISA must be 1 in practice or equivalently the watchtower must lock

some collateral per channel where the value of the collateral must be equal to the channel

capacity. This collateral will be taken by the hiring party given that the watchtower is

unresponsive upon fraud.

Definition 4.10 (Watchtower Fairness). A payment channel with a watchtower is
watchtower-fair if the following holds for an honest watchtower 𝒲 :

• 𝒲 is rewarded with some non-zero amounts of coins and

• given that 𝒲 has locked some collateral as part of the watching service, it is of neg-
ligible probability that the honest watchtower cannot redeem all the collateral once
watching terminates according to the watching agreement.

Monitor [21] and DCWC [32] are called unfair w.r.t. the watchtower because, for these

schemes, it is possible that the watchtower is not rewarded. In more detail, the watch-

tower in these schemes is rewarded if and only if (1) the counterparty of the hiring party

𝑃 publishes an old channel state on the blockchain and (2) the watchtower succeeds in
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broadcasting the corresponding evidence and wins the race against other watchtowers,

which are simultaneously monitoring the same channel for 𝑃 . On the other hand, due to

the punishment mechanism of the Lightning Network, fraudulent channel closures and

hence payments to the watchtower would be rare and this can dis-incentivise entities

to run such services. PISA, outpost, Cerberus and Fail-safe are watchtower-fair as the

watchtower in these schemes is rewarded upon each channel update and the watchtower

in Cerberus can redeem its collateral at any time.

Next, we define 𝛽-coverage, which basically measures the capability of a watchtower

(on a scale between 0 to 1) in watching all the existing payment channels on a fixed

Blockchain.

Definition 4.11 (Coverage). For a blockchain 𝔹 with 𝑁 payment channels, a watchtower
𝒲 provides 𝛽-coverage with 𝛽 ∶= 𝒳

𝒞+𝒳 , where 𝒞 is the total collateral required by 𝒲
to watch all payment channels for both channel parties and 𝒳 is the total capacity of all
channels.

The parameter 𝛽 can take any value in the interval [0, 1]. For Cerberus and PISA (with

𝛼 = 1), 𝛽 equals 1
3 because, for these schemes, collateral of the watchtower must be twice

the channel capacity if the watchtower is going to be hired by both channel parties.

Although PISA allows lower values of collateral, such values cannot provide channel

party 𝛼-fairness with 𝛼 = 1 and hence cannot guarantee that the honest party does not

lose any funds. The watchtower in other schemes does not need to lock any collateral

per channel. So they provide 𝛽-coverage with 𝛽 ∶= 1.
The following Lemma shows a trade-off between watchtower fairness and coverage.

Lemma 4.1. For an (𝛼, 𝑅)-fair watchtower 𝑊 with 𝛽-coverage, we have:

1. 𝒳 ≤ 𝛽 ⋅ 𝑀𝐶 , where 𝑀𝐶 denotes the market cap of the used cryptocurrency and 𝒳 is
defined in Definition 4.11,

2. 𝒞 ≥ 𝛼 ⋅ 𝒳 , where 𝒞 is defined in Definition 4.11 and

3. 𝛽 ≤ 1
1+𝛼 .

Proof. We prove each item in the following:

1. Since 𝒳 + 𝒞 ≤ 𝑀𝐶 and 𝑊 has 𝛽-coverage we have:

𝒳 = 𝛽 ⋅ (𝒞 + 𝒳) ≤ 𝛽 ⋅ 𝑀𝐶.
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2. For the channel 𝛾𝑖 with channel parties 𝐴𝑖 and 𝐵𝑖, as defined in Definition 4.11,

we have two watching contracts 𝐶𝑖 = (𝑊 , 𝛾𝑖, 𝐴𝑖, 𝑆𝑖, 𝒞𝑖) and 𝐶′𝑖 = (𝑊 , 𝛾𝑖, 𝐵𝑖, 𝑆𝑖′ , 𝒞 ′𝑖 ).
Assume that 𝛾𝑖 is closed by a party, let’s say party 𝐵, at state 𝑆𝑛 by committing to

state 𝑆𝑗 with 𝑗 < 𝑛 before the condition 𝒞𝑖 being met. For the case 𝑥𝐴𝑖,𝑛 = 𝑋𝐴𝑖,𝐵𝑖
and 𝑥𝐴𝑖,𝑗 = 0, honest party 𝐴 is cheated out of its total funds which equals 𝑋𝐴𝑖,𝐵𝑖 .
However, since 𝑊 is (𝛼, 𝑅)-fair, party 𝐴 does not lose more than (1 − 𝛼) ⋅ 𝑥𝐴𝑖,𝑛 =
(1 − 𝛼) ⋅ 𝑋𝐴𝑖,𝐵𝑖 if he is honest. Thus, capital of 𝑊 for this channel cannot be less

than

𝑋𝐴𝑖,𝐵𝑖 − (1 − 𝛼) ⋅ 𝑋𝐴𝑖,𝐵𝑖 = 𝛼 ⋅ 𝑋𝐴𝑖,𝐵𝑖

Otherwise, party𝐴 loses more than (1−𝛼)⋅𝑥𝐴𝑖,𝑛, which contradicts with definition

of fairness. Therefore, the total capital of 𝑊 must satisfy

𝒞 ≥
𝑁
∑
𝑖=1

𝛼 ⋅ 𝑋𝐴𝑖,𝐵𝑖 = 𝛼 ⋅ 𝒳 . (4.1)

3. Based on the definition of coverage and (4.1), we have:

𝒳 = 𝛽 ⋅ (𝒞 + 𝒳) ≥ 𝛽 ⋅ (𝛼 ⋅ 𝒳 + 𝒳)

Since 𝒳 ≠ 0 and 𝛼 ≠ −1, we have:

𝛽 ≤ 1
1 + 𝛼 .

The above Lemma shows that although an increase in 𝛼 for a watchtower promotes its

fairness with regard to the hiring party, it raises the required capital of the watchtower

and negatively affects its coverage. In other words, if all payment channel parties seek to

achieve full guarantee by their watchtowers, in the best case at most half of the market

cap of a given cryptocurrency can be used for transactions between channel parties and

another half must be locked as collateral by their watchtowers.

The Table 4.4 summarises the comparison results for the existing watchtower schemes.

The table illustrates that the current watchtower schemes face challenges in being de-

ployed on Bitcoin, ensuring privacy, or providing channel-party 1-fairness.

4.4 Conclusion

In this chapter, we formalised payment channels and watchtowers. We also formally

defined different properties of a watchtower scheme including agility, privacy, fairness
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Table 4.4: Comparison of Different Watchtower Schemes.

Bitcoin Agility Priv. ag. Priv. ag. Watch. 𝛼 𝛽
Support Watch. 3rd Party Fairness

Monitor [21] Yes Yes Strong Strong No 0 1
Outpost [22] Yes Yes Strong Weak No 0 1
DCWC [32] No Yes Strong Strong No 0 1
DCWC* [32] Yes Yes Strong Strong No 0 1
Cerberus [23] Yes No - Weak Yes ≈ 1 ≈ 1

3
PISA [24] No Yes Weak Weak Yes Adj. 1

1+2𝛼
Fail-safe [35] No No Weak - Yes 0 1

and coverage and compared the existing watchtower schemes against these properties.

Furthermore, we proved a trade-off between fairness and coverage of a watchtower. This

trade-off shows although an offline channel party with a watchtower satisfying 𝛼 < 1
would be at the risk of losing some funds, the fully fair schemes (Cerberus and PISA

with 𝛼 = 1) cannot achieve acceptable coverage. Moreover, upon examining existing

watchtower schemes on Bitcoin, we observed that none of them can simultaneously

achieve channel party 1-fairness and privacy against watchtowers.



Chapter 5

FPPW: a fair and privacy preserving
Bitcoin watchtower

In this chapter, our focus is on addressing our second research question, RQ2. Our

objective is to develop a watchtower scheme specifically tailored for Bitcoin, aiming

to overcome the limitations of existing schemes. We concentrate on enhancing the

fairness and privacy properties of the watchtower in this investigation. We construct

this chapter based on the full version of our published paper, “FPPW: A Fair and Pri-

vacy Preserving Watchtower For Bitcoin” [54] (The full version paper is available at

https://eprint.iacr.org/2021/117.pdf).

5.1 Introduction

Monitor [21] is the first watchtower scheme for Lightning Network, which mainly fo-

cuses on channel privacy against watchtower. However, Monitor has two main issues,

both of which are related to fairness. Firstly, honest watchtowers might be rewarded

for fraud (i.e. broadcast of an old state on the blockchain), which is unfair with respect

to (w.r.t.) the watchtower. Secondly, honest parties cannot penalise the unresponsive

watchtower, which is unfair towards an honest hiring party.

DCWC* [32] proposes the usage of a network of watchtowers that must cooperate to

maximise their interest. This reduces the probability that the channel gets finalised with

an old state. However, watchtowers might still crash or get unresponsive without be-

ing penalised by the hiring party. Also, the reward mechanism is still unfair w.r.t. the

watchtower. Outpost [22] solves the issue of fairness towards the watchtower by paying

her per channel update.

35
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Table 5.1: Different Properties of the FPPW Scheme.

Bitcoin Agility Priv. ag. Priv. ag. Watch. 𝛼 𝛽
Support Watch. 3rd Party Fairness

Cerberus [23] Yes No - Weak Yes ≈ 1 ≈ 1
3

PISA [24] No Yes Weak Weak Yes Adj. 1
1+2𝛼

FPPW Yes No Weak Weak Yes ≈ 1 ≈ 1
2

Cerberus [23] and PISA [24] elegantly provide fairness w.r.t. the hiring party. However,

PISA fails to be deployed in cryptocurrencies with limited script languages such as Bit-

coin and Cerberus sacrificing the channel privacy against watchtower. In particular, the

Cerberus watchtower learns the distribution of funds in the channel. Thus, the main

motivation of this chapter is designing a watchtower scheme for Bitcoin that achieves

both: (1) fairness w.r.t. both the hired watchtower and her hiring party and (2) channel

privacy against the watchtower.

The contributions of this chapter are as follows:

• In Section 5.3, we present a new privacy-preserving payment channel with a

watchtower scheme for Bitcoin called FPPW, which is fair w.r.t. all channel

participants and allows the channel parties to go offline for a long period of time.

To be more precise, FPPW is an extension of a new variant of the Generalized

channel, called NVG, which is introduced in Section 5.3.2.1. Furthermore, in Sec-

tion 5.5, we prove that our design achieves fairness w.r.t. all channel participants

and unlike Cerberus, it provides weak privacy against the watchtower. We also

show that the coverage of FPPW is 1
2 which is better than that of Cerberus and

PISA. Table 5.1 summarises the mentioned properties for FPPW and compares it

with PISA and Cerberus.

• In Section 5.6, we propose a fee handling mechanism that allows the channel par-

ticipants to determine the fee for different transactions at the time when fraud

occurs. Furthermore, a proof-of-concept implementation of FPPW channels on

Bitcoin is provided in Section 5.9.
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5.3 FPPW Overview

5.3.1 System Model

Cryptographic primitives that have been used in FPPW (i.e. digital signature, hard rela-

tion and adaptor signature as defined in Section 3.2) are cryptographically secure. There

is an authenticated and secure end-to-end communication channel between channel par-

ties. The watchtower and channel parties are rational and might deviate from the pro-

tocol if it increases their profit. Also, each pair of participants might collude with each

other if it raises the total profit of colluding participants. The watchtower is an always

online service provider, but channel parties can go offline for a long period (approxi-

mately 𝑇 rounds). Furthermore, the underlying blockchain contains a distributed ledger

that achieves security [56]. When a valid transaction is propagated in the blockchain net-

work, it is definitely included in the blockchain ledger immediately (i.e. the confirmation

delay Δ is 1).

Remark 5.1. FPPW channels can work with any confirmation delay. However, we assume
that the confirmation delay is 1 to simplify the protocol and its analysis.

5.3.2 Overview

A payment channel (as defined in Definition 4.1) contains a sequence of state updates

between two parties where only its first and last states are recorded on the blockchain.

The two channel parties process all the intermediate state updates off-chain. This elim-

inates the need to confirm every state update, i.e. every transaction, on the blockchain.

However, as one may submit an intermediate state (which is already revoked by a later

state) to the blockchain, the channel parties will need to get online frequently to mon-

itor and punish such misbehaviours. Such a requirement may be impractical for some

users. Thus, the watchtower is introduced as a third party to act on behalf of the channel

parties.

FPPW is a fair and privacy-preserving watchtower service for generalised channels [14].

The watchtower in an FPPW channel obtains no data on intermediate state updates. To

provide fairness towards the watchtower, the FPPW service rewards the watchtower for

channel creation and per channel update. Furthermore, to achieve fairness w.r.t. chan-

nel parties, the watchtower must lock some collateral, which can be redeemed by the

watchtower if the watchtower is responsive upon fraudulent channel closures. If the

watchtower is dishonest and the channel is closed at an old state, protocol guarantees

that the cheated party can penalise the watchtower by taking its collateral. Watchtower

can terminate its employment at any time. Then, the channel parties can update the
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channel on-chain and hire a new watchtower or continue using the channel. In the

latter case, channel parties must get online frequently.

In the rest of this section, we will provide an overview of FPPW. To do that, we will

present a simple payment channel called NVG and then, we add a watchtower service

to NVG which is fair with respect to the hiring party. Finally, we make our solution fair

to the watchtower by allowing the watchtower to terminate its service.

5.3.2.1 NVG: A New Variant of the Generalized Channel

Fig. 5.1 depicts a New Variant of the Generalized channel [14], called NVG channel.

An NVG channel is created once channel parties publish a funding transaction on the

blockchain and hence fund a 2-of-2 multi-signature output1 on the ledger. The 𝑖th chan-

nel state includes a commit transaction TXCM,𝑖 as well as a split transaction TXSP,𝑖. The

commit transaction sends the channel funds to a new joint account which is shared be-

tween the channel parties. The output of the commit transaction has two sub-conditions.

The first sub-condition which is not time-locked, as we will explain later, is used for re-

vocation purposes. The second sub-condition is relatively time-locked by 𝑡 rounds with

𝑡 > Δ and is met by the corresponding split transaction. Split transaction distributes the

channel funds between the channel parties and hence represents the channel state.

The transaction TXCM,𝑖 requires signatures of both parties 𝐴 and 𝐵 to be published. To

generate 𝜎𝐵TXCM,𝑖 , party𝐴 generates a statement/witness pair (𝑌𝐴,𝑖, 𝑦𝐴,𝑖) and sends the state-

ment 𝑌𝐴,𝑖 to 𝐵. Then, party 𝐵 uses the pre-signing algorithm pSign of the adaptor sig-

nature and 𝐴’s statement 𝑌𝐴,𝑖 to generate a pre-signature 𝜎̃𝐵TXCM,𝑖 on [TXCM,𝑖] and sends

the pre-signature to 𝐴. Thus, whenever it is necessary, 𝐴 is able to use the adaptation

algorithm adapt of the adaptor signature to transform the pre-signature to the signature

𝜎𝐵TXCM,𝑖 and publish TXCM,𝑖 on-chain. This also enables 𝐵 to apply the extraction algorithm

Ext on the published signature and its corresponding pre-signature to extract the wit-

ness value 𝑦𝐴,𝑖. The witness value, as will be seen, allows the honest party to punish

the dishonest channel party by claiming all the channel funds, given that the published

commit transaction is already revoked.

As one may submit an intermediate state (which is already replaced by a later state) to

the blockchain, the channel parties will need to punish such misbehaviours. Thus, upon

channel update from state 𝑖 to 𝑖 + 1, a revocation transaction TXRV,𝑖 is created by parties.

Unlike the split transaction, the revocation transaction can immediately spend the out-

put of the corresponding commit transaction TXCM,𝑖 using its first sub-condition which

1An output that utilizes a script containing two public keys, requiring their corresponding signatures
for spending the output.
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does not contain any time-lock. Thus, if the revoked commit transaction TXCM,𝑖 is pub-

lished by a channel party, let’s say 𝐴, party 𝐵 can immediately publish the revocation

transaction TXRV,𝑖. Moreover, since commit transactions are signed using the adaptor sig-

nature, once TXCM,𝑖 is published by 𝐴, the witness 𝑦𝐴,𝑖 is revealed to 𝐵. Thus, only 𝐵 who

knows both 𝑦𝐴,𝑖 and 𝑦𝐵,𝑖 can meet the condition 𝑌𝐴,𝑖 ∧ 𝑌𝐵,𝑖 in the output of the revocation

transaction and hence 𝐵 will actually be the owner of all the channel funds. Broadcast

of the latest commit transaction does not pose any risk to its broadcaster because the

parties have not signed its corresponding revocation transaction yet.

Figure 5.1: NVG Channel Transactions Flow

5.3.2.2 Adding a Watchtower Service with Fairness w.r.t. the Hiring Party to
NVG

The watchtower in the introduced scheme is given the revocation transactions for the

revoked states and is supposed to publish the one whose corresponding commit trans-

action is published on the blockchain. However, such a watchtower service would be

unfair with respect to the hiring party as the watchtower might become unresponsive

upon fraud. To resolve this issue, the watchtower publishes a transaction called collat-
eral transaction TXCL and locks its collateral in a 3-of-3 multi-signature output shared

between channel parties and the watchtower. The value of the collateral 𝑐 equals the

channel capacity 𝑎 + 𝑏. If the watchtower does not appropriately act upon fraud, the

cheated party has this chance to publish a transaction called penalty transaction 1 TXPN1,𝑖
and take the watchtower’s collateral. In other words, if the revoked commit transaction

TXCM,𝑖 is published on the blockchain, either its corresponding revocation transaction

TXRV,𝑖 is published by the watchtower or split transaction TXSP,𝑖 and then penalty trans-

action 1 TXPN1,𝑖 are published by the cheating party and honest party, respectively.

As Fig. 5.2 shows, to deploy this, we add an auxiliary output with the least value sup-

ported by Bitcoin (denoted by 𝜖) to the commit transaction. If the watchtower is re-

sponsive, once the revoked commit transaction TXCM,𝑖 is published, the watchtower in-

stantly publishes the revocation transaction TXRV,𝑖 and invalidates both the split TXSP,𝑖
and penalty transaction 1 TXPN1,𝑖. Otherwise, the dishonest party, let’s say 𝐴, also pub-

lishes the split transaction and invalidates the revocation transaction. But 𝐵, who is



40CHAPTER 5. FPPW:A FAIRANDPRIVACYPRESERVINGBITCOINWATCHTOWER

capable to extract 𝐴’s witness (i.e. 𝑦𝐴,𝑖), adds the required signatures to the penalty

transaction 1 TXPN1,𝑖 and publishes it on the blockchain. Penalty transaction 1 also spends

the collateral transaction’s output. The only output of the penalty transaction 1 TXPN1,𝑖
can be claimed by 𝐵 who knows both 𝑦𝐴,𝑖 and 𝑦𝐵,𝑖. Therefore, since the watchtower’s

collateral equals the channel capacity, 𝐵 will not lose any funds in the channel.

Figure 5.2: Adding a Fair Watchtower to NVG

5.3.2.3 Allowing Watchtower to Terminate its Service

Channel parties in the introduced scheme can go offline for any arbitrary period as the

watchtower cannot redeem its collateral without authorisation from both channel par-

ties. However, this would be unfair with respect to the watchtower because the watch-

tower’s collateral might be locked forever. Therefore, there must be a way for the watch-

tower to terminate its service. So, we add a transaction called reclaim transaction TXRC,𝑖
to our solution. Once the watchtower decides to terminate its service, it publishes the

reclaim transaction on-chain. Then, the watchtower can claim the reclaim transaction’s

output after 𝑇 rounds which is significantly larger than 𝑡 . We also add a penalty trans-

action 2 TXPN2,𝑖 to each revoked state. The only difference between this transaction and

penalty transaction 1 is that penalty transaction 2 spends the output of the reclaim trans-

action (rather than the collateral transaction’s output) as well as the auxiliary output of

the commit transaction. It means that while the output of the reclaim transaction is

unspent, the watchtower might be penalised by channel parties. So channel parties can

practically go offline for a long period (approximately 𝑇 rounds). Fig. 5.3 depicts the

transaction flows for the FPPW channel.
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Figure 5.3: FPPW Channel Transaction flow

5.4 FPPW Protocol Description

The lifetime of an FPPW channel can be divided into 5 phases including create, update,
close, react and terminate. We explain these phases in the following sections. The first

three phases (create, update and close) correspond to different phases of a payment chan-

nel as defined in Definition 4.1. A watchtower scheme is also integrated into the FPPW

design. The phases create, update and react in an FPPW channel respectively correspond

to the phases start, update and react of a watchtower as defined in Definition 4.4. Also,

both phases close and terminate in an FPPW channel lead to the watchtower termination

as defined in Definition 4.4. Table 5.2 summarises the mentioned correspondences.

The cryptographic primitives, used in these phases, are as follows: A digital signature

scheme Π = (Gen, Sign,Vrfy); a hard relation ℛ with generating algorithm GenR =
Gen; an adaptor signature scheme ΞΠ,ℛ = (pSign, pVrfy,Adapt, Ext). The more de-

tailed definitions of these cryptographic primitives can be found in Section 3.2. We

assume that the watchtower is hired by both channel parties. However, FPPW can be

simply extended to situations where only one party hires the watchtower. FPPW for

such scenarios will be presented in Section 5.10.
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Table 5.2: Different Phases of an FPPW Channel

FPPW Phases Payment Channel Phases Watchtower Phases
Create Create Start
Update Update Update
Close Close Terminate
React - React

Terminate - Terminate

5.4.1 Create

FPPW channel creation phase includes a funding transaction, a commit transaction and

a split transaction. The funding transaction locks funds of the channel parties in a 2-

of-2 multi-signature output and can be claimed only if both parties agree and cooperate

with each other. The commit transaction is held by both channel parties and sends all the

channel funds to a joint account that can be spent by the corresponding split transaction

after 𝑡 rounds. The split transaction actually represents the channel state and distributes

the channel funds between the channel parties. The quantity 𝑡 , which represents the

dispute period, exists to ensure that there is enough time for punishing the dishonest

channel party in the case of fraud (i.e. if the published commit transaction corresponds

with a revoked state). Parties finally publish the funding transaction on the blockchain

to create the channel. However, since its output can be spent if both parties cooperate,

one party might lock the funds by being unresponsive. To avoid such situations, before

signing and publishing the funding transaction, both channel parties must sign commit

and split transactions.

Additionally, two other transactions are created in this phase: (1) the collateral transac-

tion and (2) the reclaim transaction. These two are used for watchtower services. Using

the collateral transaction, the watchtower locks its collateral in a 3-of-3 multi-signature

output shared between channel parties and the watchtower. Collateral is awarded to

the cheated channel party if the watchtower does not appropriately act upon fraud. The

value of the collateral equals the channel capacity. Using the reclaim transaction, the

watchtower can start the process of reclaiming its collateral. The watchtower can finally

redeem its collateral by claiming the output of the reclaim transaction after a large rel-

ative time-lock of 𝑇 rounds with 𝑇 ≫ 𝑡 which is called the penalty period. If channel

parties get online at least once every 𝑇 − 1 rounds, they will always have enough time

to take the dishonest watchtower’s collateral as compensation and prevent an unrespon-

sive watchtower from redeeming its collateral. However, if the honest watchtower has

published the reclaim transaction to withdraw its service, channel parties will have two

options. They can either update the channel on-chain with a new watchtower or remain
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almost always online to prevent fraudulent channel closures. The collateral transaction

is finally recorded on-chain. However, to avoid any hostage situation, before publishing

the collateral transaction, the watchtower must receive the channel parties’ signatures

on the reclaim transaction.

All the above-mentioned transactions are further explained hereinafter.

• Funding transaction: Using this transaction, channel parties 𝐴 and 𝐵 open an

FPPW channel. If 𝐴 (𝐵, respectively) uses the 𝑥 th (𝑦 th, respectively) output of

a transaction with transaction identifier of 𝑡𝑥𝑖𝑑𝐴 (𝑡𝑥𝑖𝑑𝐵, respectively) to fund the

channel with 𝑎 (𝑏, respectively) coins, the funding transaction is as follows2:

TXFU.Input ∶= (𝑡𝑥𝑖𝑑𝐴‖𝑥, 𝑡𝑥𝑖𝑑𝐵‖𝑦),
TXFU.Output ∶= {(𝑎 + 𝑏 + 𝜖, 𝑝𝑘𝐴 ∧ 𝑝𝑘𝐵)},
TXFU.Witness ∶= ((1, 𝜎𝐴,1TXFU

), (1, 𝜎𝐵,2TXFU
)). (5.1)

where 𝜖 is the minimum value supported by the Bitcoin blockchain and 𝑎 and

𝑏 are the initial balance of 𝐴 and 𝐵 in the channel (regardless of the negligible

value 𝜖/2). In other words, 𝐴 and 𝐵 fund the channel with 𝑎 + 𝜖/2 and 𝑏 + 𝜖/2,
respectively. Output of TXFU is a 2-of-2 multi-signature output shared between

𝐴 and 𝐵. The public keys 𝑝𝑘𝐴 and 𝑝𝑘𝐵 of 𝐴 and 𝐵 are generated using the key

generation algorithm of the underlying digital signature Gen.

• Commit transaction: There exists one commit transaction per state but only

the first one (TXCM,𝑖 with 𝑖 = 0) is created at the channel create phase. TXCM,𝑖 is as

follows:

TXCM,𝑖.Input ∶= TXFU.txid‖1,
TXCM,𝑖.Output ∶= ((𝑎 + 𝑏, 𝜑1 ∨ 𝜑2),

(𝜖, 𝜑′1 ∨ 𝜑′2 ∨ 𝜑′3))
TXCM,𝑖.Witness ∶= {(1, {𝜎𝐴TXCM,𝑖 , 𝜎𝐵TXCM,𝑖})} (5.2)

with 𝜑1 ∶= 𝑝𝑘𝐴 ∧ 𝑝𝑘𝐵 ∧ 𝑡+, 𝜑2 ∶= 𝑝𝑘𝐴 ∧ 𝑝𝑘𝐵 ∧ 𝑝𝑘𝑊 , 𝜑′1 ∶= 𝑝𝑘𝐵 ∧ 𝑌𝐴,𝑖 ∧ 𝑡+, 𝜑′2 ∶=
𝑝𝑘𝐴∧𝑝𝑘𝐵∧𝑝𝑘𝑊 and 𝜑′3 ∶= 𝑝𝑘𝐴∧𝑌𝐵,𝑖∧𝑡+ where 𝑌𝐴,𝑖 and 𝑌𝐵,𝑖 are statements of a hard

relation ℛ generated by 𝐴 and 𝐵 for the 𝑖th state using the generating algorithm

GenR and 𝑡+ shows relative time-lock of 𝑡 rounds. The first output with a value of

𝑎 + 𝑏 is the main output. Normally, if parties act honestly and TXCM,𝑖 is published

2We assume that funding sources of TXFU are two typical UTXOs owned by 𝐴 and 𝐵.
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on-chain, the first sub-condition of its main output (𝑝𝑘𝐴 ∧𝑝𝑘𝐵 ∧ 𝑡+) is met by TXSP,𝑖
after 𝑡 rounds. The second output of TXCM,𝑖 with a value of 𝜖 is the auxiliary output,

which as will be explained in Section 5.4.2, is only used for watchtower purposes.

The transaction TXCM,𝑖 requires signatures of both parties 𝐴 and 𝐵 to be published.

To sign the commit transaction TXCM,𝑖, each party uses their counterparty’s state-

ment to generate a pre-signature on the commit transaction for their counterparty.

Then, each party can use the corresponding witness to adapt the pre-signature,

received from their counterparty to a valid digital signature on the commit trans-

action. So, if the commit transaction TXCM,𝑖 is published by 𝐴, the witness 𝑦𝐴,𝑖 is
revealed to 𝐵 and vice versa. The witness value, as will be seen in Section 5.4.2,

might be used to penalise the dishonest channel party or the unresponsive watch-

tower.

Remark 5.2. 𝐴 has two public keys in the first output of TXCM,𝑖, which for simplicity,
we denote them both by 𝑝𝑘𝐴. However, in practice, such public keys are selected
dis-jointly. This is also extended to other participants and other outputs.

• Split transaction: TXSP,𝑖 actually represents the 𝑖th channel state where only the

first one (TXSP,𝑖 with 𝑖 = 0) is created in the channel create phase. This transaction

is as follows:

TXSP,𝑖.Input ∶= (TXCM,𝑖.txid‖1),
TXSP,𝑖.Output ∶= (𝜃1, 𝜃2, ⋯),
TXSP,𝑖.Witness ∶= ((1, {𝜎𝐴TXSP,𝑖 , 𝜎𝐵TXSP,𝑖}) (5.3)

The TXSP,𝑖 spends the main output of TXCM,𝑖 by meeting the sub-condition 𝑝𝑘𝐴 ∧
𝑝𝑘𝐵 ∧ 𝑡+.

• Collateral transaction: TXCL locks the collateral of the watchtower on-chain and

its output can be spent if 𝐴, 𝐵 and𝑊 cooperate. The collateral value 𝑐 equals 𝑎 +𝑏.
If 𝑊 uses the 𝑧th output of a transaction with transaction identifier of 𝑡𝑥𝑖𝑑𝑊 to

lock 𝑐 coins, the collateral transaction TXCL would be defined as follows:

TXCL.Input ∶= (𝑡𝑥𝑖𝑑𝑊 ‖𝑧),
TXCL.Output ∶= {(𝑐, 𝑝𝑘𝐴 ∧ 𝑝𝑘𝐵 ∧ 𝑝𝑘𝑊 )},
TXCL.Witness ∶= {(1, 𝜎𝑊,1

TXCL
)}. (5.4)
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• Reclaim transaction: This transaction spends the output of TXCL and its output

can be spent by𝐴, 𝐵 and𝑊 if they cooperate or by𝑊 after a long relative time-lock

period. The TXRC is defined as follows:

TXRC.Input ∶= TXCL.txid‖1),
TXRC.Output ∶= {(𝑐, (𝑝𝑘𝐴 ∧ 𝑝𝑘𝐵 ∧ 𝑝𝑘𝑊 ) ∨ (𝑝𝑘𝑊 ∧ 𝑇+))},
TXRC.Witness ∶= {(1, (𝜎𝐴,1TXRC

, 𝜎𝐵,1TXRC
, 𝜎𝑊,1

TXRC
))}. (5.5)

The second sub-condition in the output is used by the watchtower to redeem its

collateral after 𝑇 rounds and terminate its service. However, as will be mentioned

in the following sections, the first sub-condition is used to penalise the unrespon-

sive watchtower.

Fig. 5.4 summarises the channel create phase. Section 5.7 provides details of the corre-

sponding protocol.

5.4.2 Update

Assume that an FPPW channel is in state 𝑖 with 𝑖 ≥ 0 and channel parties decide to

update it from state 𝑖 to 𝑖+1. This is performed in two sub-phases. In the first sub-phase,

channel parties create a new commit transaction and a new split transaction for the new

state. However, to avoid any hostage situation, they sign the split transaction before

signing the commit transaction. In the second sub-phase, channel parties revoke the

previous state by signing one revocation and two penalty transactions. At most one out

of these three transactions might be published on-chain upon fraud (i.e. upon broadcast

of the revoked commit transaction). While the revocation transaction might be used to

penalise the cheating channel party, penalty transactions might be utilised for punishing

the dishonest watchtower.

The revocation transaction is the only transaction that spends both outputs of the re-

voked commit transaction using their non-time-locked sub-conditions 𝑝𝑘𝐴 ∧ 𝑝𝑘𝐵 ∧ 𝑝𝑘𝑊 .

Thus, once a dishonest channel party publishes the revoked commit transaction, the

watchtower or the counterparty can immediately publish the revocation transaction. It

invalidates both penalty transactions because they also spend the auxiliary output of the

revoked commit transaction. The single output of the revocation transaction is spend-

able by someone who knows the witness value 𝑦 of both channel parties (i.e. party 𝐴
can claim it if party 𝐵 has published the revoked commit transaction and vice versa).

Now assume that a dishonest channel party publishes the revoked commit transaction

but the watchtower does not react in time. Then the dishonest channel party might also
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Figure 5.4: A summary of FPPW Channel Create.

publish the corresponding split transaction after 𝑡 rounds. This spends the main output

of the revoked commit transaction and invalidates the revocation transaction. However,

since the honest channel party go offline for at most 𝑇 − 1 rounds, it gets online when

the watchtower has not completed reclaiming its collateral yet (i.e. the watchtower has

not broadcast the reclaim transaction or has not spent its output yet). Thus, the honest

party can publish one of two penalty transactions. Both penalty transactions spend the

auxiliary output of the revoked commit transaction as well as the output of collateral

and reclaim transactions, respectively. Similar to the revocation transaction, only the

honest cheated party can claim the output of the published penalty transaction.

The introduced transactions will be explained further below:



5.4 FPPW PROTOCOL DESCRIPTION 47

• Revocation transaction: When parties𝐴 and 𝐵want to revoke TXCM,𝑖, each chan-

nel participant (𝐴, 𝐵 and 𝑊 ) generates all the required signatures for the revoca-

tion transaction TXRV,𝑖 and sends the signatures to other two participants. TXRV,𝑖 is
as follows:

TXRV,𝑖.Input ∶= (TXCM,𝑖.txid‖1, TXCM,𝑖.txid‖2),
TXRV,𝑖.Output ∶= (𝑎 + 𝑏 + 𝜖, 𝑌𝐴,𝑖 ∧ 𝑌𝐵,𝑖),
TXRV,𝑖.Witness ∶= ((2, (𝜎𝐴,1TXRV,𝑖 , 𝜎

𝐵,1
TXRV,𝑖 , 𝜎

𝑊,1
TXRV,𝑖)), (2, (𝜎

𝐴,2
TXRV,𝑖 , 𝜎

𝐵,2
TXRV,𝑖 , 𝜎

𝑊,2
TXRV,𝑖))) (5.6)

The TXRV,𝑖 spends both outputs of TXCM,𝑖 using the non-time-locked sub-condition

𝑝𝑘𝐴 ∧𝑝𝑘𝐵 ∧𝑝𝑘𝑊 and sends all the channel funds to output with condition 𝑌𝐴,𝑖 ∧𝑌𝐵,𝑖.
When a dishonest party, let’s say 𝐴, publishes the revoked TXCM,𝑖, 𝐴 must wait for

𝑡 rounds before being able to publish TXSP,𝑖. However, 𝑊 or 𝐵 can immediately

publish TXRV,𝑖. Since TXCM,𝑖 has been published by 𝐴, party 𝐵 can obtain 𝑦𝐴,𝑖. Thus,
only party 𝐵 who knows both 𝑦𝐴,𝑖 and 𝑦𝐵,𝑖 will own all the channel funds.

• Penalty transaction 1: The penalty transaction 1 TXPN1,𝑖 is used to penalise 𝑊 ,

given that a dishonest party publishes TXCM,𝑖 and spends its main output using

TXSP,𝑖. The TXPN1,𝑖 is defined as follows:

TXPN1,𝑖.Input ∶= (TXCM.txid, TXCL.txid‖1),
TXPN1,𝑖.Output ∶= (𝑐 + 𝜖, 𝑌𝐴,𝑖 ∧ 𝑌𝐵,𝑖),
TXPN1,𝑖.Witness ∶= (𝑊1, (1, (𝜎𝐴,2TXPN1,𝑖

, 𝜎𝐵,2TXPN1,𝑖
, 𝜎𝑊,2

TXPN1,𝑖
))) (5.7)

where 𝑊1 ∶= (1, (𝜎𝐵,1TXPN1,𝑖
, 𝑦𝐴,𝑖)) given that broadcaster of TXCM,𝑖 is 𝐴 or 𝑊1 ∶=

(3, (𝜎𝐴,1TXPN1,𝑖
, 𝑦𝐵,𝑖)) otherwise. When parties want to revoke TXCM,𝑖, 𝐴 and 𝑊 (𝐵 and

𝑊 ) compute the required signatures for the second input of TXPN1,𝑖 and send the

signatures to 𝐵 (𝐴). Now assume that one party, let’s say 𝐴, publishes the revoked

TXCM,𝑖 and spends its main output after 𝑡 rounds. Then, 𝐵 obtains 𝑦𝐴,𝑖 and hence

can add the witness 𝑊1 to TXPN1,𝑖 and publish it, given that TXCL.Output is still

unspent. Then, the transaction TXPN1,𝑖 spends the second output of TXCM,𝑖 using
the time-locked sub-condition 𝑝𝑘𝐵 ∧ 𝑌𝐴,𝑖 ∧ 𝑡+ as well as the output of the collateral

transaction. Only 𝐵 can claim output of TXPN1,𝑖. A similar scenario occurs if 𝐵 is

the broadcaster of TXCM,𝑖.

• Penalty transaction 2: There exists one penalty transaction 2 TXPN2,𝑖 per state. It
is exactly the same as TXPN1,𝑖, with the only difference that it spends TXRC.Output
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(rather that TXCL.Output) using the sub-condition 𝑝𝑘𝐴∧𝑝𝑘𝐵∧𝑝𝑘𝑊 . Thus, it is useful

for cases where the watchtower does not react upon fraud but by publishing TXRC

tries to reclaim its collateral. However, since the honest party goes offline for at

most 𝑇 − 1 rounds, it gets online when TXRC.Output is still unspent. Thus, the

honest party can add the required witness to [TXPN2,𝑖] and publish it. The TXPN2,𝑖 is
defined as follows:

TXPN2,𝑖.Input ∶= (TXCM,𝑖.txid, TXRC.txid‖1),
TXPN2,𝑖.Output ∶= (𝑐 + 𝜖, 𝑌𝐴,𝑖 ∧ 𝑌𝐵,𝑖),
TXPN2,𝑖.Witness ∶= (𝑊1, (1, (𝜎𝐴,2TXPN2,𝑖

, 𝜎𝐵,2TXPN2,𝑖
, 𝜎𝑊,2

TXPN2,𝑖
))) (5.8)

where 𝑊1 ∶= (1, (𝜎𝐵,1TXPN2,𝑖
, 𝑦𝐴,𝑖)) given that broadcaster of TXCM,𝑖 is 𝐴 or 𝑊1 ∶=

(3, (𝜎𝐴,1TXPN2,𝑖
, 𝑦𝐵,𝑖)) otherwise..

Fig. 5.5 summarises the channel update phase. Section 5.7 provides details of the corre-

sponding protocol.

Remark 5.3. Watchtower is actively involved in steps 6 and 7 of the channel update phase
(See Fig. 5.5). Therefore, this phase fails to complete if the watchtower is unavailable. Sec-
tion 5.8 introduces an update protocol for such scenarios.

5.4.3 Close

Assume that the channel parties 𝐴 and 𝐵 have updated their channel 𝑛 times and then 𝐴
and/or 𝐵 decide to close it. They can close the channel cooperatively. To do so, 𝐴 and 𝐵
create a new transaction, called modified split transaction TX

SP
, and publish it on-chain.

The TX
SP

is defined as follows:

TX
SP
.Input ∶= (TXFU,𝑖.txid‖1),

TX
SP
.Output ∶= (𝜃1, 𝜃2, ⋯),

TX
SP
.Witness ∶= ((1, (𝜎𝐴TXSP , 𝜎

𝐵
TXSP

)) (5.9)

Outputs of this transaction might be similar to those for TXSP,𝑛. Note that the value of

auxiliary output of TXCM,𝑛 (𝜖) can also be given to 𝐴 and 𝐵 (𝜖/2 each) through outputs of

TX
SP
. If one of the channel parties gets unresponsive, its counterparty can still close the

channel non-collaboratively by publishing TXCM,𝑛 and then TXSP,𝑛 on-chain. The collabo-

rative and non-collaborative channel closure protocols can be found in Section 5.7.
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Figure 5.5: FPPW Channel Update.

5.4.4 React

It is always possible that a channel party publishes a revoked commit transaction TXCM,𝑖
on-chain. Then, the watchtower or the counterparty publishes the corresponding re-

vocation transaction within 𝑡 − 1 rounds. Only the honest counterparty can claim the

output of the revocation transaction. If the watchtower is unresponsive and the honest

party is offline, a malicious party can publish a revoked commit transaction TXCM,𝑖 with

𝑖 < 𝑛 and its corresponding split transaction TXSP,𝑖 on-chain. Then the honest party,

who gets online once every 𝑇 − 1 rounds, can penalise the unresponsive watchtower by
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publishing either TXPN1,𝑖 or TXPN2,𝑖. Protocols for these scenarios can be found in Section

5.7.

5.4.5 Watchtower Terminate

In this phase, 𝑊 decides to terminate its employment. To do that, 𝑊 publishes TXRC and

spends its output after 𝑇 rounds. Since 𝐴 and 𝐵 do not go offline for more than 𝑇 − 1
rounds, they get online during this 𝑇 -round interval and observe that TXRC is on the

chain. Then parties can close the channel and open a new one with a new watchtower.

Parties can also continue using this channel without any watchtower. To do so, channel

parties must check the blockchain at least once every 𝑡 − 1 rounds to prevent fraudulent

channel closures. New channel updates can be performed according to the Generalized

channels [14] or its new variant introduced in Section 5.3.2.1.

5.5 Security Analysis

In this section, we analyse privacy and coverage of FPPW protocol through Theorems

5.1 and 5.2, respectively. Then, we analyse the fairness of FPPW through Theorem 5.3.

Theorem 5.1. FPPW provides weak privacy against watchtower as defined in Defini-
tion 4.6.

Proof. Assume that the conditions mentioned in the two-stage privacy game (see Section

4.3.2) are satisfied. By observing different steps and transactions of the protocol, one can

see that only split transactions contain information on 𝑥𝐴,𝑖 and 𝑥𝐵,𝑖 with 𝑖 ∈ [1, 𝑛 − 1].
However, these transactions are never published on-chain or sent to the watchtower or

any external entity. Other transactions in the protocol contain no information regard-

ing 𝑥𝐴,𝑖 or 𝑥𝐵,𝑖 with 𝑖 ∈ [1, 𝑛 − 1]. Note that the monetary value of outputs of TXCM,𝑖,
TXRV,𝑖, TXPN1,𝑖, TXPN2,𝑖, TXCL, and TXRC of the first payment channels are the same as those

for the second one. Furthermore, TXFU, TXSP,𝑛 or TX
SP

contain no information regard-

ing the 𝑖th channel state with 𝑖 ∈ [1, 𝑛 − 1]. Thus, the view of any adversary 𝒜 on

(x𝐴,[1,𝑛−1],x𝐵,[1,𝑛−1]) is indistinguishable from its view on (x𝐴′,[1,𝑛−1],x𝐵′,[1,𝑛−1]).

Theorem 5.2. FPPW provides 𝛽-coverage with 𝛽 = 1/2 based on Definition 4.11.

Proof. Assume that we have 𝑁 payment channels, with channel capacities 𝑋𝑖 = 𝑎𝑖 + 𝑏𝑖,
𝑖 ∈ [1, 𝑁 ]. Thus, the total capacity of the channels is 𝒳 = ∑𝑁

𝑖=1 𝑋𝑖. Since the 𝑖th channel

collateral 𝑐𝑖 equals 𝑎𝑖 + 𝑏𝑖, the total watchtower collateral is 𝒞 = ∑𝑁
𝑖=1 𝑐𝑖 = ∑𝑁

𝑖=1 𝑋𝑖 = 𝒳 .

Thus, we have 𝛽 = 𝒳
𝒳+𝒞 = 1/2.
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As mentioned earlier, Theorem 5.3 analyses the fairness of FPPW. Lemmas 5.1 and 5.2

are utilised to prove this theorem. They show how FPPW guarantees that funds of the

honest channel party and the honest watchtower are safe in the channel. We first prove

Lemmas 5.1 and 5.2 and then, considering these two lemmas, we prove Theorem 5.3.

Lemma 5.1. Let Π be a EUF − CMA secure digital signature, ℛ be a hard relation and Ξ
be a secure adaptor digital signature. For an FPPW channel, assume that the honest channel
party 𝑃 ∈ {𝐴, 𝐵} checks the blockchain at the end of the channel creation phase and then
gets online periodically with a period of at most 𝑇 − 1 rounds. The probability that 𝑃 loses
any funds in the channel is negligible.

Proof. Without loss of generality let 𝑃 = 𝐴. Based on Lemma 5.4, 𝐴 does not lose any

funds with non-negligible probability unless a revoked commit transaction is published

on-chain. However, at the end of the channel creation phase, no revoked commit transac-

tion TXCM,𝑖 exists to be published on-chain. Furthermore, the channel creation completes

once TXCL is recorded on-chain and since TXRC spends the output of TXCL, right after the

end of the channel create phase, neither a revoked commit transaction nor the reclaim

transaction is on-chain. Now according to assumptions, 𝐴 checks the chain at the end

of the channel create phase and goes offline for at most 𝑇 −1 rounds. The next time that

𝐴 gets online, there will be 4 possibilities regarding the broadcast of a revoked TXCM,𝑖 or
TXRC during the time interval when 𝐴 has been offline:

1. Only TXRC has been published on-chain,

2. Both a revoked TXCM,𝑖 and TXRC have been published,

3. Only a revoked TXCM,𝑖 has been published, or

4. neither a revoked TXCM,𝑖 nor TXRC has been published.

For the first 3 possibilities, based on Lemmas 5.5, 5.6, and 5.7, the probability that𝐴 loses

any funds is negligible. For the 4th possibility, the condition set is the same as the end

of the channel create phase when neither a revoked commit transaction nor the reclaim

transaction was on the blockchain. Therefore, since 𝐴 will again go offline for at most

𝑇 − 1 rounds, the whole process repeats.

Lemma 5.2. Let Π be a EUF − CMA secure digital signature, ℛ be a hard relation and
Ξ be a secure adaptor digital signature. For an FPPW channel, assume that the honest
watchtower 𝑊 checks the blockchain at the end of the channel creation phase and then
remains online. The probability that 𝑊 loses any funds in the channel is negligible.
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Proof. Based on Lemma 5.8, 𝑊 does not lose any funds with non-negligible probability

unless a revoked commit transaction and then at least 𝑡 rounds later its corresponding

TXPN1,𝑖 or TXPN2,𝑖 are published. However, at the end of the channel create phase, no

revoked commit transaction exists to be published yet. Also, following our assumptions,

𝑊 remains online after the channel create phase. Now assume that a revoked TXCM,𝑖 is
published through the block ℬ𝑗 . The time-locked sub-conditions of outputs of TXCM,𝑖
cannot be met within 𝑡 − 1 rounds. Also, meeting the non-time-locked sub-conditions of

the first and second output of TXCM,𝑖 requires 𝑊 ’s signature and 𝑊 does not grant such

authorisations on any transaction other than TXRV,𝑖. Thus, once TXCM,𝑖 is published on the

chain, due to our assumption regarding the security of the underlying digital signature,

it is of negligible probability that any adversary 𝒜 spends the first or second output

of TXCM,𝑖 within 𝑡 − 1 rounds using any transaction other than TXRV,𝑖. Furthermore, 𝑊
has received TXRV,𝑖 (through step 6 of the channel update phase from state 𝑖 to 𝑖 + 1 in

Fig. 5.5), before giving authorisation on the second input of TXPN1,𝑖 or TXPN2,𝑖 (through
step 7 of the channel update phase from state 𝑖 to 𝑖 + 1 in Fig. 5.5). Thus, once TXCM,𝑖
is published, 𝑊 can publish TXRV,𝑖 through one of the blocks ℬ𝑗+1⋯ℬ𝑗+𝑡−1, meaning

that the honest watchtower has at least 𝑡 − 1 rounds time to publish TXRV,𝑖, which is

enough based on our blockchain assumptions regarding the value of the confirmation

delay. Following Lemma 5.9, it is of negligible probability that broadcast of TXRV,𝑖 causes
the honest watchtower 𝑊 to lose any funds in the channel.

Theorem 5.3. Let Π be a EUF − CMA secure digital signature, ℛ be a hard relation and
Ξ be a secure adaptor digital signature. FPPW provides channel party 𝛼-fairness with 𝛼 = 1
and watchtower fairness as defined in Definition 4.9 and 4.10, respectively.

Proof. The honest channel party always have at least one non-revoked commit trans-

action and its corresponding split transaction by broadcasting which she can close the

channel. This proves that FPPW meets the first requirement of Definition 4.9. Further-

more, we know that based on FPPW protocol, the honest channel party checks the chain

at least once every 𝑇 −1 round and according to Lemma 5.1, the probability that the hon-

est channel party loses any funds in the channel is negligible. This proves that FPPW

provides channel party 𝛼-fairness with 𝛼 = 1.
The watchtower in FPPW is paid for channel creation and each channel update and

hence her reward amount is non-zero. Also, we know that based on FPPW protocol, the

honest watchtower always remains online and according to Lemma 5.2, the probability

that such an honestwatchtower loses any funds in the channel is negligible. Additionally,

the watchtower can publish TXRC at any time and redeem her collateral after 𝑇 rounds.

Thus, FPPW meets both requirements of Definition 4.10.
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Lemma 5.3. Let Π be a EUF − CMA secure digital signature, ℛ be a hard relation and Ξ
be a secure adaptor digital signature. For an FPPW channel, it is of negligible probability
that broadcast of TXRV,𝑖, TXPN1,𝑖 or TXPN2,𝑖 causes the honest channel party 𝑃 ∈ {𝐴, 𝐵} to lose
any funds in the channel.

Proof. Without loss of generality let 𝑃 = 𝐴. The transaction TXRV,𝑖 spends the main out-

put of the revoked TXCM,𝑖 and hence cannot be published unless TXCM,𝑖 is on-chain. Based
on the protocol, the honest party 𝐴 never broadcasts the revoked TXCM,𝑖 on-chain. The

party𝐴 only creates the pre-signature 𝜎̃CM,𝑖 on the transaction TXCM,𝑖. Thus, if TXCM,𝑖 is pub-
lished, the probability that 𝐴 fails to obtain 𝑦𝐵,𝑖 is negligible. Otherwise, aEUF − CMA

security or witness extractability of the used adaptor signature is violated. Furthermore,

TXRV,𝑖 has only one output with the condition of 𝑌𝐴,𝑖∧𝑌𝐵,𝑖 and the value of 𝑎+𝑏+𝜖. Since𝐴
privately preserves its witness value 𝑦𝐴,𝑖, the probability that any PPT adversary claims

TXRV,𝑖.Output is negligible. Otherwise, the utilised hard relation would break. There-

fore, it is of negligible probability that 𝐴 (who knows both 𝑦𝐴,𝑖 and 𝑦𝐵,𝑖) fails to claim

TXRV,𝑖.Output.
Also transactions TXPN1,𝑖 and TXPN2,𝑖 spend the auxiliary output of TXCM,𝑖 as well as output

of TXCL and TXRC, respectively. These transactions have one output with the condition

of 𝑌𝐴,𝑖 ∧ 𝑌𝐵,𝑖 and the value of 𝑐 + 𝜖 = 𝑎 + 𝑏 + 𝜖. Since output condition for TXPN1,𝑖 and
TXPN2,𝑖 is the same as that of TXRV,𝑖, the proof for TXPN1,𝑖 and TXPN2,𝑖 is also similar to that

of TXRV,𝑖.

Remark 5.4. Before stating the next Lemma, it must be noted that while the channel update
phase from state 𝑖 to 𝑖 + 1 is incomplete yet, it is possible that TXCM,𝑖+1 is published on-chain
and 𝑡 rounds later TXSP,𝑖+1 is also broadcast. In such situations, we assume that the channel
party does not lose any funds in the channel even if her counterparty’s balance in state 𝑖 + 1
is larger than that of state 𝑖. In other words, it is assumed that during steps 6 and 7 of the
channel update phase (see Fig. 5.5), there are two valid channel states where channel closure
with each one does not cause the honest party to lose any funds in the channel. A similar
assumption is also made for other payment channels of type replace by revocation [15, 14].

Lemma 5.4. Let Π be a EUF − CMA secure digital signature, ℛ be a hard relation and Ξ
be a secure adaptor digital signature. For an FPPW channel with 𝑛 channel updates, it is of
negligible probability that the honest party 𝑃 ∈ {𝐴, 𝐵} loses any funds using any scenario
other than the broadcast of TXCM,𝑖 with 𝑖 < 𝑛.

Proof. Without loss of generality let 𝑃 = 𝐴. Funds of 𝐴 are locked in TXFU.Output. It is
of negligible probability that any PPT adversary 𝒜 spends the output of TXFU without

the honest party𝐴’s authorisation. Otherwise, the underlying digital signature would be

forgeable. Furthermore, TX
SP
, TXCM,𝑖 with 𝑖 = [0, 𝑛−1], TXCM,𝑛 and possibly TXCM,𝑛+1 (given
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that channel update phase from state 𝑛 to 𝑛 + 1 has started) are the only transactions in

the protocol that spend the output of TXFU and 𝐴 grants authorisation for. Thus, these

transactions will be discussed further to see how each one of them can cause the honest

party 𝐴 to be cheated out of its funds.

Since TX
SP

represents the final agreed state of the channel, its broadcast cannot cause𝐴 to

lose any funds in the channel. Additionally, since both sub-conditions in themain output

of TXCM,𝑛 include 𝑝𝑘𝐴, due to our assumption regarding the security of the underlying

digital signature, it is of negligible probability that the main output of TXCM,𝑛 is spent

without𝐴’s authorisation. Since TXSP,𝑛 is the only transaction in the protocol that spends

the main output of TXCM,𝑛 and 𝐴 grants authorisation for, the probability of spending the

main output of TXCM,𝑛 using any transaction other than TXSP,𝑛 is negligible. However,

since TXSP,𝑛 also represents the final state of the channel, its broadcast cannot cause 𝐴 to

lose any funds. According to Remark 5.4, similar statements can be stated for TXCM,𝑛+1
and TXSP,𝑛+1. Thus, cheating the honest party𝐴 using any scenario other than broadcast

of TXCM,𝑖 with 𝑖 < 𝑛 is of negligible probability.

Case 1. Let there exist an FPPW channel with 𝑛 channel updates where 𝑛 ≥ 0. Assume

that the honest channel party 𝑃 ∈ {𝐴, 𝐵} gets online when the last published block on

the blockchain is ℬ𝑗 . Party 𝑃 observes that TXCM,𝑖 is unpublished but TXRC has been

published through the block ℬ𝑘 with 𝑘 ≤ 𝑗.

Lemma 5.5. Let Π be a EUF − CMA secure digital signature, ℛ be a hard relation and Ξ
be a secure adaptor digital signature. If conditions of Case 1 are satisfied, the probability
that 𝑃 loses any funds in the channel is negligible.

Proof. Without loss of generality let 𝑃 = 𝐴. If party 𝐴 checks the blockchain and ob-

serves that TXCM,𝑖 is unpublished but TXRC has been published, 𝐴 can get online period-

ically with a period of at most 𝑡 − 1 rounds. Based on Lemma 5.4, if 𝐴 is going to lose

some funds in the channel with non-negligible probability, the PPT adversary 𝒜 must

publish TXCM,𝑖 with 𝑖 < 𝑛 through the block ℬ𝑘 with 𝑘 > 𝑗. It must be noted that since

the next time that 𝐴 gets online again,ℬ𝑗+𝑡−1 is the latest block on the blockchain, if we

have 𝑘 > 𝑗 + 𝑡 − 1, all the conditions mentioned for Case 1 repeat with 𝑗 being replaced

with 𝑗 + 𝑡 − 1. Thus, we assume that we have 𝑗 < 𝑘 ≤ 𝑗 + 𝑡 − 1.
time-locked sub-conditions of outputs of TXCM,𝑖 cannot be met within 𝑡 − 1 rounds. Also,

their non-time-locked sub-conditions include 𝑝𝑘𝐴. Therefore, it is of negligible proba-

bility that any adversary spends the first or the second output of TXCM,𝑖 through one of

the blocksℬ𝑘+1, ⋯ ,ℬ𝑘+𝑡−1 without the honest party 𝐴’s authorisation. Otherwise, the

underlying digital signature would break. However, 𝐴 never grants such authorisations
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on a transaction other than TXRV,𝑖. Furthermore, the honest party 𝐴 has created TXRV,𝑖
through step 6 of the channel update phase from state 𝑖 to 𝑖 + 1 (See Fig. 7). When 𝐴
gets online the last block on the blockchain is ℬ𝑗+𝑡−1. Thus, 𝐴 is able to publish TXRV,𝑖
through one of the blocks ℬ𝑗+𝑡 , ⋯ ,ℬ𝑘+𝑡−1. Since we have 𝑘 − 𝑗 ≥ 1, 𝐴 always have at

least 1 block time to publish TXRV,𝑖, which is enough based on our blockchain assump-

tion regarding the value of the confirmation delay. Also, according to Lemma 5.3, it is

of negligible probability that broadcast of TXRV,𝑖 causes the honest party 𝐴 to lose any

funds in the channel.

Case 2. Let there exist an FPPW channel with 𝑛 channel updates where 𝑛 ≥ 0. Assume

that the honest channel party 𝑃 ∈ {𝐴, 𝐵} gets online when the last published block on the

blockchain is ℬ𝑗 . Party 𝑃 observes that TXCM,𝑖 with 𝑖 < 𝑛 and TXRC have been published

on-chain through the blocks ℬ𝑘 and ℬ𝑙 respectively with 𝑘, 𝑙 ≤ 𝑗 and 𝑗 + 1 < 𝑙 + 𝑇 .

Lemma 5.6. Let Π be a EUF − CMA secure digital signature, ℛ be a hard relation and Ξ
be a secure adaptor digital signature. If conditions of Case 2 are satisfied, the probability
that 𝑃 loses any funds in the channel is negligible.

Proof. Without loss of generality let 𝑃 = 𝐴. All sub-conditions of auxiliary output of

TXCM,𝑖 include either 𝑝𝑘𝐴 or 𝑌𝐴,𝑖. Thus, it is of negligible probability that any PPT adver-

sary𝒜 spends this output of TXCM,𝑖 without𝐴’s authorisation. Otherwise, the underlying

digital signature or the hard relation would break. The channel party 𝐴 grants such an

authorisation only on TXRV,𝑖. However, based on Lemma 5.3, if TXRV,𝑖 is published, the

probability that𝐴 loses any funds is negligible. Thus, we assume that when𝐴 gets online,

TXRV,𝑖 is unpublished and hence the auxiliary output of TXCM,𝑖 is unspent yet. According

to values of 𝑗 and 𝑘 two categories of cases are possible. We firstly consider cases with

𝑗 + 1 ≥ 𝑘 + 𝑡 and prove that in such cases 𝐴 can publish TXPN2,𝑖. Then, we show that if

𝑗 + 1 < 𝑘 + 𝑡 , 𝐴 can still publish TXRV,𝑖. Thus, according to Lemma 5.3, for all cases, the

probability that 𝐴 loses any funds is negligible.

Consider cases with 𝑗 + 1 ≥ 𝑘 + 𝑡 . The non-time-locked sub-condition of TXRC.Output
includes 𝑝𝑘𝐴 and hence due to our assumption regarding the security of the underlying

digital signature, it is of negligible probability that the output of TXRC is spent without

𝐴’s authorisation through the block ℬ𝑚 with 𝑚 < 𝑙 + 𝑇 . Also 𝐴 grants this authorisa-

tion only on TXPN2,𝑖. Actually, all channel participants grant such authorisation on TXPN2,𝑖.
Additionally, since TXCM,𝑖 is on-chain, the probability that 𝐴 fails to obtain 𝑦𝐵,𝑖 and hence

fails to generate the required signatures for the first input of TXPN2,𝑖 is negligible. Oth-

erwise, aEUF − CMA security or extractability of the used adaptor signature is violated.

Thus, party𝐴might publish TXPN2,𝑖 on-chain through one of the blocksℬ𝑗+1, ⋯ ,ℬ𝑙+𝑇−1
and since based on assumptions of Case 2 we have 𝑗 + 1 ≤ 𝑙 + 𝑇 − 1, the honest party 𝐴
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will have at least 𝑙 + 𝑇 − 1 − 𝑗 ≥ 1 rounds time to publish TXPN2,𝑖 which is enough based

on our assumptions regarding the value of confirmation delay.

Now let 𝑗 + 1 < 𝑘 + 𝑡 . We know that without having the honest party 𝐴’s authorisation,

it is of negligible probability that any PPT adversary is able to spend the first or the

second output of TXCM,𝑖 through one of the blocks ℬ𝑘+1, ⋯ ,ℬ𝑘+𝑡−1. All the channel

participants grant such authorisations only on TXRV,𝑖 and 𝐴 has created this transaction

in step 6 of the channel update phase from state 𝑖 to 𝑖 + 1 (See Fig. 5.5). Thus, 𝐴 can

publish it through one of the blocksℬ𝑗+1, ⋯ ,ℬ𝑘+𝑡−1 and since 𝑗 + 1 < 𝑘 + 𝑡 , 𝐴 will have

at least 𝑘 + 𝑡 − 1 − 𝑗 ≥ 1 rounds time to publish TXRV,𝑖.

Therefore, for all cases, 𝐴 can publish either TXRV,𝑖 or TXPN2,𝑖 and hence according to

Lemma 5.3, the probability that 𝐴 loses any funds is negligible.

Case 3. Let there exist an FPPW channel with 𝑛 channel updates where 𝑛 ≥ 0. Assume

that the honest channel party 𝑃 ∈ {𝐴, 𝐵} gets online when the last published block on

the blockchain is ℬ𝑗 . Party 𝑃 observes that TXCM,𝑖 has been published on-chain through

the block ℬ𝑘 with 𝑘 ≤ 𝑗 but TXRC is unpublished.

Lemma 5.7. Let Π be a EUF − CMA secure digital signature, ℛ be a hard relation and Ξ
be a secure adaptor digital signature. If conditions of Case 3 are satisfied, the probability
that 𝑃 loses any funds in the channel is negligible.

Proof. Without loss of generality let 𝑃 = 𝐴. Similar to the proof of Lemma 5.6, we

assume that TXRV,𝑖 is unpublished because otherwise, the probability that 𝐴 loses some

funds is negligible. According to proof of Lemma 5.6, if we have 𝑗 + 1 < 𝑘 + 𝑡 , 𝐴 will

have at least 𝑘 + 𝑡 − 1 − 𝑗 ≥ 1 rounds time to publish TXRV,𝑖.

Now let 𝑗+1 ≥ 𝑘+𝑡 . We know that due to the security of the underlying digital signature,

it is of negligible probability that someone spends TXCL.Outputwithout𝐴’s authorisation

and 𝐴 grants this authorisation only on TXRC and TXPN1,𝑖. Also, since TXCM,𝑖 is on-chain,

the probability that 𝐴 fails to obtain 𝑦𝐵,𝑖 is negligible. Thus, it is of negligible probability

that party 𝐴 cannot generate the required signatures for the first input of TXPN1,𝑖. Then,
party 𝐴 can publish TXPN1,𝑖 on-chain through one of the blocksℬ𝑗+1,ℬ𝑗+2, ⋯. Based on

Lemma 5.3, it is of negligible probability that broadcast of TXPN1,𝑖 can cause 𝐴 to lose any

funds.

If before the broadcast of TXPN1,𝑖, TXRC is published by the watchtower, conditions of Case

2 get satisfied and due to Lemma 5.6, we know that it is of negligible probability that 𝐴
loses any funds in the channel.
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Lemma 5.8. Let Π be a EUF − CMA secure digital signature, ℛ be a hard relation and
Ξ be a secure adaptor digital signature. For an FPPW channel with 𝑛 channel updates, an
honest watchtower 𝑊 does not lose any funds with non-negligible probability unless first a
revoked commit transaction TXCM,𝑖 with 𝑖 < 𝑛 is broadcast on the chain and at least 𝑡 rounds
later, either TXPN1,𝑖 or TXPN2,𝑖 is also published on the chain.

Proof. Assume that the channel update phase has completed 𝑛 times with 𝑛 ≥ 0. We

discuss different scenarios using which the honest watchtower can be cheated. Funds of

the watchtower are locked in TXCL.Output and condition of TXCL.Output includes 𝑝𝑘𝑊 .

Thus, due to security of the underlying digital signature, it is of negligible probability

that any PPT adversary 𝒜 spends TXCL.Output without 𝑊 ’s authorisation. TXRC and

TXPN1,𝑖 with 𝑖 = [0, 𝑛−1] are the only transactions in the protocol that spend TXCL.Output
and𝑊 grants authorisation for. Both sub-conditions of TXRC.Output include 𝑝𝑘𝑊 . Thus,

due to the security of the underlying digital signature, it is of negligible probability that

any PPT adversary 𝒜 spends TXRC.Output without 𝑊 ’s authorisation and TXPN2,𝑖 with

𝑖 = [0, 𝑛 − 1] are only transactions in the protocol that spend TXRC.Output and 𝑊 grants

authorisation for. Therefore, all scenarios with non-negligible probability lead to the

broadcast of TXPN1,𝑖 or TXPN2,𝑖. Since both TXPN1,𝑖 and TXPN2,𝑖 take the auxiliary output of

TXCM,𝑖 as their first inputs, those transactions can only be published if TXCM,𝑖 is on-chain.

Meeting the non-time-locked sub-condition of the auxiliary output of TXCM,𝑖 requires𝑊 ’s

authorisation and𝑊 does not grant such an authorisation on TXPN1,𝑖 or TXPN2,𝑖. Therefore,
it is of negligible probability that any PPT adversary publishes TXPN1,𝑖 or TXPN2,𝑖 before 𝑡
rounds being elapsed since the broadcast of TXCM,𝑖.

Lemma 5.9. Let Π be a EUF − CMA secure digital signature, ℛ be a hard relation and
Ξ be a secure adaptor digital signature. For an FPPW channel with 𝑛 channel updates, if
TXCM,𝑖 with 𝑖 ∈ [0, 𝑛 − 1] is published on-chain, it is of negligible probability that broadcast
of TXRV,𝑖 causes the honest watchtower 𝑊 to lose any funds in the channel.

Proof. Based on Lemma 5.8, the probability of cheating the watchtower without pub-

lishing TXPN1,𝑖 or TXPN2,𝑖 is negligible. However, since TXRV,𝑖, TXPN1,𝑖 and TXPN2,𝑖 spend
auxiliary output of TXCM,𝑖, if TXRV,𝑖 is published on-chain, TXPN1,𝑖 and TXPN2,𝑖 cannot be

recorded on-chain anymore.

5.6 Fee Handling

Once a revoked commit transaction is recorded on the blockchain, the watchtower must

record its corresponding revocation transaction within 𝑡 − 1 rounds. Otherwise, the

watchtower might be penalised. However, the time it takes for a transaction to be
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recorded on the blockchain depends on its fee value and the network congestion. The

body of a revocation transaction is created during the channel update phase but it might

be broadcast in the blockchain network later upon fraud. Thus, the fee amount must be

large enough to ensure the watchtower that the revocation transaction will be accepted

by miners within the dispute period. In other words, when channel participants are cre-

ating a revocation transaction, they must assume that the blockchain network will be

highly congested at the time when fraud will occur.

An alternative approach involves manipulating the SIGHASH type parameter to accom-

modate an increase in the fee amount during congestion periods. SIGHASH is a compo-

nent of a transaction that specifies which parts of the transaction data is signed by the

participants. By specifying a specific SIGHASH type, participants can determine which

parts of the transaction are included in the signature, and which parts can be modified

without invalidating the signature. There are different SIGHASH types, each denoted by

a specific number, and they serve various purposes [57]. For our use case, we propose

the usage of SIGHASH of type 0x81 (SIGHASH_ALL ∣ SIGHASH_ANYONECANPAY)

for channel parties’ signatures for both inputs of revocation transactions. Thus, a signa-

ture for each input applies to that input and the output. Therefore, when due to network

congestion the considered fee for the revocation transaction is low, the watchtower can

add some inputs to the revocation transaction to increase the fee amount, sign all inputs

using SIGHASH of type 0x01 (SIGHASH_ALL) and submit it to the network. If there

exists enough time, the watchtower might even repeat this process several times and

raise this extra fee each time until one of the revocation transactions is accepted by the

miners. This method can be used if revocation transactions are only held by the watch-

tower (i.e. if channel parties do not receive signatures of the watchtower on revocation

transactions during the channel update phase).

A similar approach can also be used for penalty transactions. Channel parties and the

watchtower can use SIGHASH of type 0x02 (SIGHASH_NONE) for the second input of

penalty transactions. Then, signatures apply only to all inputs of penalty transactions.

In this way, the watchtower can be certain that a penalty transaction cannot be published

unless its corresponding commit transaction is on-chain. However, if a revoked TXCM,𝑖 is
published by a channel party, let’s say 𝐴, and its main output is spent by TXSP,𝑖, party 𝐵
has the opportunity to set the output value of the penalty transaction according to the

network congestion and sign the corresponding penalty transaction (to meet the sub-

condition 𝑝𝑘𝐵 ∧ 𝑌𝐴,𝑖 ∧ 𝑡+) using SIGHASH of type 0x01 (SIGHASH_ALL). In this way, 𝐵
can reduce the output value if the current fee is low and this difference value is used as

the extra fee amount. If there exists enough time, 𝐵 can even repeat this process multiple

times, each time with a higher fee until one penalty transaction is recorded on-chain.
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5.7 FPPW Protocol

In this section, protocols for different phases of FPPW will be presented. In different

steps of the protocol, channel participants generate (or verify) some signatures or pre-

signatures on protocol transactions. When a signature or pre-signature is going to be

generated (or verified) for 𝑗th input of the transaction TX𝑖, the input message to the sign-

ing (or verification) algorithm is denoted by 𝑓 ([TX𝑖], 𝑗) [58].
Remark 5.5. The FPPW protocol which is presented in this Section is slightly different
from what was explained in Section 5.4. Those differences are as follows. In the channel
create phase, [TXRV,0] is also created and 𝑊 ’s signatures on this transaction are given to
both 𝐴 and 𝐵. This transaction lacks the channel parties’ signatures. Those signatures are
computed in the channel update phase when TXCM,0 is going to be revoked. However, 𝐴 and
𝐵 require𝑊 ’s signature in this phase to be able to continue using the channel given that 𝑊
will be non-cooperative or temporarily unavailable in the channel update phase from state
0 to 1. Otherwise, 𝐴 and 𝐵 will have to update the channel on-chain because TXCM,0 will be
irrevocable. Similarly, in the update channel phase from state 𝑖 to 𝑖 + 1, 𝑊 also generates its
signatures for both inputs of TXRV,𝑖+1 and sends them to𝐴 and 𝐵. This will allow𝐴 and 𝐵 to
update the channel from state 𝑖+1 to 𝑖+2 and revoke TXCM,𝑖+1 even if𝑊 will be temporarily
unavailable or uncooperative. Otherwise, TXCM,𝑖+1 will be irrevocable.

FPPW channel create protocol is as follows:

Preconditions: 𝐴, 𝐵 and𝑊 own 𝑎+𝜖/2, 𝑏+𝜖/2 and 𝑐 = 𝑎+𝑏 coins on-chain in output

of transactions with transaction identifiers 𝑡𝑥𝑖𝑑𝐴, 𝑡𝑥𝑖𝑑𝐵 and 𝑡𝑥𝑖𝑑𝑊 respectively. 𝐴,

𝐵 and 𝑊 know each other’s public keys, 𝑝𝑘𝐴, 𝑝𝑘𝐵 and 𝑝𝑘𝑊 and values of 𝜖, 𝑎, 𝑏
and 𝑐 that will be used in the channel.

1. Create [TXFU]:

(a) 𝑃 ∈ {𝐴, 𝐵} 𝑡𝑥𝑖𝑑𝑃
↪−−−−→ ̄𝑃,𝑊

(b) If 𝑃 receives 𝑡𝑥𝑖𝑑 ̄𝑃 , it creates [TXFU] according to 5.1. Else it stops.

(c) If 𝑊 receives 𝑡𝑥𝑖𝑑𝑃 with 𝑃 = {𝐴, 𝐵}, it creates [TXFU] according to 5.1.

Else it stops.

2. Create [TXCM,0]:

(a) 𝑃 ∈ {𝐴, 𝐵} generates (𝑌𝑃,0, 𝑦𝑃,0) ← GenR.

(b) 𝑃 𝑌𝑃,0
↪−−−→ ̄𝑃,𝑊

(c) If 𝑃 receives 𝑌 ̄𝑃 ,0, it creates [TXCM,0] according to 5.2. Else it stops.
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(d) If 𝑊 receives 𝑌𝑃,0 with 𝑃 = {𝐴, 𝐵}, it creates [TXCM,0] according to 5.2.

Else it stops.

3. Create [TXSP,0]: Party 𝑃 ∈ {𝐴, 𝐵} creates [TXSP,0] according to 5.3.

4. Create [TXRV,0]:

(a) 𝑊 creates [TXRV,0] according to 5.6.

(b) 𝑊 computes 𝜎𝑊,𝑗
TXRV,0 = Sign𝑠𝑘𝑊 (𝑓 ([TXRV,0], 𝑗)) with 𝑗 = {1, 2}.

(c) 𝑊
𝜎𝑊,1
TXRV,0 ,𝜎

𝑊,2
TXRV,0

↪−−−−−−−−−−→ 𝐴, 𝐵.
(d) If party 𝑃 ∈ {𝐴, 𝐵} receives 𝜎𝑊,1

TXRV,0 and 𝜎𝑊,2
TXRV,0 from 𝑊 s.t.

Vrfy𝑝𝑘𝑊 (𝑓 ([TXRV,0], 𝑗); 𝜎
𝑊,𝑗
TXRV,0) = 1 with 𝑗 = {1, 2}, it continues. Else

it stops.

5. Create TXSP,0:

(a) Party 𝑃 ∈ {𝐴, 𝐵} computes 𝜎𝑃TXSP,0 = Sign𝑠𝑘𝑃 (𝑓 ([TXSP,0], 1)).

(b) 𝑃
𝜎𝑃TXSP,0
↪−−−−−→ ̄𝑃

(c) If party 𝑃 receives 𝜎 ̄𝑃
TXSP,0 s.t. Vrfy𝑝𝑘 ̄𝑃 (𝑓 ([TXSP,0], 1); 𝜎

̄𝑃
TXSP,0) = 1, it con-

tinues. Else it stops.

(d) Party 𝑃 creates TXSP,0.

6. Create TXCM,0:

(a) Party 𝑃 ∈ {𝐴, 𝐵} computes 𝜎̃𝑃TXCM,0 = pSign𝑠𝑘𝑃 (𝑓 ([TXCM,0], 1), 𝑌 ̄𝑃 ,0).

(b) 𝑃
𝜎̃𝑃TXCM,0
↪−−−−−→ ̄𝑃

(c) If party 𝑃 receives 𝜎̃ ̄𝑃
TXCM,0 s.t. pVrfy𝑝𝑘 ̄𝑃 (𝑓 ([TXCM,0], 1), 𝑌𝑃,0; 𝜎̃

̄𝑃
TXCM,0) = 1,

it computes 𝜎 ̄𝑃
TXCM,0 = Adapt(𝜎̃ ̄𝑃

TXCM,0 , 𝑦𝑃,0), computes 𝜎𝑃TXCM,0 = Sign𝑠𝑘𝑃
(𝑓 ([TXCM,0], 1)), creates TXCM,0 and continues. Else it stops.

7. Create TXFU:

(a) Party 𝑃 ∈ {𝐴, 𝐵} computes 𝜎𝑃TXFU = Sign𝑠𝑘𝑃 (𝑓 ([TXFU], 𝑗)) where 𝑗 ∶= 1
if 𝑃 = 𝐴 or 𝑗 ∶= 2 otherwise.

(b) 𝑃
𝜎𝑃TXFU
↪−−−−→ ̄𝑃

(c) If party 𝑃 receives 𝜎 ̄𝑃
TXFU

s.t. Vrfy𝑝𝑘 ̄𝑃 (𝑓 ([TXFU], 𝑗); 𝜎
̄𝑃

TXFU
) = 1with 𝑗 ∶= 1

if 𝑃 = 𝐵 or 𝑗 ∶= 2 otherwise, it continues. Else it stops.
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(d) Party 𝑃 creates TXFU.

8. Publish TXFU: Party 𝑃 publishes TXFU on-chain.

9. Create [TXCL]:

(a) 𝑊 creates [TXCL] according to 5.4.

(b) 𝑊 𝑡𝑥𝑖𝑑𝑊
↪−−−−→ 𝐴, 𝐵.

(c) If party 𝑃 receives 𝑡𝑥𝑖𝑑𝑊 , it creates [TXCL]. Else it stops.

10. Create [TXRC]: 𝐴, 𝐵 and 𝑊 creates [TXRC] according to 5.5.

11. Create TXRC:

(a) Party 𝑃 ∈ {𝐴, 𝐵} computes 𝜎𝑃TXRC = Sign𝑠𝑘𝑃 (𝑓 ([TXRC], 1)).

(b) 𝑃
𝜎𝑃TXRC
↪−−−−→ 𝑊

(c) If 𝑊 receives 𝜎𝑃TXRC with 𝑃 = {𝐴, 𝐵} s.t. Vrfy𝑝𝑘𝑃 (𝑓 ([TXRC], 1); 𝜎𝑃TXRC) = 1,
it continues. Else it stops.

(d) 𝑊 computes 𝜎𝑊TXRC = Sign𝑠𝑘𝑊 (𝑓 ([TXRC], 1)) and creates TXRC.

12. Create TXCL:

(a) 𝑊 computes 𝜎𝑊TXRV = Sign𝑠𝑘𝑊 (𝑓 ([TXCL], 1)).
(b) 𝑊 creates TXCL.

13. Publish TXCL: 𝑊 publishes TXCL on-chain.

FPPW channel update protocol is as following:

Preconditions: The channel create phase is complete and TXFU and TXCL are on-

chain. The channel update phase has completed 𝑖 times and hence the channel is

at state 𝑖.

1. Create [TXCM,𝑖+1]:

(a) Party 𝑃 ∈ {𝐴, 𝐵} generates (𝑌𝑃,𝑖+1, 𝑦𝑃,𝑖+1) ← GenR.

(b) 𝑃 𝑌𝑃,𝑖+1
↪−−−−→ ̄𝑃,𝑊

(c) If Party 𝑃 receives 𝑌 ̄𝑃 ,𝑖+1, it creates [TXCM,𝑖+1] according to 5.2. Else it

stops.
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(d) If 𝑊 receives 𝑌𝑃,𝑖+1 with 𝑃 = {𝐴, 𝐵}, it creates [TXCM,𝑖+1] according to

5.2. Else it stops.

2. Create [TXSP,𝑖+1]: Party 𝑃 ∈ {𝐴, 𝐵} creates [TXSP,𝑖+1] according to 5.3.

3. Create [TXRV,𝑖+1]:

(a) 𝑊 creates [TXRV,𝑖+1] according to 5.6.

(b) 𝑊 computes 𝜎𝑊,𝑗
TXRV,𝑖+1 = Sign𝑠𝑘𝑊 ([𝑓 (TXRV,𝑖+1], 𝑗)) with 𝑗 = {1, 2}.

(c) 𝑊
𝜎𝑊,1
TXRV,𝑖+1 ,𝜎

𝑊,2
TXRV,𝑖+1

↪−−−−−−−−−−−−→ 𝐴, 𝐵.
(d) If party 𝑃 ∈ {𝐴, 𝐵} receives 𝜎𝑊,1

TXRV,𝑖+1 and 𝜎𝑊,2
TXRV,𝑖+1 from 𝑊 s.t.

Vrfy𝑝𝑘𝑊 (𝑓 ([TXRV,𝑖+1], 𝑗); 𝜎
𝑊,𝑗
TXRV,𝑖+1) = 1 with 𝑗 = {1, 2}, it continues. Else

it stops.

4. Create TXSP,𝑖+1:

(a) Party 𝑃 ∈ {𝐴, 𝐵} computes 𝜎𝑃TXSP,𝑖+1 = Sign𝑠𝑘𝑃 (𝑓 ([TXSP,𝑖+1], 1)).

(b) 𝑃
𝜎𝑃TXSP,𝑖+1
↪−−−−−−→ ̄𝑃

(c) If party 𝑃 receives 𝜎 ̄𝑃
TXSP,𝑖+1 s.t. Vrfy𝑝𝑘 ̄𝑃 (𝑓 ([TXSP,𝑖+1], 1); 𝜎

̄𝑃
TXSP,𝑖+1) = 1, it

continues. Else it stops.

(d) Party 𝑃 creates TXSP,𝑖+1.

5. Create TXCM,𝑖+1:

(a) Party 𝑃 ∈ {𝐴, 𝐵} computes 𝜎̃𝑃TXCM,𝑖+1 = pSign𝑠𝑘𝑃 (𝑓 ([TXCM,𝑖+1], 1), 𝑌 ̄𝑃 ,𝑖+1).

(b) 𝑃
𝜎̃𝑃TXCM,𝑖+1
↪−−−−−−→ ̄𝑃

(c) If party 𝑃 receives 𝜎̃ ̄𝑃
TXCM,𝑖+1 s.t. pVrfy𝑝𝑘 ̄𝑃 (𝑓 ([TXCM,𝑖+1], 1), 𝑌𝑃,𝑖+1; 𝜎̃

̄𝑃
TXCM,𝑖+1) =

1, it computes 𝜎 ̄𝑃
TXCM,𝑖+1 = Adapt(𝜎̃ ̄𝑃

CM,𝑖+1, 𝑦𝑃,𝑖+1), computes

𝜎𝑃TXCM,𝑖+1 = Sign𝑠𝑘𝑃 (𝑓 ([TXCM,𝑖+1], 1)), creates TXCM,𝑖+1 and contin-

ues. Else it execute the non-collaborative closure phase (from 𝑃 ’s
point of view the channel is still at state 𝑖).

6. Create TXRV,𝑖:

(a) Party 𝑃 ∈ {𝐴, 𝐵} creates [TXRV,𝑖] according to 5.6.

(b) Party 𝑃 computes 𝜎𝑃,1TXRV,𝑖 = Sign𝑠𝑘𝑃 (𝑓 ([TXRV,𝑖], 1)) and 𝜎𝑃,2TXRV,𝑖 =
Sign𝑠𝑘𝑃 (𝑓 ([TXRV,𝑖], 2)).
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(c) 𝑃
𝜎𝑃,1TXRV,𝑖 ,𝜎

𝑃,2
TXRV,𝑖

↪−−−−−−−−−→ ̄𝑃
(d) If party 𝑃 receives 𝜎 ̄𝑃 ,1

TXRV,𝑖 and 𝜎 ̄𝑃 ,2
TXRV,𝑖 from

̄𝑃 s.t. Vrfy𝑝𝑘 ̄𝑃 (𝑓 ([TXRV,𝑖], 1)
; 𝜎 ̄𝑃 ,1

TXRV,𝑖) = 1 and Vrfy𝑝𝑘 ̄𝑃 (𝑓 ([TXRV,𝑖], 2); 𝜎
̄𝑃 ,2

TXRV,𝑖) = 1, it continues. Else it

executes the non-collaborative closure phase (The channel now is at

state 𝑖 + 1).

(e) 𝑃
𝜎𝑃,1TXRV,𝑖 ,𝜎

𝑃,2
TXRV,𝑖

↪−−−−−−−−−→ 𝑊
(f) If 𝑊 receives 𝜎𝑃,1TXRV,𝑖 and 𝜎𝑃,2TXRV,𝑖 from 𝑃 = {𝐴, 𝐵} s.t. Vrfy𝑝𝑘𝑃 (𝑓 ([TXRV,𝑖]

, 1); 𝜎𝑃,1TXRV,𝑖) = 1 and Vrfy𝑝𝑘𝑃 (𝑓 ([TXRV,𝑖], 2); 𝜎
𝑃,2
TXRV,𝑖) = 1, it continues. Else

it stops.

(g) 𝐴, 𝐵 and 𝑊 create TXRV,𝑖 according to 5.6.

7. Create [TXPN1,𝑖] and [TXPN2,𝑖]

(a) Party 𝑃 ∈ {𝐴, 𝐵} creates [TXPN1,𝑖] and [TXPN2,𝑖] according to 5.7 and 5.8.

(b) Party 𝑃 computes 𝜎𝑃,2TXPN1,𝑖
= Sign𝑠𝑘𝑃 (𝑓 ([TXPN1,𝑖], 2)) and 𝜎𝑃,2TXPN2,𝑖

=
Sign𝑠𝑘𝑃 (𝑓 ([TXPN2,𝑖], 2)).

(c) 𝑃
𝜎𝑃,2TXPN1,𝑖 ,𝜎

𝑃,2
TXPN2,𝑖

↪−−−−−−−−−−−→ ̄𝑃
(d) If 𝑃 receives signatures 𝜎 ̄𝑃 ,2

TXPN1,𝑖
and 𝜎 ̄𝑃 ,2

TXPN2,𝑖
s.t. Vrfy𝑝𝑘 ̄𝑃 (𝑓 ([TXPN1,𝑖], 2)

; 𝜎 ̄𝑃 ,2
TXPN1,𝑖

) = 1 and Vrfy𝑝𝑘 ̄𝑃 (𝑓 ([TXPN2,𝑖], 2); 𝜎
̄𝑃 ,2

TXPN2,𝑖
) = 1, it continues. Else

it executes the non-collaborative closure phase (The channel now is at

state 𝑖 + 1) or gets online at least once every 𝑡 − 1 blocks.

(e) 𝑊 creates [TXPN1,𝑖] and [TXPN2,𝑖] according to 5.7 and 5.8

(f) 𝑊 computes 𝜎𝑊,2
TXPN1,𝑖

= Sign𝑠𝑘𝑊 (𝑓 ([TXPN1,𝑖], 2) and 𝜎𝑊,2
TXPN2,𝑖

= Sign𝑠𝑘𝑊 (𝑓 (
[TXPN2,𝑖], 2).

(g) 𝑊
𝜎𝑊,2
TXPN1,𝑖 ,𝜎

𝑊,2
TXPN2,𝑖

↪−−−−−−−−−−−→ 𝑃 with 𝑃 = {𝐴, 𝐵}.
(h) If 𝑃 ∈ {𝐴, 𝐵} receives signatures 𝜎𝑊,2

TXPN1,𝑖
and 𝜎𝑊,2

TXPN2,𝑖
from𝑊 s.t. Vrfy𝑝𝑘𝑊

(𝑓 ([TXPN1,𝑖], 2); 𝜎𝑊,2
TXPN1,𝑖

) = 1 and Vrfy𝑝𝑘𝑊 (𝑓 ([TXPN2,𝑖], 2); 𝜎
𝑊,2
TXPN2,𝑖

) = 1 it

continues. Else it executes the non-collaborative closure phase (The

channel now is at state 𝑖 + 1) or gets online at least once every 𝑡 − 1
blocks.

FPPW channel collaborative closure protocol is as following:
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Preconditions: The channel create phase is complete and TXFU and TXCL are on-

chain. The channel is at state 𝑛.

1. Create TX
SP
:

(a) Party 𝑃 ∈ {𝐴, 𝐵} creates [TX
SP
] according to 5.9.

(b) 𝑃 computes 𝜎𝑃TXSP = Sign𝑠𝑘𝑃 (𝑓 ([TXSP], 1)).

(c) 𝑃
𝜎𝑃TX

SP
↪−−−−→ ̄𝑃

(d) If 𝑃 receives 𝜎 ̄𝑃
TXSP

from ̄𝑃 s.t. Vrfy𝑝𝑘 ̄𝑃 (𝑓 ([TXSP], 1); 𝜎
̄𝑃

TXSP
) = 1, it con-

tinues. Else it executes the non-collaborative closure phase (from 𝑃 ’s
point of view the channel is still at state 𝑛).

2. Publish TX
SP
: Party 𝑃 ∈ {𝐴, 𝐵} publishes TX

SP
on-chain.

FPPW channel non-collaborative closure protocol is as following:

Preconditions: The channel create phase is complete and TXFU and TXCL are on-

chain. The channel is at state 𝑛.

1. Party 𝑃 ∈ {𝐴, 𝐵} publishes TXCM,𝑛 on-chain.

2. Once TXCM,𝑛 is recorded on-chain, 𝑃 waits for 𝑡 rounds and then publishes

TXSP,𝑛 on-chain.

The protocol for penalising the cheating party is as follows:

preconditions: The channel create phase is complete and TXFU and TXCL are on-

chain. The channel is at state 𝑛. TXCM,𝑖 with 𝑖 < 𝑛 is recorded on-chain by a

channel party. The watchtower is always online.

1. 𝑊 observes that TXCM,𝑖 is on-chain.

2. 𝑊 publishes TXRV,𝑖 on-chain before 𝑡 rounds being elapsed since broadcast

of TXCM,𝑖.

The protocol for penalising the unresponsive watchtower is as follows:

preconditions: The channel create phase is complete and TXFU and TXCL are on-

chain. The channel update phase has successfully completed 𝑛 times. TXCM,𝑖 with
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𝑖 < 𝑛 is recorded on-chain. Parties check the blockchain at least once every 𝑇 − 1
round.

1. Party 𝑃 observes thatℬ𝑗 is the latest block on the blockchain and TXCM,𝑖 has
been published through the block ℬ𝑘 with 𝑘 ≤ 𝑗 but its first output has not
been spent by TXRV,𝑖.

2. if 𝑗 + 1 − 𝑘 < 𝑡 :

(a) 𝑃 publishes TXRV,𝑖 on the blockchain.

Otherwise

(a) 𝑃 extract TXCM,𝑖.Witness[1] as (1, (𝜎𝐴TXCM,𝑖 , 𝜎𝐵TXCM,𝑖)).
(b) 𝑃 computes 𝑦 ̄𝑃 ,𝑖 = Ext(𝜎𝑃TXCM,𝑖 , 𝜎̃𝑃CM,𝑖, 𝑌 ̄𝑃 ,𝑖).
(c) If TXRC is unpublished:

• 𝑃 computes 𝜎𝑃,1TXPN1,𝑖
= Sign𝑠𝑘𝑃 (𝑓 ([TXPN1,𝑖], 1)) and 𝜎 ′ ̄𝑃 ,1

TXPN1,𝑖
= Sign𝑦 ̄𝑃 ,𝑖

(𝑓 ([TXPN1,𝑖], 1)).
• 𝑃 creates TXPN1,𝑖 using [TXPN1,𝑖], TXPN1,𝑖.Witness[1] =
(1, (𝜎𝑃,1TXPN1,𝑖

, 𝜎 ′ ̄𝑃 ,1
TXPN1,𝑖

)) with 𝑗 = 1 if 𝑃 = 𝐵 or 𝑗 = 3 otherwise

and TXPN1,𝑖.Witness[2] = (1, (𝜎𝐴,2TXPN1,𝑖
, 𝜎𝐵,2TXPN1,𝑖

, 𝜎𝑊,2
TXPN1,𝑖

)).
• 𝑃 publishes TXPN1,𝑖 on-chain.

Else:

• 𝑃 computes 𝜎𝑃,1TXPN2,𝑖
= Sign𝑠𝑘𝑃 (𝑓 ([TXPN2,𝑖], 1)) and 𝜎 ′ ̄𝑃 ,1

TXPN2,𝑖
= Sign𝑦 ̄𝑃 ,𝑖

(𝑓 ([TXPN2,𝑖], 1)).
• 𝑃 creates TXPN2,𝑖 using [TXPN2,𝑖], TXPN2,𝑖.Witness[1] =
(𝑗, (𝜎𝑃,1TXPN2,𝑖

, 𝜎 ′ ̄𝑃𝑌 ,1
TXPN2,𝑖

)) with 𝑗 = 1 if 𝑃 = 𝐵 or 𝑗 = 3 otherwise

and TXPN2,𝑖.Witness[2] = (1, (𝜎𝐴,2TXPN2,𝑖
, 𝜎𝐵,2TXPN2,𝑖

, 𝜎𝑊,2
TXPN2,𝑖

)).
• 𝑃 publishes TXPN2,𝑖 on-chain.

5.8 Temporarily unavailable watchtower

FPPW can adapt to situations where channel parties want to update the channel state

but the watchtower is temporarily unavailable. A way to deal with such occasions is

that channel parties wait for the watchtower to get responsive. However, it disturbs the

main functionality of the payment channel. Another solution is updating the channel by

skipping those steps that require the watchtower to sign the new revocation transaction
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(see step 3 of the channel update protocol in Section 5.7) and new penalty transactions

(see step 7 of the channel update protocol in Section 5.7). This solution also has two

problems. Firstly, without the watchtower cooperation, the new commit transaction

gets irrevocable. Thus, channel parties would not be able to update the channel multiple

times. Secondly, if the watchtower gets uncooperative, channel parties will be forced

to update the channel on-chain even if they both agree to remain always online and

continue using the channel.

To resolve this issue, channel parties can take steps in the channel update phase using

the following commit transactions:

TXCM,𝑖+1.Input ∶= TXFU.txid‖1,
TXCM,𝑖+1.Output ∶= ((𝑎 + 𝑏, 𝜑1 ∨ 𝜑2 ∨ 𝜑3), (𝜖, 𝜑′1 ∨ 𝜑′2 ∨ 𝜑′3))
TXCM,𝑖+1.Witness ∶= {(1, {𝜎𝐴TXCM,𝑖 , 𝜎𝐵TXCM,𝑖})} (5.10)

with 𝜑1 ∶= 𝑝𝑘𝐴 ∧ 𝑝𝑘𝐵 ∧ 2𝑡+, 𝜑2 ∶= 𝑝𝑘𝐴 ∧ 𝑝𝑘𝐵 ∧ 𝑝𝑘𝑊 , 𝜑3 ∶= 𝑝𝑘𝐴 ∧ 𝑝𝑘𝐵 ∧ 𝑡+, 𝜑′1 ∶=
𝑝𝑘𝐵 ∧𝑌𝐴,𝑖+1 ∧ 𝑡+, 𝜑′2 ∶= 𝑝𝑘𝐴 ∧𝑝𝑘𝐵 ∧𝑝𝑘𝑊 and 𝜑′3 ∶= 𝑝𝑘𝐴 ∧𝑌𝐵,𝑖+1 ∧ 𝑡+ where 𝑌𝐴,𝑖+1 and 𝑌𝐵,𝑖+1
are statements of a hard relation ℛ generated by 𝐴 and 𝐵 for the 𝑖 + 1th state using the

generating algorithm GenR.

Also, a new type of revocation transaction is introduced as follows:

TXRV′,𝑖+1.Input ∶= (TXCM,𝑖+1.txid‖1),
TXRV′,𝑖+1.Output ∶= (𝑎 + 𝑏, 𝑌𝐴,𝑖+1 ∧ 𝑌𝐵,𝑖+1),
TXRV′,𝑖+1.Witness ∶= {(3, (𝜎𝐴,1TXRV′,𝑖+1 , 𝜎

𝐵,1
TXRV′,𝑖+1))} (5.11)

Then, the update protocol is as follows:

Preconditions: The channel create phase is complete and TXFU and TXCL are on-

chain. The channel update phase has completed 𝑖 times and hence the channel is

at state 𝑖. The watchtower is unavailable.

1. Create [TXCM,𝑖+1]:

(a) Party 𝑃 generates (𝑌𝑃,𝑖+1, 𝑦𝑃,𝑖+1) ← GenR.

(b) 𝑃 𝑌𝑃,𝑖+1
↪−−−−→ ̄𝑃
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(c) If Party 𝑃 receives 𝑌 ̄𝑃 ,𝑖+1, it creates [TXCM,𝑖+1] according to 5.10. Else it

stops.

2. Create [TXSP,𝑖+1]: Party 𝑃 creates [TXSP,𝑖+1] according to 5.3.

3. Create [TXRV′,𝑖+1]: Party 𝑃 creates [TXRV′,𝑖+1] according to 5.11.

4. Create TXSP,𝑖+1:

(a) Party 𝑃 computes 𝜎𝑃TXSP,𝑖+1 = Sign𝑠𝑘𝑃 ([𝑓 (TXSP,𝑖+1], 1)).

(b) 𝑃
𝜎𝑃TXSP,𝑖+1
↪−−−−−−→ ̄𝑃

(c) If party 𝑃 receives 𝜎 ̄𝑃
TXSP,𝑖+1 s.t. Vrfy𝑝𝑘 ̄𝑃 (𝑓 ([TXSP,𝑖+1], 1); 𝜎

̄𝑃
TXSP,𝑖+1) = 1, it

continues. Else it stops.

(d) Party 𝑃 creates TXSP,𝑖+1.

5. Create TXCM,𝑖+1:

(a) Party 𝑃 computes 𝜎̃𝑃CM,𝑖+1 = pSign𝑠𝑘𝑃 (𝑓 ([TXCM,𝑖+1], 1), 𝑌 ̄𝑃 ,𝑖+1).

(b) 𝑃 𝜎̃𝑃CM,𝑖+1
↪−−−−→ ̄𝑃

(c) If party 𝑃 receives 𝜎̃ ̄𝑃
CM,𝑖+1 s.t. pVrfy𝑝𝑘 ̄𝑃 (𝑓 ([TXCM,𝑖+1], 1), 𝑌𝑃,𝑖+1; 𝜎̃

̄𝑃
CM,𝑖+1) =

1, it computes 𝜎 ̄𝑃
TXCM,𝑖+1 = Adapt(𝜎̃ ̄𝑃

CM,𝑖+1, 𝑦𝑃,𝑖+1), computes 𝜎𝑃TXCM,𝑖+1 =
Sign𝑠𝑘𝑃 (𝑓 ([TXCM,𝑖+1], 1)), creates TXCM,𝑖+1 and continues. Else it execute

the non-collaborative closure phase (from 𝑃 ’s point of view the chan-

nel is still at state 𝑖).

6. Create TXRV,𝑖 or TXRV′,𝑖:

(a) If TXCM,𝑖 is according to 5.2,

i. Party 𝑃 computes 𝜎𝑃,1TXRV,𝑖 = Sign𝑠𝑘𝑃 (𝑓 ([TXRV,𝑖], 1)) and 𝜎𝑃,2TXRV,𝑖 =
Sign𝑠𝑘𝑃 (𝑓 ([TXRV,𝑖], 2)).

ii. 𝑃
𝜎𝑃,1TXRV,𝑖 ,𝜎

𝑃,2
TXRV,𝑖

↪−−−−−−−−−→ ̄𝑃
iii. If party 𝑃 receives 𝜎 ̄𝑃 ,1

TXRV,𝑖 and 𝜎 ̄𝑃 ,2
TXRV,𝑖 from

̄𝑃 s.t. Vrfy𝑝𝑘 ̄𝑃 (𝑓 ([TXRV,𝑖]
, 1); 𝜎 ̄𝑃 ,1

TXRV,𝑖) = 1 and Vrfy𝑝𝑘 ̄𝑃 (𝑓 ([TXRV,𝑖], 2); 𝜎
̄𝑃 ,2

TXRV,𝑖) = 1, it continues.
Else it executes the non-collaborative closure phase (The channel

now is at state 𝑖 + 1).
iv. Party 𝑃 creates TXRV,𝑖.

(b) Otherwise:



68CHAPTER 5. FPPW:A FAIRANDPRIVACYPRESERVINGBITCOINWATCHTOWER

i. Party 𝑃 computes 𝜎𝑃,1TXRV′,𝑖 = Sign𝑠𝑘𝑃 (𝑓 ([TXRV′,𝑖), 1]).

ii. 𝑃
𝜎𝑃,1TXRV′,𝑖
↪−−−−−→ ̄𝑃 .

iii. If party 𝑃 receives 𝜎 ̄𝑃 ,1
TXRV′,𝑖 from ̄𝑃 s.t. Vrfy𝑝𝑘 ̄𝑃 (𝑓 ([TXRV′,𝑖]

, 1); 𝜎 ̄𝑃 ,1
TXRV′,𝑖) = 1, it continues. Else it executes the non-

collaborative closure phase (The channel now is at state 𝑖 + 1).
iv. Party 𝑃 creates TXRV′,𝑖.

Remark 5.6. The first (second) condition in step 6 corresponds with the
case when watchtower was available (unavailable) during the channel
update from state 𝑖 − 1 to 𝑖.

Now assume that one of the revoked TXCM,𝑖, for which TXRV′,𝑖 has been created, is pub-

lished by a channel party. The cheating party must wait 2𝑡 rounds to be able to publish

the split transaction TXSP,𝑖. However, its online counterparty can wait for 𝑡 rounds and

then publish the TXRV′,𝑖 and take all the funds of the channel. The steps of this procedure

are as follows:

Preconditions: The channel create phase is complete and TXFU and TXCL are on-

chain. The channel update phase has successfully completed 𝑛 times. TXCM,𝑖 with

𝑖 < 𝑛 is recorded on-chain. Parties have created TXRV′,𝑖. Channel parties are always

online.

1. 𝑃 observes that TXCM,𝑖 is on-chain. 𝑃 waits for 𝑡 blocks.

2. 𝑃 publishes TXRV′,𝑖 on-chain.

When the watchtower becomes available, TXRV,𝑖, TXPN1,𝑖 and TXPN2,𝑖 (respectively accord-

ing to 5.6, 5.7 and 5.8) for the new agreed states can be created by 𝐴, 𝐵 and𝑊 . The steps

of this procedure are as follows:

Preconditions: The channel create phase is complete and TXFU and TXCL are on-

chain. The channel update phase has successfully completed 𝑚 times with 𝑚 ≥ 1.
The watchtower 𝑊 was unavailable during the latest 𝑘 channel updates with 0 <
𝑘 ≤ 𝑚. The watchtower 𝑊 is now available.

1. 𝐴, 𝐵 and 𝑊 repeats the following steps for 𝑖 = 𝑚 − 𝑘 + 1 to 𝑖 = 𝑚 − 1:

(a) Create [TXRV,𝑖]:
i. 𝑊 creates [TXRV,𝑖] according to 5.6.
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ii. 𝑊 computes 𝜎𝑊,𝑗
TXRV,𝑖 = Sign𝑠𝑘𝑊 ([𝑓 (TXRV,𝑖], 𝑗)) with 𝑗 = {1, 2}.

iii. 𝑊
𝜎𝑊,1
TXRV,𝑖 ,𝜎

𝑊,2
TXRV,𝑖

↪−−−−−−−−−→ 𝐴, 𝐵.
iv. If party 𝑃 ∈ {𝐴, 𝐵} receives 𝜎𝑊,1

TXRV,𝑖 and 𝜎𝑊,2
TXRV,𝑖 from 𝑊 s.t.

Vrfy𝑝𝑘𝑊 (𝑓 ([TXRV,𝑖], 𝑗); 𝜎
𝑊,𝑗
TXRV,𝑖) = 1with 𝑗 = {1, 2}, it continues. Else

it stops.

(b) Create TXRV,𝑖:

i. Party 𝑃 ∈ {𝐴, 𝐵} creates [TXRV,𝑖] according to 5.6.

ii. Party 𝑃 computes 𝜎𝑃,1TXRV,𝑖 = Sign𝑠𝑘𝑃 (𝑓 ([TXRV,𝑖], 1)) and 𝜎𝑃,2TXRV,𝑖 =
Sign𝑠𝑘𝑃 (𝑓 ([TXRV,𝑖], 2)).

iii. 𝑃
𝜎𝑃,1TXRV,𝑖 ,𝜎

𝑃,2
TXRV,𝑖

↪−−−−−−−−−→ ̄𝑃
iv. If party 𝑃 receives 𝜎 ̄𝑃 ,1

TXRV,𝑖 and 𝜎 ̄𝑃 ,2
TXRV,𝑖 from

̄𝑃 s.t. Vrfy𝑝𝑘 ̄𝑃 (𝑓 ([TXRV,𝑖]
, 1); 𝜎 ̄𝑃 ,1

TXRV,𝑖) = 1 and Vrfy𝑝𝑘 ̄𝑃 (𝑓 ([TXRV,𝑖], 2); 𝜎
̄𝑃 ,2

TXRV,𝑖) = 1, it continues.
Else it executes the non-collaborative closure phase (The channel

now is at state 𝑚).

v. 𝑃
𝜎𝑃,1TXRV,𝑖 ,𝜎

𝑃,2
TXRV,𝑖

↪−−−−−−−−−→ 𝑊 .

vi. If 𝑊 receives 𝜎𝑃,1TXRV,𝑖 and 𝜎𝑃,2TXRV,𝑖 from 𝑃 = {𝐴, 𝐵}
s.t. Vrfy𝑝𝑘𝑃 (𝑓 ([TXRV,𝑖], 1); 𝜎

𝑃,1
TXRV,𝑖) = 1 and

Vrfy𝑝𝑘𝑃 (𝑓 ([TXRV,𝑖], 2); 𝜎
𝑃,2
TXRV,𝑖) = 1, it continues. Else it stops.

vii. 𝐴, 𝐵 and 𝑊 create TXRV,𝑖 using [TXRV,𝑖] and TXRV,𝑖.Witness[𝑗] =
(2, (𝜎𝐴,𝑗TXRV,𝑖 , 𝜎

𝐵,𝑗
TXRV,𝑖 , 𝜎

𝑊,𝑗
TXRV,𝑖)) with 𝑗 = {1, 2}.

(c) Create [TXPN1,𝑖] and [TXPN2,𝑖]
i. Party 𝑃 ∈ {𝐴, 𝐵} creates [TXPN1,𝑖] and [TXPN2,𝑖] according to 5.7 and

5.8.

ii. Party 𝑃 computes 𝜎𝑃,2TXPN1,𝑖
= Sign𝑠𝑘𝑃 (𝑓 ([TXPN1,𝑖], 2)) and 𝜎𝑃,2TXPN2,𝑖

=
Sign𝑠𝑘𝑃 (𝑓 ([TXPN2,𝑖], 2)), respectively.

iii. 𝑃
𝜎𝑃,2TXPN1,𝑖 ,𝜎

𝑃,2
TXPN2,𝑖

↪−−−−−−−−−−−→ ̄𝑃
iv. If 𝑃 receives signatures 𝜎 ̄𝑃 ,2

TXPN1,𝑖
and 𝜎 ̄𝑃 ,2

TXPN2,𝑖
s.t.

Vrfy𝑝𝑘 ̄𝑃 (𝑓 ([TXPN1,𝑖], 2); 𝜎
̄𝑃 ,2

TXPN1,𝑖
) = 1 and Vrfy𝑝𝑘 ̄𝑃 (𝑓 ([TXPN2,𝑖], 2)

; 𝜎 ̄𝑃 ,2
TXPN2,𝑖

) = 1, it continues. Else it executes the non-collaborative

closure phase (The channel now is at state 𝑚) or gets online at

least once every 𝑡 − 1 blocks.

v. 𝑊 creates [TXPN1,𝑖] and [TXPN2,𝑖] according to 5.7 and 5.8
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vi. 𝑊 computes 𝜎𝑊,2
TXPN1,𝑖

= Sign𝑠𝑘𝑊 (𝑓 ([TXPN1,𝑖], 2) and 𝜎𝑊,2
TXPN2,𝑖

=
Sign𝑠𝑘𝑊 (𝑓 ([TXPN2,𝑖], 2).

vii. 𝑊
𝜎𝑊,2
TXPN1,𝑖 ,𝜎

𝑊,2
TXPN2,𝑖

↪−−−−−−−−−−−→ 𝑃 with 𝑃 = {𝐴, 𝐵}.
viii. If 𝑃 ∈ {𝐴, 𝐵} receives signatures 𝜎𝑊,2

TXPN1,𝑖
and 𝜎𝑊,2

TXPN2,𝑖
from 𝑊

s.t. Vrfy𝑝𝑘𝑊 (𝑓 ([TXPN1,𝑖], 2); 𝜎
𝑊,2
TXPN1,𝑖

) = 1 and Vrfy𝑝𝑘𝑊 (𝑓 ([TXPN2,𝑖],
2); 𝜎𝑊,2

TXPN2,𝑖
) = 1 it continues. Else it executes the non-collaborative

closure phase (The channel now is at state 𝑚) or gets online at

least once every 𝑡 − 1 blocks.

2. Create [TXRV,𝑚]:

(a) 𝑊 creates [TXRV,𝑚] according to 5.6.

(b) 𝑊 computes 𝜎𝑊,𝑗
TXRV,𝑚 = Sign𝑠𝑘𝑊 ([𝑓 (TXRV,𝑚], 𝑗)) with 𝑗 = {1, 2}.

(c) 𝑊
𝜎𝑊,1
TXRV,𝑚 ,𝜎

𝑊,2
TXRV,𝑚

↪−−−−−−−−−−−→ 𝐴, 𝐵.
(d) If party 𝑃 ∈ {𝐴, 𝐵} receives 𝜎𝑊,1

TXRV,𝑚 and 𝜎𝑊,2
TXRV,𝑚 from 𝑊 s.t.

Vrfy𝑝𝑘𝑊 (𝑓 ([TXRV,𝑚], 𝑗); 𝜎
𝑊,𝑗
TXRV,𝑚) = 1 with 𝑗 = {1, 2}, it continues. Else

it stops.

The commit and revocation transactions introduced in 5.10 and 5.11 have an interesting

property that allows the honest channel party to penalise both the cheating party and

the unresponsive watchtower. Assume that there is a revoked commit transaction TXCM,𝑖
according to 5.10 for which the watchtower has also signed penalty transactions. If this

transaction is published by a cheating party, let’s say𝐴, the watchtower can immediately

publish TXRV,𝑖 to invalidate the penalty transactions. However, if the watchtower is unre-

sponsive, after 𝑡 rounds, 𝐵 can firstly publish TXRV′,𝑖 to penalise the cheating party 𝐵 and

then publish TXPN1,𝑖 or TXPN2,𝑖 to penalise the unresponsive watchtower. Split transaction

TXSP,𝑖 cannot be published within 2𝑡 − 1 rounds since broadcast of TXCM,𝑖.

5.9 FPPW Transactions Scripts

Bitcoin scripting is a fundamental component of the Bitcoin protocol that allows users

to create and enforce conditions for spending bitcoins. It involves using a simple and

stack-based scripting language to define the conditions that must be met to unlock the

funds in a Bitcoin transaction output (UTXO). When bitcoins are sent to an address, the

recipient specifies conditions in the form of a ScriptPubKey or simply the script. This

script defines the spending conditions required to unlock and spend the funds. To spend
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the bitcoins locked in a UTXO, the sender must provide a witness in the spending trans-

action. The witness is combined with the ScriptPubKey of the UTXO, and the resulting

script is executed. The script execution is done by pushing data onto a stack and ap-

plying various script operations. If the final result of the script evaluation is true, the

UTXO can be spent. The script operations include basic arithmetic, cryptographic op-

erations, conditional statements (e.g. OP_IF and OP_ELSE), and signature checks (e.g.

OP_CHECKMULTISIG) [59].

Funding transaction has one output with the following script where pubkeyA, pubkeyB

are public keys of 𝐴 and 𝐵, respectively:
2 ⟨pubkeyA⟩ ⟨pubkeyB⟩ 2 OP_CHECKMULTISIG

Commit transaction has one input that takes the output of the funding transaction with

witness script 0 ⟨pubkeyA_sig⟩ ⟨pubkeyB_sig⟩. It also has two outputs where the script

of its first output (main output) is as follows:

OP_IF

# Revocation
3 ⟨Rev_pubkeyA⟩ ⟨Rev_pubkeyB⟩ ⟨Rev_pubkeyW⟩ 3 OP_CHECKMULTISIG

OP_ELSE

# Split
⟨delay t⟩ OP_CHECKSEQUENCEVERIFY OP_DROP

2 ⟨Spl_pubkeyA⟩ ⟨Spl_pubkeyB⟩ 2
OP_ENDIF

where ⟨Rev_pubkeyA⟩ and ⟨Spl_pubkeyA⟩ are public keys of 𝐴, ⟨Rev_pubkeyB⟩ and

⟨Spl_pubkeyB⟩ are public keys of 𝐵 and ⟨Rev_pubkeyW⟩ is public key of 𝑊 .

The script for the second output (auxiliary output) of the commit transaction is as fol-

lows:

OP_IF

# Revocation
3 ⟨Rev_pubkeyA⟩ ⟨Rev_pubkeyB⟩ ⟨Rev_pubkeyW⟩ 3 OP_CHECKMULTISIG

OP_ELSE

⟨delay t⟩ OP_CHECKSEQUENCEVERIFY OP_DROP

OP_IF

# Penalty1 or Penalty2 by party B
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2 ⟨Pen_pubkeyB⟩ ⟨YA⟩ 2 OP_CHECKMULTISIG

OP_ELSE

# Penalty1 or Penalty2 by party A

2 ⟨Pen_pubkeyA⟩ ⟨YB⟩ 2 OP_CHECKMULTISIG

OP_ENDIF

OP_ENDIF

where ⟨Rev_pubkeyA⟩ and ⟨Pen_pubkeyA⟩ are public keys of 𝐴, ⟨Rev_pubkeyB⟩ and

⟨Pen_pubkeyB⟩ are public keys of 𝐵 and ⟨Rev_pubkeyW⟩ is public key of 𝑊 . Also, YA

and YB are statement of 𝐴 and 𝐵, respectively. The witness script for input of split

transaction is 0 ⟨Spl_pubkeyA_Sig⟩ ⟨Spl_pubkeyB_Sig⟩ 0
The revocation transaction has two inputs where its first and second inputs take the first

and second outputs of the corresponding commit transaction, respectively. The witness

script for both inputs is 0 ⟨Rev_pubkeyA_sig⟩ ⟨Rev_pubkeyB_sig⟩ ⟨Rev_pubkeyW_sig⟩
1. It also has one output with the following script:

2 ⟨YA⟩ ⟨YB⟩ 2 OP_CHECKMULTISIG

Collateral transaction has one output with script 3 ⟨pubkeyA⟩ ⟨pubkeyB⟩ ⟨pubkeyW⟩ 3
OP_CHECKMULTISIG, where pubkeyA, pubkeyB and pubkeyW are the public keys of

𝐴, 𝐵 and 𝑊 , respectively.

The reclaim transaction has one input taking the collateral transaction output with wit-

ness script:

0 ⟨pubkeyA_sig⟩ ⟨pubkeyB_sig⟩ ⟨pubkeyW_sig⟩
It also has a single output, with the following script:

OP_IF

# Penalty2
3 ⟨Pen_pubkeyA⟩ ⟨Pen_pubkeyB⟩ ⟨Pen_pubkeyW⟩ 3 OP_CHECKMULTISIG

OP_ELSE

# normal

⟨delay T⟩ OP_CHECKSEQUENCEVERIFY OP_DROP

⟨pubkeyW⟩ OP_CHECKSIG
OP_ENDIF

where Pen_pubkeyA, Pen_pubkeyB and Pen_pubkeyW are public keys of 𝐴, 𝐵 and 𝑊 ,

respectively. pubkeyW is also the public key of 𝑊 .
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Penalty transaction 1 has two inputs. The first one takes the second output of the corre-

sponding commit transaction with the following witness script if 𝐵 is broadcasting the

penalty transaction:

0 ⟨Pen_pubkeyB_Sig⟩ ⟨YA_Sig⟩ 1 0
or with the following witness script, if 𝐴 is broadcasting it:

0 ⟨Pen_pubkeyA_Sig⟩ ⟨YB_Sig⟩ 0 0
The second input takes the output of the collateral transaction with the witness script 0

⟨pubkeyA_Sig⟩ ⟨pubkeyB_Sig⟩ ⟨pubkeyW_Sig⟩. Also, the script for its output is similar

to that of the revocation transaction.

Penalty transaction 2 is similar to penalty transaction 1. The only difference is that its

second input spends the output of the reclaim transaction. The witness for the second

input is 0 ⟨Pen_pubkeyA_Sig⟩ ⟨Pen_pubkeyB_Sig⟩ ⟨Pen_pubkeyW_Sig⟩

5.10 FPPW with One Hiring Party

If only one of the channel parties is willing to hire the watchtower, some changes must

be applied to FPPW. The transaction flows for FPPW in such scenarios are depicted in Fig.

5.6. In this scenario, without loss of generality, we assume that party𝐴 is the hiring party

and hence only 𝐴 funds the extra 𝜖. Also, the auxiliary output of the commit transaction

has only two sub-conditions where the first one is used by 𝐴 for penalty purposes and

the second one can be used by both parties for revocation purposes. Output condition

for TXCL as well as the first sub-condition for output of TXRC is 𝑝𝑘𝐴 ∧ 𝑝𝑘𝑊 and public key

of party 𝐵 is not involved in these transactions anymore. Furthermore, output of TXPN1,𝑖
and TXPN2,𝑖 can be only claimed by party 𝐴. Therefore, If party 𝐵 publishes a revoked

commit transaction, 𝑊 can publish its corresponding revocation transaction and then

only 𝐴 can claim its output. Otherwise, 𝐴 can penalise the watchtower by publishing

either TXPN1,𝑖 or TXPN2,𝑖. Similarly, if 𝐴 publishes a revoked commit transaction, 𝐵 can

broadcast its corresponding revocation transaction and claim all the channel funds. The

watchtower is only paid by 𝐴.

5.11 Conclusion

In this chapter, we presented a new payment channel with a watchtower for Bitcoin,

called FPPW, which achieves fairness with respect to both the channel party and the

watchtower as well as weak privacy against the watchtower. FPPW is the same as Cer-

berus with respect to the watchtower privacy against third parties meaning that it can
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Figure 5.6: An FPPW Bitcoin Channel with only 𝐴 Being the Hiring Party.

potentially achieve weak privacy against third parties (See Section 4.3.2 for more details).

FPPW provides 𝛽-coverage with 𝛽 = 1
2 , which is higher than Cerberus and PISA with

the same channel party fairness. Although unlike Cerberus, the watchtower contract for

FPPW can start and terminate at any time, the watchtower identity should be specified at

the channel creation phase and hence the channel party cannot change the watchtower

later. So, according to the Definition 4.5, FPPW cannot achieve agility.



Chapter 6

Garrison: a storage efficient Bitcoin
watchtower

We construct this chapter based on our published paper, “Garrison: a novel watchtower

scheme for bitcoin” [60].

6.1 Introduction

In the previous chapter, we mostly focused on the privacy and fairness of a watchtower

scheme and presented a fair and privacy-preserving watchtower scheme, called FPPW.

However, in this chapter, our attention shifts towards evaluating the storage costs in-

curred by both the watchtower and channel parties. These costs play a crucial role in

determining the operational expenses associated with running services such as hubs

in PCHs or watchtower services. The storage size of the watchtower in Monitor [15],

DCWC* [32] as well as Generalized [14], Cerberus [23] and FPPW [54] channels in-

creases linearly with each channel update and hence the watchtower’s storage costs

would be 𝒪(𝑛) with 𝑛 being the number of channel updates.

Outpost [22] is a novel payment channel with a watchtower scheme that reduces

the watchtower’s storage requirements per channel from 𝒪(𝑛) to 𝒪(log 𝑛). This

consequently reduces the operational costs of maintaining watchtowers. Although

elegantly designed, Outpost suffers from the following shortcomings,

• The storage cost of each channel party is still 𝒪(𝑛).

• Each party has his own version of the channel state where this state duplication

causes the number of transactions to exponentially increase with the number of

applications on top of each other [14]. In other words, to add an application (e.g.

75
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Table 6.1: Comparison of different dispute period-based payment channels with 𝑛 chan-
nel updates, 𝑚 HTLC outputs on average per state and 𝑘 channel splits on top of each
other.

Scheme Party’s Watch. on-chain off-chain
St. Cost St. Cost TX.a TX.b

Lightning [21] 𝒪(log 𝑛) 𝒪(𝑁 ) 𝒪(𝑚) 𝒪(2𝑘)
Generalized [32] 𝒪(log 𝑛) 𝒪(𝑛) 𝒪(1) 𝒪(1)
Outpost [22] 𝒪(𝑛) 𝒪(log 𝑛) 𝒪(𝑚) 𝒪(2𝑘)
FPPW [54] 𝒪(𝑛) 𝒪(𝑛) 𝒪(1) 𝒪(1)
Cerberus [23] 𝒪(𝑛) 𝒪(𝑛) 𝒪(𝑚) 𝒪(2𝑘)
Garrison 𝒪(log 𝑛) 𝒪(log 𝑛) 𝒪(1) 𝒪(1)
aNumber of on-chain transactions upon dispute.
bNumber of off-chain transactions per state.

Virtual channel [27]) on top of the channel, parties must split their channel into

sub-channels. If parties recursively split their channel 𝑘 times, then to update their

last layer sub-channel, they must create 𝒪(2𝑘) different versions of the channel

state.

• Outpost works based on “punish-per-output” pattern, meaning that if there are

𝑚 outputs in the published old state, the cheated party must claim each output

separately [14]. Then, the required on-chain transactions upon dispute would be

𝒪(𝑚) with 𝑚 being the number of outputs in the published old state.

Therefore, the main motivation of this chapter is designing a Bitcoin payment channel

with a watchtower scheme which is storage-efficient for channel parties and the watch-

tower and also avoids state duplication and punish-per-output pattern.

The contribution of this chapter is to present a new payment channel with a watchtower

for Bitcoin, called Garrison, for which the storage cost of channel parties and the watch-

tower would be logarithmic in the maximum number of channel updates. Furthermore,

both channel parties store the same version of transactions. Additionally, regardless of

the number of outputs in each channel state, there exists a single revocation transaction

per state. We also prove the security of the Garrison channel based on the security of its

underlying cryptographic primitives. Table 6.1 presents a comparison between Garrison

and other Bitcoin payment channels that work based on dispute period.

6.2 Notations

In this section, we add a new notation to the existing notations introduced in Section 3.3.

We already know that a Bitcoin output 𝜃 is a tuple of two attributes, 𝜃 = (cash, 𝜑), where
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𝜃.cash denotes the number of coins held in this output. However, the OP_RETURN out-

put is a special output that does not hold any coins and is used to add some arbitrary

data to the blockchain. Such an output is denoted by 𝜃 = (0, 𝑑𝑎𝑡𝑎), where 𝑑𝑎𝑡𝑎 is its arbi-

trary data. OP_RETURN outputs are illustrated by blocked lines (instead of directional

arrows) in charts. As an example, the second output in the transaction TX in Fig. 6.1 is

an OP_RETURN output.

Figure 6.1: A sample transaction flow.

6.3 Garrison Overview

6.3.1 System Model

Channel parties exchange data using an authenticated and secure communication chan-

nel. Channel participants might deviate from the protocol if it increases their profit.

Furthermore, the underlying blockchain contains a distributed ledger that achieves se-

curity [56]. If a valid transaction is propagated in the blockchain network, it is included

in the blockchain ledger within Δ rounds (i.e. the confirmation delay is Δ).

6.3.2 Garrison Overview

This section overviews theGarrison channel between𝐴 (Alice) and 𝐵 (Bob). To introduce

Garrison, we use the payment channel NVG, introduced in Section 5.3.2.1, as the starting

point and modify it step by step to mitigate its limitations.

6.3.2.1 Reducing the Storage Requirements of the Watchtower

One of the limitations of NVG channel is that all revocation transactions must be stored

by channel parties or their watchtowers to be published upon fraud. To reduce the stor-

age requirements of the watchtower, similar to Outpost [22], our main idea is to storing

the revocation transaction TXRV,𝑖 inside the commit transaction TXCM,𝑖. Then, once TXCM,𝑖
is published, the watchtower extracts TXRV,𝑖 and records it on the blockchain. However,

we have TXRV,𝑖.Input = TXCM,𝑖.txid‖1. Thus, if TXRV,𝑖 is created, signed and finally stored
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inside TXCM,𝑖, then [TXCM,𝑖] and hence TXCM,𝑖.txid and TXRV,𝑖 change. Thus, there is a self-

loop situation [22]. To solve this issue, we add an auxiliary output with the value of 𝜖 to
commit transactions where 𝜖 is the minimum value supported by the Bitcoin blockchain.

We also add an auxiliary transaction between each commit transaction and its corre-

sponding split transaction. This new transaction TXAU,𝑖 spends the auxiliary output of

the commit transaction. The signatures of party 𝐴 and party 𝐵 on [TXRV,𝑖] are stored in

an OP_RETURN output of the auxiliary transaction TXAU,𝑖. The split transaction TXSP,𝑖
spends the main output of TXCM,𝑖 as well as the main output of the auxiliary transaction

TXAU,𝑖. Based on this design, parties can be sure that once the revoked commit transaction

TXCM,𝑖 is published on the blockchain, its split transaction TXSP,𝑖 cannot be published un-

less TXAU,𝑖 is also on the blockchain. Furthermore, due to the time-lock in themain output

of TXAU,𝑖, once this transaction is published on-chain, TXSP,𝑖 cannot be published within

𝑡 − 1 rounds. However, the honest party or the watchtower can extract the signatures

on [TXRV,𝑖] from TXAU,𝑖 and publish TXRV,𝑖 immediately. Fig. 6.2 depicts the transaction

flows.

Figure 6.2: Reducing the Storage Requirements of the Watchtower

However, this scheme has the following issues:

• To create and publish the revocation transaction, the watchtower must also know

the value of 𝑌𝐴,𝑖 and 𝑌𝐵,𝑖.

• Typically, revocation transaction of state 𝑖must be created once parties update the

channel state from state 𝑖 to 𝑖 + 1. However, in the proposed scheme signatures

for TXRV,𝑖 is stored in TXAU,𝑖 and hence TXRV,𝑖 must actually be created once parties

update the channel state from state 𝑖 − 1 to 𝑖. It means if an honest party records

the latest commit and auxiliary transactions on the blockchain, the counterparty

might publish the revocation transaction and take all the channel funds.

To solve the first mentioned issue, 𝑌𝐴,𝑖 and 𝑌𝐵,𝑖 are stored in an OP_RETURN output that

is added to the commit transaction TXCM,𝑖. To solve the second mentioned issue, we add
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two statements from the hard relation ℛ, 𝑅𝐴,𝑖 and 𝑅𝐵,𝑖, to the first sub-condition of the

main output of TXCM,𝑖, where 𝑅𝐴,𝑖 (𝑅𝐵,𝑖) is generated by 𝐴 (𝐵) for the state 𝑖. Then, once
the latest commit and auxiliary transactions are published by 𝐴, party 𝐵 cannot record

the revocation transaction as he does not know his counterparty’s witness 𝑟𝐴,𝑖. The

witnesses 𝑟𝐴,𝑖 and 𝑟𝐵,𝑖 are exchanged between the parties and are given to the watchtower

once parties have created TXCM,𝑖+1, TXAU,𝑖+1 and TXSP,𝑖+1. Thus, TXFU.txid, public keys 𝑝𝑘𝐴
and 𝑝𝑘𝐵 as well as 𝑟 values of both parties are all data needed by the watchtower to

watch the channel for both parties. Fig. 6.3 depicts the mentioned modifications.

The security requirement for 𝑟 values is that 𝐵 (or the watchtower) must not be able to

compute 𝑟𝐴,𝑗 given that he knows 𝑟𝐴,𝑖 with 𝑖 < 𝑗. Otherwise, when 𝐴 submits the lat-

est commit transaction TXCM,𝑗 , party 𝐵 uses 𝑟𝐴,𝑖 to compute 𝑟𝐴,𝑗 . Then, 𝐵 publishes the

revocation transaction TXRV,𝑗 and claims its output. If 𝑟 values are randomly generated,

the mentioned security requirement is met but the storage cost of channel parties and

the watchtower would be 𝒪(𝑛). To reduce the storage and meet the stated security re-

quirement, parties generate their 𝑟 values in a binary Merkle tree and use them from

the deepest leaf nodes in the tree to the root [61]. In more detail, in a binary Merkle

tree, each node has two child nodes where having the value of a node, the value of each

of its child nodes can simply be computed using a one-way function. But deriving the

value of a node from its child nodes’ values is computationally infeasible. Thus, since 𝑟
values are used from the deepest leaf nodes in the tree, the stated security requirement

is achieved. Moreover, the storage needed by each channel party (or the watchtower) to

store 𝑟 values, received from her counterparty, will be 𝒪(log 𝑛) because upon receipt of

a node value, its child nodes’ values can be removed from the storage.

Figure 6.3: Adding 𝑌 and 𝑅 Values to Commit Transactions
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6.3.2.2 Reducing the Storage Requirements of channel parties

Although the storage of the watchtower is 𝒪(log 𝑛), channel parties still have to store all

the signatures of their counterparties on the revocation transactions. Otherwise, the dis-

honest channel party publishes a revoked commit transaction TXCM,𝑖 without publishing

its auxiliary transaction TXAU,𝑖. Then, the channel funds could be locked forever. This

raises a hostage situation. The scheme Outpost suffers from this problem which is why

the storage requirement of channel parties is 𝒪(𝑛). To solve this problem, we add one

sub-condition, 𝑌𝐴,𝑖 ∧ 𝑌𝐵,𝑖 ∧ 3𝑡+, to the main output of the commit transaction TXCM,𝑖. This
sub-condition allows the honest channel party to claim all the channel funds in such

hostage situations. In other words, if party 𝐴 publishes the revoked commit transaction

TXCM,𝑖, she has 3𝑇 rounds time to publish TXAU,𝑖 and TXSP,𝑖 before 𝐵 can claim the channel

funds by meeting the sub-condition 𝑌𝐴,𝑖 ∧ 𝑌𝐵,𝑖 ∧ 3𝑡+. If during this interval, TXAU,𝑖 is pub-
lished, party 𝐵 instantly establishes and publishes TXRV,𝑖 and claims its output. To do so,

each party must have 𝑟 values of both parties stored. Since these keys are generated in

a Merkle tree, the storage requirements of each channel party for storing these values

would be 𝒪(log 𝑛) (See Fig. 6.4).

Once party 𝐴 publishes TXCM,𝑖, party 𝐵 must be able to use Ext algorithm to extract the

value of 𝑦𝐴,𝑖. To do so, he must know the corresponding pre-signature 𝜎̃𝐵TXCM,𝑖 . If parties
store all their own pre-signatures, their storage cost would be 𝒪(𝑛). To acquire lower

storage costs, parties must be able to regenerate the required pre-signature, once a com-

mit transaction is published. To achieve this goal, random values which are required to

generate pre-signatures must be generated in a Merkle tree and be used from the root

to the deepest leaf node in the tree. In this way, once the commit transaction TXCM,𝑖 is
published by 𝐴, party 𝐵 can regenerate the required random value, recompute the cor-

responding pre-signature 𝜎̃𝐵TXCM,𝑖 and finally extract the value of 𝑦𝐴,𝑖. Thus, the storage

requirements would be still 𝒪(log 𝑛).

Additionally, party 𝐵 must know the value of 𝑦𝐵,𝑖 to meet 𝑌𝐴,𝑖 ∧𝑌𝐵,𝑖. The security require-

ment for 𝑦 values is that 𝐴 must not be able to compute 𝑦𝐵,𝑖 given that he knows 𝑦𝐵,𝑗
with 𝑗 > 𝑖. Otherwise, once 𝐵 submits the latest commit transaction TXCM,𝑗 , 𝐴 computes

𝑦𝐵,𝑗 and hence derives 𝑦𝐵,𝑖 with 𝑖 < 𝑗 and then try to publish TXCM,𝑖 before TXCM,𝑗 being
published on the ledger. Then,𝐴might be able to claim all the channel funds by meeting

the third sub-condition of the main output of TXCM,𝑖 or by publishing the revocation trans-

action TXRV,𝑖 and claiming its output. If 𝑦 values are randomly generated, the mentioned

security requirement is met but the parties’ storage cost would be 𝒪(𝑛). To reduce the

storage and simultaneously meet the stated security requirement, parties generate their

𝑦 values in a Merkle tree and give the corresponding 𝑌 values to their counterparties

from the root to the deepest leaf nodes in the tree.
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Figure 6.4: Reducing Storage Requirements of Channel Parties

6.4 Garrison Protocol Description

The lifetime of a Garrison channel can be divided into 4 phases including create, update,
close, and punish. These phases will be explained in the following.

6.4.1 Create

The channel creation phase completes once the funding transaction TXFU, the commit

transactions TXCM,0, the split transaction TXSP,0, the auxiliary transaction TXAU,0 and

body of the revocation transaction [TXRV,0] are created, and TXFU is published on

the blockchain. In this phase, parties do not have access to TXRV,0 as they have not

exchanged 𝑟𝐴,0 and 𝑟𝐵,0 yet. At the end of the channel creation phase, the channel

would be at state 0. Since the output of the funding transaction can only be spent if

both parties agree, one party might become unresponsive to raise a hostage situation.

To avoid this, parties must sign the commit, revocation, auxiliary and split transactions

before signing and publishing the funding transaction. Fig. 6.5 summarises the channel

creation phase.

The introduced transactions will be explained further below:

• Funding transaction Given that 𝐴 (𝐵, respectively) uses the 𝑥 th (𝑦 th, respec-
tively) output of a transaction with transaction identifier of 𝑡𝑥𝑖𝑑𝐴 (𝑡𝑥𝑖𝑑𝐵, respec-
tively) to fund the channel with 𝑎 (𝑏, respectively) coins, the funding transaction
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Figure 6.5: Summary of Garrison channel creation phase.

is as follows1:

TXFU.Input ∶= (𝑡𝑥𝑖𝑑𝐴‖𝑥, 𝑡𝑥𝑖𝑑𝐵‖𝑦),
TXFU.Output ∶= {(𝑎 + 𝑏, 𝑝𝑘𝐴 ∧ 𝑝𝑘𝐵)},
TXFU.Witness ∶= ((1, 𝜎𝐴,1TXFU

), (1, 𝜎𝐵,2TXFU
)). (6.1)

Commit transaction There exists one commit transaction per state but only the

first one (TXCM,𝑖 with 𝑖 = 0) is created at the channel creation phase.

TXCM,𝑖.Input ∶= TXFU.txid‖1,
TXCM,𝑖.Output ∶= ((𝑎 + 𝑏, 𝜑1 ∨ 𝜑2 ∨ 𝜑3),

(𝜖, 𝑝𝑘𝐴 ∧ 𝑝𝑘𝐵),
(0, (𝑌𝐴,𝑖, 𝑌𝐵,𝑖)))

TXCM,𝑖.Witness ∶= {(1, {𝜎𝐴TXCM,𝑖 , 𝜎𝐵TXCM,𝑖})} (6.2)

with 𝜑1 ∶= (𝑝𝑘𝐴∧𝑝𝑘𝐵∧𝑅𝐴,𝑖∧𝑅𝐵,𝑖), 𝜑2 ∶= (𝑌𝐴,𝑖∧𝑌𝐵,𝑖∧3𝑡+), and 𝜑3 ∶= (𝑝𝑘𝐴∧𝑝𝑘𝐵∧𝑡+)
where 𝑌𝐴,𝑖 and 𝑅𝐴,𝑖 (𝑌𝐵,𝑖 and 𝑅𝐵,𝑖) are statements of a hard relation ℛ generated

by 𝐴 (𝐵) for the 𝑖th state and 𝑡 is any number such that 𝑡 > Δ. The first and second

outputs of the transaction are the main and auxiliary outputs. Normally, if TXCM,𝑖
is the last commit transaction and is published on-chain, first its auxiliary output

1We assume that funding sources of TXFU are two typical UTXOs owned by 𝐴 and 𝐵.
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and then its main output is spent by the auxiliary and split transactions, respec-

tively. The third output of TXCM,𝑖 is an OP_RETURN output containing values of

𝑌𝐴,𝑖 and 𝑌𝐵,𝑖. Parties 𝐴 and 𝐵 use their counterparties’ statements 𝑌𝐵,𝑖 and 𝑌𝐴,𝑖 and
the underlying adaptor signature to generate a pre-signature on the commit trans-

action for their counterparties. Thus, once 𝐴 publishes the commit transaction

TXCM,𝑖, she also reveals her witness 𝑦𝐵,𝑖.
Remark 6.1. Each Bitcoin transaction can have at most one OP_RETURN output
with the size constraint of 80 bytes. To store 𝑌𝐴,𝑖 and 𝑌𝐵,𝑖 inside an OP_RETURN
output, their compressed version, each with a 33-byte length, are stored.

• Revocation transactionThe revocation transaction for state 𝑖 is denoted by TXRV,𝑖
and is as follows, where at the channel creation phase only TXRV,𝑖 with 𝑖 = 0 is

created:

TXRV,𝑖.Input ∶= TXCM,𝑖.txid‖1,
TXRV,𝑖.Output ∶= {(𝑎 + 𝑏, 𝑌𝐴,𝑖 ∧ 𝑌𝐵,𝑖)},
TXRV,𝑖.Witness ∶= {(1, {𝜎𝐴TXRV,𝑖 , 𝜎𝐵TXRV,𝑖 , 𝑟𝐴,𝑖, 𝑟𝐵,𝑖})} (6.3)

The TXRV,𝑖 spends the main output of TXCM,𝑖 using its non-time-locked sub-

condition 𝑝𝑘𝐴 ∧ 𝑝𝑘𝐵 ∧ 𝑅𝐴,𝑖 ∧ 𝑅𝐵,𝑖 and sends all the channel funds to an output

with the condition 𝑌𝐴,𝑖 ∧ 𝑌𝐵,𝑖. When a dishonest party, let’s say 𝐴, publishes the

revoked TXCM,𝑖, she must publish TXAU,𝑖 and then wait for 𝑡 rounds before being

able to publish TXSP,𝑖. However, given that the state 𝑖 is revoked, 𝐵 knows the

value of 𝑟𝐴,𝑖 and hence creates the revocation transaction TXRV,𝑖 and instantly

publishes it on the blockchain. The output of TXRV,𝑖 can only be claimed by 𝐵
because no one else knows the witness 𝑦𝐵,𝑖.

• Auxiliary transactionAuxiliary transaction for state 𝑖 is as follows, where at the

channel creation phase only TXAU,𝑖 with 𝑖 = 0 is created:

TXAU,𝑖.Input ∶= TXCM.txid‖2,
TXAU,𝑖.Output ∶= ((𝜖, 𝑝𝑘𝐴 ∧ 𝑝𝑘𝐵 ∧ 𝑡+),

(0, (𝜎𝐴TXRV,𝑖 , 𝜎𝐵TXRV,𝑖)))
TXAU,𝑖.Witness ∶= {(1, {𝜎𝐴TXAU,𝑖 , 𝜎𝐵TXAU,𝑖})} (6.4)

This transaction spends the auxiliary output of the commit transaction and its

output is spent by the split transaction. In otherwords, the split transaction cannot
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be published unless the auxiliary transaction is on the blockchain. The second

output of TXAU,𝑖 is an OP_RETURN output containing signatures of both parties

on the corresponding revocation transaction.

Remark 6.2. Each encoded Bitcoin signature can be up to 73 bytes long. Thus, due
to the size constraint of the OP_RETURN output, two separate signatures do not fit
into the auxiliary transaction. To solve this issue, 𝐴 and 𝐵 can aggregate their public
keys 𝑝𝑘𝐴 and 𝑝𝑘𝐵 to form an aggregated public key 𝑝𝑘 [62] and change 𝜑1 in TXCM,𝑖
to (𝑝𝑘 ∧ 𝑅𝐴,𝑖 ∧ 𝑅𝐵,𝑖). Then, rather than two separate signatures on the revocation
transaction, they generate amultisignature (with up to 73-byte size) and store it inside
the OP_RETURN output of TXAU,𝑖.

• Split transaction

TXSP,𝑖 actually represents the 𝑖th channel state and is as follows, where at the chan-

nel creation phase only the first one, TXSP,𝑖 with 𝑖 = 0, is created:

TXSP,𝑖.Input ∶= (TXCM,𝑖.txid‖1, TXAU,𝑖.txid‖1),
TXSP,𝑖.Output ∶= (𝜃1, 𝜃2, ⋯),
TXSP,𝑖.Witness ∶= ((3, {𝜎𝐴TXSP,𝑖 , 𝜎𝐵TXSP,𝑖}), (1, {𝜎𝐴TXSP,𝑖 , 𝜎𝐵TXSP,𝑖})) (6.5)

The split transaction spends the main output of the commit transaction and the

first output of the auxiliary transaction.

6.4.2 Update

Let the channel be in state 𝑖 ≥ 0 and channel parties decide to update it to state 𝑖+1. The
update process is performed in two sub-phases. In the first sub-phase, channel parties

create TXCM,𝑖+1, TXSP,𝑖+1, TXAU,𝑖+1, and [TXRV,𝑖+1] for the new state. In the second sub-phase,

channel parties revoke the state 𝑖 by exchanging 𝑟𝐴,𝑖 and 𝑟𝐵,𝑖 and giving these values to

the watchtower. We assume that the watchtower is also paid after each channel update.

Fig. 6.6 summarises the channel update phase.

6.4.3 Close

Assume that the channel parties 𝐴 and 𝐵 have updated their channel 𝑛 times and then

𝐴 and/or 𝐵 decide to close it. They can close the channel cooperatively. To do so, 𝐴 and
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Figure 6.6: Summary of Garrison channel update phase from state 𝑖 to 𝑖 + 1.

𝐵 create the below transaction, called modified split transaction TX
SP
, and publish it on

the blockchain:

TX
SP
.Input ∶= TXFU.txid‖1,

TX
SP
.Output ∶= TXSP,𝑛.Output,

TX
SP
.Witness ∶= {(1, {𝜎𝐴TXSP , 𝜎

𝐵
TXSP

})}. (6.6)

If one of the channel parties, e.g. party 𝐵, becomes unresponsive, 𝐴 can still non-

collaboratively close the channel. To do so, she publishes TXCM,𝑛 and TXAU,𝑛 on the ledger.

Then, she waits for 𝑡 rounds, and finally publishes TXSP,𝑛.

6.4.4 Punish

Let the channel be at state 𝑛. If a channel party, e.g. party 𝐴, publishes TXCM,𝑖 and then

TXAU,𝑖 with 𝑖 < 𝑛 on the blockchain, party 𝐵 or his watchtower can create the transaction

TXRV,𝑖 and publish it within 𝑡 rounds. If only TXCM,𝑖 is published, party 𝐵 claims its first

output by meeting its second sub-condition 𝑌𝐴,𝑖 ∧ 𝑌𝐴,𝑖 ∧ 3𝑡+.
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Remark 6.3. If the watchtower is non-responsive, the channel might be closed in an old
state. The paper [33] proposes a reputation system, called HashCashed, which forces watch-
towers to be responsive without requiring them to lock any funds as collateral. Garrison
might be used with the HashCashed system.

6.5 Security Analysis

In this section, we prove that for the Garrison channel, it is of negligible probability that

an honest party loses any funds.

Lemma 6.1. Let Π be a EUF − CMA secure digital signature, ℛ be a hard relation and Ξ
be a secure adaptor digital signature. Then, for a Garrison channel with 𝑛 channel updates,
the broadcast of TXRV,𝑖 with 𝑖 < 𝑛 causes the honest channel party 𝑃 ∈ {𝐴, 𝐵} to lose any
funds in the channel with negligible probability.

Proof. Without loss of generality let 𝑃 = 𝐴. The transaction TXRV,𝑖 with 𝑖 < 𝑛 spends the

main output of the revoked TXCM,𝑖 and hence cannot be published unless TXCM,𝑖 is on-chain.
The transaction TXCM,𝑖 spends the output of TXFU. Since the condition in TXFU.Output con-
tains 𝑝𝑘𝐴, this output cannot be spent without𝐴’s authorisation. Otherwise, the security

of the underlying digital signature would be violated. Based on the protocol, the honest

party 𝐴 never broadcasts the revoked TXCM,𝑖 on-chain and her pre-signature 𝜎̃TXCM,𝑖 on the

transaction TXCM,𝑖 is the only authorisation he grants for spending TXFU.Output using

TXCM,𝑖. Thus, if TXCM,𝑖 is published, the probability that 𝐴 fails to obtain 𝑦𝐵,𝑖 is negligible.
Otherwise, aEUF − CMA security or witness extractability of the used adaptor signature

is violated. Furthermore, TXRV,𝑖 has only one output with the condition of 𝑌𝐴,𝑖 ∧ 𝑌𝐵,𝑖 and
the value of 𝑎 + 𝑏. Since 𝐴 privately preserves its witness value 𝑦𝐴,𝑖, the probability that

any PPT adversary claims TXRV,𝑖.Output is negligible. Otherwise, the utilised hard rela-

tion would break. Therefore, it is of negligible probability that 𝐴 (who knows both 𝑦𝐴,𝑖
and 𝑦𝐵,𝑖) fails to claim TXRV,𝑖.Output and obtain all the channel funds.

Lemma 6.2. Let Π be a EUF − CMA secure digital signature, ℛ be a hard relation and Ξ
be a secure adaptor digital signature. Then, for a Garrison channel between 𝐴 and 𝐵 with
𝑃 ∈ {𝐴, 𝐵} being the honest party, if 𝑃 ’s counterparty publishes TXCM,𝑖, it is with negligible
probability that

• 𝑃 fails to obtain the data required to meet the second sub-condition of TXCM,𝑖.
Output[1].𝜑.

• any PPT adversary can meet the second sub-condition of TXCM,𝑖.Output[1].𝜑.
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Proof. Without loss of generality let 𝑃 = 𝐴. Similar to the proof of Lemma 6.1, if

𝐵 publishes TXCM,𝑖, the probability that 𝐴 fails to obtain 𝑦𝐵,𝑖 is negligible. Otherwise,

aEUF − CMA security or witness extractability of the used adaptor signature is violated.

The witness 𝑦𝐴,𝑖 has also been created by 𝐴 and hence he has the whole data required to

meet 𝑌𝐴,𝑖 ∧𝑌𝐵,𝑖 ∧3𝑡+. Furthermore, given that 𝐴 privately preserves its witness value 𝑦𝐴,𝑖,
the probability that any PPT adversary meets this sub-condition is negligible. Otherwise,

the utilised hard relation would break.

Lemma 6.3. Let Π be a EUF − CMA secure digital signature, ℛ be a hard relation and Ξ
be a secure adaptor digital signature. Then, for a Garrison channel with 𝑛 channel updates,
if the honest party 𝑃 ∈ {𝐴, 𝐵} publishes TXCM,𝑛, 𝑃 loses funds in the channel with negligible
probability.

Proof. Without loss of generality let 𝑃 = 𝐴. We assume that 𝐴 publishes TXCM,𝑛 in the

block ℬ𝑗 of the blockchain and prove that it is of negligible probability that 𝐴 fails to

publish TXSP,𝑛. Then, since TXSP,𝑛 corresponds with the latest channel state, its broadcast

cannot cause 𝐴 to lose any funds.

The condition TXCM,𝑛.Output[2].𝜑 contains 𝑝𝑘𝐴 and hence it is of negligible probability

that this output is spent without 𝐴’s authorisation. Otherwise, the security of the un-

derlying digital signature is violated. The honest party 𝐴 grants such an authorisation

only on the transaction TXAU,𝑛 which is held by both 𝐴 and 𝐵. Based on the protocol,

once TXCM,𝑛 is published on the blockchain by 𝐴, he also instantly submits TXAU,𝑛 to the

blockchain. According to our assumptions regarding the blockchain, TXAU,𝑛 is published

on the blockchain in the block ℬ𝑗+𝑘 with 0 < 𝑘 ≤ Δ < 𝑡 . Similarly, the first output of

TXAU,𝑛 can only be spent by TXSP,𝑛. According to the protocol, 𝐴 holds TXSP,𝑛 and submits

it to the blockchain 𝑡 rounds after TXAU,𝑛 is published on-chain. Thus, given that the first

input of TXSP,𝑛 (or equivalently the first output of TXCM,𝑛) is still unspent, based on our

assumptions regarding the blockchain, TXSP,𝑛 is published on the blockchain in the block

ℬ𝑗+𝑘+𝑙+𝑡 with 0 < 𝑙 ≤ Δ < 𝑡 . Now, we prove that, when ℬ𝑗+𝑘+𝑙+𝑡 with 0 < 𝑙, 𝑘 < 𝑡 is
added to the blockchain, the first output of TXCM,𝑛, TXCM,𝑛.Output[1], is still unspent.
The first and third sub-conditions of TXCM,𝑛.Output[1] contains 𝑅𝐴,𝑛 and 𝑝𝑘𝐴, respec-
tively and hence it is of negligible probability that these two sub-conditions are met

without 𝐴’s authorisation. Otherwise, the underlying hard relation or digital signature

would break. Party 𝐴 grants such an authorisation only on TXSP,𝑛. Moreover, the second

sub-condition 𝑌𝐴,𝑖 ∧ 𝑌𝐵,𝑖 ∧ 3𝑡+ cannot be met in block ℬ𝑗+𝑘+𝑙+𝑡 with 0 < 𝑙, 𝑘 < 𝑡 because
𝑗 + 𝑘 + 𝑙 + 𝑡 < 𝑗 + 3𝑡 .

Lemma 6.4. Let Π be a EUF − CMA secure digital signature, ℛ be a hard relation and Ξ
be a secure adaptor digital signature. Then, for a Garrison channel with 𝑛 channel updates
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and with 𝑃 ∈ {𝐴, 𝐵} being the honest party, if 𝑃 ’s counterparty publishes TXCM,𝑛, it is of
negligible probability that 𝑃 loses any funds in the channel.

Proof. Without loss of generality let 𝑃 = 𝐴. The proof is similar to the proof of Lemma

6.3. The only difference is that following Lemma 6.2, it is of negligible probability that

𝐴 fails to meet the second sub-condition of TXCM,𝑛.Output[1]. Therefore, 𝐴 can either

publishes both TXAU,𝑛 and TXSP,𝑛 or claim TXCM,𝑛.Output[1] by meeting its second sub-

condition. None of these two cases can cause the honest party 𝐴 to lose any funds in

the channel.

Lemma 6.5. Let Π be a EUF − CMA secure digital signature, ℛ be a hard relation and Ξ
be a secure adaptor digital signature. Then, for a Garrison channel with 𝑛 channel updates
and with 𝑃 ∈ {𝐴, 𝐵} being the honest party, if any adversary publishes TXCM,𝑖 with 𝑖 < 𝑛, it
is of negligible probability that 𝑃 loses any funds in the channel.

Proof. Without loss of generality let 𝑃 = 𝐴. The output TXCM,𝑖.Output[1] includes 3 sub-

conditions, one of which must be met to cheat 𝐴 out of its funds. The first sub-condition

contains 𝑝𝑘𝐴 and hence it is of negligible probability that this output is spent without

𝐴’s authorisation. Otherwise, the security of the used digital signature is violated. The

honest party 𝐴 grants such an authorisation only on the transaction TXRV,𝑖. However,

according to Lemma 6.1, it is of negligible probability that broadcast of TXRV,𝑖 causes 𝐴
to lose any funds. Moreover, according to Lemma 6.2, it is of negligible probability that

any PPT adversary can meet the second sub-condition. Now, we prove that if the third

sub-condition is used to cheat 𝐴 out of her funds, it leads to a contradiction.

Assume that the third sub-condition of TXCM,𝑖.Output[1] is used to cheat 𝐴 out of her

funds. This sub-condition contains 𝑝𝑘𝐴 and hence it is of negligible probability that this

condition is met without 𝐴’s authorisation. Otherwise, the security of the underlying

digital signature is violated. The honest party𝐴 grants such an authorisation only on the

transaction TXSP,𝑖. Assume that TXSP,𝑖 is included in the blockℬ𝑘 of the blockchain. The

transaction TXSP,𝑖 cannot be added to the blockchain unless its inputs are some unspent

outputs on the blockchain. It means that TXAU,𝑖 is also on the blockchain and following

the condition in TXAU,𝑖.Output[1], the transaction TXAU,𝑖 must have been published in the

block ℬ𝑗 with 𝑗 ≤ 𝑘 − 𝑡 . However, based on the protocol, once 𝐴 or her watchtower

observes TXAU,𝑖 on the blockchain, they create the corresponding revocation transaction

TXRV,𝑖 and submit it to the blockchain. According to our blockchain assumptions, this

transaction is published on the blockchain in block ℬ𝑙 with 𝑗 < 𝑙 ≤ 𝑗 + Δ < 𝑗 + 𝑡 ≤ 𝑘.
However, once TXRV,𝑖 is published in the blockℬ𝑙 of the blockchain, the transaction TXSP,𝑖
becomes invalid and cannot be published in block ℬ𝑘 of the blockchain which leads to

a contradiction.



6.6 GARRISON TRANSACTIONS SCRIPTS 89

Theorem 6.1. Let Π be a EUF − CMA secure digital signature, ℛ be a hard relation and
Ξ be a secure adaptor digital signature. Then, for a Garrison channel, an honest party
𝑃 ∈ {𝐴, 𝐵} loses any funds in the channel with negligible probability.

Proof. Without loss of generality let 𝑃 = 𝐴. Funds of 𝐴 are locked in TXFU.Output. It is
of negligible probability that any PPT adversary 𝒜 spends the output of TXFU without

the honest party 𝐴’s authorisation. Otherwise, the underlying digital signature would

be forgeable. Furthermore, TX
SP
, TXCM,𝑖 with 𝑖 = [0, 𝑛−1], TXCM,𝑛 are the only transactions

in the protocol that spend the output of TXFU and 𝐴 grants authorisation for. Thus, these

transactions will be discussed further. Since TX
SP

represents the final agreed state of the

channel, its broadcast cannot cause𝐴 to lose any funds. Moreover, according to Lemmas

6.3 and 6.4, it is of negligible probability that broadcast of TXCM,𝑛 causes 𝐴 to be cheated

out of her funds. Also, based on the protocol, 𝐴 never publishes TXCM,𝑖 with 𝑖 = [0, 𝑛 − 1]
and according to Lemma 6.5, if one of these transactions is published by the adversary,

it causes 𝐴 to lose any funds with negligible probability. This concludes the proof.

6.6 Garrison Transactions Scripts

The funding transaction is similar to the corresponding transaction in the FPPW channel.

Commit transaction has one input that takes the output of the funding transaction with

witness script of 0 ⟨pubkeyA_sig⟩ ⟨pubkeyB_sig⟩. It also has three outputs where the

script of its first output (main output) is as follows:

OP_IF

# Revocation
4 ⟨Rev_pubkeyA⟩ ⟨Rev_pubkeyB⟩ ⟨R_pubkeyA⟩ ⟨R_pubkeyB⟩ 4 OP_CHECKMULTISIG

OP_ELSE

OP_IF

⟨delay 3t⟩ OP_CHECKSEQUENCEVERIFY OP_DROP

2 ⟨Y_pubkeyA⟩ ⟨Y_pubkeyB⟩ 2 OP_CHECKMULTISIG

OP_ELSE

# Split
⟨delay t⟩ OP_CHECKSEQUENCEVERIFY OP_DROP

2 ⟨Spl_pubkeyA⟩ ⟨Spl_pubkeyB⟩ 2 OP_CHECKMULTISIG
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OP_ENDIF

OP_ENDIF

where ⟨Rev_pubkeyA⟩ and ⟨Spl_pubkeyA⟩ are public keys of 𝐴 and ⟨R_pubkeyA⟩
and ⟨Y_pubkeyA⟩ are revocation key and publishing key of 𝐴, respectively. Also,

⟨Rev_pubkeyB⟩, ⟨Spl_pubkeyB⟩, ⟨R_pubkeyB⟩ and ⟨Y_pubkeyB⟩ are the corresponding

parameters for 𝐵.

The script for the second output (auxiliary output) of the commit transaction is as fol-

lowing:

2 ⟨Aux_pubkeyA⟩ ⟨Aux_pubkeyB⟩ 2 OP_CHECKMULTISIG

where ⟨Aux_pubkeyA⟩ and ⟨Aux_pubkeyB⟩ are public keys of 𝐴 and 𝐵 respectively.

The script for the third output of the commit transaction is as following:

OP_RETURN ⟨Y_pubkeyA⟩ ⟨Y_pubkeyB⟩

where ⟨Y_pubkeyA⟩ and ⟨Y_pubkeyB⟩ are the same as the corresponding values used in

the script in the first output of the commit transaction.

The revocation transaction spends the main output of a revoked commit transaction

with the witness script of 0 ⟨Rev_pubkeyA_sig⟩ ⟨Rev_pubkeyB_sig⟩ ⟨R_pubkeyA_sig⟩
⟨R_pubkeyB_sig⟩ 1. It also has one outputwith the script of 2 ⟨Y_pubkeyA⟩ ⟨Y_pubkeyB⟩
2 OP_CHECKMULTISIG.

The auxiliary transaction spends the auxiliary output of the commit transaction using

the witness script of 0 ⟨Aux_pubkeyA_sig⟩ ⟨Aux_pubkeyB_sig⟩. It also has two outputs.

Its first output contains the following script:

⟨delay t⟩ OP_CHECKSEQUENCEVERIFY OP_DROP

2 ⟨Spl_pubkeyA⟩ ⟨Spl_pubkeyB⟩ 2

The second output of the auxiliary transaction is as follows:

OP_RETURN ⟨Rev_pubkeyA_sig⟩ ⟨Rev_pubkeyB_sig⟩ where ⟨Rev_pubkeyA_sig⟩ and

⟨Rev_pubkeyB_sig⟩ are the corresponding signatures used in the witness script of the

corresponding revocation transaction.

The split transaction has two inputs. The first one takes the main output of the

corresponding commit transaction with the witness script of 0 ⟨Spl_pubkeyA_Sig⟩
⟨Spl_pubkeyB_Sig⟩ 0 0. The second input takes the first output of the corresponding

auxiliary transactionwith thewitness script of 0 ⟨Spl_pubkeyA_Sig⟩ ⟨Spl_pubkeyB_Sig⟩.
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6.7 Garrison Protocol

In this section, protocols for different phases of Garrison will be presented. In differ-

ent steps of the protocol, channel participants generate (or verify) some signatures or

pre-signatures on protocol transactions. When a signature or pre-signature is going to

be generated (or verified) for 𝑗th input of the transaction TX𝑖, the input message to the

signing (or verification) algorithm is denoted by 𝑓 ([TX𝑖], 𝑗) [58].
Garrison channel creation protocol is as follows:

Preconditions: 𝐴 and 𝐵 own 𝑎 + 𝜖/2 and 𝑏 + 𝜖/2 coins on-chain in output of trans-

actions with transaction identifiers 𝑡𝑥𝑖𝑑𝐴 and 𝑡𝑥𝑖𝑑𝐵 respectively. 𝐴 and 𝐵 know

each other’s public keys and values of 𝜖, 𝑎 and 𝑏 that are going to be used in the

channel.

1. Create [TXFU]:

(a) 𝑃 ∈ {𝐴, 𝐵} 𝑡𝑥𝑖𝑑𝑃
↪−−−−→ ̄𝑃

(b) If 𝑃 receives 𝑡𝑥𝑖𝑑 ̄𝑃 , it creates [TXFU] according to 6.1. Else it stops.

2. Create [TXCM,0]:

(a) 𝑃 ∈ {𝐴, 𝐵} generates (𝑌𝑃,0, 𝑦𝑃,0) ← GenR and (𝑅𝑃,0, 𝑟𝑃,0) ← GenR.

(b) 𝑃 𝑌𝑃,0,𝑅𝑃,0
↪−−−−−−→ ̄𝑃

(c) If 𝑃 receives 𝑌 ̄𝑃 ,0, it creates [TXCM,0] according to 6.2. Else it stops.

3. Create [TXRV,0]:

(a) Party 𝑃 ∈ {𝐴, 𝐵} creates [TXRV,0] according to 6.3.

(b) Party 𝑃 computes 𝜎𝑃TXRV,0 = Sign𝑠𝑘𝑃 (𝑓 ([TXRV,0])).

(c) 𝑃
𝜎𝑃TXRV,0
↪−−−−−→ ̄𝑃 .

(d) If party 𝑃 receives 𝜎 ̄𝑃
TXRV,0 from

̄𝑃 s.t. Vrfy𝑝𝑘 ̄𝑃 (𝑓 ([TXRV,0], 1); 𝜎
̄𝑃

TXRV,0) = 1,
it continues. Else it stops.

4. Create [TXAU,0]: Party 𝑃 ∈ {𝐴, 𝐵} creates [TXAU,0] according to 6.4.

5. Create [TXSP,0]: Party 𝑃 ∈ {𝐴, 𝐵} creates [TXSP,0] according to 6.5.

6. Create TXSP,0:

(a) Party 𝑃 ∈ {𝐴, 𝐵} computes 𝜎𝑃,𝑗TXSP,0 = Sign𝑠𝑘𝑃 (𝑓 ([TXSP,0], 𝑗)) with 𝑗 ∶=
{1, 2}.
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(b) 𝑃
𝜎𝑃,1TXSP,0 ,𝜎

𝑃,2
TXSP,0

↪−−−−−−−−−−→ ̄𝑃
(c) If party 𝑃 receives 𝜎 ̄𝑃 ,𝑗

TXSP,0 with 𝑗 ∶= {1, 2} s.t.

Vrfy𝑝𝑘 ̄𝑃 (𝑓 ([TXSP,0], 𝑗); 𝜎
̄𝑃 ,𝑗

TXSP,0) = 1 for 𝑗 ∶= {1, 2}, it continues.

Else it stops.

(d) Party 𝑃 creates TXSP,0 according to 6.5.

7. Create TXAU,0:

(a) Party 𝑃 ∈ {𝐴, 𝐵} computes 𝜎𝑃TXAU,0 = Sign𝑠𝑘𝑃 (𝑓 ([TXAU,0], 1)).

(b) 𝑃
𝜎𝑃TXAU,0
↪−−−−−→ ̄𝑃

(c) If party 𝑃 receives 𝜎 ̄𝑃
TXAU,0 s.t. Vrfy𝑝𝑘 ̄𝑃 (𝑓 ([TXAU,0], 1); 𝜎

̄𝑃
TXAU,0) = 1, it con-

tinues. Else it stops.

(d) Party 𝑃 creates TXAU,0 according to 6.4.

8. Create TXCM,0:

(a) Party 𝑃 ∈ {𝐴, 𝐵} computes 𝜎̃𝑃TXCM,0 = pSign𝑠𝑘𝑃 (𝑓 ([TXCM,0], 1), 𝑌 ̄𝑃 ,0).

(b) 𝑃
𝜎̃𝑃TXCM,0
↪−−−−−→ ̄𝑃

(c) If party 𝑃 receives 𝜎̃ ̄𝑃
TXCM,0 s.t. pVrfy𝑝𝑘 ̄𝑃 (𝑓 ([TXCM,0], 1), 𝑌𝑃,0; 𝜎̃

̄𝑃
TXCM,0) = 1,

it computes 𝜎 ̄𝑃
TXCM,0 = Adapt(𝜎̃ ̄𝑃

TXCM,0 , 𝑦𝑃,0), computes 𝜎𝑃TXCM,0 = Sign𝑠𝑘𝑃
(𝑓 ([TXCM,0], 1)), creates TXCM,0 according to 6.2 and continues. Else it

stops.

9. Create TXFU:

(a) Party 𝑃 ∈ {𝐴, 𝐵} computes 𝜎𝑃TXFU = Sign𝑠𝑘𝑃 (𝑓 ([TXFU], 𝑗)) where 𝑗 ∶= 1
if 𝑃 = 𝐴 or 𝑗 ∶= 2 otherwise.

(b) 𝑃
𝜎𝑃TXFU
↪−−−−→ ̄𝑃

(c) If party 𝑃 receives 𝜎 ̄𝑃
TXFU

s.t. Vrfy𝑝𝑘 ̄𝑃 (𝑓 ([TXFU], 𝑗); 𝜎
̄𝑃

TXFU
) = 1with 𝑗 ∶= 1

if 𝑃 = 𝐵 or 𝑗 ∶= 2 otherwise, it continues. Else it stops.

(d) Party 𝑃 creates TXFU.

10. Publish TXFU: Party 𝑃 ∈ {𝐴, 𝐵} publishes TXFU on-chain.

The Garrison channel update protocol is as follows:
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Preconditions: The channel create phase is complete and TXFU is on-chain. The

channel update phase has been completed 𝑖 times and hence the channel is at

state 𝑖.

1. Create [TXCM,𝑖+1]:

(a) 𝑃 ∈ {𝐴, 𝐵} generates (𝑌𝑃,𝑖+1, 𝑦𝑃,𝑖+1) ← GenR and (𝑅𝑃,𝑖+1, 𝑟𝑃,𝑖+1) ←
GenR.

(b) 𝑃 𝑌𝑃,𝑖+1,𝑅𝑃,𝑖+1
↪−−−−−−−−−→ ̄𝑃

(c) If 𝑃 receives 𝑌 ̄𝑃 ,𝑖+1, it creates [TXCM,𝑖+1] according to 6.2. Else it stops.

2. Create [TXRV,𝑖+1]:

(a) Party 𝑃 ∈ {𝐴, 𝐵} creates [TXRV,𝑖+1] according to 6.3.

(b) Party 𝑃 computes 𝜎𝑃TXRV,𝑖+1 = Sign𝑠𝑘𝑃 (𝑓 ([TXRV,𝑖+1])).

(c) 𝑃
𝜎𝑃TXRV,𝑖+1
↪−−−−−−→ ̄𝑃 .

(d) If party 𝑃 receives 𝜎 ̄𝑃
TXRV,𝑖+1 from

̄𝑃 s.t. Vrfy𝑝𝑘 ̄𝑃 (𝑓 ([TXRV,𝑖+1], 1); 𝜎
̄𝑃

TXRV,𝑖+1)
= 1, it continues. Else it stops.

3. Create [TXAU,𝑖+1]: Party 𝑃 ∈ {𝐴, 𝐵} creates [TXAU,𝑖+1] according to 6.4.

4. Create [TXSP,𝑖+1]: Party 𝑃 ∈ {𝐴, 𝐵} creates [TXSP,𝑖+1] according to 6.5.

5. Create TXSP,𝑖+1:

(a) Party 𝑃 ∈ {𝐴, 𝐵} computes 𝜎𝑃,𝑗TXSP,𝑖+1 = Sign𝑠𝑘𝑃 (𝑓 ([TXSP,𝑖+1], 𝑗))with 𝑗 ∶=
{1, 2}.

(b) 𝑃
𝜎𝑃,1TXSP,𝑖+1 ,𝜎

𝑃,2
TXSP,𝑖+1

↪−−−−−−−−−−−−→ ̄𝑃
(c) If party 𝑃 receives 𝜎 ̄𝑃 ,𝑗

TXSP,𝑖+1 with 𝑗 ∶= {1, 2} s.t.

Vrfy𝑝𝑘 ̄𝑃 (𝑓 ([TXSP,𝑖+1], 𝑗); 𝜎
̄𝑃 ,𝑗

TXSP,𝑖+1) = 1 for 𝑗 ∶= {1, 2}, it continues.

Else it stops.

(d) Party 𝑃 creates TXSP,𝑖+1 according to 6.5.

6. Create TXAU,𝑖+1:

(a) Party 𝑃 ∈ {𝐴, 𝐵} computes 𝜎𝑃TXAU,𝑖+1 = Sign𝑠𝑘𝑃 (𝑓 ([TXAU,𝑖+1], 1)).

(b) 𝑃
𝜎𝑃TXAU,𝑖+1
↪−−−−−−→ ̄𝑃
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(c) If party 𝑃 receives 𝜎 ̄𝑃
TXAU,𝑖+1 s.t. Vrfy𝑝𝑘 ̄𝑃 (𝑓 ([TXAU,𝑖+1], 1); 𝜎

̄𝑃
TXAU,𝑖+1) = 1, it

continues. Else it stops.

(d) Party 𝑃 creates TXAU,𝑖+1 according to 6.4.

7. Create TXCM,𝑖+1:

(a) Party 𝑃 ∈ {𝐴, 𝐵} computes 𝜎̃𝑃TXCM,𝑖+1 = pSign𝑠𝑘𝑃 (𝑓 ([TXCM,𝑖+1], 1), 𝑌 ̄𝑃 ,𝑖+1).

(b) 𝑃
𝜎̃𝑃TXCM,𝑖+1
↪−−−−−−→ ̄𝑃

(c) If party 𝑃 receives 𝜎̃ ̄𝑃
TXCM,𝑖+1 s.t. pVrfy𝑝𝑘 ̄𝑃 (𝑓 ([TXCM,𝑖+1], 1), 𝑌𝑃,𝑖+1; 𝜎̃

̄𝑃
TXCM,𝑖+1) =

1, it computes 𝜎 ̄𝑃
TXCM,𝑖+1 = Adapt(𝜎̃ ̄𝑃

TXCM,𝑖+1 , 𝑦𝑃,𝑖+1), computes

𝜎𝑃TXCM,𝑖+1 = Sign𝑠𝑘𝑃 (𝑓 ([TXCM,𝑖+1], 1)), creates TXCM,𝑖+1 according to

6.2 and continues. Else it executes the non-collaborative closure

phase (from 𝑃 ’s point of view the channel is still at state 𝑖).

8. Revoke TXCM,𝑖:

(a) 𝑃 ∈ {𝐴, 𝐵} 𝑟𝑃,𝑖
↪−−→ ̄𝑃 .

(b) if 𝑃 receives 𝑟 ̄𝑃 ,𝑖 s.t. (𝑅 ̄𝑃 ,𝑖, 𝑟 ̄𝑃 ,𝑖) ∈ ℛ, then continues. Else, it executes the

non-collaborative closure phase (from 𝑃 ’s point of view the channel is

at state 𝑖 + 1).

Garrison channel collaborative closure protocol is as follows:

Preconditions: The channel create phase is complete and TXFU is on-chain. The

channel is at state 𝑛.

1. Create TX
SP
:

(a) Party 𝑃 ∈ {𝐴, 𝐵} creates [TX
SP
] according to 6.6.

(b) 𝑃 computes 𝜎𝑃TXSP = Sign𝑠𝑘𝑃 (𝑓 ([TXSP], 1)).

(c) 𝑃
𝜎𝑃TX

SP
↪−−−−→ ̄𝑃

(d) If 𝑃 receives 𝜎 ̄𝑃
TXSP

from ̄𝑃 s.t. Vrfy𝑝𝑘 ̄𝑃 (𝑓 ([TXSP], 1); 𝜎
̄𝑃

TXSP
) = 1, it con-

tinues. Else it executes the non-collaborative closure phase (from 𝑃 ’s
point of view the channel is still at state 𝑛).

2. Publish TX
SP
: Party 𝑃 ∈ {𝐴, 𝐵} publishes TX

SP
on-chain.

Garrison channel non-collaborative closure protocol is as follows:
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Preconditions: The channel create phase is complete and TXFU is on-chain. The

channel is at state 𝑛.

1. Party 𝑃 ∈ {𝐴, 𝐵} publishes TXCM,𝑛 on-chain.

2. Once TXCM,𝑛 is recorded on-chain, 𝑃 waits for 𝑡 rounds and then publishes

TXSP,𝑛 on-chain.

The protocol for penalizing the cheating party is as following:

preconditions: The channel create phase is complete and TXFU is on-chain. The

channel is at state 𝑛 > 0. TXCM,𝑖 with 𝑖 < 𝑛 is recorded on-chain by a dishonest

party. The honest party (or its watchtower) is always online.

1. The honest party 𝑃 (or its watchtower) observes that TXCM,𝑖 is on-chain.

Party 𝑃 (or its watchtower) extracts 𝑦 ̄𝑃 ,𝑖 = Ext(𝜎𝑃TXCM,𝑖 , 𝜎̃𝑃CM,𝑖, 𝑌 ̄𝑃 ,𝑖).

2. If TXAU,𝑖 is published within 3𝑡 rounds, Party 𝑃 (or its watchtower)

extracts 𝜎𝑃TXRV,𝑖 and 𝜎 ̄𝑃
TXRV,𝑖 from TXAU,𝑖.Output[2], computes 𝜎 ′𝑃TXRV,𝑖 =

Sign𝑟𝑃,𝑖(𝑓 ([TXRV,𝑖], 1)) and 𝜎 ′ ̄𝑃
TXRV,𝑖 = Sign𝑟 ̄𝑃 ,𝑖(𝑓 ([TXRV,𝑖], 1)), creates TXRV,𝑖 ac-

cording to 6.3, publishes it on the blockchain, claims its output and stops.

Else, party 𝑃 claims the output TXCM,𝑖.Output[2] and stops.

6.8 Conclusion

In this chapter, we presented a payment channel with a watchtower, called Garrison,

whose storage costs for both channel parties and the watchtower are logarithmic in the

maximumnumber of channel updates. Garrison avoids state duplication. So, the number

of transactions does not increase exponentially with the number of payment channels or

applications built on top of each other. Furthermore, the number of transactions that are

published on the blockchain upon fraud does not increase with the number of outputs

in the published revoked state.

Regarding the properties defined in Chapter 4, Garrison provides agility as the watch-

tower contract might be made with any watchtower and it can initiate and terminate at

any time. Like Monitor, DCWC, DCWC* and Outpost, Garrison provides strong privacy

against the watchtower. Also, it potentially achieves weak watchtower privacy against

the third party (Refer to Section 4.3.2 for more details.). The watchtower in Garrison

is rewarded upon each channel update. So, Garrison provides watchtower fairness but

since the watchtower does not lock any collateral per channel, the channel party might
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Table 6.2: Different Properties of the Garrison Scheme.

Bitcoin Agility Priv. ag. Priv. ag. Watch. 𝛼 𝛽
Support Watch. 3rd Party Fairness

Garrison Yes Yes Strong Weak Yes 0 1

lose her funds and hence Garrison is unfair to the channel party. Correspondingly, it

provides 𝛽-coverage with 𝛽 = 1. Adding channel party fairness to Garrison has been

left to future works. Table 6.2 summarises the mentioned properties for Garrison.



Chapter 7

Daric: a storage efficient channel with
penalisation

We construct this chapter based on the full version of our published paper, “Daric: A

Storage Efficient Payment ChannelWith Penalisation Mechanism” [63] (The full version

paper is available at https://eprint.iacr.org/2022/1295.pdf).

7.1 Introduction

While the Lightning Network exhibits elegant design, it does have certain limitations.

One such limitation is the linear increase in storage requirements for channel parties, as

they must store all revocation secrets received from their counterparts as the number

of channel updates grows. This leads to an escalation in the storage expenses, partic-

ularly for channel parties managing a large number of channels and frequent channel

updates (e.g., hubs in the PCH use case). Additionally, to ensure the identification and

penalization of misbehaving parties, the channel state is duplicated, resulting in each

party having its own copy of the state. Then, if parties split their channel into sub-

channels (for example in order to add an application like a Virtual channel [27] on top of

the channel), the state of each sub-channel is duplicated and it must propagate on both

duplicates of the parent channel. Thus, state duplication causes the number of transac-

tions to exponentially rise with the number of applications 𝑘 built on top of each other

[14].

Towards a different direction, the payment channel eltoo [1] introduces ANYPREVOUT

[31] (also known as NOINPUT) as a new Bitcoin signature type to deploy the concept of

versioning. This allows channel parties to override the current channel state by creating

a state with a higher version number, which can be published upon fraud. So, channel

97
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parties in eltoo do not store any revocation secrets from old channel states. This sim-

plifies the key management and offers more affordable watchtowers as the transaction

with the highest version invalidates all previous states. Furthermore, if an honest party

forgets about an update and publishes an outdated state, it does not result in the loss of

funds.

However, eltoo is incentive incompatible because its lack of punishment might encour-

age a dishonest party to publish an old state; either the other side corrects it or the

dishonest party wins [64]. The only discouraging factor–the fee for publishing the old

state–is also determined by the dishonest party. Thus, she can set it to the minimum

possible value, i.e. few cents for some blockchains such as Bitcoin hard forks (e.g. Lite-

coin and Bitcoin Cash) and less than 1 USD for Bitcoin. Moreover, the transaction fee is

independent of the channel capacity (i.e. the total funds in the channel). Therefore, even

for payment channels with a huge capacity of several BTCs (e.g., channels listed in [65]),

the dishonest party’s cost will be still below 1 USD (See Section 7.6.2 for detailed anal-

ysis). Additionally, enforcing a large transaction fee or restricting the channel capacity

(proposed in [66]) might be unfavourable to the honest party.

Furthermore, a dishonest party in eltoo might publish multiple outdated states to delay

the channel closure process [67]. Thus, eltoo fails to achieve bounded closure, i.e. hon-

est party is not guaranteed that the channel closure completes within a bounded time.

This compromises the security of time-based payments, e.g. Hashed Time-Lock Contract
(HTLC) (See Section 7.6.1 for further analysis).

Therefore, the main motivation of this chapter is designing a Bitcoin payment channel

that (1) provides constant storage, (2) achieves bounded closure, (3) provides incentive

compatibility, and (4) avoids state duplication.

The contributions of this chapter are as follows:

• We present a new Bitcoin payment channel, called Daric, which (1) is provably

secure in the Universal Composability (UC) framework, (2) achieves constant size

storage for both channel parties and the watchtower, (3) provides bounded closure,

(4) provides punishment mechanism and hence achieves incentive compatibility,

(5) avoids state duplication without needing any particular property (e.g. adaptor

signature properties) for the underlying digital signature, and (6) attains unlimited

lifetime, given that channel parties on average pay each other at most once per

second. Table 7.1 compares Daric with other Bitcoin payment channels.

• We compare Daric and eltoo and show Daric is robust against an attack [67] to

eltoo, which we also formalise in this chapter. We further perform a cost-benefit
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Table 7.1: Comparison of different payment channels with 𝑛 channel updates and 𝑘 re-
cursive channel splitting.

Scheme Party’s Watch. Unl. Incent. # of Ada. Sig. Bnd.
St. Req. St. Req. Life. Comp. Txs Avoid. Cls.

Lightning† [15] 𝒪(𝑛) 𝒪(𝑛) Y Y 𝒪(2𝑘) Y Y
Generalized† [14] 𝒪(𝑛) 𝒪(𝑛) Y Y 𝒪(1) N Y
Outpost [22] 𝒪(𝑛) 𝒪(log 𝑛) N Y 𝒪(2𝑘) Y Y
FPPW [54] 𝒪(𝑛) 𝒪(𝑛) Y Y 𝒪(1) N Y
Cerberus [23] 𝒪(𝑛) 𝒪(𝑛) Y Y 𝒪(2𝑘) Y Y
Sleepy† [28] 𝒪(𝑛) N/A N Y 𝒪(2𝑘) Y Y
eltoo [1] 𝒪(1) 𝒪(1) Y§ N 𝒪(1) Y N
Daric (this work) 𝒪(1) 𝒪(1) Y§ Y 𝒪(1) Y Y

†: If parties pre-generate 𝑛 keys in a Merkle tree, their storage requirements decrease to
𝒪(log 𝑛) but the channel lifetime becomes limited to 𝑛 channel updates.
§: Given that the channel update rate is at most one update per second.

analysis to assess the attacker’s revenue in practice. We also show (1) Daric pro-

vides a higher deterrent effect against profit-driven attackers than eltoo and (2)

unlike eltoo, Daric’s deterrent effect is flexible.

• We compare Daric, eltoo, Lightning, Generalized, Sleepy, Cerberus, FPPW and

Outpost channels with respect to the amount of data that is published on the

blockchain in different channel closure scenarios (See Table 7.2). We show that

Daric in the dishonest closure scenario outperforms Lightning with at least 1

HTLC output as well as all other schemes. In the non-collaborative closure sce-

nario, Daric outperforms Lightning with at least 7 HTLC outputs as well as Gener-

alized, eltoo and FPPW. Moreover, we compute the number of operations required

for each channel update and show that (1) Unlike Lightning, Daric values are inde-

pendent of the number of HTLC outputs 𝑚 and (2) Daric is comparable with other

schemes (see Table 7.2).

7.2 Notations and Background

7.2.1 Notations

In this section, we add some new notations to the ones introduced in Section 3.3. We

use [TX] and TX to denote (TX.nLT, TX.Output) and (TX.nLT, TX.Output, TX.Witness), re-
spectively. The absolute time-lock of 𝑖 in an output condition is shown by 𝑖≥ and means

the output cannot be spent unless the 𝑛𝐿𝑜𝑐𝑘𝑇 𝑖𝑚𝑒 parameter in the spending transaction
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is equal to or greater than 𝑖. Since a transaction may only be recorded on the blockchain

if its 𝑛𝐿𝑜𝑐𝑘𝑇 𝑖𝑚𝑒 is in the past, 𝑖≥ in an output condition ensures the output cannot be

spent unless 𝑖 is expired (i.e. 𝑖 is in the past).

7.2.2 Background

7.2.2.1 Floating Transactions

Each signature in a Bitcoin transaction contains a flag, called SIGHASH, which speci-

fies which part of the transaction has been signed. Typically, signatures are of type

SIGHASH_ALL, meaning the signature authorises all inputs (i.e. references to previous

outputs) and outputs. The SIGHASH of type ANYPREVOUT indicates that the signature

does not authorise the inputs. This allows the signer to refer to any arbitrary UTXO

whose condition is met by the transaction witness data. Such a transaction is called a

𝑓 𝑙𝑜𝑎𝑡𝑖𝑛𝑔 transaction. The dotted arrow to TX″ in Fig. 7.1 shows that TX″ is a floating

transaction whose signature matches the public key 𝑝𝑘𝐶 . This transaction is denoted

by TX″ to emphasise that since it is a floating transaction, its input is unspecified and

can be any output with matching condition. The signature with the ANYPREVOUT flag is

denoted by 𝜎̂ .

7.2.2.2 eltoo [1]

An eltoo channel is created like a Lightning channel, but each state is represented by

two transactions: (1) the update transaction and (2) the settlement transaction, where

both parties have the same version of these two transactions. Each update transaction

is a floating transaction that transfers all the channel funds to a new joint address. The

update transaction’s output can be spent by its corresponding settlement transaction,

which splits the channel funds among parties. If𝐴 submits an old update transaction, she

has to wait for a relative time-lock of 𝑇 rounds before she can publish the corresponding

settlement transaction. It gives some time to 𝐵 to publish the latest update transaction

(which is a floating transaction) and override the already published update transaction.

7.3 Daric Overview

To provide a high level overview of our solution, we start by reviewing the limitations

of the Lightning channel and then gradually present our work.
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Figure 7.1: A sample transaction flow.

7.3.1 Revocation Per State

Parties’ and their watchtower’s storage in a Lightning channel increases over time as

they should store some revocation-related data for each revoked state. Our main idea

to reduce their storage is transforming the revocation transactions into floating trans-

actions. Thereby, participants only need to store the latest revocation transaction with

the largest version number and use it upon fraud. However, for a Lightning channel, (1)

the monetary value of each revocation transaction typically differs from one state to an-

other, and (2) each commit transaction might have multiple HTLC outputs and hence the

number of revocation transactions might also differ from one state to another. So, since

revocation transactions of different states differ in value and number, it is infeasible to

replace them all with the latest revocation transactions.

Therefore, our first modification is following the punish-then-split mechanism, intro-

duced in [14]. According to this mechanism, the commit transaction sends the channel

funds to a new joint output, which is controlled by both parties. The output of this com-

mit transaction can be spent by its corresponding split transaction after 𝑡 rounds where

outputs of the split transaction split the channel funds between 𝐴 and 𝐵. If 𝐴 publishes

a revoked commit transaction, 𝐵 must spend its output within 𝑡 rounds with the corre-

sponding revocation transaction. This revocation transaction gives all the channel funds

to 𝐵. Fig. 7.2 depicts the transaction flows for this channel where each party stores a

single revocation transaction with fixed monetary value (i.e. 𝑎+𝑏 coins) per state. In this

figure, TXFU denotes the funding transaction and TX𝐴CM,𝑖, TX
𝐴
SP,𝑖 and TX𝐴RV,𝑖 (or respectively

TX𝐵CM,𝑖, TX
𝐵
SP,𝑖 and TX𝐵RV,𝑖) denote the commit, split and revocation transactions held by 𝐴

(or respectively held by 𝐵) for state 𝑖.

7.3.2 Revocation Per Channel

In the scheme, depicted in Fig. 7.2, channel parties need to store a revocation transac-

tion for each revoked state. Therefore, storage requirements of channel parties (or their
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Figure 7.2: Transaction flows for a Lightning channel with punish-then-split mechanism.

watchtower) increase with each channel update. To solve this issue, we transform revo-

cation transactions into floating transactions, i.e. the signatures in a revocation trans-

action, held by 𝐴, are of type ANYPREVOUT and meet the output condition of all commit

transactions, held by 𝐵, and vice versa. It allows parties to only store the last revocation

transaction.

7.3.3 Avoiding State Duplication

Since each state in the introduced scheme contains two split transactions (one for each

party), the scheme suffers from state duplication. To avoid this, we transform split trans-

actions into floating transactions. Then, each state contains one split transaction (held

by both parties), which spends any of two commit transactions of that state.

7.3.4 State Ordering

Since split and revocation transactions are floating, it must be guaranteed that the lat-

est commit transaction cannot be spent using any split or revocation transaction from

previous states. Otherwise, the honest party, who has published the latest commit trans-

action, might lose some funds in the channel. To achieve this requirement, we repurpose

[1] the 𝑛𝐿𝑜𝑐𝑘𝑇 𝑖𝑚𝑒 parameter of split and revocation transactions to store the state num-
ber : the number of times the channel has been updated to date. Furthermore, we add

the state number to the output condition of each commit transaction as an absolute

time-lock. Then, since the absolute time-lock in the output condition of the last com-

mit transaction would be larger than the 𝑛𝐿𝑜𝑐𝑘𝑇 𝑖𝑚𝑒 parameter in any split or revocation

transaction from previous states, the mentioned requirement is met.
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7.3.5 Putting Pieces Together

The transaction flow for state 𝑖 of Daric is depicted in Fig. 7.3. Let the channel be in state

𝑛. To close the channel, each party (e.g. 𝐴) can publish the latest commit transaction (e.g.

TX𝐴CM,𝑛), wait for 𝑇 rounds and finally publish the latest split transaction TXSP,𝑛. There is

no revocation transaction for the latest state. If party 𝐵 publishes a revoked commit

transaction (i.e. TX𝐵CM,𝑖 with 𝑖 < 𝑛), then party 𝐴 instantly publishes the latest revocation

transaction TX𝐴RV,𝑛−1 to take all the channel funds.

Figure 7.3: Transaction flows for state 𝑖 of a Daric channel.

7.4 Daric Protocol Description

This section presents our protocol using the transaction flows depicted in Fig. 7.3. The

lifetime of a Daric channel can be divided into 4 phases including create, update, close,

and punish. We introduce these phases through sections 7.4.1 to 7.4.4. Section 7.11

provides the formal description of the protocol.

7.4.1 Create

To create the channel, 𝐴 and 𝐵 sign and publish the funding transaction TXFU on the

blockchain. By publishing this transaction, 𝐴 and 𝐵 fund the channel with 𝑎 and 𝑏 coins,
respectively, but since the output of the funding transaction can only be spent if both

parties agree, one party might become unresponsive to raise a hostage situation. To

avoid this, before signing the funding transaction, parties commit to the initial chan-

nel state, i.e. state 0, by exchanging signatures for the corresponding commit and split
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transactions. Let us explain the different steps of the channel creation phase in more

detail.

• Step 1: At the first step, 𝐴 and 𝐵 send their funding sources (i.e. 𝑡𝑥𝑖𝑑𝐴 and 𝑡𝑥𝑖𝑑𝐵)
to each other. This enables them to create the body of the funding transaction

[TXFU].

• Step 2: Having the transaction identifier of TXFU, parties create the body of the

commit transactions, i.e. [TX𝐴CM,0] and [TX𝐵CM,0].

• Steps 3: Parties exchange the required signatures (with SIGHASH of type

ANYPREVOUT) to create the floating transaction TXSP,0. This floating transaction

could take output of TX𝐴CM,0 or TX𝐵CM,0 as its input.

• Step 4: Parties exchange the required signatures to create the commit transactions

TX𝐴CM,0 and TX𝐵CM,0.

• Step 5: Parties exchange the required signatures to create the funding transactions

TXFU.

• Step 6: Parties publish the funding transaction on the blockchain.

The absolute time-lock in the output script of commit transactions and correspondingly

the 𝑛𝐿𝑜𝑐𝑘𝑇 𝑖𝑚𝑒 parameter in the split transaction must be in the past. Otherwise, parties

have to wait to publish such transactions. As explained in Section 7.3.4, the time-lock is

set to the state number and hence its value increases with each channel update. Absolute

time-locks lower than 500,000,000 specify the block number after which the transaction

can be included in a block. According to the value of the current block height, if we set

the initial time-lock to the first state number, i.e. 0, the channel can be updated around

700,000 times. However, absolute time-locks equal to or larger than 500,000,000 specify

the UNIX timestamp after which the transaction will be valid.

According to the value of the current timestamp, if we set the initial time-lock (and cor-

respondingly 𝑛𝐿𝑜𝑐𝑘𝑇 𝑖𝑚𝑒 parameter) to 500,000,000, the channel can be updated around 1

billion times [1]. Moreover, the current timestamp increases one unit per second, mean-

ing if the average rate of the channel update is up to once per second, the channel can

be updated an infinite number of times.

The above-mentioned transactions are further explained below.

• Funding transaction: Using this transaction, channel parties 𝐴 and 𝐵 open a

Daric channel by funding 𝑎 and 𝑏, coins into the channel, respectively. The funding
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transaction is as follows1:

TXFU.nLT ∶= 0,
TXFU.Input ∶= (𝑡𝑥𝑖𝑑𝐴‖𝑥, 𝑡𝑥𝑖𝑑𝐵‖𝑦),

TXFU.Output ∶= {(𝑎 + 𝑏, 𝑝𝑘𝐴 ∧ 𝑝𝑘𝐵)},
TXFU.Witness ∶= ((1, 𝜎𝐴,1TXFU

), (1, 𝜎𝐵,2TXFU
)).

• Commit transaction: There exist two versions of commit transaction per state,

each held by one of the parties, but only the first ones (TX𝐴CM,𝑖 and TX
𝐵
CM,𝑖 with 𝑖 = 0)

are created at this phase. Commit transactions send the channel funds to a joint

account. Commit transactions for state 𝑖 are as follows:

TX𝐴CM,𝑖.nLT ∶= 0,
TX𝐴CM,𝑖.Input ∶= TXFU.txid‖1,

TX𝐴CM,𝑖.Output ∶= {(𝑎 + 𝑏, 𝜑1 ∨ 𝜑2)},
TX𝐴CM,𝑖.Witness ∶= {(1, {𝜎𝐴

TX𝐴CM,𝑖
, 𝜎𝐵

TX𝐴CM,𝑖
})}

and

TX𝐵CM,𝑖.nLT ∶= 0,
TX𝐵CM,𝑖.Input ∶= TXFU.txid‖1,

TX𝐵CM,𝑖.Output ∶= {(𝑎 + 𝑏, 𝜑1 ∨ 𝜑′2},
TX𝐵CM,𝑖.Witness ∶= {(1, {𝜎𝐴

TX𝐵CM,𝑖
, 𝜎𝐵

TX𝐵CM,𝑖
})}

with 𝜑1 ∶= (𝑝𝑘𝐴SP ∧ 𝑝𝑘𝐵SP ∧ 𝑡+ ∧ 𝑖≥), 𝜑2 = (𝑝𝑘𝐴RV ∧ 𝑝𝑘𝐵RV ∧ 𝑖≥) and 𝜑′2 = (𝑝𝑘′𝐴RV ∧
𝑝𝑘′𝐵RV ∧ 𝑖≥). Meeting each sub-condition requires both parties’ authorisation. The

parameters 𝑖≥ and 𝑡+ show absolute time-lock of 𝑖 and relative time-lock of 𝑡 rounds,
respectively. The parameter 𝑡 can be set to any value larger than the blockchain

delay Δ.

• Split transaction There is one split transaction per state which is held by both

channel parties, but only the first one (TXSP,𝑖 with 𝑖 = 0) is created at this phase.

The split transaction for state 𝑖 determines the balance of each channel party in

1We assume that funding sources of TXFU are two typical UTXOs owned by 𝐴 and 𝐵.
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the 𝑖th channel state. For this transaction, we have:

TXSP,𝑖.nLT ∶= 𝑆0 + 𝑖,
TXSP,𝑖.Input ∶= TX𝑃CM,𝑖.txid‖1, with 𝑃 ∈ {𝐴, 𝐵}.

TXSP,𝑖.Output ∶= (𝜃1, 𝜃2, …),
TXSP,𝑖.Witness ∶= {(1, {𝜎̂𝐴TXSP,𝑖 , 𝜎̂𝐵TXSP,𝑖})}

The transaction TXSP,𝑖 is a floating transaction whose witness satisfies the first sub-

condition of the output of TX𝐴CM,𝑖 or TX
𝐵
CM,𝑖 (𝑝𝑘𝐴SP∧𝑝𝑘𝐵SP∧𝑡+∧𝑖≥). Normally, given that

parties are honest and the channel is in state 𝑛, one of two commit transactions

of the latest state, i.e. either TX𝐴CM,𝑛 or TX𝐵CM,𝑛, is published on-chain. Then, the

first sub-condition of its output with the (𝑝𝑘𝐴SP ∧ 𝑝𝑘𝐵SP ∧ 𝑡+ ∧ 𝑖≥) is satisfied by the

corresponding split transaction TXSP,𝑛 after 𝑡 rounds.

To reduce the required communication between channel parties for each channel

update, 𝑝𝑘𝐴SP and 𝑝𝑘𝐵SP do not change from one state to the next. However, since

split transactions are floating, it must be guaranteed that the split transaction of

state 𝑖 cannot take the output of one of the commit transactions of the next states

as its input because otherwise the output of the latest commit transaction, let’s

say TX𝐴CM,𝑛, could be spent using an old split transaction TXSP,𝑖 with 𝑖 < 𝑛, which is

undesirable. To meet this requirement, the 𝑛𝐿𝑜𝑐𝑘𝑇 𝑖𝑚𝑒 parameter of TXSP,𝑖 is set to
𝑖. Then since the first sub-condition of commit transactions of state 𝑗 with 𝑗 > 𝑖 are
time-locked using 𝑗≥ but TXSP,𝑖.nLT ≥ 𝑗 does not hold, TXSP,𝑖 cannot spend output

of TX𝐴CM,𝑗 or TX
𝐵
CM,𝑗 .

7.4.2 Update

Let the channel be in state 𝑖 ≥ 0 and channel parties decide to update it to state 𝑖 + 1.
The update process is performed in two sub-phases. The first sub-phase is similar to

steps 2 to 4 of the channel creation phase where channel parties create two new commit

transactions TX𝐴CM,𝑖+1 and TX𝐵CM,𝑖+1 as well as a new split transaction TXSP,𝑖+1 for the new

state. In the second sub-phase, channel parties revoke the state 𝑖 by signing two revo-

cation transactions TX𝐴RV,𝑖 and TX𝐵RV,𝑖. The revocation transaction TX𝐴RV,𝑖 (or respectively

TX𝐵RV,𝑖) contains no input yet and can spend output of any commit transaction TX𝐵CM,𝑗 (or

respectively TX𝐴CM,𝑗 ) with 𝑗 ≤ 𝑖. With each channel update, the state number and hence

the time-lock value in the output condition of each commit transaction and 𝑛𝐿𝑜𝑐𝑘𝑇 𝑖𝑚𝑒
in split and revocation transactions increase by one unit. Let us explain the different

steps of the channel update phase in more detail.
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• Step 1: Parties create the body of the commit transactions, i.e. [TX𝐴CM,𝑖+1] and

[TX𝐵CM,𝑖+1].

• Steps 2: Parties exchange the required signatures (with SIGHASH of type

ANYPREVOUT) to create the floating transaction TXSP,𝑖+1. This floating transaction

takes output of TX𝐴CM,𝑖+1 or TX𝐵CM,𝑖+1 as its input.

• Step 3: Parties exchange the required signatures to create the commit transactions

TX𝐴CM,𝑖+1 and TX𝐵CM,𝑖+1.

• Step 4: Parties exchange the required signatures (with SIGHASH of type

ANYPREVOUT) to create the floating transactions TX𝐴RV,𝑖 and TX𝐵RV,𝑖.

One of the partiesmight receive the signature on the split or commit transactions in steps

2 or 3 (or respectively receive the signature on the revocation transaction in step 4) but

avoid signing the corresponding transaction for the other party. In such situations, the

honest party non-collaboratively closes the channel with the latest valid channel state,

i.e. state 𝑖 (or respectively state 𝑖 + 1). More technical details can be found in Section

7.11.

Revocation transaction will be introduced further below:

• Revocation transaction Once the channel is updated from state 𝑖 to 𝑖 + 1, two

versions of revocation transaction are created for state 𝑖, one version for each chan-

nel party. The revocation transaction held by party 𝐴 and party 𝐵 for state 𝑖 are
denoted by TX𝐴RV,𝑖 and TX𝐵RV,𝑖, respectively, where

TX𝐴RV,𝑖.nLT ∶= 𝑖,
TX𝐴RV,𝑖.Input ∶= TXCM,𝑗,𝐵.txid‖1, with 𝑗 ≤ 𝑖,

TX𝐴RV,𝑖.Output ∶= {(𝑎 + 𝑏, 𝑝𝑘𝐴)},
TX𝐴RV,𝑖.Witness ∶= {(2, {𝜎̂𝐴

TX𝐴RV,𝑖
, 𝜎̂𝐵

TX𝐴RV,𝑖
})}

and

TX𝐵RV,𝑖.nLT ∶= 𝑖,
TX𝐵RV,𝑖.Input ∶= TXCM,𝑗,𝐴.txid‖1, with 𝑗 ≤ 𝑖,

TX𝐵RV,𝑖.Output ∶= {(𝑎 + 𝑏, 𝑝𝑘𝐵)},
TX𝐵RV,𝑖.Witness ∶= {(2, {𝜎̂𝐴

TX𝐵RV,𝑖
, 𝜎̂𝐵

TX𝐵RV,𝑖
})}

The transaction TX𝐴RV,𝑖 (or TX
𝐵
RV,𝑖) is a floating transaction whose witness satisfies

the second sub-condition of the output of TXCM,𝑗,𝐵 (or TXCM,𝑗,𝐴) with 𝑗 ≤ 𝑖. Given that
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the channel is in state 𝑛, if a dishonest channel party, let’s say party 𝐵, publishes
the old commit transaction TXCM,𝑗,𝐵 with 𝑗 < 𝑛, he must wait for 𝑇 rounds before

being able to publish its corresponding split transaction TXSP,𝑗 . However, 𝐴 can

instantly publish the latest revocation transaction TXRV,𝑛−1,𝐴 and claim its output.

Since revocation transactions are floating and meet the second sub-condition of

commit transactions, the public keys that are used in such sub-conditions must

not change from one state to the next. However, it must be guaranteed that the

revocation transaction of state 𝑖 cannot take the output of commit transactions of

the next states as input. Thus, similar to what we did for split transactions, the

𝑛𝐿𝑜𝑐𝑘𝑇 𝑖𝑚𝑒 parameter of revocation transactions of state 𝑖 is set to 𝑆0+𝑖. Then since

the second sub-condition of each commit transaction of state 𝑖 is also time-locked

using 𝐶𝐿𝑇𝑉𝑆0+𝑖, the desired requirement is met.

A dishonest channel party, e.g. party𝐴, must not be able to publish both a revoked

commit transaction TX𝐴CM,𝑖 with 𝑖 < 𝑛 as well as a revocation transaction TXRV,𝑗,𝐴
with 𝑗 ≥ 𝑖 on the ledger. Otherwise, he can take all the channel funds. To prevent

𝐴 from doing so, the revocation public keys that are used in commit transactions

held by 𝐴 (𝑝𝑘𝐴RV and 𝑝𝑘𝐵RV) are different from those in commit transactions held by

𝐵 (𝑝𝑘′𝐴RV and 𝑝𝑘′𝐵RV). Therefore, the output of a revoked commit transaction held by

𝐴 can only be spent by a revocation transaction held by 𝐵 and vice versa.

7.4.3 Close

Assume while the channel between 𝐴 and 𝐵 is in state 𝑛, they decide to collaboratively

close it. To do so, 𝐴 and 𝐵 exchange signatures for a new transaction, called modified

split transaction TX
SP
, and publish it on the blockchain. This transaction takes the fund-

ing transaction’s output as its input and splits the channel funds among channel parties.

The transaction TX
SP

is as following:

TX
SP
.Input ∶= TXFU.txid‖1,

TX
SP
.Output ∶= TXSP,𝑛.Output,

TX
SP
.Witness ∶= {(1, {𝜎𝐴TXSP , 𝜎

𝐵
TXSP

})}.

If one of the channel parties, e.g. party 𝐵, becomes unresponsive, its counterparty 𝐴
can still non-collaboratively close the channel by publishing TX𝐴CM,𝑛, adding the output of

TX𝐴CM,𝑛 as an input to TXSP,𝑛 to transform it into TXSP,𝑛, and finally publishing TXSP,𝑛 after

𝑡 rounds.
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7.4.4 Punish

Let the channel be in state 𝑛. If a dishonest channel party, let’s say 𝐴, publishes an old

commit transaction TX𝐴CM,𝑖 with 𝑖 < 𝑛 on the ledger, party 𝐵 adds the output of TX𝐴CM,𝑖 as an

input to TX𝐵RV,𝑛−1 in order to transform it into TX𝐵RV,𝑛−1 and instantly publishes TX𝐵RV,𝑛−1
on the blockchain.

7.5 Security Analysis Overview

In this section, we first provide some payment channel notations as well as our security

model, which follows previous works on layer-2 solutions [14, 68, 69, 29]. Then, we

present desired properties of a payment channel and an ideal functionalityℱ that attains

those properties. Finally, we show that the Daric protocol is a realisation of the ideal

functionality ℱ and hence achieves its desired properties.

7.5.1 Notation and Security Model

We use an extended version of the universal composability framework [55] to formally

model the security of our construction. This extended version [70], called the Global

Universal Composability framework (GUC), supports a global setup. To simplify our

model, we assume that the communication network is synchronous, meaning that the

protocol is executed through multiple rounds and parties in the protocol are connected

to each other via an authenticated communication channel which guarantees 1-round

delivery. Transactions are recorded by a global ledger ℒ(Δ, Σ), where Σ is a signature

scheme used by the blockchain and Δ is an upper bound on the blockchain delay: the

number of rounds it takes a transaction to be accepted by the ledger. Section 7.9 provides

more details on our security model.

We abbreviate a daric payment channel 𝛾 as an attribute tuple 𝛾 ∶= (id, users, cash, st,
sn, flag, st′), where 𝛾 .id ∈ {0, 1}∗ defines the channel identifier, 𝛾 .users represents the

identities of the channel users, 𝛾 .cash ∈ R≥0 is the channel capacity, 𝛾 .st ∶= (𝜃1, … , 𝜃𝑙)
is a list of 𝑙 outputs defining the channel state after the last complete channel update

and 𝛾 .sn is the state number. The flag 𝛾 .flag ∈ {1, 2} and the state 𝛾 .st′ will be explained

below.

The initial value of 𝛾 .flag and 𝛾 .st′ are 1 and ⟂, respectively. Assume that the channel

has been updated 𝑛 ≥ 0 times and the channel state after the 𝑛th update is 𝑠𝑡 and hence

we have 𝛾 .st = 𝑠𝑡 . Now, assume that parties start the update process to update the state

of the channel from state 𝑠𝑡 to 𝑠𝑡′. From a particular point in the channel update process
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onward, at least one of the parties has sufficient data to enforce the new state 𝑠𝑡′ on the

blockchain when parties have not completely revoked the state 𝛾 .st yet. The flag 𝛾 .flag
is set to 2 to identify such occasions and 𝛾 .st′ is set to 𝑠𝑡′ to maintain the new state. Thus,

when 𝛾 .flag = 2, the channel might be finalised with either 𝛾 .st or 𝛾 .st′. At the end of

the channel update process, once the state 𝑠𝑡 was revoked by both parties, 𝛾 .st and 𝛾 .st′
are set to 𝑠𝑡′ and ⟂, respectively, and 𝛾 .flag is set to 1.

7.5.2 Ideal Functionality Properties

This section closely follows [14] to introduce desired security and efficiency properties

of a payment channel as follows:

• Consensus on creation: A channel 𝛾 is created only if both channel parties in

the set 𝛾 .users agree to create it.

• Consensus on update: A channel 𝛾 is updated only if both channel parties in

the set 𝛾 .users agree to update it. Also, parties reach an agreement on update

acceptance or rejection within a bounded number of rounds (the bound might

depend on the ledger delay Δ).

• Bounded closure with punish: An honest user 𝑃 ∈ 𝛾 .users has the assurance

that within a bounded number of rounds (the bound might depend on the ledger

delay Δ), she can finalise the channel state on the ledger either by enforcing a state

that gives her 𝛾 .cash coins, or by enforcing 𝛾 .st if 𝛾 .flag = 1 or by enforcing either

𝛾 .st 𝛾 .st′ otherwise.

• Optimistic update: If both parties in 𝛾 .users are honest, the channel update com-

pletes with no ledger interaction.

Section 7.10 introduces an ideal functionalityℱ that achieves these properties. Theorem

7.1 shows Daric protocol, denoted by 𝜋 , is a realisation of ℱ and hence achieves its

desired properties. It follows from 14 Lemmas. Section 7.12 presents the full security

proof.

Theorem 7.1. Let Σ be an EUF − CMA secure signature scheme. Then, for any ledger
delay Δ ∈ ℕ, the protocol 𝜋 UC-realises the ideal functionality ℱ (𝑇 ) with any 𝑡 > Δ.

Proof. Theorem follows directly from Lemma 7.1, Lemma 7.4, Lemma 7.5 and Lemma

7.8, presented in Section 7.12.
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To enhance structure and prevent an overly lengthy section, we partition the necessary

contents for our security proof into two separate chapters. We formally define 𝜋 in

Section 7.11 and then provide a simulator 𝒮 in Section 7.12 where 𝒮 has interaction

with the ideal functionality ℱ and ℒ . The simulator simulates the content and timing

of all messages of the honest party to the adversary and also translates anymessage from

the adversary into a message to the ideal functionality, such that an indistinguishable

execution of the protocol in the ideal world is emulated. Also, in Section 7.12, we prove

for any action that causes the ideal functionality to output Error with non-negligible

probability, the simulator constructs a reduction against the existential unforgeability

of the underlying signature scheme Σ with non-negligible success probability, which

contradicts with our assumption regarding the security of Σ. This proves our protocol

would be as secure as the ideal functionality ℱ and provides its desirable properties.

7.6 Daric Versus Eltoo

In section 7.6.1, we present an attack to eltoo whose main purpose is to postpone the

channel closure. We show this attack is practically profitable when applied to eltoo but

it cannot be applied to Daric. In section 7.6.2, we analyse Daric and eltoo to compare

their robustness against profit-driven attackers. We use the statistical data derived from

the Lightning Network to enable such an analysis.

7.6.1 HTLC Security

This section presents an attack against HTLC security in eltoo (previously informally

discussed in [67]) and analyses the attacker’s revenue. Let the adversary represent two

nodes on the PCN: node 𝑀1 and node 𝑀2. Assume that the adversary has established

𝑁 channels from 𝑀1 to victim nodes 𝑉1, … , 𝑉𝑁 and 𝑁 channels from victim nodes to

𝑀2. The channel between 𝑀1 and 𝑉𝑖 is denoted with 𝛾𝑖. The adversary performs 𝑁
simultaneous HTLC payments from𝑀1 to𝑀2 through 𝑉1, … , 𝑉𝑁 . Let the payment value

for all HTLCs be 𝐴 coins and the time-lock for all these payments for 𝑀1’s channels be
𝑇 . Assume that𝑀2 accepts the payments and provides the required secrets for all HTLC

payments and hence 𝑀2 is paid 𝑁 ⋅ 𝐴 coins in total. Then, victims provide the secrets to

the node𝑀1. However,𝑀1 does not update her channelswith victims. Therefore, victims

attempt to claim all HTLCs on-chain. To prevent victims from closing their channels in

time, 𝑀1 takes the following steps:

1. Submit a valid Delay transaction TXDe with 𝑁 + 1 inputs and 𝑁 + 1 outputs where

the 𝑖th input-output pair corresponds with an outdated state of the channel 𝛾𝑖 and
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the last input-output pair adds further funds to be used as the transaction fee,

which is set to any value larger than 𝐴.

2. If TXDe is published and the time-lock 𝑡 is still unexpired, go to step 1.

3. Once the time-lock 𝑡 is expired, submit the latest channel state for all channels and

claim their HTLC outputs.

In the above attack, to replace the already submitted transaction TXDe with the latest

state of the channel 𝛾𝑖, 𝑉𝑖 has to set a transaction fee that is larger than the total absolute

transaction fee of TXDe [71]. But since the transaction fee for TXDe is larger than 𝐴, 𝑉𝑖
will be unwilling to pay such a transaction fee.

Once the HTLC time-lock is expired and the latest channel state is added to the ledger,

there will be a race between 𝑀1 and each victim to claim the HTLC output. The adver-

sary will have a better chance to win the race if she has a better network connection

with a higher number of nodes.

Now we perform a cost-benefit analysis to determine if the attack is profitable to the

attacker. For a fixed value of𝐴, with setting𝑁 to the largest possible value, the adversary

(1) reduces the fee per channel for each delay transaction and (2) reduces the pace at

which outdated states are added to the blockchain. A Bitcoin transaction can contain up

to 100,000 VBytes (where each VByte equals four weight units) and each input-output

pair contains 222 bytes of witness data and 84 bytes of non-witness data (See Appendix

H.4 in the full version of the Daric paper [63] for more details). Therefore, TXDe can

cover up to around 100,000
0.25×222+84 ≈ 715 eltoo channels. The minimum possible fee rate

is 1 Satoshi per VByte. Thus, if 𝐴 is set to 100,000 Satoshi, the total fee for each delay

transaction would be 100,000 Satoshi.

At the time of writing this chapter (in January 2023), the average transaction fee is quite

low and hence transactions with the minimum fee rate are added to the blockchain in

30 minutes. It means if HTLC time-locks are set to 3 days, 144 delay transactions are

published before time-locks getting expired. In other words, the adversary pays 144𝐴 as

a transaction fee to earn up to 715𝐴. In more congested times, it might take several hours

for a transaction with a minimum fee rate to be added to the blockchain. Thus, the attack

could be evenmore profitable to the attacker. This attack is inapplicable to Daric because

once the attacker publishes an old commit transaction, the only valid transactions are

the revocation transactions held by her counterparty.

7.6.2 Punishment Mechanism

Prior to providing a formal analysis, we provide intuitions as follows. The only cost for a

dishonest party in eltoo is the fee for publishing the old state, which could be (1) less than
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1 USD for Bitcoin and (2) independent of the channel capacity. However, given that the

balance of each party in a Daric channel cannot be less than 1% of the channel capacity

(which is currently deployed in the Lightning Network), the minimum amount that a

dishonest party might lose would have the following properties: (1) It is proportional to

the channel capacity, (2) Its value (around 20 USD on average in the Lightning Network

in April 2022) is typically significantly larger than the transaction fee and (3) It is easily

raised by increasing the minimum possible balance of each channel party from 1% of

the channel capacity to a higher proportion. Therefore, Daric’s deterrent effect against

profit-driven attackers is higher and more flexible than that of eltoo.

Now, we present a more formal comparison between eltoo and Daric. We assume the

channel party either stays online or employs a watchtower that is fair w.r.t the hiring

party [54] (i.e. the watchtower guarantees its client’s funds in the channel). For the

former case, let 𝑝 denote the probability that the honest channel party successfully reacts

upon fraud, i.e. 1−𝑝 is the probability that the honest party, due to crash failures or DoS

attacks, fails to react. We show that (1) to discourage attacks by profit-driven parties, 𝑝
for eltoo must be more significant than that of Daric, and (2) unlike Daric, an increase

in the channel capacity in eltoo channels raises the minimum value of 𝑝 that is required

to prevent fraud. However, achieving large values of 𝑝 (e.g. 0.9999) could be difficult for

ordinary users. This indicates that eltoo needs a way to punish profit-driven attackers.

To monitor a channel, the watchtower’s collateral equals the channel capacity [54, 23].

Let 𝐶 denote the total capacity of the Bitcoin payment channel network and 𝐶𝑊 denote

the total capital that fair watchtowers have spent to watch their clients’ channels. Then,

the probability that a randomly selected payment channel is monitored by a fair watch-

tower is roughly computed as 𝐶𝑊
𝐶 .

Assume that a dishonest party𝒜 creates an eltoo channel with a channel capacity of 𝐶𝒜
coins, where the initial balance of𝒜 and her counterparty are 𝐶𝒜 and 0, respectively. For

now, we assume that parties know if their counterparties are using a fair watchtower. We

will relax this assumption later. If the channel is being monitored by a fair watchtower,

𝒜 continues using the channel in an honest way. Otherwise, she sends all her balance

to her counterparty in exchange for some products or services and then submits the

initial channel state to the blockchain. In such a case, with a probability of 1 − 𝑝 and

𝑝, 𝒜 ’s revenue and her loss would be 𝐶𝒜 − 𝑓 and 𝑓 , respectively, where 𝑓 denotes the

transaction fee. Thus, 𝒜 is discouraged to attack iff:

(𝐶𝒜 − 𝑓 )(1 − 𝑝) − 𝑓 ⋅ 𝑝 < 0 ⇔ 𝑝 > 1 − 𝑓
𝐶𝒜

.
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For a Daric channel, 𝒜 is discouraged to attack iff:

0.99 ⋅ 𝐶𝒜 ⋅ (1 − 𝑝) − 0.01 ⋅ 𝐶𝒜 ⋅ 𝑝 < 0 ⇔ 𝑝 > 0.99.

The threshold value for eltoo is typically more significant than that of Daric. At the time

of writing this chapter, the average values of 𝑓 for a transaction and 𝐶𝒜 for a Lightning

channel are around 0.000042 BTC and 0.069 BTC, respectively, leading to 1− 𝑓
𝐶𝒜 ≈ 0.999.

But the adversary can practically set 𝑓 to the lowest possible value (i.e. 1 Satoshi per

VByte) leading to 𝑓 ≈ 0.00000212 BTC and 1 − 𝑓
𝐶𝒜 ≈ 0.9999 for eltoo. Therefore, (1) to

discourage attacks, the honest party would require to meet a higher 𝑝 in eltoo than in

Daric, (2) the threshold for eltoo depends on the channel capacity, and (3) the threshold

for Daric can simply decrease from 0.99 to lower values.

In the above analysis, we assumed that 𝒜 knows whether her counterparty is hiring

any fair watchtower. Considering the opposite case, the probability that the channel is

not being monitored by any fair watchtower and the honest party fails to react upon

fraud would be 𝑝0 ∶= (1 − 𝐶𝑊
𝐶 )(1 − 𝑝). Thus, with a probability of 𝑝0 and 1 − 𝑝0, 𝒜 ’s

revenue and her loss in an eltoo channel would be 𝐶𝒜 − 𝑓 and 𝑓 , respectively. Thus, 𝒜
is discouraged to attack iff:

(𝐶𝒜 − 𝑓 ) ⋅ 𝑝0 − 𝑓 ⋅ (1 − 𝑝0) < 0 ⇔ 𝑝 > 1 −
𝑓
𝐶𝒜

1 − 𝐶𝑊
𝐶
.

Similarly, for a Daric channel, we have:

0.99 ⋅ 𝐶𝒜 ⋅ 𝑝0 − 0.01 ⋅ 𝐶𝒜 ⋅ (1 − 𝑝0) < 0 ⇔ 𝑝 > 1 − 0.01
1 − 𝐶𝑊

𝐶
.

As explained earlier, the threshold value for eltoo depends on 𝐶𝒜 and is typically more

significant than that of Daric.

7.7 Performance Analysis

Table 7.2 shows the total number of weight units of transactions, published on the

blockchain for different payment channels in different channel closure scenarios. Since

theweight units of a transaction directly impact its fee, we use this parameter to compare

different schemes. Payment channels perform similarly in the collaborative channel clo-

sure, so we do not consider this scenario in our analysis. Since the funding transaction

2Each update transaction in eltoo contains 332 byte of witness data and 125 bytes of non-witness data
leading to 208 VBytes. See Appendix H in the full version of the Daric paper [63] for more details
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is the same in all schemes, we do not involve it in our comparison results either. To do

a consistent comparison, we assume that each transaction output is either P2WSH3 or

P2WPKH4, each public key and signature are respectively 33 bytes and 73 bytes, shared

outputs are implemented using the OP_CHECKMULTSIG opcode (rather than using multi-

party signing), and each state contain 𝑚 HTLC outputs with 0 ≤ 𝑚 ≤ 966 [72] where

each party is the payer for 𝑚
2 HTLC outputs and the payee for the rest.

Once a dishonest party in a Lightning channel publishes a revoked commit transaction,

𝑚+1 revoked outputs are created. For simplicity, we assume that the victim claims all the

revoked outputs through one transaction. Cerberus [23], Sleepy [28] and Outpost [22]

have not explained ways HTLC is added to these schemes and discussing it is out of the

scope of this chapter, so Table 7.2 contains their figures with 𝑚 = 0.
As Table 7.2 shows, in the dishonest closure scenario, (1) the weight units for Lightning

and eltoo increase linearly with the number of HTLC outputs𝑚 compared to Daric, Gen-

eralized and FPPW and (2) Daric (with weight unit equal to 1239) is more cost-effective

than other schemes with 𝑚 ≥ 1. In the non-collaborative closure scenario with 𝑚 ≠ 0,
Daric outperforms Generalized, eltoo and FPPW channels with any value of𝑚 and Light-

ning channel with 𝑚 > 6.
Table 7.2 also compares the number of operations performed by each party for a chan-

nel update. To count the operations, we additionally assume that (1) channel parties

delegate the monitoring task to a watchtower and (2) they do not compute a signature

unless it is supposed to be sent to their counterparty or their watchtower. Appendix

H in the full version of the Daric paper [63] provides complete details regarding the

way figures of Table 7.2 have been computed (The full version paper is available at

https://eprint.iacr.org/2022/1295.pdf).

7.8 Daric Transactions Scripts

Funding transaction has one output with the following script where Com_pubkeyA and

Com_pubkeyB are public keys of 𝐴 and 𝐵, respectively:
2 ⟨Com_pubkeyA⟩ ⟨Com_pubkeyB⟩ 2 OP_CHECKMULTISIG

Commit transactions have one input that takes the output of the funding transaction

with the witness script of 0 ⟨Com_pubkeyA_sig⟩ ⟨Com_pubkeyB_sig⟩. The commit trans-

action TX𝐴CM,𝑖 has one output with the following script:

⟨absolute time S0 + i ⟩ OP_CHECKLOCKTIMEVERIFY OP_DROP

3Pay-to-Witness-Script-Hash: Used to lock bitcoin to a SegWit script hash.
4Pay-to-Witness-Public-Key-Hash: Used to lock bitcoin to a SegWit public key hash.
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Table 7.2: On-chain cost of different closure scenarios and the number of operations
performed by each party for a channel update for different payment channels with 𝑚
HTLC outputs (0 ≤ 𝑚 ≤ 966).

dishonest closure non-coll. closure num. of operations
Scheme #Tx weight units #Tx weight units Sign Verify Exp.
Lightning [15] ≥ 2 ≥1209+582.5𝑚 1+𝑚 724+793𝑚 2+2𝑚 1+𝑚

2 2
Generalized [14] 2 1342 2+𝑚 1432+696𝑚 3 2 1
FPPW [54] 2 2045 2+𝑚 1562+696𝑚 6 10 1
Cerberus [23] 2 1798 1 772 3 6 0
Outpost [22] 3 2632 3 3018 4 4 0
Sleepy [28] 3 2172 3 2558 5 5 0
eltoo [1] 3 2268+696𝑚 2+𝑚 1588+696𝑚 2 2 1
Daric (this work) 2 1239 2+𝑚 1363+696𝑚 4 3 0

OP_IF

# Revocation
2 ⟨Rev_pubkeyA⟩ ⟨Rev_pubkeyB⟩ 2 OP_CHECKMULTISIG

OP_ELSE

# Split
⟨delay t⟩ OP_CHECKSEQUENCEVERIFY OP_DROP

2 ⟨Spl_pubkeyA⟩ ⟨Spl_pubkeyB⟩ 2 OP_CHECKMULTISIG

OP_ENDIF

where ⟨Rev_pubkeyA⟩ and ⟨Spl_pubkeyA⟩ are public keys of 𝐴 and ⟨Rev_pubkeyB⟩ and
⟨Spl_pubkeyB⟩ are public keys of 𝐵. The script of the commit transaction TX𝐵CM,𝑖 is similar

to that of TX𝐴CM,𝑖 but its revocation keys are ⟨Rev′_pubkeyA⟩ and ⟨Rev′_pubkeyB⟩.
The split transaction TXSP,𝑖 spends the output of TX𝐴CM,𝑖 or TX

𝐵
CM,𝑖 with the witness script:

0 ⟨Spl_pubkeyA_Sig⟩ ⟨Spl_pubkeyB_Sig⟩ 0

The revocation transactions TX𝐴RV,𝑖 and TX
𝐵
RV,𝑖 spend the output of a revoked commit trans-

action with the witness scripts

0 ⟨Rev′_pubkeyA_sig⟩ ⟨Rev′_pubkeyB_sig⟩ 1
and

0 ⟨Rev_pubkeyA_sig⟩ ⟨Rev_pubkeyB_sig⟩ 1,
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respectively. The transactions TX𝐴RV,𝑖 and TX𝐵RV,𝑖 have one output with the scripts

⟨pubkeyA⟩ OP_CHECKSIG and ⟨pubkeyB⟩ OP_CHECKSIG, respectively.

7.9 UC Framework

Wemodel the security of our protocol in the synchronous version of the global UC frame-

work (GUC) [70] which is an extension of the standard UC framework [55]. In the syn-

chronous version, we can have a global setup that is used to model the ledger. The model

in this work closely follows that of some works on layer-2 solutions to the scalability of

blockchains [14, 68, 69].

Let 𝜋 be a protocol executed among parties of a set 𝒫 = {𝑃1, … , 𝑃𝑛}. Assume that there

exists an adversary𝒜 that takes as input a security parameter 𝜆 ∈ ℕ and an auxiliary in-

put 𝑧 ∈ {0, 1}∗. Before execution of the protocol, 𝜋 , the adversary𝒜 can select any party

𝑃𝑖 ∈ 𝒫 to learn their internal state and fully control them. Anything outside the protocol

execution is modelled by the environment ℰ . Each protocol party as well as the adver-

sary take their inputs from the environment. Outputs of all parties are also observed by

the environment. There are also ideal functionalities ℱ1, … ,ℱ𝑚 whose functions might

be called by parties. Then, the protocol 𝜋 is denoted by 𝜋ℱ1,…,ℱ𝑚 .

To simplify our model, we assume that the communication network is synchronous,

meaning that we let the protocol be executed through several rounds. The ideal func-

tionality ℱ𝑐𝑙𝑜𝑐𝑘 represents a global clock that increases by one unit once all parties are

prepared to proceed to the next round. All entities know the value of the current round.

We assume that parties of the protocol are connected to each other via an authenticated

communication channel which guarantees that messages are delivered to recipient par-

ties after exactly one round. In other words, if party 𝑃 sends a message 𝑚 to the party 𝑄
in round 𝜏 , the message reaches 𝑄 in the beginning of round 𝜏 + 1 and 𝑄 can ensure that

the sender is 𝑃 . The adversary𝒜 observes the message𝑚 and can even change the order

of messages that are sent in the same round. However, the adversary cannot drop, de-

lay or change any transmitted message or insert new messages. The ideal functionality

ℱ𝐺𝐷𝐶 models such a communication channel between the channel parties. Other com-

munications in which some other entities, e.g. 𝒜 or ℰ , are involved take zero rounds to

complete. Moreover, to simplify the model, we assume that any required computation

is also performed within zero rounds.

In this thesis, we focus on UTXO-based cryptocurrencies such as Bitcoin. The global
ideal functionality ℒ models such cryptocurrencies where it is parameterised by two

parameters: (1) a digital signature scheme Σ, and (2) a delay parameter Δ which is an

upper bound on the number of rounds it takes for a valid transaction that has been
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posted to the blockchain network to be published on the blockchain. To simplify the

model, we assume that the set of parties 𝒫 is fixed and transactions are published one

by one rather than being published on the blockchain in blocks. Badertscher et. al [73]

provided a more accurate model of the Bitcoin blockchain.

The environmentℰ initiates the ledger functionalityℒ by (1) instructingℒ to generate

the public parameters of the signature scheme Σ, (2) instructing each party 𝑃 ∈ 𝒫 to

create a key pair (𝑝𝑘𝑃 , 𝑠𝑘𝑃 ) and submit its public key to ℒ , and (3) creating an initial

state TX that contains all the accepted transactions. The set TX is accessible to everyone

including the protocol parties, the environment and the adversary. Once a party 𝑃 ∈ 𝒫
posts a transaction tx to the blockchain, ℒ waits for 𝜏 ≤ Δ rounds where 𝜏 is selected

by the adversary. Then, if the validity of tx is successfully verified, it is added to the set

TX.

Ideal Functionalityℒ(Δ, Σ)

The set 𝒫 defines the set of all parties who can send messages to the functionality. The

functionality maintains the set PKI for the parties in 𝒫 . The sets TX and UTXO respec-

tively define all the transactions accepted to date and all the unspent transaction outputs.

The set of valid output conditions is represented by 𝒱 .

Public key Registration: Upon (register, 𝑝𝑘𝑃 )
𝜏0←−↩ 𝑃 , check if it is the first registration

message received from 𝑃 ∈ 𝒫 . If not drop the message, else add (𝑝𝑘𝑃 , 𝑃) to PKI.

Post transaction: Upon (post, tx) 𝜏0←−↩ 𝑃 , check if |PKI| = |𝒫 |, If not drop the message, else

wait for 𝜏 ≤ Δ rounds where 𝜏 is selected by the adversary. Then, check if:

1. id uniqueness: For all (𝑡, tx′) ∈ TX, tx′.txid ≠ tx.txid holds.

2. Input and witness validity: For each (𝑡𝑥𝑖𝑑‖𝑖) ∈ tx.Input, there exists (𝑡, 𝑡𝑥𝑖𝑑, 𝑖, 𝜃) ∈
UTXO s.t. tx.Witness with inputs tx.nLT, the current round 𝜏0 + 𝜏 and 𝑡 satisfies
𝜃.𝜑.

3. Output validity: For each 𝜃 ∈ tx.Output, 𝜃.Cash > 0 and 𝜃.𝜑 ∈ 𝒱 hold.

4. Value validity: Let 𝐼 ∶= {utxo ∶= (𝑡, 𝑡𝑥𝑖𝑑, 𝑖, 𝜃) ∣ utxo ∈ UTXO ∧ (𝑡𝑥𝑖𝑑‖𝑖) ∈ tx.Input}.
Then, Σ𝜃′∈tx.Output𝜃′.cash ≤ Σutxo∈𝐼utxo.𝜃 .cash holds.

5. Absolute time-lock validity: For the transaction tx, tx.nLT ≤ 𝜏0 + 𝜏 holds.
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If any of the above checks fail, drop the message. Else, set TX ∶= TX⋃(𝜏0 + 𝜏 , tx),
UTXO ∶= UTXO\𝐼 and UTXO ∶= UTXO⋃{(𝜏0 + 𝜏 , tx.txid, 𝑖, 𝜃𝑖)}𝑖∈[𝑛] for (𝜃1, … , 𝜃𝑛) ∶=
tx.Output.

Let 𝜋 be a protocol that has access to the global ledger ℒ(Δ, Σ) as well as the global

clock ℱ𝑐𝑙𝑜𝑐𝑘 and 𝜑ℱ denote the ideal protocol for an ideal functionality ℱ with access

to the same global functionalities. Let EXEℒ(Δ,Σ),ℱ𝑐𝑙𝑜𝑐𝑘𝜋,𝒜 ,ℰ (𝜆, 𝑧) denote the output of the en-

vironment ℰ which interacts with a protocol 𝜋 and an adversary 𝒜 on input a security

parameter 𝜆 and an auxiliary input 𝑧 and similarly EXEℒ(Δ,Σ),ℱ𝑐𝑙𝑜𝑐𝑘𝜑ℱ ,𝒮 ,ℰ (𝑛, 𝑧) denote the out-

put of the environment ℰ which interacts with a protocol 𝜑ℱ and an adversary 𝒮 (also

called the simulator) on input a security parameter 𝜆 and an auxiliary input 𝑧.
The following definition is informally saying that should a protocol 𝜋 UC-realiseℱ , any

attack against the protocol 𝜋 can be transformed into an attack against the ideal protocol

𝜑ℱ and vice versa.

Definition 7.1. A protocol 𝜋 UC-realises an ideal functionality ℱ with respect to a global
ledger ℒ(Δ, Σ) and a global clock ℱ𝑐𝑙𝑜𝑐𝑘 if for every adversary 𝒜 there exists an adversary
𝒮 such that we have

{EXEℒ(Δ,Σ),ℱ𝑐𝑙𝑜𝑐𝑘𝜋,𝒜 ,ℰ (𝜆, 𝑧)}𝑛∈ℕ,𝑧∈{0,1}∗ ≈
{EXEℒ(Δ,Σ),ℱ𝑐𝑙𝑜𝑐𝑘𝜑ℱ ,𝒮 ,ℰ (𝜆, 𝑧)}𝑛∈ℕ,𝑧∈{0,1}∗ (7.1)

where ≈ denotes computational indistinguishability.

7.10 Ideal Functionality

This section defines an ideal functionalityℱ (𝑡)with 𝑡 > Δ that achieves the desired prop-

erties stated in Section 7.5.2. To simplify the notations, we abbreviate ℱ ∶= ℱ (𝑡). The
ideal functionality ℱ stores a set Γ of all the created channels and their corresponding

funding transactions. The set Γ can also be treated as a function s.t. Γ(𝑖𝑑) = (𝛾 , TX) with

𝛾 .id = 𝑖𝑑 if 𝛾 exists and Γ(𝑖𝑑) =⟂ otherwise. Before presenting the ideal functionality ℱ
in detail, we briefly introduce its different phases and explain the way ℱ achieves the

desired properties.

a) Create: In this phase, ℱ receives messages (INTRO, 𝛾 , 𝑡 𝑖𝑑𝑃 ) and (CREATE, 𝛾 .id) from

both parties in rounds 𝜏0 and 𝜏0+1, respectively, where 𝑡 𝑖𝑑𝑃 specifies the funding source

of the user 𝑃 . Then, if the corresponding funding transaction appears on the ledger ℒ
within 2 + Δ rounds, ℱ sends the message (CREATED, 𝛾 .id) to both parties and stores 𝛾
and the funding transaction in Γ(𝛾 .id). If the CREATE message is not received from both
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parties but the funding transaction appears onℒ within 2+Δ rounds,ℱ outputs Error.

Since the message CREATED might be sent to the parties only if they both have sent the

message CREATE to ℱ , the ideal functionality achieves consensus on creation.

b) Update: One of the parties, denoted by 𝑃 , initiates this phase by sending the message

(UPDATE, 𝑖𝑑, 𝜃 , 𝑡𝑠𝑡𝑝) to ℱ , where 𝑖𝑑 is the channel identifier, 𝜃 is the new channel state

and 𝑡𝑠𝑡𝑝 is the number of rounds needed to prepare prerequisites of the channel update

(e.g. preparing the needed HTLCs). Due to disagreeing with the new state or failure in

preparing its prerequisites, party 𝑄 can stop it by not sending the message (UPDATE − OK,
𝑖𝑑) in step 2. Abort by 𝑃 or 𝑄 in the next steps causes the procedure ForceClose(𝑖𝑑) to be

executed. The property optimistic update is satisfied because if both parties act honestly,

the channel can be updated without any blockchain interaction. Furthermore, if 𝑃 or

𝑄 disagree to update the channel, they can stop sending the UPDATE or UPDATE − OK

messages, respectively. This stops the channel update process without changing the

latest channel state. Also, in cases where either 𝑃 or 𝑄 stop cooperating, the procedure

ForceClose(𝑖𝑑) is executed. This procedure takes at most Δ rounds to complete. This

also guarantees consensus on update.

c) Close: If ℱ receives the message (CLOSE, 𝑖𝑑) from both parties, a transaction TX is ex-

pected to appear on ℒ within Δ + 1 rounds. This transaction spends the output of the

funding transaction and its outputs equal the latest channel state 𝛾 .st. If the CLOSE mes-

sage is received only from one of the parties,ℱ executes the procedure ForceClose(𝑖𝑑).
In both cases, the output of the funding transaction must be spent within Δ + 1 rounds.

Otherwise, ℱ outputs Error.

d) Punish: If a transaction TX spends the funding transaction’s output of a channel 𝛾 ,
one of the following events is expected to occur: (1) another transaction appears on ℒ
withinΔ rounds where this transaction spends output of TX and sends 𝛾 .cash coins to the

honest party 𝑃 ; or (2) another transaction whose outputs correspond to the channel state

𝛾 .st or 𝛾 .st′ appears onℒ within 𝑡 +Δ rounds. Otherwise,ℱ outputs Error. According

to its definition, bounded closure with punish is achieved, if ℱ returns no Error in the

close and punish phases.

We describe the ideal functionality below. Normally, once ℱ receives a message, it per-

forms several validations on the message. But to simplify the description, we assume

that messages are well-formed. Data exchange between ℱ and other parties is repre-

sented by directed arrows. If ℱ sends the message 𝑚 to party 𝑃 in round 𝜏0, we denote

it with 𝑚 𝜏0
↪−→ 𝑃 . Similarly, if ℱ is supposed to receive the message 𝑚 from party 𝑃 in

round 𝜏0, we denote it with 𝑚 𝜏0←−↩ 𝑃 .

Ideal Functionality ℱ (𝑡)
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Create

upon (INTRO, 𝛾 , 𝑡 𝑖𝑑𝑃 )
𝜏0←−↩ 𝑃 :

• If (INTRO, 𝛾 , 𝑡 𝑖𝑑𝑄)
𝜏0←−↩ 𝑄, then continue. Else stop.

• If (CREATE, 𝑖𝑑) 𝜏0+1←−−−↩ 𝛾 .𝑢𝑠𝑒𝑟𝑠:

– Wait if in round 𝜏1 ≤ 𝜏0 + 3 + Δ a transaction TXFU with TXFU.Input =
(𝑡𝑖𝑑𝑃 , 𝑡 𝑖𝑑𝑄) and TXFU.Output = {(𝛾 .cash, 𝜑)} appears on the ledger ℒ . If yes,

set Γ(𝛾 .id) ∶= (𝛾 , TXFU) and (CREATED, 𝛾 .id) 𝜏1
↪−→ 𝛾.𝑢𝑠𝑒𝑟𝑠. Else stop.

Otherwise:

– Wait if in round 𝜏1 ≤ 𝜏0+3+Δ a transaction TXFU with TXFU.Input = (𝑡𝑖𝑑𝑃 , 𝑡 𝑖𝑑𝑄)
and TXFU.Output = {(𝛾 .cash, 𝜑)} appears on the ledger ℒ . If yes, Output

Error
𝜏1
↪−→ 𝛾.users. Else, stop.

Update

Upon (UPDATE, 𝑖𝑑, 𝜃 , 𝑡𝑠𝑡𝑝)
𝜏0←−↩ 𝑃 , parse (𝛾 , TX) ∶= Γ(𝑖𝑑) and proceed as follows:

1. Send (UPDATE − REQ, 𝑖𝑑, 𝜃 , 𝑡𝑠𝑡𝑝)
𝜏0+1
↪−−−→ 𝑄.

2. If (UPDATE − OK, 𝑖𝑑)
𝜏1≤𝜏0+1+𝑡𝑠𝑡𝑝←−−−−−−−−−↩ 𝑄, then set 𝛾 .flag ∶= 2 and 𝛾 .st′ ∶= 𝜃 and send

(SETUP, 𝑖𝑑) 𝜏1+1
↪−−−→ 𝑃 . Else stop.

3. If (SETUP − OK, 𝑖𝑑) 𝜏1+1←−−−↩ 𝑃 , then (SETUP′, 𝑖𝑑) 𝜏1+2
↪−−−→ 𝑄. Else ForceClose(𝑖𝑑) and

stop.

4. If (SETUP′ − OK, 𝑖𝑑) 𝜏1+2←−−−↩ 𝑄, then (UPDATE − OK, 𝑖𝑑) 𝜏1+3
↪−−−→ 𝑃 . Else execute

ForceClose(𝑖𝑑) and stop.

5. If (REVOKE, 𝑖𝑑) 𝜏1+3←−−−↩ 𝑃 , then (REVOKE − REQ, 𝑖𝑑) 𝜏1+4
↪−−−→ 𝑄. Else execute

ForceClose(𝑖𝑑) and stop.

6. If (REVOKE′, 𝑖𝑑) 𝜏1+4←−−−↩ 𝑄, set 𝛾 .𝑠𝑡 ∶= 𝜃 , 𝛾 .flag ∶= 1, 𝛾 .st′ ∶=⟂, 𝛾 .sn ∶= 𝛾 .sn + 1,
Γ(𝑖𝑑) ∶= (𝛾 , TX), (UPDATED, 𝑖𝑑) 𝜏1+5

↪−−−→ 𝛾.Users and stop. Else execute

ForceClose(𝑖𝑑) and stop.
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Close

upon (CLOSE, 𝑖𝑑) 𝜏0←−↩ 𝑃 , distinguish:
Both agreed: If (CLOSE, 𝑖𝑑) 𝜏0←−↩ 𝑄, let (𝛾 , TXFU) ∶= Γ(𝑖𝑑) and distinguish:

• If in round 𝜏1 ≤ 𝜏0 + 1 + Δ, TX
SP
, with TX

SP
.Output = 𝛾 .st and TX

SP
.Input =

TXFU.txid||1 appears on ℒ , set Γ(𝑖𝑑) ∶= (⟂, TXFU), (CLOSED, 𝑖𝑑)
𝜏1
↪−→ 𝛾.users and

stop.

• If in round 𝜏0 + 1 + Δ, the TXFU is still unspent, output Error
𝜏0+1+Δ
↪−−−−−−→ 𝛾.users and

stop.

Q disagreed: Else, execute ForceClose(𝑖𝑑) in round 𝜏0 + 1.

Punish (executed at the end of every round 𝜏0)

For each (𝛾𝑖, TX𝑖) ∈ Γ check if there is a transaction TX on the ledger ℒ s.t. TX.Input =
TX𝑖.txid‖1 and 𝛾𝑖 ≠⟂. If yes, distinguish:

1. Punish: For the honest 𝑃 ∈ 𝛾𝑖.users, in round 𝜏1 ≤ 𝜏0 + Δ, a transaction TX𝑗
with TX𝑗 .Input = TX.txid‖1 and TX𝑗 .Output = (𝛾 .cash, 𝑝𝑘𝑃 ) appears on ℒ . Then,

(PUNISHED, 𝑖𝑑) 𝜏1
↪−→ 𝑃 , set Γ(𝑖𝑑) ∶= (⟂, TX𝑖) and stop.

2. Close: In round 𝜏1 ≤ 𝜏0 + 𝑡 + Δ a transaction TX𝑗 appears on ℒ where one of the

following two sets of conditions hold: (1) 𝛾 .flag = 1, TX𝑗 .Input = TX.txid‖1 and

TX𝑗 .Output = 𝛾 .st or (2) 𝛾 .flag = 2, TX𝑗 .Input = TX.txid‖1 and either TX𝑗 .Output =
𝛾 .st or TX𝑗 .Output = 𝛾 .st′ . Then, set Γ(𝑖𝑑) ∶= (⟂, TX𝑖) and (CLOSED, 𝑖𝑑)

𝜏1
↪−→ 𝛾.users.

3. Error: Otherwise, Error
𝜏0+𝑡+Δ
↪−−−−−→ 𝛾.users.

Subprocedure ForceClose(𝑖𝑑)

Let 𝜏0 be the current round and (𝛾 , TXFU) ∶= Γ(𝑖𝑑). If within Δ rounds, TXFU.Output is
still an unspent output on ℒ , then output Error

𝜏0+Δ
↪−−−−→ 𝛾.users.
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7.10.1 Functionality Wrapper

The functionality ℱ is supposed to perform several checks once he receives a message

from another party. The functionality ℱ must perform those checks in order to ensure

that the received messages are well-formed. The following wrapper summarises those

checks.

Functionality Wrapper:𝒲ℱ

Create

Upon (INTRO, 𝛾 , 𝑡 𝑖𝑑𝑃 )
𝜏0←−↩ 𝑃 check if: 𝑃 ∈ 𝛾 .users; Γ(𝛾 .id) ≠⟂; there is no channel 𝛾 ′ with

𝛾 .id = 𝛾 ′.id, 𝛾 .sn = 0; 𝛾 .st = {(𝑐𝑃 , One − Sig𝑝𝑘𝑃 ), (𝑐𝑄 , One − Sig𝑝𝑘𝑄 )} with 𝑐𝑃 , 𝑐𝑄 ∈ ℝ>0
and 𝑐𝑃 + 𝑐𝑄 = 𝛾 .cash; there exist (𝑡, 𝑖𝑑, 𝑖, 𝜃) ∈ ℒ.UTXO such that 𝜃 = (𝑐𝑃 , One − Sig𝑃 ) with

𝑖𝑑‖𝑖 = 𝑡𝑖𝑑 ; and none of the other channels that are being created at the moment, must

use 𝑡 𝑖𝑑𝑃 . Drop the message if any above checks fail. Else proceed as ℱ .

Upon (CREATE, 𝑖𝑑) 𝜏←−↩ 𝑃 check if: you accepted messages (INTRO, 𝛾 , 𝑡 𝑖𝑑𝑃 )
𝜏0←−↩ 𝑃 and

(INTRO, 𝛾 , 𝑡 𝑖𝑑𝑄)
𝜏0←−↩ 𝑄 with 𝑃, 𝑄 ∈ 𝛾 .users, 𝜏0 + 1 = 𝜏 and 𝑖𝑑 = 𝛾 .id. Else proceed as

ℱ .

Update

Upon (UPDATE, 𝑖𝑑,
→
𝜃 , 𝑡𝑠𝑡𝑝)

𝜏0←−↩ 𝑃 set (𝛾 , TXFU) ∶= Γ(𝑖𝑑) and check if: 𝛾 ≠⟂, there is no other

update being preformed; let
→
𝜃 = (𝜃1, … , 𝜃𝑙) = ((𝑐1, 𝜑1), … , (𝑐𝑙 , 𝜑𝑙)), then Σ𝑖∈[𝑙]𝑐𝑖=𝛾 .cash and

𝜑𝑖 ∈ ℒ.𝒱 . Drop the message if any above checks fail. Else proceed as ℱ .

Upon (UPDATE − OK, 𝑖𝑑) 𝜏←−↩ 𝑃 check if: the message is a reply to the message

(UPDATE − REQ, 𝑖𝑑,
→
𝜃 , 𝑡𝑠𝑡𝑝) sent to 𝑃 in round 𝜏 . If not, drop the message. Else proceed as

ℱ .

Upon (SETUP − OK, 𝑖𝑑) 𝜏←−↩ 𝑃 check if: the message is a reply to the message (SETUP, 𝑖𝑑)
sent to 𝑃 in round 𝜏0 where 𝜏 = 𝜏0 + 𝑡𝑠𝑡𝑝 . If not, drop the message. Else proceed as ℱ .

Upon (SETUP′ − OK, 𝑖𝑑) 𝜏←−↩ 𝑃 check if: the message is a reply to the message (SETUP′, 𝑖𝑑)
sent to 𝑃 in round 𝜏 . If not, drop the message. Else proceed as ℱ .

Upon (REVOKE, 𝑖𝑑) 𝜏←−↩ 𝑃 check if: the message is a reply to the message (UPDATE − OK, 𝑖𝑑)
sent to 𝑃 in round 𝜏 . If not, drop the message. Else proceed as ℱ .
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Upon (REVOKE′, 𝑖𝑑) 𝜏←−↩ 𝑃 check if: the message is a reply to the message (REVOKE − REQ,
𝑖𝑑) sent to 𝑃 in round 𝜏 . If not, drop the message. Else proceed as ℱ .

Close

Upon (CLOSE, 𝑖𝑑) 𝜏←−↩ 𝑃 , set (𝛾 , TXFU) ∶= Γ(𝑖𝑑) and check if: 𝑃 ∈ 𝛾 .users, Γ(𝛾 .id) ≠⟂ and

𝛾 .flag = 1. Drop the message if any above checks fail. Else proceed as ℱ .

7.11 Daric Protocol

In this section, details of different phases of Daric will be presented. Before presenting

the protocol, some notations are introduced. In different steps of the protocol, chan-

nel participants generate (or verify) some signatures on protocol transactions. When a

signature with SIGHASH of type SIGHASH_ALL or ANYPREVOUT is going to be generated

(or verified) for the transaction TX, the input message to the signing (or verification)

algorithm is denoted by 𝑓 (TX) or ̂𝑓 ([TX]), respectively [58].

The set Γ𝑃 , maintained by each party 𝑃 ∈ 𝒫 , stores information of the latest channel

state for all the open channels that 𝑃 is involved in, where Γ𝑃 (𝑖𝑑) corresponds with the

channel with the identifier of 𝑖𝑑 . In the channel update phase, while 𝛾 .flag = 2, the
channel has two active states where the information about the new state is maintained

by 𝑃 ∈ 𝒫 in Γ′𝑃 (𝑖𝑑) with 𝑖𝑑 = 𝛾 .id. To refer to the 𝑖th element of Γ′𝑃 (𝑖𝑑) we use Γ𝑃 (𝑖𝑑)[𝑖]
with 𝑖 ≥ 1. The party 𝑃 also maintains a signature from his counterparty on the latest

revocation transaction for each open channel that 𝑃 is a party of. These signatures are

maintained by 𝑃 in the set Θ𝑃 where Θ𝑃 (𝑖𝑑) corresponds with the channel with the

identifier of 𝑖𝑑 . We use directional arrows to show an exchange of messages. To simplify

the protocol description, we remove some validations that must be normally done by

channel parties. The protocol wrapper 𝒲𝒫 in Section 7.11.1 defines those validations.

Daric protocol: 𝜋

Create

Party 𝑃 upon (INTRO, 𝛾 , 𝑡 𝑖𝑑𝑃 )
𝜏0←−↩ ℰ
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1. Set 𝑖𝑑 ∶= 𝛾 .id, generate (𝑝𝑘𝑃SP, 𝑠𝑘𝑃SP) ← Gen, (𝑝𝑘𝑃RV, 𝑠𝑘𝑃RV) ← Gen and (𝑝𝑘′𝑃RV , 𝑠𝑘′𝑃RV)
← Gen and send (createInfo, 𝑖𝑑, 𝑡 𝑖𝑑𝑃 , 𝑝𝑘𝑃SP, 𝑝𝑘𝑃RV, 𝑝𝑘′𝑃RV)

𝜏0
↪−→ 𝑄.

2. If (createInfo, 𝑖𝑑, 𝑡 𝑖𝑑𝑄 , 𝑝𝑘𝑄SP, 𝑝𝑘𝑄RV, 𝑝𝑘′𝑄RV )
𝜏0+1←−−−↩ 𝑄, create:

[TXFU] ∶= GenFund((𝑡𝑖𝑑𝑃 , 𝑡 𝑖𝑑𝑄), 𝛾 )
([TX𝑃CM,0], [TX𝑄CM,0]) ∶=

GenCommit([TXFU].txid‖1, 𝐼𝑃 , 𝐼𝑄 , 0)
[TXSP,0] ∶= GenSplit(𝛾 .st, 0)

for 𝐼𝑃 ∶= (𝑝𝑘𝑃SP, 𝑝𝑘𝑃RV, 𝑝𝑘′𝑃RV) and 𝐼𝑄 ∶= (𝑝𝑘𝑄SP, 𝑝𝑘𝑄RV, 𝑝𝑘′𝑄RV ). Else stop.

3. Compute 𝜎̂𝑃TXSP,0 ∶= Sign𝑠𝑘𝑃SP( ̂𝑓 ([TXSP,0])) and 𝜎𝑃
TX

𝑄
CM,0

∶= Sign𝑠𝑘𝑃 (𝑓 ([TX
𝑄
CM,0])) and

send (createCom, 𝑖𝑑, 𝜎̂𝑃TXSP,0 , 𝜎𝑃TX𝑄CM,0)
𝜏0+1
↪−−−→ 𝑄.

4. If (createCom, 𝑖𝑑, 𝜎̂𝑄TXSP,0 , 𝜎
𝑄
TX𝑃CM,0

) 𝜏0+2←−−−↩ 𝑄, s.t. Vrfy𝑝𝑘𝑄SP(
̂𝑓 ([TXSP,0]); 𝜎̂𝑄TXSP,0) = 1 and

also Vrfy𝑝𝑘𝑄 (𝑓 ([TX𝑃CM,0]); 𝜎
𝑄
TX𝑃CM,0

) = 1, then 𝜎𝑃TXFU ∶= Sign𝑠𝑘𝑃 (𝑓 ([TXFU])) and send

(createFund, 𝑖𝑑, 𝜎𝑃TXFU)
𝜏0+2
↪−−−→ 𝑄. Else stop.

5. If (createFund, 𝑖𝑑, 𝜎𝑄TXFU)
𝜏0+3←−−−↩ 𝑄, s.t. Vrfy𝑝𝑘𝑄 (𝑓 ([TXFU]); 𝜎

𝑄
TXFU

) = 1, create the trans-
action TXFU ∶= (ℋ([TXFU]), [TXFU], ((𝑥, 𝜎𝑃TXFU), (𝑦 , 𝜎

𝑄
TXFU

))) and (post, TXFU)
𝜏0+3
↪−−−→

ℒ . Else, create a transaction TX with TX.Input ∶= 𝑡𝑖𝑑𝑃 and TX.Output.𝜑 ∶= 𝑝𝑘𝑃
and (post, TX) 𝜏0+3

↪−−−→ ℒ .

6. If TXFU is accepted by ℒ in round 𝜏1 ≤ 𝜏0 + 3 + Δ, compute 𝜎𝑃
TX𝑃CM,0

=
Sign𝑠𝑘𝑃 (𝑓 ([TX𝑃CM,0])), create TX𝑃CM,0 ∶= (ℋ([TX𝑃CM,0]), [TX𝑃CM,0], (1, {𝜎𝑃TX𝑃CM,0 , 𝜎

𝑄
TX𝑃CM,0

}),
set TXSP,0 ∶= ([TXSP,0], (1, {𝜎̂𝑃TXSP,0 , 𝜎̂

𝑄
TXSP,0})), store Γ𝑃 (𝛾 .𝑖𝑑) ∶= (𝛾 , TXFU, TX𝑃CM,0,

[TX𝑄
CM,0], TXSP,0) and (CREATED, 𝑖𝑑) 𝜏1

↪−→ ℰ . Else Γ𝑃 (𝛾 .𝑖𝑑) ∶= (⟂, TXFU, ⟂, ⟂, ⟂) and

stop.

Update

Party 𝑃 upon (UPDATE, 𝑖𝑑, 𝜃 , 𝑡𝑠𝑡𝑝)
𝜏0←−↩ ℰ
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1. Send (updateReq, 𝑖𝑑, 𝜃 , 𝑡𝑠𝑡𝑝)
𝜏0
↪−→ 𝑄.

Party 𝑄 upon (updateReq, 𝑖𝑑, 𝜃 , 𝑡𝑠𝑡𝑝)
𝑡0←−↩ 𝑃

2. Send (UPDATE − REQ, 𝑖𝑑, 𝜃 , 𝑡𝑠𝑡𝑝)
𝑡0
↪−→ ℰ .

3. If (UPDATE − OK, 𝑖𝑑)
𝑡1≤𝑡0+𝑡𝑠𝑡𝑝←−−−−−−−↩ ℰ , then extract TXFU and 𝑖 ∶= 𝛾 .sn from Γ𝑄(𝑖𝑑), cre-

ate ([TX𝑃CM,𝑖+1], [TX𝑄CM,𝑖+1]) ∶= GenCommit([TXFU].txid‖1, 𝐼𝑃 , 𝐼𝑄 , 𝑖 + 1), and [TXSP,𝑖+1]
∶= GenSplit(𝜃, 𝑖 + 1) for 𝐼𝑃 ∶= (𝑝𝑘𝑃SP, 𝑝𝑘𝑃RV, 𝑝𝑘′𝑃RV) and 𝐼𝑄 ∶= (𝑝𝑘𝑄SP, 𝑝𝑘𝑄RV, 𝑝𝑘′𝑄RV ),
compute 𝜎̂𝑄TXSP,𝑖+1 = Sign𝑠𝑘𝑄SP(

̂𝑓 ([TXSP,𝑖+1])), and send (updateInfo, 𝑖𝑑, 𝜎̂𝑄TXSP,𝑖+1)
𝑡1
↪−→ 𝑃 .

Party 𝑃 upon (updateInfo, 𝑖𝑑, 𝜎̂𝑄TXSP,𝑖+1)
𝜏1≤𝜏0+2+𝑡𝑠𝑡𝑝←−−−−−−−−−↩ 𝑄

4. Extract TXFU and 𝑖 ∶= 𝛾 .𝑠𝑛 from Γ𝑃 (𝑖𝑑) and create the transactions ([TX𝑃CM,𝑖+1],
[TX𝑄

CM,𝑖+1]) ∶= GenCommit([TXFU].txid‖1, 𝐼𝑃 , 𝐼𝑄 , 𝑖 + 1) and [TXSP,𝑖+1] ∶= GenSplit

(𝜃, 𝑖 + 1) for 𝐼𝑃 ∶= (𝑝𝑘𝑃SP, 𝑝𝑘𝑃RV, 𝑝𝑘′𝑃RV) and 𝐼𝑄 ∶= (𝑝𝑘𝑄SP, 𝑝𝑘𝑄RV, 𝑝𝑘′𝑄RV ). If Vrfy𝑝𝑘𝑄SP
( ̂𝑓 ([TXSP,𝑖+1]); 𝜎̂𝑄TXSP,𝑖+1) = 1, compute 𝜎̂𝑃TXSP,𝑖+1 ∶= Sign𝑠𝑘𝑃SP( ̂𝑓 ([TXSP,𝑖+1])), set

TXSP,𝑖+1 ∶= ([TXSP,𝑖+1], (1, {𝜎̂𝑃TXSP,𝑖+1 , 𝜎̂
𝑄
TXSP,𝑖+1})), store Γ′𝑃 (𝑖𝑑) = (⟂, [TX𝑄

CM,𝑖+1],
TXSP,𝑖+1), set 𝛾 .flag = 2 and 𝛾 .st′ = 𝜃 and send (SETUP, 𝑖𝑑) 𝜏1

↪−→ ℰ . Else stop.

5. If (SETUP − OK, 𝑖𝑑) 𝜏1←−↩ ℰ , sign 𝜎𝑃
TX

𝑄
CM,𝑖+1

∶= Sign𝑠𝑘𝑃 (𝑓 ([TX
𝑄
CM,𝑖+1])) and output

(updateComP, 𝑖𝑑, 𝜎̂𝑃TXSP,𝑖+1 , 𝜎𝑃TX𝑄CM,𝑖+1)
𝜏1
↪−→ 𝑄. Else, execute ForceClose𝑃 (𝑖𝑑) and stop.

Party 𝑄

6. If (updateComP, 𝑖𝑑, 𝜎̂𝑃TXSP,𝑖+1 , 𝜎𝑃TX𝑄CM,𝑖+1)
𝑡1+2←−−−↩ 𝑃 , such that Vrfy𝑝𝑘𝑃SP( ̂𝑓 ([TXSP,𝑖+1]);

𝜎̂𝑃TXSP,𝑖+1) = 1 and also Vrfy𝑝𝑘𝑃 (𝑓 ([TX
𝑄
CM,𝑖+1]); 𝜎𝑃TX𝑄CM,𝑖+1) = 1, compute 𝜎𝑄

TX
𝑄
CM,𝑖+1

=
Sign𝑠𝑘𝑄 (𝑓 ([TX

𝑄
CM,𝑖+1])), set TXSP,𝑖+1 ∶= ([TXSP,𝑖+1], (1, {𝜎̂𝑃TXSP,𝑖+1 , 𝜎̂

𝑄
TXSP,𝑖+1})), set

TX
𝑄
CM,𝑖+1 = ([TX𝑄

CM,𝑖+1], (1, {𝜎𝑃TX𝑄CM,𝑖+1 , 𝜎
𝑄
TX

𝑄
CM,𝑖+1

})), 𝛾 .flag = 2 and 𝛾 .st′ = 𝜃 , store

Γ′𝑄(𝑖𝑑) = (TX𝑄
CM,𝑖+1, [TX𝑃CM,𝑖+1], TXSP,𝑖+1), and output (SETUP′, 𝑖𝑑) 𝑡1+2

↪−−−→ ℰ . Else,

execute ForceClose𝑄(𝑖𝑑) and stop.

7. If (SETUP′ − OK, 𝑖𝑑) 𝑡1+2←−−−↩ ℰ , sign 𝜎𝑄
TX𝑃CM,𝑖+1

= Sign𝑠𝑘𝑄 (𝑓 ([TX𝑃CM,𝑖+1])) and send

(updateComQ, 𝑖𝑑, 𝜎𝑄
TX𝑃CM,𝑖+1

) 𝑡1+2
↪−−−→ 𝑃 . Else, execute ForceClose𝑄(𝑖𝑑) and stop.
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Party 𝑃

8. If (updateComQ, 𝑖𝑑, 𝜎𝑄
TX𝑃CM,𝑖+1

) 𝜏1+2←−−−↩ 𝑄, s.t. Vrfy𝑝𝑘𝑄 (𝑓 ([TX𝑃CM,𝑖+1]); 𝜎
𝑄
TX𝑃CM,𝑖+1

) = 1,
compute 𝜎𝑃

TX𝑃CM,𝑖+1
∶= Sign𝑠𝑘𝑃 (𝑓 ([TX𝑃CM,𝑖+1], 1)), set TX𝑃CM,𝑖+1 ∶= (ℋ([TX𝑃CM,𝑖+1]),

[TX𝑃CM,𝑖+1], (1, {𝜎𝑃TX𝑃CM,𝑖+1 , 𝜎
𝑄
TX𝑃CM,𝑖+1

})), set Γ′𝑃 (𝑖𝑑)[1] ∶= TX𝑃CM,𝑖+1 and then output

(UPDATE − OK, 𝑖𝑑) 𝜏1+2
↪−−−→ ℰ . Else, execute the procedure ForceClose𝑃 (𝑖𝑑) and stop.

9. If (REVOKE, 𝑖𝑑) 𝜏1+2←−−−↩ ℰ , create ([TX𝑃RV,𝑖], [TX𝑄RV,𝑖]) ∶= GenRevoke(𝑝𝑘𝑃 , 𝑝𝑘𝑄 , 𝛾 .cash
, 𝑖 + 1), compute 𝜎̂𝑃

TX
𝑄
RV,𝑖

∶= Sign𝑠𝑘𝑃RV( ̂𝑓 ([TX𝑄
RV,𝑖])) if 𝑃 = 𝐴 or 𝜎̂𝑃

TX
𝑄
RV,𝑖

= Sign𝑠𝑘′𝑃RV

( ̂𝑓 ([TX𝑄
RV,𝑖])) otherwise and send (revokeP, 𝑖𝑑, 𝜎̂𝑃

TX
𝑄
RV,𝑖
) 𝜏1+2
↪−−−→ 𝑄. Else, execute the

procedure ForceClose𝑃 (𝑖𝑑) and stop.

Party 𝑄

10. Create ([TX𝑃RV,𝑖], [TX𝑄RV,𝑖]) ∶= GenRevoke(𝑝𝑘𝑃 , 𝑝𝑘𝑄 , 𝛾 .cash, 𝑖 + 1). If (revokeP, 𝑖𝑑,
𝜎̂𝑃
TX

𝑄
RV,𝑖
) 𝑡1+4←−−−↩ 𝑃 , such that Vrfy𝑝𝑘𝑃RV( ̂𝑓 ([TX𝑄

RV,𝑖]); 𝜎̂𝑃TX𝑄RV,𝑖) = 1 if 𝑄 = 𝐵 or Vrfy𝑝𝑘′𝑃RV
( ̂𝑓 ([TX𝑄

RV,𝑖]); 𝜎̂𝑃TX𝑄RV,𝑖) = 1 otherwise, set Θ𝑄(𝑖𝑑) ∶= (𝜎̂𝑃
TX

𝑄
RV,𝑖
), 𝛾 .sn ∶= 𝑖 + 1, 𝛾 .st ∶= 𝜃 ,

Γ𝑄(𝑖𝑑) ∶= (𝛾 , TXFU, TX𝑄CM,𝑖+1, [TX𝑃CM,𝑖+1], TXSP,𝑖+1), 𝛾 .flag = 1, and Γ′𝑄(𝑖𝑑) = (⟂, ⟂, ⟂)
and send (REVOKE − REQ, 𝑖𝑑) 𝑡1+4

↪−−−→ ℰ . Else, execute the procedure ForceClose𝑄(𝑖𝑑)
and stop.

11. If (REVOKE′, 𝑖𝑑) 𝑡1+4←−−−↩ ℰ , then compute 𝜎̂𝑄
TX𝑃RV,𝑖

∶= Sign𝑠𝑘𝑄RV(
̂𝑓 ([TX𝑃RV,𝑖])) if 𝑄 = 𝐴

or compute 𝜎̂𝑄
TX𝑃RV,𝑖

∶= Sign𝑠𝑘′𝑄RV (
̂𝑓 ([TX𝑃RV,𝑖])) otherwise, output (revokeQ, 𝑖𝑑, 𝜎̂𝑄

TX𝑃RV,𝑖
)

𝑡1+4
↪−−−→ 𝑃 and (UPDATED, 𝑖𝑑) 𝑡1+5

↪−−−→ ℰ . Else, execute the procedure ForceClose𝑄(𝑖𝑑)
and stop.

Party 𝑃

12. If (revokeQ, 𝑖𝑑, 𝜎̂𝑄
TX𝑃RV,𝑖

) 𝜏1+4←−−−↩ 𝑄, such that it holds that Vrfy𝑝𝑘𝑄RV(
̂𝑓 ([TX𝑃RV,𝑖]); 𝜎̂𝑄TX𝑃RV,𝑖) =

1 if 𝑃 = 𝐵 or Vrfy𝑝𝑘′𝑄RV (
̂𝑓 ([TX𝑃RV,𝑖]); 𝜎̂𝑄TX𝑃RV,𝑖) = 1 otherwise, assign Θ𝑃 (𝑖𝑑) ∶= (𝜎̂𝑄

TX𝑃RV,𝑖
),

𝛾 .sn ∶= 𝑖 + 1, 𝛾 .st ∶= 𝜃 , Γ𝑃 (𝑖𝑑) ∶= (𝛾 , TXFU, TX𝑃CM,𝑖+1, [TX𝑄CM,𝑖+1], TXSP,𝑖+1), 𝛾 .flag ∶=
1, and Γ′𝑃 (𝑖𝑑) ∶= (⟂, ⟂, ⟂) and send (UPDATED, 𝑖𝑑) 𝜏1+4

↪−−−→ ℰ . Else, execute the

procedure ForceClose𝑃 (𝑖𝑑) and stop.
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Close

Party 𝑃 upon (CLOSE, 𝑖𝑑) 𝜏0←−↩ ℰ

1. Extract TXFU, 𝑖 ∶= 𝛾 .𝑠𝑛, TXSP,𝑖 from Γ𝑃 (𝑖𝑑) and create [TX
SP
] ∶= GenFinSplit

(TXFU.txid‖1, 𝛾 .st).

2. Compute 𝜎𝑃TXSP ∶= Sign𝑠𝑘𝑃 (𝑓 ([TXSP])) and send (CloseP, 𝑖𝑑, 𝜎𝑃TXSP)
𝜏0
↪−→ 𝑄.

3. If (CloseQ, 𝑖𝑑, 𝜎𝑄TXSP)
𝜏0+1←−−−↩ 𝑄 s.t. Vrfy𝑝𝑘𝑄 (𝑓 ([TXSP]);

𝜎𝑄TXSP) = 1, create the transaction TX
SP

∶= (ℋ([TX
SP
]), [TX

SP
], (1, {𝜎𝑃TXSP , 𝜎

𝑄
TXSP

}))
and send (post, TX

SP
) 𝜏0+1
↪−−−→ ℒ . Else, execute the procedure ForceClose𝑃 (𝑖𝑑) and

stop.

4. If in round 𝜏1 ≤ 𝜏0 + 1 + Δ, the transaction TX
SP

is accepted by ℒ , set Γ𝑃 (𝑖𝑑) ∶=⟂,
Θ𝑃 (𝑖𝑑) ∶=⟂ and send (CLOSED, 𝑖𝑑) 𝜏1

↪−→ ℰ .

Punish (executed at the end of every round 𝜏0)

Party 𝑃
For each 𝑖𝑑 ∈ {0, 1}∗, extract 𝑖 ∶= 𝛾 .sn and 𝑓 𝑙𝑎𝑔 ∶= 𝛾 .flag from Γ𝑃 (𝑖𝑑).
If 𝑓 𝑙𝑎𝑔 = 1:

• Set (𝛾 , TXFU, TX𝑃CM,𝑖, [TX𝑄CM,𝑖], TXSP,𝑖) ∶= Γ𝑃 (𝑖𝑑) and 𝐼 ∶= {[TX𝑃CM,𝑖], [TX𝑄CM,𝑖]}. Check if

TXFU.Output is spent by a transaction TX s.t. [TX] ∉ 𝐼 . If yes:

– Create ([TX𝑃RV,𝑖−1], [TX𝑄RV,𝑖−1]) ∶= GenRevoke(𝑝𝑘𝑃 , 𝑝𝑘𝑄 , 𝛾 .cash, 𝑖) and then set

[TX𝑃RV,𝑖−1] ∶= (TX.txid‖1, [TX𝑃RV,𝑖−1]).

– compute 𝜎̂𝑃
TX𝑃RV,𝑖−1

= Sign𝑠𝑘𝑃RV( ̂𝑓 ([TX𝑃RV,𝑖−1])) if 𝑃 = 𝐵 or 𝜎̂𝑃
TX𝑃RV,𝑖−1

= Sign𝑠𝑘′𝑃RV
( ̂𝑓 ([TX𝑃RV,𝑖−1])) otherwise.

– Set 𝜎̂𝑄
TX𝑃RV,𝑖−1

∶= Θ𝑃 (𝑖𝑑), and create TX𝑃RV,𝑖−1 ∶= (ℋ([TX𝑃RV,𝑖−1]), [TX𝑃RV,𝑖−1],
(2, {𝜎̂𝑃

TX𝑃RV,𝑖−1
, 𝜎̂𝑄

TX𝑃RV,𝑖−1
})).
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– Post (post, TX𝑃RV,𝑖−1)
𝜏0
↪−→ ℒ .

– Let TX𝑃RV,𝑖−1 be accepted by ℒ in round 𝜏1 ≤ 𝜏0 + Δ. Set Θ𝑃 (𝑖𝑑) ∶=⟂,
Γ𝑃 (𝑖𝑑) ∶=⟂ and output (PUNISHED, 𝑖𝑑) 𝜏1

↪−→ ℰ .

If no, set [TXSP,𝑖] ∶= (TX.txid‖1, TXSP,𝑖.nLT, TXSP,𝑖.Output), set TXSP,𝑖 ∶= (ℋ
([TXSP,𝑖]), TX.txid‖1, TXSP,𝑖) and then post (post, TXSP,𝑖)

𝜏0+𝑡
↪−−−→ ℒ . Let TX be spent in

round 𝜏1 ≤ 𝜏0 + 𝑡 + Δ. Set Θ𝑃 (𝑖𝑑) ∶=⟂, Γ𝑃 (𝑖𝑑) ∶=⟂ and output (CLOSED, 𝑖𝑑) 𝜏1
↪−→ ℰ .

If 𝑓 𝑙𝑎𝑔 = 2:

• Set (𝛾 , TXFU, TX𝑃CM,𝑖, [TX𝑄CM,𝑖], TXSP,𝑖) ∶= Γ𝑃 (𝑖𝑑), and (TX𝑃CM,𝑖+1, [TX𝑄CM,𝑖+1], TXSP,𝑖+1) ∶=
Γ′𝑃 (𝑖𝑑) and also 𝐼 ∶= {[TX𝑃CM,𝑖], [TX𝑄CM,𝑖], [TX𝑃CM,𝑖+1], [TX

𝑄
CM,𝑖+1]}. Check if TXFU.Output

is spent by a transaction TX s.t. [TX] ∉ 𝐼 . If yes:

– Create ([TX𝑃RV,𝑖−1], [TX𝑄RV,𝑖−1]) ∶= GenRevoke(𝑝𝑘𝑃 , 𝑝𝑘𝑄 , 𝛾 .cash, 𝑖). and then set

[TX𝑃RV,𝑖−1] ∶= (TX.txid‖1, [TX𝑃RV,𝑖−1]).
– compute 𝜎̂𝑃

TX𝑃RV,𝑖−1
∶= Sign𝑠𝑘𝑃RV( ̂𝑓 ([TX𝑃RV,𝑖−1])) if 𝑃 = 𝐵 or 𝜎̂𝑃

TX𝑃RV,𝑖−1
∶=

Sign𝑠𝑘′𝑃RV ( ̂𝑓 ([TX𝑃RV,𝑖−1])) otherwise.

– Set 𝜎̂𝑄
TX𝑃RV,𝑖−1

∶= Θ𝑃 (𝑖𝑑), and create TX𝑃RV,𝑖−1 ∶= (ℋ([TX𝑃RV,𝑖−1]), [TX𝑃RV,𝑖−1],
(2, {𝜎̂𝑃

TX𝑃RV,𝑖−1
, 𝜎̂𝑄

TX𝑃RV,𝑖−1
})).

– Post (post, TX𝑃RV,𝑖−1)
𝜏0
↪−→ ℒ .

– Let TX𝑃RV,𝑖−1 be accepted by ℒ in round 𝜏1 ≤ 𝜏0 + Δ. Set Θ𝑃 (𝑖𝑑) ∶=⟂,
Γ𝑃 (𝑖𝑑) ∶=⟂ and output (PUNISHED, 𝑖𝑑) 𝜏1

↪−→ ℰ .

If no, set [TXSP,𝑖+1] ∶= (TX.txid‖1, TXSP,𝑖+1.nLT, TXSP,𝑖+1.Output), TXSP,𝑖+1 ∶=
(ℋ([TXSP,𝑖+1]), TX.txid‖1, TXSP,𝑖+1), wait for 𝑡 rounds and post (post, TXSP,𝑖+1)
𝜏0+𝑡
↪−−−→ ℒ . Let TXSP,𝑖+1 be accepted by ℒ in round 𝜏1 ≤ 𝜏0 + 𝑡 + Δ. Then, set

Θ𝑃 (𝑖𝑑) ∶=⟂, Γ𝑃 (𝑖𝑑) ∶=⟂ and output (CLOSED, 𝑖𝑑) 𝜏1
↪−→ ℰ .

Subprocedures

ForceClose𝑃 (𝑖𝑑):
Let 𝜏0 be the current round. Extract 𝑖 ∶= 𝛾 .sn, 𝑓 𝑙𝑎𝑔 ∶= 𝛾 .flag, TX𝑃CM,𝑖 and TXSP,𝑖 from
Γ𝑃 (𝑖𝑑). Also, extract TX𝑃CM,𝑖+1 and TXSP,𝑖+1 from Γ′𝑃 (𝑖𝑑) if 𝑓 𝑙𝑎𝑔 = 2.
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If (1) 𝑓 𝑙𝑎𝑔 = 1 or (2) 𝑓 𝑙𝑎𝑔 = 2 and TX𝑃CM,𝑖+1 =⟂, then post (post, TX𝑃CM,𝑖)
𝜏0
↪−→ ℒ . Otherwise,

post (post, TX𝑃CM,𝑖+1)
𝜏0
↪−→ ℒ .

(Publishing the corresponding split transaction takes place in the Punish phase.)

GenFund((𝑡𝑖𝑑𝑃 , 𝑡 𝑖𝑑𝑄), 𝛾 ):
Return [TXFU] where [TXFU].Input ∶= (𝑡𝑖𝑑𝑃 , 𝑡 𝑖𝑑𝑄), [TXFU].nLT ∶= 0 and [TXFU].Output ∶=
(𝛾 .Cash, 𝑝𝑘𝑃 ∧ 𝑝𝑘𝑄)

GenCommit([TXFU].txid‖1, (𝑝𝑘𝑃SP, 𝑝𝑘𝑃RV, 𝑝𝑘′𝑃RV), (𝑝𝑘𝑄SP, 𝑝𝑘𝑄RV, 𝑝𝑘′𝑄RV ), 𝑖):
Return [TX𝑃CM,𝑖] and [TX𝑄

CM,𝑖] where TX𝑃CM,𝑖.nLT ∶= 0, TX𝑃CM,𝑖.Input ∶= TXFU.txid‖1,
and TX𝑃CM,𝑖.Output ∶= {(TXFU.Output.cash, (𝜑1 ∨ 𝜑2)}, TX𝑄CM,𝑖.nLT ∶= 0, TX𝑄

CM,𝑖.Input
∶= TXFU.txid‖1 , and TX

𝑄
CM,𝑖.Output ∶= {(TXFU.Output.cash, (𝜑1 ∨ 𝜑′2)} with 𝜑1 ∶= (𝑝𝑘𝑃SP ∧

𝑝𝑘𝑄SP ∧ 𝐶𝑆𝑉𝑡 ∧ 𝐶𝐿𝑇𝑉𝑆0+𝑖), 𝜑2 ∶= (𝑝𝑘𝑃RV ∧ 𝑝𝑘𝑄RV ∧ 𝐶𝐿𝑇𝑉𝑆0+𝑖), 𝜑′2 ∶= (𝑝𝑘′𝑃RV ∧ 𝑝𝑘′𝑄RV ∧ 𝐶𝐿𝑇𝑉𝑆0+𝑖).

GenSplit(𝜃, 𝑖):
Return [TXSP,𝑖] where [TXSP,𝑖].nLT ∶= 𝑆0 + 𝑖 and [TXSP,𝑖].Output ∶= 𝜃 .

GenRevoke(𝑝𝑘𝑃 , 𝑝𝑘𝑄 , 𝛾 .cash, 𝑖 + 1):

Return [TX𝑃RV,𝑖] and [TX𝑄
RV,𝑖] where [TX𝑃RV,𝑖].nLT ∶= 𝑆0 + 𝑖, [TX𝑃RV,𝑖].Output ∶=

{(𝛾 .cash, 𝑝𝑘𝑃 )}, [TX𝑄RV,𝑖].nLT ∶= 𝑆0 + 𝑖 and [TX𝑄
RV,𝑖].Output ∶= {(𝛾 .cash, 𝑝𝑘𝑄)}

7.11.1 Protocol Wrapper

Each party in Daric protocol 𝜋 is supposed to perform several checks once he receives

a message from another party. Parties perform those checks to ensure that the received

messages are well-formed. The following wrapper summarises those checks.

Protocol Wrapper: 𝒲𝒫

Create
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Upon (INTRO, 𝛾 , 𝑡 𝑖𝑑𝑃 )
𝜏0←−↩ ℰ check if: 𝑃 ∈ 𝛾 .users; Γ(𝛾 .id) ≠⟂; there is no channel 𝛾 ′ with

𝛾 .id = 𝛾 ′.id, 𝛾 .sn = 0; 𝛾 .st = {(𝑐𝑃 , One − Sig𝑝𝑘𝑃 ), (𝑐𝑄 , One − Sig𝑝𝑘𝑄 )} with 𝑐𝑃 , 𝑐𝑄 ∈ ℝ>0
and 𝑐𝑃 + 𝑐𝑄 = 𝛾 .cash; there exist (𝑡, 𝑖𝑑, 𝑖, 𝜃) ∈ ℒ.UTXO such that 𝜃 = (𝑐𝑃 , One − Sig𝑃 ) with

𝑖𝑑‖𝑖 = 𝑡𝑖𝑑 ; and none of the other channels that are being created at the moment, must use

𝑡 𝑖𝑑𝑃 . Drop the message if any above checks fails. Else proceed as 𝑃 in Daric protocol.

Upon (CREATE, 𝑖𝑑) 𝜏←−↩ ℰ check if: you accepted messages (INTRO, 𝛾 , 𝑡 𝑖𝑑𝑃 )
𝜏0←−↩ 𝑃 and

(INTRO, 𝛾 , 𝑡 𝑖𝑑𝑄)
𝜏0←−↩ 𝑄 with 𝑃, 𝑄 ∈ 𝛾 .users, 𝜏0 + 1 = 𝜏 and 𝑖𝑑 = 𝛾 .id. Else proceed as 𝑃 in

Daric protocol.

Update

Upon (UPDATE, 𝑖𝑑,
→
𝜃 , 𝑡𝑠𝑡𝑝)

𝜏0←−↩ ℰ set (𝛾 , TXFU) ∶= Γ(𝑖𝑑) and check if: 𝛾 ≠⟂, there is no other

update being preformed; let
→
𝜃 = (𝜃1, … , 𝜃𝑙) = ((𝑐1, 𝜑1), … , (𝑐𝑙 , 𝜑𝑙)), then Σ𝑖∈[𝑙]𝑐𝑖=𝛾 .cash and

𝜑𝑖 ∈ ℒ.𝒱 . Drop the message if any above checks fails. Else proceed as 𝑃 in Daric

protocol.

Upon (UPDATE − OK, 𝑖𝑑) 𝜏←−↩ ℰ check if: the message is a reply to the message

(UPDATE − REQ, 𝑖𝑑,
→
𝜃 , 𝑡𝑠𝑡𝑝) sent to ℰ in round 𝜏 . If not, drop the message. Else proceed

as 𝑃 in Daric protocol.

Upon (SETUP − OK, 𝑖𝑑) 𝜏←−↩ ℰ check if: the message is a reply to the message (SETUP, 𝑖𝑑)
sent to ℰ in round 𝜏0 where 𝜏 = 𝜏0 + 𝑡𝑠𝑡𝑝 . If not, drop the message. Else proceed as 𝑃 in

Daric protocol.

Upon (SETUP′ − OK, 𝑖𝑑) 𝜏←−↩ ℰ check if: the message is a reply to the message (SETUP′, 𝑖𝑑)
sent to ℰ in round 𝜏 . If not, drop the message. Else proceed as 𝑃 in Daric protocol.

Upon (REVOKE, 𝑖𝑑) 𝜏←−↩ ℰ check if: the message is a reply to the message (UPDATE − OK,
𝑖𝑑) sent to ℰ in round 𝜏 . If not, drop the message. Else proceed as 𝑃 in Daric protocol.

Upon (REVOKE′, 𝑖𝑑) 𝜏←−↩ ℰ check if: the message is a reply to the message (REVOKE − REQ,
𝑖𝑑) sent to ℰ in round 𝜏 . If not, drop the message. Else proceed as 𝑃 in Daric protocol.

Close

Upon (CLOSE, 𝑖𝑑) 𝜏←−↩ ℰ , set (𝛾 , TXFU) ∶= Γ(𝑖𝑑) and check if: 𝑃 ∈ 𝛾 .users, Γ(𝛾 .id) ≠⟂ and

and 𝛾 .flag = 1. Drop the message if any above checks fails. Else proceed as 𝑃 in Daric

protocol.
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7.12 Security Analysis

In this section, we prove the Theorem 7.1. To do so, a simulator for the protocol 𝜋 in the

ideal world is provided and then we formally show that the Daric protocol (introduced

in Section 7.11) UC-realises the ideal functionality ℱ (introduced in Section 7.10).

Simulator:

Create

Case 𝐴 is honest and 𝐵 is corrupted.

Upon 𝐴 sending (INTRO, 𝛾 , 𝑡 𝑖𝑑𝐴)
𝜏0
↪−→ ℱ ,

1. Set 𝑖𝑑 ∶= 𝛾 .id, generate (𝑝𝑘𝐴SP, 𝑠𝑘𝐴SP) ← Gen, (𝑝𝑘𝐴RV, 𝑠𝑘𝐴RV) ← Gen and (𝑝𝑘′𝐴RV ,
𝑠𝑘′𝐴RV ) ← Gen and send (createInfo, 𝑖𝑑, 𝑡 𝑖𝑑𝐴, 𝑝𝑘𝐴SP, 𝑝𝑘𝐴RV, 𝑝𝑘′𝐴RV )

𝜏0
↪−→ 𝐵.

2. If 𝐵 sends (createInfo, 𝑖𝑑, 𝑡 𝑖𝑑𝐵, 𝑝𝑘𝐵SP, 𝑝𝑘𝐵RV, 𝑝𝑘′𝐵RV)
𝜏0
↪−→ 𝐴, then (INTRO, 𝛾 , 𝑡 𝑖𝑑𝐵)

𝜏0
↪−→ ℱ

on behalf of 𝐵. Else stop.

3. If 𝐴 sends (CREATE, 𝑖𝑑) 𝜏0+1
↪−−−→ ℱ , then create [TXFU] ∶= GenFund((𝑡𝑖𝑑𝐴, 𝑡 𝑖𝑑𝐵),

𝛾 ), ([TX𝐴CM,0], [TX𝐵CM,0]) ∶= GenCommit([TXFU].txid‖1, 𝐼𝐴, 𝐼𝐵, 0), and [TXSP,0] ∶=
GenSplit(𝛾 .st, 0) for 𝐼𝐴 ∶= (𝑝𝑘𝐴SP, 𝑝𝑘𝐴RV, 𝑝𝑘′𝐴RV ) and 𝐼𝐵 ∶= (𝑝𝑘𝐵SP, 𝑝𝑘𝐵RV, 𝑝𝑘′𝐵RV). Else

stop.

4. Compute 𝜎̂𝐴TXSP,0 = Sign𝑠𝑘𝐴SP( ̂𝑓 ([TXSP,0])) and 𝜎𝐴TX𝐵CM,0 = Sign𝑠𝑘𝐴CM(𝑓 ([TX
𝐵
CM,0])) and send

(createCom, 𝑖𝑑, 𝜎̂𝐴TXSP,0 , 𝜎𝐴TX𝐵CM,0)
𝜏0+1
↪−−−→ 𝐵.

5. If 𝐵 sends (createCom, 𝑖𝑑, 𝜎̂𝐵TXSP,0 , 𝜎𝐵TX𝐴CM,0)
𝜏0+1
↪−−−→ 𝐴, s.t. Vrfy𝑝𝑘𝐵SP( ̂𝑓 ([TXSP,0]); 𝜎̂𝐵TXSP,0) =

1 and Vrfy𝑝𝑘𝐵CM(𝑓 ([TX
𝐴
CM,0]); 𝜎𝐵TX𝐴CM,0) = 1, send (CREATE, 𝑖𝑑) 𝜏0+1

↪−−−→ ℱ on behalf of 𝐵.
Else stop.

6. Compute 𝜎𝐴TXFU = Sign𝑠𝑘𝐴(𝑓 ([TXFU])) and send (createFund, 𝑖𝑑, 𝜎𝐴TXFU)
𝜏0+2
↪−−−→ 𝐵.

7. If 𝐵 sends (createFund, 𝑖𝑑, 𝜎𝐵TXFU)
𝜏0+2
↪−−−→ 𝐴, s.t. Vrfy𝑝𝑘𝐵(𝑓 ([TXFU]); 𝜎𝐵TXFU) = 1, cre-

ate TXFU ∶= (ℋ([TXFU]), [TXFU], ((𝑥, 𝜎𝐴TXFU), (𝑦 , 𝜎𝐵TXFU))) and (post, TXFU)
𝜏0+3
↪−−−→ ℒ .

Else create a transaction TX with TX.input ∶= 𝑡𝑖𝑑𝐴 and TX.Output.𝜑 ∶= 𝑝𝑘𝐴 and

(post, TX) 𝜏0+3
↪−−−→ ℒ .
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8. If TXFU is accepted by ℒ in round 𝜏1 ≤ 𝜏0 + 3 + Δ, compute 𝜎𝐴
TX𝐴CM,0

=
Sign𝑠𝑘𝐴CM(𝑓 ([TX

𝐴
CM,0])), create TX𝐴CM,0 ∶= (ℋ([TX𝐴CM,0]), [TX𝐴CM,0], (1, {𝜎𝐴TX𝐴CM,0 , 𝜎

𝐵
TX𝐴CM,0

}),
set TXSP,0 ∶= ([TXSP,0], (1, {𝜎̂𝐴TXSP,0 , 𝜎̂𝐵TXSP,0})), store Γ𝐴(𝛾 .𝑖𝑑) ∶= (𝛾 , TXFU, TX𝐴CM,0,
[TX𝐵CM,0], TXSP,0) and (CREATED, 𝑖𝑑) 𝜏1

↪−→ ℰ . Else Γ𝐴(𝛾 .𝑖𝑑) ∶= (⟂, TXFU, ⟂, ⟂, ⟂) and

stop.

Update

Case 𝐴 is honest and 𝐵 is corrupted.

Upon 𝐴 sending (UPDATE, 𝑖𝑑,
→
𝜃 , 𝑡𝑠𝑡𝑝)

𝜏0
↪−→ ℱ , proceed as follows:

1. Send (updateReq, 𝑖𝑑,
→
𝜃 , 𝑡𝑠𝑡𝑝)

𝜏0
↪−→ 𝐵.

2. If 𝐵 sends (updateInfo, 𝑖𝑑, 𝜎̂𝐵SP,𝑖+1)
𝜏1≤𝜏0+1+𝑡𝑠𝑡𝑝
↪−−−−−−−−−→ 𝐴, extract TXFU and 𝑖 ∶= 𝛾 .𝑠𝑛

from Γ𝐴(𝑖𝑑) and create ([TX𝐴CM,𝑖+1], [TX𝐵CM,𝑖+1]) ∶= GenCommit([TXFU].txid‖1,
𝐼𝐴, 𝐼𝐵, 𝑖 + 1), and [TXSP,𝑖+1] ∶= GenSplit(𝛾 .st, 𝑖 + 1) for 𝐼𝐴 ∶= (𝑝𝑘𝐴SP, 𝑝𝑘𝐴RV, 𝑝𝑘′𝐴RV )
and 𝐼𝐵 ∶= (𝑝𝑘𝐵SP, 𝑝𝑘𝐵RV, 𝑝𝑘′𝐵RV). If Vrfy𝑝𝑘𝐵SP( ̂𝑓 ([TXSP,𝑖+1]); 𝜎̂𝐵TXSP,𝑖+1) = 1, then com-

pute 𝜎̂𝐴TXSP,𝑖+1 ∶= Sign𝑠𝑘𝐴SP( ̂𝑓 ([TXSP,𝑖+1])), set TXSP,𝑖+1 ∶= ([TXSP,𝑖+1], (1, {𝜎̂𝐴TXSP,𝑖+1 ,
𝜎̂𝐵TXSP,𝑖+1})), store Γ′𝐴(𝑖𝑑) ∶= (⟂, [TX𝐵CM,𝑖+1], TXSP,𝑖+1), set 𝛾 .flag ∶= 2 and 𝛾 .st′ ∶=

→
𝜃

and send (UPDATE − OK, 𝑖𝑑) 𝜏1
↪−→ ℱ on behalf of 𝐵. Else stop.

3. If 𝐴 sends (SETUP − OK, 𝑖𝑑) 𝜏1+1
↪−−−→ ℱ , compute 𝜎𝐴

TX𝐵CM,𝑖+1
∶= Sign𝑠𝑘𝐴SP(𝑓 ([TX

𝐵
CM,𝑖+1]))

and send (updateComA, 𝑖𝑑, 𝜎̂𝐴TXSP,𝑖+1 , 𝜎𝐴TX𝐵CM,𝑖+1)
𝜏1+1
↪−−−→ 𝐵. Else, execute the procedure

ForceClose𝐴(𝑖𝑑) and stop.

4. If 𝐵 sends (updateComB, 𝑖𝑑, 𝜎𝐵
TX𝐴CM,𝑖+1

) 𝜏1+2
↪−−−→ 𝐴, s.t. Vrfy𝑝𝑘𝐵CM(𝑓 ([TX

𝐴
CM,𝑖+1]);

𝜎𝐵
TX𝐴CM,𝑖+1

) = 1, compute 𝜎𝐴
TX𝐴CM,𝑖+1

= Sign𝑠𝑘𝐴SP(𝑓 ([TX
𝐴
CM,𝑖+1])), set TX𝐴CM,𝑖+1 ∶=

(ℋ([TX𝐴CM,𝑖+1]), [TX𝐴CM,𝑖+1], (1, {𝜎𝐴TX𝐴CM,𝑖+1 , 𝜎
𝐵
TX𝐴CM,𝑖+1

})), store Γ′𝐴(𝑖𝑑)[1] ∶= TX𝐴CM,𝑖+1, and

send (SETUP′ − OK, 𝑖𝑑) 𝜏1+2
↪−−−→ ℱ on behalf of 𝐵. Else, execute the procedure

ForceClose𝐴(𝑖𝑑) and stop.

5. If 𝐴 sends (REVOKE, 𝑖𝑑) 𝜏1+3
↪−−−→ ℱ , then create ([TX𝐴RV,𝑖], [TX𝐵RV,𝑖]) ∶= GenRevoke

(𝑝𝑘𝐴, 𝑝𝑘𝐵, 𝛾 .cash, 𝑖 + 1), compute 𝜎̂𝐴
TX𝐵RV,𝑖

= Sign𝑠𝑘𝐴RV( ̂𝑓 ([TX𝐵RV,𝑖])) and send
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(revokeA, 𝑖𝑑, 𝜎̂𝐴
TX𝐵RV,𝑖

) 𝜏1+3
↪−−−→ 𝐵. Else, execute the procedure ForceClose𝐴(𝑖𝑑) and

stop.

6. If 𝐵 sends (revokeB, 𝑖𝑑, 𝜎̂𝐵
TX𝐴RV,𝑖

) 𝜏1+4
↪−−−→ 𝐴, s.t. Vrfy𝑝𝑘𝐵RV( ̂𝑓 ([TX𝐴RV,𝑖+1]); 𝜎̂𝐵TX𝐴RV,𝑖) = 1,

then set Θ𝐴(𝑖𝑑) ∶= (𝜎̂𝐵
TX𝐴RV,𝑖

), 𝛾 .sn ∶= 𝑖 + 1, 𝛾 .st ∶=
→
𝜃 , Γ𝐴(𝑖𝑑) ∶= (𝛾 , TXFU,

TX𝐴CM,𝑖+1, [TX𝐵CM,𝑖+1], TXSP,𝑖+1), 𝛾 .flag = 1, and Γ′𝐴(𝑖𝑑) = (⟂, ⟂, ⟂) and send (REVOKE′,
𝑖𝑑) 𝜏1+4

↪−−−→ ℱ on behalf of 𝐵. Else, execute ForceClose𝐴(𝑖𝑑) and stop.

Case 𝐵 is honest and 𝐴 is corrupted.

Upon 𝐴 sending (𝑢𝑝𝑑𝑎𝑡𝑒𝑅𝑒𝑞, 𝑖𝑑,
→
𝜃 , 𝑡𝑠𝑡𝑝)

𝜏0
↪−→ 𝐵, proceed as follows:

1. Send (UPDATE, 𝑖𝑑,
→
𝜃 , 𝑡𝑠𝑡𝑝)

𝜏0
↪−→ ℱ on behalf of 𝐴.

2. If 𝐵 sends (UPDATE − OK, 𝑖𝑑)
𝜏1≤𝜏0+1+𝑡𝑠𝑡𝑝
↪−−−−−−−−−→ ℱ , extract TXFU and 𝑖 ∶= 𝛾 .𝑠𝑛 from

Γ𝐵(𝑖𝑑), create ([TX𝐴CM,𝑖+1], [TX𝐵CM,𝑖+1]) ∶= GenCommit([TXFU].txid‖1, 𝐼𝐴, 𝐼𝐵, 𝑖 + 1),
and [TXSP,𝑖+1] ∶= GenSplit(𝛾 .st, 𝑖 + 1) for 𝐼𝐴 ∶= (𝑝𝑘𝐴SP, 𝑝𝑘𝐴RV, 𝑝𝑘′𝐴RV ) and

𝐼𝐵 ∶= (𝑝𝑘𝐵SP, 𝑝𝑘𝐵RV, 𝑝𝑘′𝐵RV), compute 𝜎̂𝐵TXSP,𝑖+1 = Sign𝑠𝑘𝐵SP( ̂𝑓 ([TXSP,𝑖+1])) and send

(updateInfo, 𝑖𝑑, 𝜎̂𝐵TXSP,𝑖+1)
𝜏1
↪−→ 𝐴.

3. If 𝐴 sends (updateComA, 𝑖𝑑, 𝜎̂𝐴TXSP,𝑖+1 , 𝜎𝐴TX𝐵CM,𝑖+1)
𝜏1+1
↪−−−→ 𝐵, such that Vrfy𝑝𝑘𝐴SP

( ̂𝑓 ([TXSP,𝑖+1]); 𝜎̂𝐴TXSP,𝑖+1) = 1 and Vrfy𝑝𝑘𝐴CM(𝑓 ([TX
𝐵
CM,𝑖+1]); 𝜎𝐴TX𝐵CM,𝑖+1) = 1, compute

𝜎𝐵
TX𝐵CM,𝑖+1

= Sign𝑠𝑘𝐵CM( ̂𝑓 ([TX𝐵CM,𝑖+1])), set TXSP,𝑖+1 = ([TXSP,𝑖+1], (1, {𝜎̂𝐴TXSP,𝑖+1 , 𝜎̂𝐵TXSP,𝑖+1})),

TX𝐵CM,𝑖+1 = ([TX𝐵CM,𝑖+1], (1, {𝜎𝐴TX𝐵CM,𝑖+1 , 𝜎
𝐵
TX𝐵CM,𝑖+1

})), 𝛾 .flag = 2 and 𝛾 .st′ =
→
𝜃 , store

Γ′𝐵(𝑖𝑑) = (TX𝐵CM,𝑖+1, [TX𝐴CM,𝑖+1], TXSP,𝑖+1), set 𝛾 .flag = 2 and 𝛾 .st′ =
→
𝜃 and

send (SETUP − OK, 𝑖𝑑) 𝜏1+1
↪−−−→ ℱ on behalf of 𝐴. Else execute the procedure

ForceClose𝐵(𝑖𝑑) and stop.

4. If (SETUP′ − OK, 𝑖𝑑) 𝜏1+2←−−−↩ 𝐵, compute 𝜎𝐵
TX𝐴CM,𝑖+1

= Sign𝑠𝑘𝐵SP( ̂𝑓 ([TX𝐴CM,𝑖+1])) and send

(updateComB, 𝑖𝑑, 𝜎𝐵
TX𝐴CM,𝑖+1

) 𝜏1+2
↪−−−→ 𝐴. Else, execute ForceClose𝐵(𝑖𝑑) and stop.

5. Create ([TX𝐴RV,𝑖], [TX𝐵RV,𝑖]) ∶= GenRevoke(𝑝𝑘𝐴, 𝑝𝑘𝐵, 𝛾 .cash, 𝑖 + 1). If 𝐴 sends

(revokeA, 𝑖𝑑, 𝜎̂𝐴
TX𝐵RV,𝑖

) 𝜏1+3
↪−−−→ 𝐵, s.t. Vrfy𝑝𝑘𝐴RV( ̂𝑓 ([TX𝐵RV,𝑖+1]); 𝜎̂𝐴TX𝐵RV,𝑖+1) = 1, set

Θ𝐵(𝑖𝑑) ∶= (𝜎̂𝐴
TX𝐵RV,𝑖

), 𝛾 .sn ∶= 𝑖 + 1, 𝛾 .st ∶=
→
𝜃 , Γ𝐵(𝑖𝑑) ∶= (𝛾 , TXFU, TX𝐵CM,𝑖+1,
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[TX𝐴CM,𝑖+1], TXSP,𝑖+1), 𝛾 .flag = 1, and Γ′𝐵(𝑖𝑑) = (⟂, ⟂, ⟂) and send (REVOKE,
𝑖𝑑) 𝜏1+3

↪−−−→ ℱ on behalf of 𝐴. Else, execute the procedure ForceClose𝐵(𝑖𝑑) and

stop.

6. If 𝐵 sends (REVOKE′, 𝑖𝑑) 𝜏1+4
↪−−−→ ℱ , compute 𝜎̂𝐵

TX𝐴RV,𝑖
= Sign𝑠𝑘𝐵RV( ̂𝑓 ([TX𝐴RV,𝑖], 1)), send

(revokeB, 𝑖𝑑, 𝜎̂𝐵
TX𝐴RV,𝑖

) 𝜏1+4
↪−−−→ 𝐴. Else, execute ForceClose𝐵(𝑖𝑑) and stop.

Close

Case 𝐴 is honest and 𝐵 is corrupted.

1. Upon 𝐴 sending (CLOSE, 𝑖𝑑) 𝜏0
↪−→ ℱ , extract TXFU, 𝑖 ∶= 𝛾 .𝑠𝑛, TXSP,𝑖 from Γ𝐴(𝑖𝑑) and

create [TX
SP
] ∶= GenFinSplit(TXFU.txid‖1, 𝛾 .st)).

2. Compute 𝜎𝐴TXSP ∶= Sign𝑠𝑘𝐴CM(𝑓 ([TXSP])) and send (CloseA, 𝑖𝑑, 𝜎𝐴TXSP)
𝜏0
↪−→ 𝐵.

3. If 𝐵 sends (CloseB, 𝑖𝑑, 𝜎𝐵TXSP)
𝜏0
↪−→ 𝐴 s.t. Vrfy𝑝𝑘𝐵CM(𝑓 ([TXSP]); 𝜎

𝐵
TXSP

) = 1, then send

(CLOSE, 𝑖𝑑) 𝜏0
↪−→ ℱ on behalf of 𝐵. Otherwise, execute the simulator code of the

procedure ForceClose𝐴(𝑖𝑑) and stop.

4. Create TX
SP

∶= ([TX
SP
], (1, {𝜎𝐴TXSP , 𝜎

𝐵
TXSP

})) and send (post, TX
SP
) 𝜏0+1
↪−−−→ ℒ .

5. If 𝜏1 ≤ 𝜏0 + 1 + Δ is the round in which TX
SP

is accepted by ℒ , set Γ𝐴(𝑖𝑑) =⟂,
Θ𝐴(𝑖𝑑) =⟂.

Punish

Case 𝐴 is honest and 𝐵 is corrupted.

For each 𝑖𝑑 ∈ {0, 1}∗, extract 𝑖 ∶= 𝛾 .sn and 𝑓 𝑙𝑎𝑔 ∶= 𝛾 .flag from Γ𝐴(𝑖𝑑).
If 𝑓 𝑙𝑎𝑔 = 1:

• Parse (𝛾 , TXFU, TX𝐴CM,𝑖, [TX𝐵CM,𝑖], TXSP,𝑖) ∶= Γ𝐴(𝑖𝑑) and set 𝐼 ∶= {[TX𝐴CM,𝑖], [TX𝐵CM,𝑖]}.
Check if TXFU.Output is spent by a transaction TX s.t. [TX] ∉ 𝐼 and TX.Output ≠
𝛾 .st. If yes:
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1. Create ([TX𝐴RV,𝑖−1], [TX𝐵RV,𝑖−1]) ∶= GenRevoke(𝑝𝑘𝐴SP, 𝑝𝑘𝐵SP, 𝛾 .cash, 𝑖) and then

set [TX𝐴RV,𝑖−1] ∶= (TX.txid‖1, [TX𝐴RV,𝑖−1]).
2. compute 𝜎̂𝐴

TX𝐴RV,𝑖−1
= Sign𝑠𝑘′𝐴RV ( ̂𝑓 ([TX𝐴RV,𝑖−1])) (for the case where 𝐵 is honest and

𝐴 is corrupted, 𝑠𝑘𝐵RV is used to compute the signature).

3. Set 𝜎̂𝐵
TX𝐴RV,𝑖−1

∶= Θ𝐴(𝑖𝑑), and create TX𝐴RV,𝑖−1 ∶= (ℋ([TX𝐴RV,𝑖−1]), [TX𝐴RV,𝑖−1],
(1, {𝜎̂𝐴

TX𝐴RV,𝑖−1
, 𝜎̂𝐵

TX𝐴RV,𝑖−1
})).

4. Post (post, TX𝐴RV,𝑖−1)
𝜏0
↪−→ ℒ .

5. Let TX𝐴RV,𝑖−1 be accepted by ℒ in round 𝜏1 ≤ 𝜏0 + Δ. Set Θ𝐴(𝑖𝑑) ∶=⟂,
Γ𝐴(𝑖𝑑) ∶=⟂ and output (PUNISHED, 𝑖𝑑) 𝜏1

↪−→ ℰ .

Otherwise, if TX.Output = 𝛾 .st, then set Θ𝐴(𝑖𝑑) ∶=⟂, Γ𝐴(𝑖𝑑) ∶=⟂ and output

(CLOSED, 𝑖𝑑) 𝜏0
↪−→ ℰ . Else, set [TXSP,𝑖] ∶= (TX.txid‖1, TXSP,𝑖.nLT, TXSP,𝑖.Output),

TXSP,𝑖 ∶= (ℋ([TXSP,𝑖]), TX.txid‖1, TXSP,𝑖) and post (post, TXSP,𝑖)
𝜏0+𝑡
↪−−−→ ℒ . Let TXSP,𝑖

be accepted by ℒ in round 𝜏1 ≤ 𝜏0 + 𝑡 + Δ. Set Θ𝐴(𝑖𝑑) ∶=⟂, Γ𝐴(𝑖𝑑) ∶=⟂ and

output (CLOSED, 𝑖𝑑) 𝜏1
↪−→ ℰ .

If 𝑓 𝑙𝑎𝑔 = 2:

• Parse (𝛾 , TXFU, TX𝐴CM,𝑖, [TX𝐵CM,𝑖], TXSP,𝑖) ∶= Γ𝐴(𝑖𝑑) as well as (TX𝐴CM,𝑖+1, [TX𝐵CM,𝑖+1],
TXSP,𝑖+1) ∶= Γ′𝐴(𝑖𝑑) and set 𝐼 = {[TX𝐴CM,𝑖], [TX𝐵CM,𝑖], [TX𝐴CM,𝑖+1], [TX𝐵CM,𝑖+1]}. Check

if TXFU.Output is spent by a transaction TX s.t. [TX] ∉ 𝐼 , TX.Output ≠ 𝛾 .st, and
TX.Output ≠ 𝛾 .st′. If yes:

1. Create ([TX𝐴RV,𝑖−1], [TX𝐵RV,𝑖−1]) ∶= GenRevoke(𝑝𝑘𝐴, 𝑝𝑘𝐵, 𝛾 .cash, 𝑖) and then set

[TX𝐴RV,𝑖−1] ∶= (TX.txid‖1, [TX𝐴RV,𝑖−1]).
2. compute 𝜎̂𝐴

TX𝐴RV,𝑖−1
∶= Sign𝑠𝑘′𝐴RV ( ̂𝑓 ([TX𝐴RV,𝑖−1])) (for the case where 𝐵 is honest

and 𝐴 is corrupted, 𝑠𝑘𝐵RV is used to compute the signature).

3. Set 𝜎̂𝐵
TX𝐴RV,𝑖−1

∶= Θ𝐴(𝑖𝑑), and create TX𝐴RV,𝑖−1 ∶= (ℋ([TX𝐴RV,𝑖−1]), [TX𝐴RV,𝑖−1],
(2, {𝜎̂𝐴

TX𝐴RV,𝑖−1
, 𝜎̂𝐵

TX𝐴RV,𝑖−1
})).

4. Post (post, TX𝐴RV,𝑖−1)
𝜏0
↪−→ ℒ .

5. Let TX𝐴RV,𝑖−1 be accepted by ℒ in round 𝜏1 ≤ 𝜏0 + Δ. Set Θ𝐴(𝑖𝑑) ∶=⟂,
Γ𝐴(𝑖𝑑) ∶=⟂ and output (PUNISHED, 𝑖𝑑) 𝜏1

↪−→ ℰ .

Otherwise, if TX.Output = 𝛾 .st or TX.Output = 𝛾 .st′ hold, then set Θ𝐴(𝑖𝑑) ∶=⟂,
Γ𝐴(𝑖𝑑) ∶=⟂ and output (CLOSED, 𝑖𝑑) 𝜏0

↪−→ ℰ . Else, set [TXSP,𝑖+1] = (TX.txid‖1,
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TXSP,𝑖+1.nLT, TXSP,𝑖+1.Output), TXSP,𝑖+1 ∶= (ℋ([TXSP,𝑖+1]), TX.txid‖1, TXSP,𝑖+1) and
post (post, TXSP,𝑖+1)

𝜏0+𝑡
↪−−−→ ℒ . Let TXSP,𝑖+1 be accepted byℒ in round 𝜏1 ≤ 𝜏0+𝑡 +Δ.

Then, set Θ𝑃 (𝑖𝑑) ∶=⟂, Γ𝐴(𝑖𝑑) ∶=⟂ and (CLOSED, 𝑖𝑑) 𝜏1
↪−→ ℰ .

Subprocedure ForceClose𝑃 (𝑖𝑑)

Let 𝜏0 be the current round. Extract 𝑖 ∶= 𝛾 .sn, 𝑓 𝑙𝑎𝑔 ∶= 𝛾 .flag, TX𝑃CM,𝑖 and TXSP,𝑖 from
Γ𝑃 (𝑖𝑑) and TX𝑃CM,𝑖+1 and TXSP,𝑖+1 from Γ′𝑃 (𝑖𝑑).
If 𝑓 𝑙𝑎𝑔 = 1:

1. Post (post, TX𝑃CM,𝑖)
𝜏0
↪−→ ℒ .

2. Let 𝜏1 ≤ 𝜏0 + Δ be the round in which TX𝑃CM,𝑖 is accepted by the blockchain.

Wait for 𝑡 rounds, set [TXSP,𝑖] = (TX𝑃CM,𝑖.txid‖1, TXSP,𝑖.nLT, TXSP,𝑖.Output),
TXSP,𝑖 ∶= (ℋ([TXSP,𝑖]), TX𝑃CM,𝑖.txid‖1, TXSP,𝑖) and post (post, TXSP,𝑖)

𝜏2∶=𝜏1+𝑡
↪−−−−−−−→ ℒ .

3. Once TXSP,𝑖 is accepted by ℒ in round 𝜏3 ≤ 𝜏2 + Δ set Θ𝑃 (𝑖𝑑) ∶=⟂ and Γ𝑃 (𝑖𝑑) ∶=⟂
and output (CLOSED, 𝑖𝑑) 𝜏3

↪−→ 𝛾.users .

Otherwise, extract TX𝑃CM,𝑖+1 and TXSP,𝑖+1 from Γ′𝑃 (𝑖𝑑):

1. If TX𝑃CM,𝑖+1 =⟂, Send (post, TX𝑃CM,𝑖)
𝜏0
↪−→ ℒ . Else, Send (post, TX𝑃CM,𝑖+1)

𝜏0
↪−→ ℒ .

2. Let 𝜏1 ≤ 𝜏0 + Δ be the round in which either TX𝑃CM,𝑖 or TX𝑃CM,𝑖+1 is accepted

by the blockchain. Wait for 𝑡 rounds, set [TXSP,𝑖+1] = (TX.txid‖1, TXSP,𝑖+1.nLT,
TXSP,𝑖+1.Output), TXSP,𝑖+1 ∶= (ℋ([TXSP,𝑖+1]), TX.txid‖1, TXSP,𝑖+1) and then post

(post, TXSP,𝑖+1)
𝜏2∶=𝜏1+𝑡
↪−−−−−−−→ ℒ .

3. Once TXSP,𝑖+1 is accepted byℒ in round 𝜏3 ≤ 𝜏2+Δ setΘ𝑃 (𝑖𝑑) ∶=⟂ and Γ𝑃 (𝑖𝑑) ∶=⟂
and output (CLOSED, 𝑖𝑑) 𝜏3

↪−→ 𝛾.users .

Lemma 7.1. Let Σ be a secure signature scheme. Then, the Create phase of protocol 𝜋
GUC-emulates the Create phase of functionality ℱ .

Proof. We define the following message.
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• 𝑚0 ∶= (createCom, 𝑖𝑑, 𝜎̂𝐵TXSP,0 , 𝜎𝐵TX𝐴CM,0),

The proof is composed of multiple hybrids, where we gradually modify the initial exper-

iment.

Hybrid ℋ 𝐶𝑟0 : This corresponds to the Create phase of protocol 𝜋 .
Hybrid ℋ 𝐶𝑟1 : For the honest party 𝐴 in hybrid ℋ 𝐶𝑟0 , if the corrupted party 𝐵 publishes

the funding transaction TXFU on the ledger ℒ without sending the message 𝑚0 to 𝐴 in

round 𝜏0 + 1, then the experiment outputs Error and fails.

Simulator 𝒮 𝐶𝑟 : This corresponds to the Create phase of the simulator, as defined in

beginning of this section.

Lemma 7.2 proves the indistinguishability of the neighbouring experiments Hybridℋ 𝐶𝑟0
and Hybrid ℋ 𝐶𝑟1 . Lemma 7.3 also proves the indistinguishability of the neighbouring

experiments Hybrid ℋ 𝐶𝑟1 and Simulator 𝒮 𝐶𝑟 . This concludes the proof of Lemma 7.1.

Lemma 7.2. For all PPT distinguishers ℰ it holds that

{EXEℒ(Δ,Σ),ℱ𝑐𝑙𝑜𝑐𝑘
ℋ 𝐶𝑟0 ,𝒜 ,ℰ (𝜆, 𝑧)}𝜆∈ℕ,𝑧∈{0,1}∗ ≈

{EXEℒ(Δ,Σ),ℱ𝑐𝑙𝑜𝑐𝑘
ℋ 𝐶𝑟1 ,𝒜 ,ℰ (𝜆, 𝑧)}𝜆∈ℕ,𝑧∈{0,1}∗

Proof. In addition to the message 𝑚0 defined in Lemma 7.1, we define 𝑚1 as follows:

• 𝑚1 ∶= (createFund, 𝑖𝑑, 𝜎𝐴TXFU),

Two hybridsℋ 𝐶𝑟0 andℋ 𝐶𝑟1 differ if the experiment outputs Error. Thus, we must bound

the probability that this event occurs. The experiment outputs Error, if and only if the

corrupted party 𝐵 publishes the funding transaction TXFU on the ledgerℒ without send-

ing the message 𝑚0 to 𝐴. Furthermore, according to the protocol 𝜋 , if 𝐴 does not receive

the message 𝑚0, he does not send the message 𝑚1 including the signature 𝜎𝐴TXFU to 𝐵.
However, this signature must be part of TXFU.Witness if TXFU is published on ℒ and

hence the signature 𝜎𝐴TXFU must be created by the adversary. Thus, given that the ex-

periment outputs Error with non-negligible probability, as will be shown in the next

paragraph, we construct a reduction against the existential unforgeability of the under-

lying signature scheme Σwith non-negligible success probability which contradicts with

our assumption regarding the security of Σ.
Assume that Pr[Error ∣ ℋ 𝐶𝑟0 ] ≥ 1

poly(𝜆) . The reduction receives as input a public key

𝑝𝑘 from the challenger and registers it by sending the message (register, 𝑝𝑘) toℒ . Now

assume that the honest party 𝐴, upon receiving the message (INTRO, 𝛾 , 𝑡 𝑖𝑑𝐴) from ℰ ,
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initiates the Create phase of protocol 𝜋 . If in this process, 𝑚0 is received from the ad-

versary, the hybrid ℋ 𝐶𝑟1 does not output Error and the reduction aborts. If the experi-

ment outputs Error, meaning that for this channel the corresponding funding transac-

tion TXFU is accepted by ℒ , then the reduction outputs (𝑚∗, 𝜎∗) with 𝑚∗ = [TXFU] and
𝜎∗ ∈ TXFU.Witness. This reduction is clearly efficient, and wheneverℋ 𝐶𝑟1 outputs Error,

the reduction succeeds in forging the signature. Moreover, the reduction has never called

the signing oracle for any messages. Therefore, the reduction outputs a valid forgery

with probability at least 1
poly(𝜆) , which contradicts with our assumption regarding the

security of the signature scheme Σ. This proves that Pr[Error ∣ ℋ 𝐶𝑟0 ] < 1
poly(𝜆) .

Lemma 7.3. For all PPT distinguishers ℰ it holds that

{EXEℒ(Δ,Σ),ℱ𝑐𝑙𝑜𝑐𝑘
ℋ 𝐶𝑟1 ,𝒜 ,ℰ (𝜆, 𝑧)}𝜆∈ℕ,𝑧∈{0,1}∗ ≈

{EXEℒ(Δ,Σ),ℱ𝑐𝑙𝑜𝑐𝑘
𝜑ℱ ,𝒮 𝐶𝑟 ,ℰ (𝜆, 𝑧)}𝜆∈ℕ,𝑧∈{0,1}∗ .

Proof. The two experiments are identical, and hence, indistinguishability follows.

Lemma 7.4. The Update phase of protocol 𝜋 GUC-emulates the Update phase of function-
ality ℱ .

Proof. The two experiments are identical, and hence, indistinguishability follows.

Lemma 7.5. The Close phase of protocol 𝜋 GUC-emulates the Close phase of functionality
ℱ .

Proof. The proof is composed of multiple hybrids, where we gradually modify the initial

experiment.

Hybrid ℋ 𝐶𝑙0 : This corresponds to the Close phase of protocol 𝜋 .
Hybridℋ 𝐶𝑙1 : If the honest party𝐴 initiates hybridℋ 𝐶𝑙0 in round 𝜏0 and in round 𝜏0+1+Δ,
the output TXFU.Output is still unspent, then the experiment outputs Error and fails.

Simulator 𝒮 𝐶𝑙 : This corresponds to the Close phase of the simulator, as defined at the

beginning of this section.

Lemma 7.6 proves the indistinguishability of the neighbouring experiments Hybridℋ 𝐶𝑙0
and Hybrid ℋ 𝐶𝑙1 . Lemma 7.7 also proves the indistinguishability of the neighbouring

experiments Hybridℋ 𝐶𝑙1 and Simulator𝒮 𝐶𝑙 . This concludes the proof of Lemma 7.5.
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Lemma 7.6. For all PPT distinguishers ℰ it holds that

{EXEℒ(Δ,Σ),ℱ𝑐𝑙𝑜𝑐𝑘
ℋ 𝐶𝑙0 ,𝒜 ,ℰ (𝜆, 𝑧)}𝜆∈ℕ,𝑧∈{0,1}∗ ≈

{EXEℒ(Δ,Σ),ℱ𝑐𝑙𝑜𝑐𝑘
ℋ 𝐶𝑙1 ,𝒜 ,ℰ (𝜆, 𝑧)}𝜆∈ℕ,𝑧∈{0,1}∗ .

Proof. Similar to the proof of Lemma 7.2, we must bound the probability that ℋ 𝐶𝑙1 out-

puts Error. According to ℋ 𝐶𝑙1 , the honest party 𝐴 sends either (post, TX
SP
) 𝜏0+1
↪−−−→ ℒ

or (post, TX𝐴CM,𝑖)
𝜏0+1
↪−−−→ ℒ . Since both TX

SP
and TX𝐴CM,𝑖 are valid and both take output of

TXFU as their input, based on the ledger functionality ℒ , TXFU.Output becomes spent

within at most Δ rounds. Therefore, ℋ 𝐶𝑙1 will never output Error. This completes the

proof.

Lemma 7.7. For all PPT distinguishers ℰ it holds that

{EXEℒ(Δ,Σ),ℱ𝑐𝑙𝑜𝑐𝑘
ℋ 𝐶𝑙1 ,𝒜 ,ℰ (𝜆, 𝑧)}𝜆∈ℕ,𝑧∈{0,1}∗ ≈

{EXEℒ(Δ,Σ),ℱ𝑐𝑙𝑜𝑐𝑘
𝜑ℱ ,𝒮 𝐶𝑙 ,ℰ (𝜆, 𝑧)}𝜆∈ℕ,𝑧∈{0,1}∗ .

Proof. The two experiments are identical, and hence, indistinguishability follows.

Lemma 7.8. Let Σ be a secure signature scheme. Then, the Punish phase of protocol 𝜋
GUC-emulates the Punish phase of functionality ℱ .

Proof. The proof is composed of multiple hybrids, where we gradually modify the initial

experiment.

• Hybrid ℋ 𝑃𝑢0 : This corresponds to the Punish phase of the protocol 𝜋 .

• Hybridℋ 𝑃𝑢1 : For the honest party𝐴 in hybridℋ 𝑃𝑢0 , if a transaction TX is published

s.t. [TX] = [TX𝐵CM,𝑗] with 𝑗 ∈ [0, 𝑖 − 1] but TX𝐴RV,𝑖−1 is not accepted by ℒ within Δ
rounds, then the experiment outputs Error and fails.

• Hybrid ℋ 𝑃𝑢2 : For the honest party 𝐴 in hybrid ℋ 𝑃𝑢1 , if a transaction TX is pub-

lished s.t. [TX] = [TX𝐵CM,𝑖] given that 𝛾 .flag = 1 or [TX] ∈ {[TX𝐵CM,𝑖], [TX𝐵CM,𝑖+1]} given
that 𝛾 .flag = 2, and then a transaction TX′ is published s.t. TX′.Input = TX.txid‖1
and TX′.Witness.𝜂 = 2 (i.e. TX′.Witness satisfies the second sub-condition of

TX.Output), then the experiment outputs Error and fails.

• Hybridℋ 𝑃𝑢3 : For the honest party𝐴 in hybridℋ 𝑃𝑢2 , if either of the following cases

occurs, the experiment outputs Error and fails.
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– While 𝛾 .flag = 1, a transaction TX is published s.t. [TX] = [TX𝐴CM,𝑖], and then a

transaction TX′ is published s.t. TX′.Input = TX.txid‖1 and TX′.Witness.𝜂 = 2
(i.e. TX′.Witness satisfies the second sub-condition of TX.Output).

– While 𝛾 .flag = 2, a transaction TX is published s.t. [TX] = [TX𝐴CM,𝑖] given that

Γ′𝐴(𝑖𝑑)[1] =⟂ or [TX] = [TX𝐴CM,𝑖+1] otherwise, and then a transaction TX′ is

published s.t. TX′.Input = TX.txid‖1 and TX′.Witness.𝜂 = 2 (i.e. TX′.Witness

satisfies the second sub-condition of TX.Output).

• Hybridℋ 𝑃𝑢4 : For the honest party𝐴 in hybridℋ 𝑃𝑢3 , if either of the following cases

occurs, the experiment outputs Error and fails.

– While 𝛾 .flag = 1, a transaction TX with [TX] ∈ {[TX𝐴CM,𝑖], [TX𝐵CM,𝑖]} is published,
but TXSP,𝑖 is not accepted by ℒ within 𝑡 + Δ rounds.

– While 𝛾 .flag = 2, a transaction TX with [TX] ∈ {[TX𝐴CM,𝑖], [TX𝐵CM,𝑖], [TX𝐵CM,𝑖+1]} is
published, but TXSP,𝑖 or TXSP,𝑖+1 is not accepted by ℒ within 𝑡 + Δ rounds.

• Hybridℋ 𝑃𝑢5 : For the honest party𝐴 in hybridℋ 𝑃𝑢4 , if either of the following cases

occurs, the experiment outputs Error and fails.

– While 𝛾 .flag = 1, a transaction TX with TX.Input = TXFU.txid‖1 is published

s.t. [TX] ∉ {[TX𝐴CM,𝑖], [TX𝐵CM,𝑗]}, 𝑗 = [0, 𝑖] and TX.Output ≠ 𝛾 .st.
– While 𝛾 .flag = 2, a transaction TX with TX.Input = TXFU.txid‖1 is published

s.t. [TX] ∉ {[TX𝐴CM,𝑖], [TX𝐴CM,𝑖+1], [TX𝐵CM,𝑗]}, 𝑗 = [0, 𝑖 + 1] and TX.Output ≠ 𝛾 .st.

• Simulator 𝒮 𝑃𝑢 : This corresponds to the Punish phase of the simulator, as defined

at the beginning of this section.

Lemmas 7.9 to 7.14 prove the indistinguishability of the above neighbouring experiments.

This concludes the proof of Lemma 7.8.

Lemma 7.9. For all PPT distinguishers ℰ it holds that

{EXEℒ(Δ,Σ),ℱ𝑐𝑙𝑜𝑐𝑘
ℋ 𝑃𝑢0 ,𝒜 ,ℰ (𝜆, 𝑧)}𝜆∈ℕ,𝑧∈{0,1}∗ ≈

{EXEℒ(Δ,Σ),ℱ𝑐𝑙𝑜𝑐𝑘
ℋ 𝑃𝑢1 ,𝒜 ,ℰ (𝜆, 𝑧)}𝜆∈ℕ,𝑧∈{0,1}∗ .

Proof. Two hybrids differ if the experiment outputs Error. Thus, we must bound

the probability that this event occurs. The hybrid ℋ 𝑃𝑢1 does not output Error unless

TXFU.Output is spent by a transaction TX s.t. [TX] = [TX𝐵CM,𝑗] with 𝑗 ∈ [0, 𝑖 − 1].
According to ℋ 𝑃𝑢1 , once this transaction is observed by 𝐴 at the end of round 𝜏0, 𝐴
posts (post, TX𝐴RV,𝑖−1)

𝜏0
↪−→ ℒ . Since TX𝐴RV,𝑖−1 with TX𝐴RV,𝑖−1.Input = TX.txid‖1 is a valid

transaction, it is accepted by ℒ within Δ rounds unless another valid transaction
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TX′ is published within this Δ-round interval with TX′.Input = TX.txid‖1. The output

TX.Output has two sub-conditions, one of which must be satisfied by TX′. The first

sub-condition 𝜑1 = 𝑝𝑘𝐴SP ∧ 𝑝𝑘𝐵SP ∧ 𝐶𝐿𝑇𝑉𝑆0+𝑗 ∧ 𝐶𝑆𝑉𝑡 cannot be satisfied within 𝑡 rounds
and since we have 𝑡 > Δ, 𝜑1 cannot be met within Δ rounds. Satisfying the second

sub-condition 𝜑2 = 𝑝𝑘′𝐴RV ∧ 𝑝𝑘′𝐵RV ∧ 𝐶𝐿𝑇𝑉𝑆0+𝑗 requires 𝐴’s signature and according to the

protocol 𝜋 , 𝐴 does not grant such an authorisation to anyone. Thus, if the experiment

outputs Error with non-negligible probability, we construct a reduction against the

existential unforgeability of the underlying signature scheme Σ with non-negligible

success probability which contradicts our assumption regarding the security of Σ.
Assume that Pr[Error ∣ ℋ 𝑃𝑢0 ] ≥ 1

poly(𝜆) . The reduction receives a public key 𝑝𝑘 from

the challenger as input, and in the channel creation phase sets 𝑝𝑘′𝐴RV ∶= 𝑝𝑘. The channel

might be updated any arbitrary number of times and might be closed at any time using

anymethod (peacefully or forcefully) selected by the adversary. Assume that the channel

has been updated 𝑖 times. If the output of the funding transaction is spent by a transac-

tion TX s.t. [TX] ≠ [TX𝐵CM,𝑗] with 𝑗 = [0, 𝑖 − 1], the hybrid ℋ 𝑃𝑢1 does not output Error and

hence the reduction aborts. If a transaction TX with [TX] ∈ [TX𝐵CM,𝑗] with 𝑗 = [0, 𝑖 − 1]
is published, the reduction calls the signing oracle for the message [TX𝐴RV,𝑖−1], creates
TX𝐴RV,𝑖−1 and posts it to the ledger ℒ . If TX𝐴RV,𝑖−1 is published on ℒ within Δ rounds, the

hybrid ℋ 𝑃𝑢1 does not output Error and hence the reduction aborts. Otherwise, since

TX𝐴RV,𝑖−1 is a valid transaction, based on our assumptions on ℒ , another transaction TX′

with [TX′] ≠ [TX𝐴RV,𝑖−1] and TX′.Input = TX.txid‖1 appears on the ledger within this Δ
round interval. This causes ℋ 𝑃𝑢1 to output Error. As mentioned earlier, TX′.Witness

satisfies the condition 𝑝𝑘′𝐴RV ∧ 𝑝𝑘′𝐵RV ∧ 𝐶𝐿𝑇𝑉𝑆0+𝑗 of the output TX.Output. Now, the reduc-

tion outputs (𝑚∗, 𝜎∗) with 𝑚∗ = [TX′] and 𝜎∗ ∈ TX′.Witness.𝜁 . Moreover, the reduction

has never called the signing oracle for 𝑚∗ before, because the signing oracle was called

only once for [TX𝐴RV,𝑖−1] ≠ 𝑚∗. Therefore, the reduction outputs a valid forgery with

probability at least 1
poly(𝜆) , which contradicts our assumption regarding the security of

Σ. This contradiction proves that Pr[Error ∣ ℋ 𝑃𝑢0 ] < 1
poly(𝜆) .

Lemma 7.10. For all PPT distinguishers ℰ it holds that

{EXEℒ(Δ,Σ),ℱ𝑐𝑙𝑜𝑐𝑘
ℋ 𝑃𝑢1 ,𝒜 ,ℰ (𝜆, 𝑧)}𝜆∈ℕ,𝑧∈{0,1}∗ ≈

{EXEℒ(Δ,Σ),ℱ𝑐𝑙𝑜𝑐𝑘
ℋ 𝑃𝑢2 ,𝒜 ,ℰ (𝜆, 𝑧)}𝜆∈ℕ,𝑧∈{0,1}∗ .

Proof. Similar to the proof of Lemma 7.9, we show that if the experiment outputs Error

with non-negligible probability we construct a reduction against the existential unforge-

ability of the underlying signature scheme Σ with non-negligible success probability.

Assume that Pr[Error ∣ ℋ 𝑃𝑢1 ] ≥ 1
poly(𝜆) . The reduction receives as input a public key
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𝑝𝑘, and in the channel creation phase sets 𝑝𝑘′𝐴RV ∶= 𝑝𝑘. The channel is updated any arbi-

trary number of times and might be closed at any time using any method (peacefully or

forcefully) selected by the adversary. Assume that the channel has been updated 𝑖 times.

If the output of the funding transaction is spent by a transaction TX with [TX] ≠ [TX𝐵CM,𝑖]
given that 𝛾 .flag = 1 or [TX] ∉ {[TX𝐵CM,𝑖], [TX𝐵CM,𝑖+1]} given that 𝛾 .flag = 2, the experiment

does not output Error and the reduction aborts. Otherwise, the reduction waits for 𝑡
rounds and then publishes the latest split transaction. If TX.Output is spent by a transac-

tion TX′ s.t. TX′.Witness.𝜂 = 1, the experiment does not output Error and the reduction

aborts. However, if TX′.Witness.𝜂 = 1, the experiment outputs Error. Since TX′.Witness

satisfies the condition 𝑝𝑘′𝐴RV ∧𝑝𝑘′𝐵RV ∧𝐶𝐿𝑇𝑉𝑆0+𝑖 of the output TX.Output, reduction outputs

(𝑚∗, 𝜎∗) with 𝑚∗ = [TX′] and 𝜎∗ ∈ TX′.Witness.𝜁 . Moreover, the reduction has never

called the signing oracle. Therefore, the reduction outputs a valid forgery with probabil-

ity at least 1
⋅poly(𝜆) , which contradicts our assumption regarding the security of Σ. This

contradiction proves that Pr[Error ∣ ℋ 𝑃𝑢1 ] < 1
poly(𝜆) .

Lemma 7.11. For all PPT distinguishers ℰ it holds that

{EXEℒ(Δ,Σ),ℱ𝑐𝑙𝑜𝑐𝑘
ℋ 𝑃𝑢2 ,𝒜 ,ℰ (𝜆, 𝑧)}𝜆∈ℕ,𝑧∈{0,1}∗ ≈

{EXEℒ(Δ,Σ),ℱ𝑐𝑙𝑜𝑐𝑘
ℋ 𝑃𝑢3 ,𝒜 ,ℰ (𝜆, 𝑧)}𝜆∈ℕ,𝑧∈{0,1}∗ .

Proof. We bound the probability that the experiment outputs Error. Assume that

Pr[Error ∣ ℋ 𝑃𝑢2 ] ≥ 1
poly(𝜆) . The reduction receives as input a public key 𝑝𝑘 from the

challenger and in the channel creation phase sets 𝑝𝑘′𝐴RV ∶= 𝑝𝑘. The channel is updated

any arbitrary number of times and might be closed at any time using any method (peace-

fully or forcefully) selected by the adversary. For the 𝑗th channel update, to generate the

signature on TX𝐵RV,𝑗−1, a call to the signing oracle for the message [TX𝐵RV,𝑗−1] is performed.

We know that the channel has been updated 𝑖 times. Assume that TXFU.Output is spent
by a transaction TX. If one of the following cases occurs, the experiment does not output

Error and the reduction aborts: (1) 𝛾 .flag = 1 and [TX] ≠ [TX𝐴CM,𝑖], (2) 𝛾 .flag = 2, and
[TX] ≠ [TX𝐴CM,𝑖] given that Γ′𝐴(𝑖𝑑)[1] =⟂ or [TX] ≠ [TX𝐴CM,𝑖+1] otherwise. Otherwise, the

reduction waits for 𝑡 rounds and then publishes the latest split transaction. If TX.Output
is spent by a transaction TX′ s.t. TX′.Witness.𝜂 = 1, the experiment does not output

Error and hence the reduction aborts. If TX′.Witness.𝜂 = 2, the experiment outputs

Error. Now either of the following cases might have occurred:

• We have 𝛾 .flag = 1 or 𝛾 .flag = 2 and Γ′𝐴(𝑖𝑑)[1] =⟂ and hence [TX] = [TX𝐴CM,𝑖] holds.
Also, since TX′.Witness.𝜂 = 2, TX′.Witness.𝜁 satisfies the condition 𝑝𝑘′𝐴RV ∧ 𝑝𝑘′𝐵RV ∧
𝐶𝐿𝑇𝑉𝑆0+𝑖. The reduction outputs (𝑚∗, 𝜎∗)with 𝑚∗ = [TX′] and 𝜎∗ ∈ TX′.Witness.𝜁 .
Moreover, the signing oracle was only called for messages [TX𝐵RV,𝑗] with 𝑗 < 𝑖 and
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since for these transactions we have [TX𝐵RV,𝑗].nLT = 𝑆0 + 𝑗 < 𝑆0 + 𝑖, according toℒ ,

TX𝐵RV,𝑗 can not spend TX.Output and hence 𝑚∗ ≠ [TX𝐵RV,𝑗] with 𝑗 < 𝑖.

• We have 𝛾 .flag = 2 and Γ′𝐴(𝑖𝑑)[1] ≠⟂ and hence [TX] = [TX𝐴CM,𝑖+1]
holds. Also, since TX′.Witness.𝜂 = 2, TX′.Witness.𝜁 satisfies the condition

𝑝𝑘′𝐴RV ∧ 𝑝𝑘′𝐵RV ∧ 𝐶𝐿𝑇𝑉𝑆0+𝑖+1. The reduction outputs (𝑚∗, 𝜎∗) with 𝑚∗ = [TX′]
and 𝜎∗ ∈ TX′.Witness.𝜁 . Moreover, the signing oracle was only called

for messages [TX𝐵RV,𝑗] with 𝑗 ≤ 𝑖 and since for these transactions we have

[TX𝐵RV,𝑗].nLT = 𝑆0 + 𝑗 < 𝑆0 + 𝑖 + 1, according to ℒ , TX𝐵RV,𝑗 cannot spend TX.Output
and hence 𝑚∗ ≠ [TX𝐵RV,𝑗] with 𝑗 ≤ 𝑖.

Therefore, the reduction has never called the signing oracle for the message 𝑚∗ and

hence the reduction outputs a valid forgery with probability at least 1
poly(𝜆) , which con-

tradicts with our assumption regarding the security of Σ. This contradiction proves that

Pr[Error ∣ ℋ 𝑃𝑢2 ] < 1
poly(𝜆) .

Lemma 7.12. For all PPT distinguishers ℰ it holds that

{EXEℒ(Δ,Σ),ℱ𝑐𝑙𝑜𝑐𝑘
ℋ 𝑃𝑢3 ,𝒜 ,ℰ (𝜆, 𝑧)}𝜆∈ℕ,𝑧∈{0,1}∗ ≈

{EXEℒ(Δ,Σ),ℱ𝑐𝑙𝑜𝑐𝑘
ℋ 𝑃𝑢4 ,𝒜 ,ℰ (𝜆, 𝑧)}𝜆∈ℕ,𝑧∈{0,1}∗ .

Proof. Similar to previous proofs, assume that Pr[Error ∣ ℋ 𝑃𝑢3 ] ≥ 1
poly(𝜆) . The reduc-

tion receives as input a public key 𝑝𝑘, and in the channel creation phase, sets 𝑝𝑘𝐴SP =
𝑝𝑘. The channel is updated any arbitrary number of times and might be closed at

any time using any method (peacefully or forcefully) selected by the adversary. Once

the channel is created or once it is updated for the 𝑗th time, a call to the signing or-

acle is performed to receive the signature on TXSP,0 and TXSP,𝑗 , respectively. Assume

that the channel has been updated 𝑖 times. If the output of the funding transaction

is spent by a transaction TX with [TX] ∈ {[TX𝐴CM,𝑖], [TX𝐵CM,𝑖] given that 𝛾 .flag = 1 or

[TX] ∈ {[TX𝐴CM,𝑖], [TX𝐵CM,𝑖], [TX𝐴CM,𝑖+1], [TX𝐵CM,𝑖+1] given that 𝛾 .flag = 2, the experiment does

not output Error and the reduction aborts. Otherwise, the reduction waits for 𝑡 rounds
and then posts the transaction TX′ on the ledgerℒ with TX′ = TXSP,𝑖 given that 𝛾 .flag = 1
or TX′ = TXSP,𝑖+1 given that 𝛾 .flag = 2.
If TX′ is accepted byℒ , the experiment does not output Error and the reduction aborts.

If TX.Output is spent by a transaction TX″ with [TX″] ≠ [TX′] we know that either

the first or the second sub-condition of TX.Output is satisfied by TX″.Witness. The sec-

ond sub-condition of TX.Output is not satisfied by TX″.Witness otherwise ℋ 𝑃𝑢2 or ℋ 𝑃𝑢3
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would output Error which contradicts with our assumptions. Thus, TX″.Witness satis-

fies the first sub-condition of TX.Output. Therefore, the reduction outputs (𝑚∗, 𝜎∗) with

𝑚∗ = [TX″] and 𝜎∗ ∈ TX″.Witness.𝜁 . Moreover, the signing oracle was only called

for messages [TXSP,𝑗] with 𝑗 = [0, 𝑖] given that 𝛾 .flag = 1 or 𝑗 = [0, 𝑖 + 1] given that

𝛾 .flag = 2. However, 𝑚∗ ∉ {[TXSP,𝑖], [TXSP,𝑖+1]}. Otherwise, ℋ 𝑃𝑢4 would not output

Error. Also, 𝑚∗ ∉ {[TXSP,𝑗] with 𝑗 = [0, 𝑖 − 1] because for these transactions we have

[TXSP,𝑗].nLT = 𝑆0 + 𝑗 < 𝑆0 + 𝑖, and hence according toℒ , TXSP,𝑗 can not spend TX.Output.
Therefore, the reduction has never called the signing oracle for the message 𝑚∗ and

hence the reduction outputs a valid forgery with probability at least 1
poly(𝜆) , which con-

tradicts with our assumption regarding the security of Σ. This contradiction proves that

Pr[Error ∣ ℋ 𝑃𝑢3 ] < 1
poly(𝜆) .

Lemma 7.13. For all PPT distinguishers ℰ it holds that

{EXEℒ(Δ,Σ),ℱ𝑐𝑙𝑜𝑐𝑘
ℋ 𝑃𝑢4 ,𝒜 ,ℰ (𝜆, 𝑧)}𝜆∈ℕ,𝑧∈{0,1}∗ ≈

{EXEℒ(Δ,Σ),ℱ𝑐𝑙𝑜𝑐𝑘
ℋ 𝑃𝑢5 ,𝒜 ,ℰ (𝜆, 𝑧)}𝜆∈ℕ,𝑧∈{0,1}∗ .

Proof. Similar to previous proofs, we construct a reduction against the existential un-

forgeability of the underlying signature scheme Σ. Assume that Pr[Error ∣ ℋ 𝑃𝑢4 ] ≥
1

poly(𝜆) . The reduction receives as input a public key 𝑝𝑘 from the challenger and in the

channel creation phase sets 𝑝𝑘𝐴 ∶= 𝑝𝑘. The channel is updated any arbitrary number

of times and might be closed at any time using any method (peacefully or forcefully)

selected by the adversary. All calls to the signing algorithm are redirected to the signing

oracle. Assume that the channel has been updated 𝑖 times. Now assume that the output

of the funding transaction is spent by a transaction TX s.t. either of the following two

sets of conditions hold:

• 𝛾 .flag = 1, [TX] ∉ {[TX𝐴CM,𝑖], [TX𝐵CM,𝑗]}, 𝑗 = [0, 𝑖] and TX.Output ≠ 𝛾 .st.

• 𝛾 .flag = 2, [TX] ∉ {[TX𝐴CM,𝑖], [TX𝐴CM,𝑖+1], [TX𝐵CM,𝑗]}, 𝑗 = [0, 𝑖 + 1] and TX.Output ≠ 𝛾 .st.

Then, the hybrid outputs Error. The reduction also outputs (𝑚∗, 𝜎∗) with 𝑚∗ = [TX]
and 𝜎∗ ∈ TX.Witness.𝜁 . The signature 𝜎∗ is a valid signature on 𝑚∗ because TX.Witness

satisfies the condition of TXFU.Output which is 𝑝𝑘𝐴 ∧ 𝑝𝑘𝐵. Moreover, as we will show in

the next paragraph, the signing oracle was never called for the message 𝑚∗.

Once the channel is created or each time it is updated, a call to the signing oracle is

performed to receive the signature on the funding transaction as well as the new commit

transaction held by 𝐵, i.e. [TX𝐵CM,𝑗] with 𝑗 = [0, 𝑖] if 𝛾 .flag = 1 or 𝑗 = [0, 𝑖 + 1] otherwise.

Also, if the channel is closed forcefully,𝐴 calls the signing oracle to receive the signature
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on [TX𝐴CM,𝑖] if 𝛾 .flag = 1 or either [TX𝐴CM,𝑖] or [TX𝐴CM,𝑖+1] otherwise. If the channel is closed

peacefully, 𝐴 calls the signing oracle to receive the signature on [TX] with TX.Output =
𝛾 .st. Therefore, the reduction has never called the oracle for the message 𝑚∗.

Lemma 7.14. For all PPT distinguishers ℰ it holds that

{EXEℒ(Δ,Σ),ℱ𝑐𝑙𝑜𝑐𝑘
ℋ 𝑃𝑢5 ,𝒜 ,ℰ (𝜆, 𝑧)}𝜆∈ℕ,𝑧∈{0,1}∗ ≈

{EXEℒ(Δ,Σ),ℱ𝑐𝑙𝑜𝑐𝑘
𝜑ℱ ,𝒮 𝑃𝑢 ,ℰ (𝜆, 𝑧)}𝜆∈ℕ,𝑧∈{0,1}∗ .

Proof. The two experiments are identical, and hence, indistinguishability follows.

7.13 Discussions

Compatibility with P2WSH transactions: Let the output of commit transactions be

of type P2WSH, meaning that it can be spent based on the fulfilment of the script whose

hash is included in the condition part of the output. Now, assume that while the channel

is in state 𝑛, party 𝐴 publishes TX𝐴CM,𝑖 with 𝑖 < 𝑛. According to the protocol, party 𝐵
is supposed to instantly publish the latest revocation transaction TX𝐵RV,𝑛−1. To do so, he

must create the original script of themain output of TX𝐴CM,𝑖 and add it to thewitness data of

TX𝐵RV,𝑛−1. Since the parameter 𝑖 is a part of the script, 𝐵must extract the value of 𝑖 from the

published commit transaction. However, 𝑖 varies in different commit transactions and its

value cannot be directly derived from the hash of the script in the commit transaction

output. Therefore, the value of 𝑖 must be encoded in TX𝐴CM,𝑖.nLT or in the parameter

sequence of TX𝐴CM,𝑖.Input.
Fee handling: Once a dishonest channel party publishes a revoked commit transaction,

her counterparty has 𝑇 rounds time to publish the revocation transaction on the ledger.

However, the time it takes for a transaction to be published depends on two factors:

(1) network congestion at the time when the transaction is submitted to the blockchain

network, and (2) the transaction fee. Revocation transactions in Daric have a single input

and a single output. Since based on BIP 143 [58], the ANYPREVOUT flag may be combined

with SINGLE flag, it is possible for a channel party to add a new input and a new output to

the latest revocation transaction before submitting it to the blockchain. The difference

between the value of the new output and the new input can be collected by miners. A

similar approach can also be used for commit transactions.

Compatibility with any digital signature scheme: Generalized and FPPW payment

channels leverage adaptor signatures and hence may not work if the current Bitcoin dig-

ital signature scheme changes to BLS [20] or a post-quantum digital signature. However,

Daric is compatible with any digital signature and can benefit from their properties.
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Extending Daric to multi-hop payments: Payment channels typically use HTLC to

establish a PCN, where parties who do not have a shared channel can still exchange

coins by using other nodes as relays. For Daric, since state duplication is avoided, there

is no complications in adding HTLC outputs to split transactions.

Other applications: To have a new application on top of a Daric channel, parties must

update the channel state such that the new split transaction has one or multiple out-

puts for the new application. For example, assume that channel parties want to create

multiple channels on top of their existing channel. To do so, they update their channel

such that the new split transaction of the channel consists of multiple outputs where

each output is a 2-of-2 multisignature address shared between channel parties and acts

like the output of a funding transaction for a new Daric channel. The only difference

between this new channel and the original one is that since the split transaction for the

original channel is floating, its transaction identifier depends on its input and so cannot

be determined in advance. Hence, the commit transactions of new established channels

must be also floating. The only important criteria for new channels is that each channel

must have its own set of public keys. Otherwise, for example, a commit transaction from

one channel can spend funding transaction output of another channel.

Channel reset: If the lifetime of a Daric channel is close to its end (which occurs if the

channel update rate is more than once per second), channel parties can reset the channel

off-chain. To do so, they update the channel such that output of the split transaction in

the latest state acts like the output of the funding transaction for a new channel. All

the state numbers also reset and the new established channel can be updated at least for

about 1 billion times again. Along with required data from the new established channel,

each party must also maintain the last commit, split and revocation transactions from

the original channel.

7.14 Conclusion and Future Work

In this work, we presented an efficient payment channel with unlimited lifetime for

Bitcoin, called Daric, that achieves constant storage. Moreover, the new scheme allows

the honest channel party to penalise her dishonest counterparty by taking all the channel

funds. Daric also guarantees that channel parties can close the channel within a bounded

time. Furthermore, the new scheme is compatible with any digital signature algorithm

and simultaneously avoids state duplication. We proved Daric is secure in the Universal

Composability model.

An interesting open topic to study is extending Daric to an efficient𝑚-party schemewith

𝑚 > 2. Moreover, one of the main advantages of Daric is that the storage requirements
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of the watchtower for each channel could be constant over time. However, there are

also other factors for a watchtower (e.g. privacy, fairness, and coverage [54]) that must

be carefully taken into account. Designing a watchtower for Daric which can achieve

optimality in terms of the abovementioned properties could be another subject for future

research.



Chapter 8

Conclusion and future work

Conclusion

In this thesis, we focused on different aspects of the payment channel which is a promis-

ing solution to the scalability issue of Bitcoin. Since the deployment of the payment

channel does not require any changes in the Bitcoin protocol, this idea is already being

used in the Lightning Network. To prevent their counterparties from closing the channel

with an old state, each party in the Lightning Network should frequently monitor the

blockchain. Alternatively, channel parties might employ a third-party service provider,

called the watchtower, to do the monitoring task.

In this thesis, first, we formally defined the watchtower and its desired properties. More-

over, we proved a trade-off between two of those properties, i.e. the fairness towards

the channel party and the coverage. This trade-off prevents a watchtower scheme from

achieving both optimal fairness and coverage. We also compared all the existing watch-

tower schemes with respect to all the defined properties. This comparison showed none

of the current watchtower schemes for Bitcoin achieve fairness towards the channel

party and simultaneously protect the channel privacy against the watchtower. These

contributions answer our first research question, RQ1, about the formal definition of dif-

ferent properties of awatchtower and the limitations of the existingwatchtower schemes

in meeting those properties.

We solved the mentioned fairness-privacy problem by designing a watchtower scheme

called FPPW which can achieve both fairness and privacy at the same time. Coverage

for this scheme is also the highest possible value for a fully-fair watchtower scheme. Fo-

cusing on performance features, we observed that for all current watchtower schemes

as well as FPPW, the storage costs of the channel parties or their watchtowers increase

linearly with each channel update. Thus, we also focused on improving the efficiency of

149
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storage costs of the channel parties and their watchtower and designed a second watch-

tower scheme called Garrison. The storage costs of all participants for this new scheme

increase logarithmically with the number of channel updates. Both FPPW and Garri-

son avoid state duplication (i.e. both parties store the same version of transactions) and

can be implemented without any update in the Bitcoin blockchain. Designing these two

watchtower schemes for existing payment channels answer our second research ques-

tion, RQ2.

At the next step, rather than designing watchtowers for the existing payment channels,

we focused on current Bitcoin payment channels and analysed their limitations in achiev-

ing all the properties required for a payment channel. Then, relying on the deployment

of an already proposed signature type (called ANYPREVOUT), we designed a new payment

channel with an unlimited lifetime called Daric. This new scheme with desired computa-

tion and communication complexity is optimal in storage, provides a penalisation mech-

anism and avoids state duplication without relying on any particular property of the

underlying digital signature. We also proved the security of Daric in the UC framework.

These contributions answer our third research question, RQ3, about the limitations of

the existing payment channels and how to design a provably secure payment channel to

mitigate those limitations.

In general, our work benefits payment channel research by providing a rigorous study

on different aspects of this important type of solution to cryptocurrency scalability. We

defined some properties based on which the future payment channels and watchtower

schemes can be evaluated. We also designed two watchtower schemes for current pay-

ment channels, each focusing on different aspects and hence applicable in different sce-

narios. All the desirable features of our proposed payment channel might also urge the

Bitcoin community to deploy the ANYPREVOUT signature type and benefit from its appli-

cations.

Future Work

Despite their advantages, FPPW and Garrison still suffer from some limitations: (i) the

storage costs of channel parties and their watchtowers in FPPW increase linearly with

each channel update and (ii) Garrison does now achieve fairness with respect to the chan-

nel party. Designing a watchtower scheme that mitigates the mentioned limitations of

these two schemes has been left to future works. Furthermore, we have established the

existence of a trade-off between fairness and coverage in watchtower schemes. Specifi-

cally, in order to ensure fairness towards the channel party, the watchtower is required

to lock collateral as compensation for potential losses incurred by the hiring party. How-

ever, this collateral locking mechanism can weaken the overall coverage provided by the
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watchtower. Exploring alternative methods to guarantee the watchtower’s service with-

out relying solely on collateral locking presents an intriguing avenue for future research.

By investigating such approaches, we can address this trade-off and further enhance the

effectiveness of watchtower schemes.

Our proposed payment channel performs well for payment applications when we have 2

parties involved. Exploring the extension of this idea to encompass more general multi-

party applications, such as the channel factory [74, 75], represents an interesting and

important open topic. The significance lies in the potential to leverage the concept’s

advantages, such as scalability and efficiency, in broader multi-party scenarios. For in-

stance, by adapting and applying these principles to the channel factory setting, we can

potentially achieve enhanced scalability, improved transaction throughput, and reduced

costs. Further research and exploration in this direction are warranted to better under-

stand the implications, challenges, and opportunities that arise when extending the idea

to multi-party applications beyond the immediate payment channel context. Moreover,

designing awatchtower for Daric with all the required properties is left as a future work.
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