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Abstract

Many decisions and behaviours involve impulsivity and self-control; people deal with

urges, cravings, and temptations by deliberating, contemplating counterfactual or future

scenarios, and committing themselves to policies for action. People who live in developed

economies require more self-control than ever, as our environment relies on consumers

succumbing to their impulses; fast food, addictive smartphone apps, one-click online

purchasing, and other temptations are ubiquitous.

A vast body of research notwithstanding, we lack a comprehensive theoretical framework

for understanding how impulsivity and self-control manifest in decision-making and

behaviour. As a result, we are unable to provide a satisfactory answer to the question of

how impulsivity and self-control relate to one another: is one the absence of the other,

or is the relationship more complex? This gap in understanding limits our research

efforts, and thereby our opportunities for implementing systemic change, decision aids

and behavioural interventions.

Using methods from philosophy, psychology and economics, this interdisciplinary thesis

examines, conceptually and empirically, manifestations of impulsivity and self-control. I

develop a conceptual framework of what it is to be impulsive or self-controlled, such that

we may better understand how these cognitive processes manifest in people’s lives. The

framework reveals conceptual limitations inherent in much theorising and experimental

work, pointing to a more nuanced understanding, with the potential to open new avenues

of research and intervention.

Aspects of the conceptual framework are then unfolded in empirical studies; I examine

the roles of impulsivity, self-control, and deliberation in time preferences. I use ecological

momentary assessment to study how people experience and deal with urges in everyday

life and I investigate how people balance tending to their wants and needs against

prosocial behaviour using survey experiments and an economic game.

I leverage my understanding of impulsivity and self-control to develop and test be-

havioural interventions designed to help people make better decisions by providing de-

liberation aids and changes in incentives. Specifically, I assess whether prompting people

to contemplate a positive future or consequences to others can change the way they expe-

rience urges, and whether eliciting evaluative judgment or meta-preferences can change

choice patterns. Moreover, I investigate in a public health setting whether different

communication styles and a change in uncertain collective costs can promote prosocial

behaviour. Findings reveal that these interventions indeed can have a positive effect on

our decision-making, consistent with the conceptual analysis.

Overall, the thesis provides a nuanced picture of how impulsivity and self-control mani-

fest in daily life and tests interventions aimed at helping people deal with their impulses,

and with balancing needs and wants against prosociality and goals for the future.

i



Declaration

This thesis is an original work of my research and contains no material which has been

accepted for the award of any other degree or diploma at any university or equivalent

institution and that, to the best of my knowledge and belief, this thesis contains no

material previously published or written by another person, except where due reference

is made in the text of the thesis.

ii



Thesis including published works declaration

I hereby declare that this thesis contains no material which has been accepted for the

award of any other degree or diploma at any university or equivalent institution and

that, to the best of my knowledge and belief, this thesis contains no material previously

published or written by another person, except where due reference is made in the text

of the thesis.

This thesis includes four original papers published in peer-reviewed journals, one sub-

mitted article that is in the peer-review process, and one article that has not yet been

submitted to a journal.

The core theme of the thesis is an examination of the manifestations of impulsivity

and self-control. The ideas, development, and writing up of all the papers in the the-

sis were the principal responsibility of myself, the student, working within the School

of Philosophical, Historical, and International Studies at Monash University, and the

Department of Psychology at University of Warwick under the supervision of Professor

Jakob Hohwy (Monash), Associate Professor Lukasz Walasek (Warwick), and Professor

Antonio Verdejo-Garćıa (Monash).
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Chapter 1

Introduction: Dissociating

Impulsivity, Self-Control, and

Time Preferences

1.1 Background

The tradition of analysing and reflecting upon impulsivity and self-control goes back to

the Ancient Greek philosophers. Aristotle, in his Nichomachean Ethics, contemplated

akrasia, consisting of propeteia and astheneia (Ameriks & Clarke, 2000). To him, it

appeared that sometimes we do things that are not in our best interest, either because

we do not think through the consequences properly before we decide or act (propeteia) or

because the temptation to do what we know is detrimental to us is too strong (astheneia).

Aristotle’s understanding of these concepts mirrors much of the contemporary pre-

theoretical view of what impulsivity and self-control in daily life entail. To be impulsive

would be, for instance, to say ’yes’ when your friend asks if you want to go to an all-

you-can-eat shrimp buffet, while momentarily forgetting you promised to pick up your

child from childcare. This corresponds to Aristotle’s propeteia—impulsivity in an action

stems from a lack of consideration of the consequences. A lapse of self-control would

be to know one should sit down and start reading a lengthy thesis document (because

1
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it has to happen at some point anyway), but succumb to the temptation to read some-

thing more entertaining instead. This corresponds to Aristotle’s astheneia—a lack of

self-control is constituted by not acting in accordance with one’s better judgment.

The key distinction between impulsivity and self-control in these two cases lies in the

cause of the behaviour, not the behaviour itself. For the former case, the lack of con-

sideration causes the agent’s behaviour, but it is possible that, had they deliberated the

consequences, they might have declined the shrimp buffet. Likewise, deciding to read

something more entertaining would be un-self-controlled because the agent believes that

a different course of action would be better (Mele, 2010), not because of a disregard for

consequences. I will discuss this distinction in more detail further on in this Chapter.

Note that while these examples are relatively small-scale, such decisions can be highly

consequential when the decision-maker holds high public office or when the environment

is unforgiving. This makes it important to understand impulsivity and self-control,

since such understanding enables us to predict when agents are likely to be impulsive

and when they will control themselves, providing us with the opportunity to intervene

appropriately where necessary.

There are several interesting developments in the last decades of scientific research on

impulsivity and self-control that have changed the way the constructs are understood

in research as opposed to daily life. First, researchers from various disciplines started

to develop their own understandings of the computational or neural underpinnings of

the concepts and operationalised them in different ways, which then fed back into how

they defined the constructs in their research. Second, on a background of increasingly

individualistic framing of behaviour in the research literature—particularly with the rise

of so-called ”nudging” (Thaler & Sunstein, 2009)—much impulsivity research focuses

on eradicating or minimising it, while research on self-control focuses on bolstering it.

These studies often do not take into account the context that may contribute to these

behaviours. Although the idea of adaptive impulsivity (Fenneman & Frankenhuis, 2020;

Gullo & Dawe, 2008; Stevens & Stephens, 2010) and maladaptive self-control is gaining

traction (e.g., Steinglass et al., 2012).

Further on in this first introductory Chapter of the thesis, I will explore how these and

other developments have changed our understanding of impulsivity and self-control, and

see if these changes are desirable from a theoretical and practical perspective. Before I do
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that, though, I will provide a short overview of how researchers from various disciplines

tend to describe and write about impulsivity and self-control.

In psychology, impulsivity is often conceptualised as a lack of inhibition, especially for

quick responses and habits (Evenden, 1999; Whiteside & Lynam, 2001). Impulsivity is

an especially popular concept in psychology because it has been identified as a major

underlying factor for various mental disorders in various iterations of the Diagnostic

and Statistical Manual for Mental Disorders (DSM; American Psychiatric Association,

2010) and addictive disorders (Verdejo-Garćıa et al., 2007) but also because it underlies

risky behaviours in general (Bakhshani, 2014).

Self-control is often referred to as a composition of willpower and using planning to

avoid exerting willpower (e.g., by removing tempting options) (Duckworth et al., 2018;

Rachlin & Green, 1972). In developmental psychology, self-control is often equated with

the capacity to delay gratification (Mischel & Ebbesen, 1970).

In behavioural economics and psychology, impulsivity is often implicated in time prefer-

ences, the degree to which people value rewards and costs in the present compared to in

the future, in particular when characterised as decreasing devaluation of rewards as they

move further into the future (i.e., rewards lose more subjective value when their receipt is

postponed by one day from today, than when it is postponed by one day a month from

now; Ainslie, 1975). This phenomenon, often referred to as present bias, is common

among humans and animals, and across different domains of rewards (Mazur, 1987).

The perceived tie between impulsivity and present bias has led to a situation where

measuring time preferences to make inferences about agents’ impulsivity is common in

neuroscience (Madden et al., 2004) and neuroeconomics, in humans and in non-human

animals such as mice, rats, and pigeons (Vanderveldt et al., 2016).

Self-control is often discussed in economics as the lack of present bias or a low rate of

discounting future outcomes more generally. This connection is made because failures

to act in one’s best interests are normally associated with accepting immediate rewards

(Laibson, 1997). However, this leads to the (often tacit) implication that impulsivity is

the converse of self-control, which is not obviously correct (I will discuss this in more

detail later on in this Chapter). But there are also conceptualisations of self-control

that are based on thwarting temptation (Dekel et al., 2009; Gul & Pesendorfer, 2001),

though this type of view often also explicitly relies on temporal aspects of temptation
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(i.e., only temptations that pertain to present rewards) and self-control (i.e., only for

goals for the future).

One issue with maintaining different conceptualisations and operationalisations of impul-

sivity and self-control across these various fields is that it has led to the incorporation of

increasingly tangential phenomena into the understanding of impulsivity and self-control

(e.g., see Caswell et al., 2015). An example from the psychology literature is ’cognitive

impulsivity’—the inability to inhibit prepotent responses—often measured using a Go-

No Go task. In the Go-No Go task, participants need to press a key on a computer

keyboard when they are presented with a ’Go’ stimulus (e.g., food), but not respond

when presented with a ’No Go’ stimulus (e.g., non-food). Participants are instructed

to go as fast as possible, and to try to be as accurate as possible (a trade-off that is

difficult to navigate). The experimental software is usually set up such that the Go

stimuli occur far more often than No Go stimuli, lulling participants into a false sense

of security until the No Go surprises them. If participants are unable to sufficiently

suppress their prepotent responses in the No Go trials, they are said to be impulsive.

In this task, and many other tasks designed to measure impulsivity and self-control, it

is unclear whether the resulting measurements are tapping into a meaningful aspect of

these concepts. What does it mean when someone performs poorly on a Go/No Go task?

Is this really an important part of what it is to be impulsive in real life? Considering

the lack of conceptual agreement on impulsivity and self-control, it is difficult to assess

this theoretical fit between the various measures and the two concepts.

The lack of conceptual clarity prompts similar questions about manifestations of im-

pulsivity and self-control in real life behaviours: which decisions and behaviours are

impulsive? Which are self-controlled? If a behaviour is impulsive, or if it was caused

by a self-control failure, is that always maladaptive or counterproductive? If someone

chooses to delay gratification to obtain a future reward, is that always a marker of self-

control? Currently, we have no satisfactory framework to answer these questions, and

thus no good way of predicting when people’s dispositions lead them to do something

that they will regret or that leads to decreases in (individual and societal) welfare or

wellbeing.

In sum, the research literature lacks a comprehensive theoretical framework for under-

standing impulsivity and self-control, which means that we are also unable to provide
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a satisfactory answer to the question of how impulsivity and self-control relate to one

another: is one the absence of the other, or is the relationship more complex? This lack

of a comprehensive framework limits us in our research efforts, in implementing sys-

temic change, decision aids, and behavioural interventions; if we do not know what role

impulsivity or self-control play in causing the behaviour, we cannot hope to intervene

in these cognitive processes to prevent it from happening.

1.2 Thesis Plan

In this thesis, I develop a novel conceptual framework for impulsivity and self-control,

use that to assess how the concepts relate to time preferences, see how people deal with

impulses in everyday life, and evaluate how we can intervene in these cognitive processes.

I do this in an attempt to answer two questions:

1 How do impulsivity and self-control manifest?

2 How might we help individuals deal with their impulsivity and limited self-control

to obtain better outcomes for the individual or the collective?

To be able to answer these questions I will first consider the background of impulsivity

and self-control, building the foundation for the conceptual framework. To do so, I will

build on both pre-theoretical conceptions and commonly used definitions from the liter-

ature to arrive at an understanding of the two concepts. This understanding will allow

me to evaluate the connection between impulsivity, self-control, and time preferences

(which are often suggested to represent impulsivity and self-control)—the task for the

rest of this Chapter.

Chapter 2 will build on this framework, evaluating how higher-order preferences can

influence intertemporal choice (the most common experimental means for measuring

time preferences). This is relevant to both of the research questions since a lack of

deliberation about consequences is a core feature of impulsivity and since higher-order

preferences are thought to be central to self-control. (The thought being that an agent

needs self-control only if they have overarching preferences (e.g., about who they want

to be, or what they want to want) that conflict with ’lower-order’ preferences, often

these pertain to bodily needs or anything deemed a tempting vice by the agent.) Thus,
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understanding how higher-order preferences influence intertemporal choice will bring us

closer to understanding how impulsivity and self-control manifest, as well as how we

may help people deal with their impulsivity and limited capacity for self-control.

In Chapter 3 and Chapter 4, guided by the framework in Chapter 1, I will elucidate

the role of impulsivity and self-control in experiencing and dealing with urges in daily

life, and evaluate the possibility of intervening in these processes by influencing people’s

mental state.

In Chapter 5 and Chapter 6, I investigate the learning process and epistemology of

balancing wants and needs against the collective good, assessing what communication,

social norms, and changes to the environment can contribute to better decision-making.

These two Chapters are meant to extend the examination of impulsivity and self-control,

and the model developed in Chapter 1 to the domain of decisions where people trade

off selfish options with prosocial ones.

The thesis, then, can be seen as consisting of the current introduction, three distinct

but related sections, the first being the current Chapter and Chapter 2, concerning

impulsivity, self-control, and their connection to time preferences; the second section

consists of Chapter 3 and Chapter 4, concerned with how people deal with urges; the

third consists of Chapter 5 and Chapter 6, extending impulsivity and self-control to

the selfish/prosocial domain, and Chapter 7, the Conclusion. The thesis will transition

from the theoretical, across to the fundamental, and over to the applied and situational.

Another distinction within the thesis splits it in half: Chapters 1-3 are Chapters that

pertain to tendencies in preferences, choices, and decisions that underpin many everyday

situations in life, whereas the work conducted in Chapters 4-6 is done in the context of

the COVID-19 pandemic, which has disrupted many people’s habits, incentives, and op-

tions, making for an interesting case study that aids in answering the research questions

in an applied context, critical for public health.

The methodology for this thesis is comprised of tools from philosophy, psychology, and

economics. I use logical arguments to dissociate concepts, use intertemporal choice

experiments to conduct foundational research on time preferences, surveys and ecological

momentary assessment to investigate beliefs and manifestations of impulsivity and self-

control in everyday life, and finally an economic game to investigate how people learn
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to make decisions in an unfamiliar setting, and how environmental parameters influence

this process.

1.3 Building the Theoretical Foundation for the Thesis

The rest of this Chapter will start us off on the journey of understanding manifestations

of impulsivity and self-control. I will build the theoretical foundation for the rest of the

thesis in this Chapter and discuss how impulsivity, self-control, and time preferences

relate to one another.

This Chapter aims to bring us closer to understanding the manifestations of impulsivity

and self-control by enabling us to tell apart cases of impulsivity from a lack of self-control,

present-orientation from impulsivity, and future-orientation from self-control. This is a

good place to start in understanding impulsivity and self-control because in the literature

on time preferences, it has traditionally been assumed that future-oriented decision-

making is indicative of self-control, and present-oriented decision-making is indicative of

impulsivity. The conceptual foundation I build in this Chapter will lead to a challenge

to these notions, for which I rely on logical arguments reinforced with evidence from the

literature.

The work in this Chapter will also form the foundation for answering the second research

question of the thesis, of how we might help individuals to deal with their impulsivity

and self-control to achieve better outcomes for themselves and the collective good. De-

veloping this new, more comprehensive account of how impulsivity, self-control, and time

preferences come apart will be highly useful in practical scenarios because it helps us

identify what may happen when we intervene in these cognitive processes. For example,

if we aim to increase future-oriented decision-making, we must know whether stimulating

more deliberation (i.e., less impulsivity) will necessarily result in more future-oriented

decision-making, or that this intervention may backfire in certain contexts. Gauging

the conceptual overlap of the concepts as well as the scenarios where they come apart

will, then, also help drive theoretical predictions on whether affecting one psychological

process might affect the other and in what direction.

In addition to the contribution this Chapter makes to answering the research ques-

tions for this thesis, it has already proven to provide fertile ground for future work—it
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prompted an invitation to submit a commentary for Psychological Bulletin, discussing a

review of the conditions that make impulsivity adaptive (available here). The Chapter

is currently under review at a journal.

https://drive.google.com/file/d/1EZFvipVGxywG1lbcYWYw9VVPzXobrxV3/view?usp=sharing
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Impulsivity and Self-Control as Timeless
Concepts: A Conceptual Analysis of

Intertemporal Choice

Simon T. van Baal, Lukasz Walasek, Antonio Verdejo-Garćıa, Jakob Hohwy

Abstract

Impulsivity and self-control are central in theories and empirical research concerning

addiction, substance use, psychopathology, organisational behaviour, among many. De-

spite their importance, researchers disagree about the definition and measurement of

these constructs. A common method for measuring impulsivity or self-control is inspired

by time preferences. Accordingly, preferences for smaller rewards received sooner, over

larger rewards received later, have been linked to impulsivity and self-control. This pa-

per investigates whether impulsivity and self-control are measured by time preference

parameters obtained through intertemporal choice paradigms. We first provide a his-

torical overview of research on time preferences tracking the theoretical link between

intertemporal choice, impulsivity and self-control. Conceptualising impulsivity and self-

control building on various disciplines, we consider whether impulsivity and self-control

concern time preferences. Using these insights, we suggest a possible direction for formal

models of impulsivity and self-control. Our conceptual analysis reveals that impulsivity

concerns a lack of reflection on one’s choices, not a lack of concern with the future, and

self-control concerns deliberation versus temptation, rather than future-orientedness.

People may, and do, use self-control to choose a ‘smaller-sooner’ reward or impulsively

select a ‘larger-later’ reward. This implies these constructs cannot be measured using

the standard intertemporal choice paradigm. We suggest that to study impulsivity and

self-control in a temporal context, more information is needed about agents’ motiva-

tion and deliberation. We propose a future direction for decision-making models with

a separate causal role for impulsivity and self-control, providing the basis for a new

understanding of how they influence choices across different domains of behaviour.

keywords: impulsivity, self-control, intertemporal choice, time preferences, delay

discounting
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1.4 Introduction

Many everyday choices have consequences that occur at different timescales. Do I buy

a coffee or save my money? Do I cycle to work or take the car? Will I eat pizza or

something healthier? Similar dilemmas are faced by organisations and governments,

some with the potential to shape nations. Do we lower fuel taxes to combat inflation

or reduce dependency on fossil fuels by building green energy capacity and facilitating

alternative modes of transportation?

The ubiquity and importance of these choices have resulted in a wealth of research

on intertemporal choice, where rewards or costs of options occur at different moments

in time. Generally, humans and non-human animals prefer rewards that arrive sooner

rather than later, a pattern economists refer to as time preferences. The most prominent

economic framework to account for this phenomenon is called delay discounting (Chabris

et al., 2010), a method that seeks to explain these time preferences by diminishing the

utility of an option as it moves further away into the future by some “discount factor”.

Delay discounting was not developed as a model of the human decision-making process

for trading money through time. Fisher (1930) suggested that discounting was fun-

damental: the price of capital was merely the discounted value of its expected future

income streams. Thus early delay discounting models (notably, Fisher, 1930; Samuelson,

1937) initially served as a normative account of intertemporal choice to assist with eco-

nomic modelling for how interest rates come to be. Delay discounting can be described

an ‘as-if’ model, that is, if agents discount outcomes in the future with some function

f(t), where t denotes time, then their utility function would look like some function

u(f,X), where X are, broadly, sources of enjoyment (positive or negative). Currently

delay discounting models are commonly taken to be both a normative and descriptive

account of how people make decisions.

Researchers interested in the decision-making process (e.g., in behavioural science and

psychiatry) are interested in individual differences, and how they lead to different out-

comes. To learn more about people’s time preferences and how they arrive at them,

behavioural scientists, psychologists, and psychiatrists widely use intertemporal choice

tasks. In this line of work, researchers often elicit choices between options that are

comprised of rewards at different points in time. The rewards are usually based on
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(hypothetical) monetary amounts for humans and food rewards for non-human animals.

Researchers then fit people’s choices to a delay discounting model and estimate discount

factors to quantify individual differences.

Central to the thesis of the current work is that researchers in this space want to make

claims about impulsivity and self-control based on time preferences elicited through

intertemporal choice tasks, often as quantified by delay discounting parameters. Namely,

those who discount the future strongly are often denoted as impulsive, whereas those

who do not are often denoted as self-controlled.

In this paper, we challenge the preconception that impulsivity and self-control are im-

plicated in time preferences, putting pressure on the notion that they can be measured

in intertemporal choice tasks. To illustrate the basic logic of our proposal, we first

provide an example of the suggested involvement of impulsivity and self-control in an

intertemporal choice—precisely the sort of scenario that researchers want to describe in

their studies. We then provide a historical overview of research on time preferences to

track the link between impulsivity, self-control, and time preferences. We conceptualise

impulsivity and self-control using definitions and theories from various relevant disci-

plines, and using these definitions, we evaluate whether impulsivity and self-control are

implicated in traditional intertemporal choice tasks. Finally, using these insights, we

propose a new direction for formal models of impulsivity and self-control.

Consider the case of Charlie, who is an accountant at a large company and is planning

on moving to a new city for a different position. She is looking to buy a new house,

and she knows that a colleague, David, wants to sell his house. After showing her the

property, David says he would accept an offer from Charlie of $1 million if she moved

in in December, but Charlie notes that she might want to move in right away when she

arrives to start her new job in October. David tells her that they could arrange for this

to happen, but that this would be inconvenient for him because he and his family would

need to stay somewhere else and move all their things twice. Therefore, David suggests

that he would accept Charlie’s offer and let her move in in October if she added $25,000

to the $1 million initially proposed. That is, she can choose to speed up the reward by

two months for a 2.5% increase in cost. At this point, her moving date is still a long

time away so Charlie says she would be fine with December.
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However, a few weeks before she moves to the new city, Charlie reconsiders accepting

David’s proposal for expediting her move. She thinks it will be a great home to start

her new job from: it is within cycling distance to her office; the house was recently

renovated, thus needing minimal work; given the size and location, it is also reasonably

priced. If she chose to wait, she would have to move twice, and start her new job in

temporary housing (which she would also have to spend time looking for). She would

like to avoid this because she wants to be in a good headspace for her new job. She

decides that it would be best to take the option to move in earlier. In other words, she

would prefer to incur the $25k cost to forego these inconveniences. (This is a common

pattern in intertemporal choice, broadly consistent with Construal Level Theory, see

Trope & Liberman, 2010).

There is nothing inherently impulsive about Charlie’s decision to incur additional costs

and move in sooner. Equally, it would appear odd to claim that Charlie lacks self-control.

Indeed, her decision seems deliberate and based on sound and careful evaluation of pros

and cons of each option. Her decision can also be explained with respect to Charlie’s

goals. Yet, these decisions are analogues of what is studied in intertemporal choice tasks.

In this literature, a decision to opt for a smaller-sooner reward (or in this case, larger

cost sooner) is typically associated with an individual being impulsive or lacking (or

failing to exercise) self-control.

Certainly, given her preference reversal (she prefers the later reward initially, then

changes her preference to the sooner reward), her decision-making would be better

described by hyperbolic discounting (Ainslie, 1975; Thaler, 1980, 1981) where the sub-

jective value of future rewards rises fast when they approach immediacy, than by the Dis-

counted Utility Model (commonly referred to as exponential discounting; Fisher, 1930;

Samuelson, 1937)—generally taken to be the normative intertemporal decision-making

model in economics. Hyperbolic discounting is often suggested to be the underlying

reason for decisions like Charlie’s. It is not entirely clear, though, why exactly this

behaviour is impulsive or why her choice indicates her lack of self-control, especially

since she deliberated the choice carefully and came to a decision that suited her best

judgment.
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Are future-oriented decisions necessarily self-controlled? Does the economic future-

orientation of Charlie’s initial decision preclude it from being an impulsive one? Cur-

rently, the dominant theory answers in the affirmative: impulsivity manifests through

present bias, or excessive delay discounting, while self-control manifests through future-

orientation, and thus little delay discounting.

In the following sections, we will provide an overview of the relationship between in-

tertemporal choice, impulsivity, and self-control in the literature, provide a conceptual

framework for the two concepts, and then we will argue that time preferences are largely

orthogonal to impulsivity and self-control. We also discuss the broader implications of

our argument and propose options for new directions for the study of impulsivity and

self-control.

1.5 Impulsivity and Self-Control in the Intertemporal Choice

Literature

Here we present a brief overview of how impulsivity and self-control are conceptualised

and how they are related to delay discounting measurements in the literature; we pro-

vide examples of these occurrences in influential and highly cited articles in the various

fields working with intertemporal choice tasks. Table 1 provides examples of represen-

tative, influential articles from the literature discussing impulsivity and self-control in

the context of time preferences.

1.5.1 Examples in Influential Works

To exemplify, consider the following formulations. A long-time leading researcher in

the field, Ainslie (2021) formulated the role of self-control (though he uses ‘willpower’,

seemingly taking it to be equivalent) as follows, “choices that evoke willpower typically

compare options that pay off over different time courses, with poorer but faster paying

ones weighed against the better but slower paying”.
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In clinical psychology and neuroscience this type of formulation is also common, (for

a prominent example, see “Impulsivity: the neurological and behavioural study of dis-

counting”; Madden & Bickel, 2010). Similarly, Nigg (2017) writes: “Impulsivity: Non-

reflective stimulus-driven action when a later-rewarding goal-relevant response was also

available. . .Mediated by both bottom-up processes (e.g. spontaneous reward valua-

tion/discounting) and top-down processes (e.g. biasing from prior goals; response inhi-

bition)”.

This view of the constructs is also not uncommon in non-human animal behaviour

research; Laude et al. (2012) write: “The steepness of the discounting function can

be taken as a measure of the degree to which an animal is characterized as impulsive

or, the degree to which it lacks self-control ... That is to say, behavioural measures

of discounting are often interpreted as indicating the degree of impulsivity”. In other

texts, the equivalence between present-oriented and future-oriented intertemporal choice

patterns, and impulsivity and self-control are tacitly accepted rather than explicitly

asserted (e.g., Doyle, 2012; Stevens & Stephens, 2010).

It is worth examining why impulsivity and self-control have come to be conceptualised

in this way. Many authors, including some mentioned in Table 1, either reference Ainslie

(1975), or Logue (1988); Logue, in turn, references Ainslie (1975) who is concerned with

preference reversals like Charlie’s and calls this ‘impulsiveness’. Ultimately, this view

of time preferences appears to date back to Fisher (1930), who names weakness of will

as one of several drivers of future discounting. That line of reasoning is subsequently

continued by Strotz (1955), who theorises about why people do things against their best

interests.

Table 1.1: Sample of representative articles from the intertemporal choice literature
discussing impulsivity and self-control.

Authors,
Year, Journal

Title No.
Cit.

Quote

Concept: Impulsivity

Baumann and
Odum (2012).
Behavioral Pro-
cesses

Impulsivity, risk tak-
ing, and timing

166 “Steep delay discounting is also
known as impulsive decision making”

Continued on next page
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Table 1.1 – Continued from previous page

Authors,
Year, Journal

Title No.
Cit.

Quote

De Wit (2009).
Addiction Biol-
ogy

Impulsivity as a de-
terminant and conse-
quence of drug use:
a review of underlying
processes

1512 “The most commonly used be-
havioral measures of impulsivity
are delay discounting, which as-
sesses impulsive decision-making,
and behavioral-inhibition tasks.”

Rubia et al.
(2009). Philo-
sophical trans-
actions of the
Royal Society
of London

Impulsiveness as a
timing disturbance:
neurocognitive abnor-
malities in attention-
deficit hyperactivity
disorder during tem-
poral processes and
normalization with
methylphenidate

344 “We argue that impulsiveness is
characterized by compromised tim-
ing functions such as premature mo-
tor timing, decreased tolerance to
delays, poor temporal foresight and
steeper temporal discounting.”

Sharma et al.
(2014). Psy-
chological Bul-
letin

Toward a theory of
distinct types of “im-
pulsive” behaviors: A
meta-analysis of self-
report and behavioral
measures

578 “Another aspect of neuropsychol-
ogists’ definition of impulsivity,
termed “choice impulsivity” by some
. . . is the inability to delay gratifica-
tion or to choose smaller, immediate
rewards over larger, distant ones ...”

Nigg (2017).
Journal of
Child Psy-
chology and
Psychiatry

Annual Research Re-
view: On the relations
among self-regulation,
self-control, executive
functioning, effortful
control, cognitive
control, impulsivity,
risk-taking, and inhibi-
tion for developmental
psychopathology

947 “Impulsivity: Nonreflective
stimulus-driven action when a
later-rewarding goal-relevant re-
sponse was also available. May
be adaptive or maladaptive de-
pending on context and degree of
inflexibility as context changes. Me-
diated by both bottom-up processes
(e.g.spontaneous reward valua-
tion/discounting) and top-down
process (e.g. biasing from prior
goals; response inhibition).”

Wiers et
al. (2010).
Frontiers in
Psychology

Impulsivity, impulsive
and reflective processes
and the development of
alcohol use and mis-
use in adolescents and
young adults

117 “Aspects of impulsivity and sensa-
tion seeking can also be assessed
with behavioral performance mea-
sures such as delay discounting.”

Coffey et al.
(2003). Ex-
perimental
and Clinical
Psychopharma-
cology

Impulsivity and rapid
discounting of delayed
hypothetical rewards
in cocaine-dependent
individuals

710 “However, the behavioral economics
literature provides a behavioral
method of assessing impulsivity
by assessing the reduction in the
subjective value of delayed rewards
as a function of delay interval.”

Continued on next page
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Table 1.1 – Continued from previous page

Authors,
Year, Journal

Title No.
Cit.

Quote

Kirby and Her-
rnstein (1995).
Psychological
Science

Preference rever-
sals due to myopic
discounting of reward

749 “Their delay discount rates do not
remain constant; their relative pref-
erences change; they are indifferent
between outcomes at some points in
time but not at others; and they
reverse preference as their temporal
vantage point changes. All of these
apparently haphazard features of hu-
man decision making are consistent
with the ordinary definition of impul-
siveness, in which a choice is made on
the basis of a temporary, and often
sudden, change in preference.”

Concept: Self-Control

Rachlin and
Green (1972).
Journal of the
experimental
analysis of
behaviour

Commitment, choice
and self-control

1635 “The preference for the large delayed
alternative with long durations of T
parallels everyday instances of ad-
vance commitment to a given course
of action. Such commitment may be
seen as a prototype for self-control.”

Thaler (1981).
Economic Let-
ters

Some empirical evi-
dence on dynamic in-
consistency

2953 “This hypothesis is that the discount
rate will vary inversely with the size
of the reward for which the indi-
vidual must wait. This hypothesis
is derived from viewing intertempo-
ral choice as problem [sic] in self-
control.”

Both Concepts

Stevens and
Stephens
(2010). (in
Madden &
Bickel, 2010)

The Adaptive Nature
of Impulsivity

120 “We define impulsivity as choosing a
smaller-sooner option when a larger
later option produces a better out-
come.”; “In self-control studies, the
investigator trains subjects . . . to
choose between a small reward the
subject can obtain quickly . . . and
a larger reward it must wait a bit
longer to obtain.”

Logue (1988).
Brain and
Behavioral
Sciences

Research on self-
control: An integrat-
ing framework

1026 “. . . self-control referring only to the
choice of a larger, more delayed rein-
forcer over a smaller, less delayed re-
inforcer and impulsiveness referring
to the opposite.”1

Van den Bergh
et al. (2008).
Journal of Con-
sumer Research

Bikinis instigate gener-
alized impatience in in-
tertemporal choice

416 “Visceral factors may drive impa-
tient and impulsive behaviors . . .
and demonstrate less self-control (de-
fined by a greater preference for
smaller, less delayed access to apple
juice . . . ).”

Continued on next page

1She does not commit to this without weighing the advantages and disadvantages, but she never
touches on any of the substantial disadvantages we will discuss below.
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Table 1.1 – Continued from previous page

Authors,
Year, Journal

Title No.
Cit.

Quote

Bickel and
Marsch (2001).
Addiction

Toward a behavioral
economic understand-
ing of drug depen-
dence: delay discount-
ing processes

1281 “Impulsivity has been defined as the
selection of a smaller more immedi-
ate reward over a larger more delayed
reward (self-control has been defined
as the opposite . . . ).”

It should be noted that Ainslie (1975) initially writes that the concavity of an agent’s

discount function (i.e., hyperbolic discounting, which we will discuss in more detail

below) is what makes choices impulsive or self-controlled—not their general preference

for sooner rewards over later rewards. He acknowledges that there are many situations

where a preference for smaller-sooner rewards is adaptive and justified, and thus these

situations were not of interest to his project.

According to Ainslie, one is impulsive if by choosing the smaller-sooner reward one

reduces their lifetime utility. In this, he focuses on what we now call preference reversals

(or the common delay effect): an agent prefers larger-later option A over smaller-sooner

option B at time t when both options are still far away; as time goes on (and no new

information presents itself in the interim), when option B becomes more immediate

at time T, the agent prefers B to waiting for option A. The story of Charlie’s home

purchase is an example of this phenomenon because she reverses her earlier preference,

and chooses to speed up her reward (moving into the house) by paying an extra $25k.

Ainslie (1975) suggests that this type of choice is due to curvature in the delay discount

function, which was later formalised in the following equation (Mazur, 1987):

f(D) =
1

1 + kD
, (1.1)

where f is the discount factor applied to a reward received after delay D and k is the

discount parameter. This is in contrast with Samuelson (1937) his discounted utility

model function, based on Fisher (1930) theory of interest:

f(D) = e−kD, (1.2)

where f and D mean the same as above, k is the discount parameter, and e is the

base of the natural logarithm. Discounting future rewards through this exponential
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function never leads to preference reversals. See Figure 1.1 for a depiction of the different

parametric forms of these models.

Figure 1.1: The exponential discounted utility model (blue) and the hyperbolic dis-
counting model (green). As the reward moves further away, the decision-maker values
it less in the present. In the hyperbolic model this devaluation is stronger when the
reward is closer to the present and attenuates when rewards are further into the future.

For the discounted utility model, the devaluation occurs at a constant rate.

In the clinical psychology and neuroscience literature on ‘choice impulsivity’ (i.e., delay

discounting), however, this more nuanced point that impulsivity and self-control are

proposed to be related to the parametric form (i.e., convexity) of the discount function

is often lost. What is denoted as ‘choice impulsivity’ is instead often associated with

the amount of discounting (i.e., the value of k). Crucially, in the hyperbolic discounting

model, the steepness of the function and the parametric form are indissociable because

they are both captured by one parameter. The hyperbolic model therefore has no

‘impulsivity’ parameter (in Ainslie’s view of the construct), but a single time preference

+ impulsivity parameter. The other common measurement taken is the area under

the curve, a mostly theory-neutral measure of the value of future rewards lost to delay

discounting (Myerson et al., 2001), which is also uninformative about the exact shape

of the convexity of the discount function. This is important because the conflation

between steepness and convexity makes it difficult for researchers to pinpoint what they

are looking for in an intertemporal choice task when they study impulsivity.
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In their review on choice impulsivity, Hamilton et al. (2015) write that choice impulsivity

refers to “making impulsive decisions and involves tendencies to select smaller-sooner

rewards over larger-later rewards (e.g., the choosing of immediate but smaller versus

delayed and larger rewards)”, and that it can be measured through indifference points,

the discount rate, area under the curve, or even, in a model-free way, just by taking

the percentage of larger later choices made, noting that “a higher k reflects greater CI

[choice impulsivity]”. None of these measures directly deal with the convexity of the

discount function. See Figure 1.2 for an illustration of how different rates of exponential

discounting would lead to a different amount of convexity if the data were fit with the

hyperbolic model.

Figure 1.2: Hyperbolic model fits (the curved lines) to simulated indifference points
generated based on exponential discounting (without noise; the points). The shapes
represent different generating parameters, and the difference in line type (solid/dashed)

represents the fitted parameter.

Another view, though less commonly explicitly endorsed, is that impulsivity and self-

control are antitheses. That is, they are not only both implicated in various ways in

intertemporal choice, but they are opposites—if you are high in impulsivity, you are low

in self-control and vice versa. Authors endorsing this view explicitly put the concepts

on opposite ends of the future-oriented decision-making spectrum. Along these lines,

Duckworth and Kern (2011) write “Several authors have noted the challenge of defining

and measuring self-control . . . and its converse, impulsivity or impulsiveness” (emphasis

added).
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Thus, considering there are differences in what researchers take to be impulsive or self-

controlled in intertemporal choice experiments, our current work will address the various

possible relationships between the constructs and intertemporal choice.

1.5.2 The Need for Conceptual Consensus

There have been many discussions about the relationships between intertemporal choice,

impulsivity, and self-control, and some of the arguments and conceptual analysis we

present may on reflection seem obvious to some readers. Indeed, Bulley et al. (2021)

and Loewenstein (2018) take an important step in arguing, much as we will, that self-

control does not equate to present bias. Strickland and Johnson (2020) have suggested

that impulsivity should be rejected as a psychological construct, and thus that it cannot

be measured using intertemporal choice tasks. We are, however, currently unaware of

researchers arguing that time preferences, and impulsivity and self-control are largely

orthogonal. Therefore, we intend to go further and examine the possible links impulsivity

and self-control might have to time preferences. Given the proliferation of research in

this area, we believe a comprehensive discussion is warranted because conceptual clarity

on this topic will define boundaries and future directions for scientific inquiry (Kaplan,

1964).

One of the problems with the lack of conceptual consensus is that it could lead to

conclusions that do not translate to other domains, or only apply to impulsivity and self-

control in limited circumstances. For example, Bickel and Marsch (2001) note in one of

their papers: “By identifying such behavioural processes [that result in impulsivity and

loss of control] delay discounting may also suggest potential interventions for modifying

impulsivity and self-control failure”. If delay discounting is not an important part of

impulsivity and self-control, their claim could be challenged because we would not be

able to modify impulsivity (we will discuss other potential roles for time preferences in

lapses of self-control later).

Another issue with tying impulsivity to short-term rewards and self-control to long-

term rewards is that few studies examine people who are troubled by frequent impulsive

future-oriented behaviours (such as in Kivetz & Keinan, 2006) or a lack of self-control in

attaining short-term rewards. These patterns could play a role in anorexia nervosa, com-

pulsive behaviour patterns such as attentional capture and cognitive hijacking (Muela
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et al., 2022), and workaholism. It has been argued that in some domains many people

are too future-oriented (Loewenstein, 2018). Workaholism is a good example of this

because workaholics frequently put work, an activity that predominantly rewards them

in the future, before any immediate rewards. In doing so, they often harm their con-

nections with family, community, and their mental health. For workaholics, it can take

considerable self-control to tear themselves away from their work (more on this in the

next section) and do something that is more immediately rewarding.

Finally, tying this back to the example we started with, the preconception that binds

time preferences to impulsivity and self-control costs us the ability to call Charlie’s earlier

decision to wait for the house impulsive, and prescribes that we call that decision self-

controlled. Yet from the details of that situation, we saw that this view is unsatisfactory.

To address these issues, we will discuss the conceptual framework for impulsivity and

self-control to be used for the rest of the paper in the next section.

1.6 Conceptualising Impulsivity and Self-Control

Impulsivity and self-control both enjoy longstanding philosophical inquiries (for some

historical insight, see Madden & Bickel, 2010; Stroud, 2021). The constructs were

already discussed among the ancient Greeks. The Aristotelian term akrasia (loosely

translatable to ‘weakness of will’), comes in two forms: astheneia, where one has de-

liberated and decided on the best course of action, but then succumbed to a passion

(i.e., a self-control lapse), and propeteia, where the same result occurs but one never

deliberated before the act (i.e., impulsivity) (Stroud, 2021). However, it is not until

recently that research on impulsivity and self-control gained momentum.

The phenomenon of ‘concept-creep’ (Haslam, 2016) refers to the application of constructs

to tangential phenomena, causing the understanding of those constructs to broaden, as

has been observed in the psychology and neuroscience literature. This seemingly applies

to impulsivity and self-control, but a key difference is that research in impulsivity and

self-control has historically been limited by a lack of consistency in their conceptuali-

sation, leading to difficulty disentangling exactly how the concepts are expanding. To

that effect, De Wit (2009) wrote that different definitions of impulsivity incorporate

“seemingly unrelated maladaptive behaviours including, for example, inability to wait,
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difficulty withholding responses and insensitivity to negative or delayed consequences”.

Since then, we have made little progress on the front of conceptual clarity. It appears

that it would be prudent to develop our understanding of what impulsivity and self-

control are.

1.6.1 A Conceptual Framework for Impulsivity

Currently, the most used meanings of impulsivity in the literature are derived from var-

ious influential works published around the change of the millennium (Evenden, 1999;

Moeller et al., 2001; Whiteside & Lynam, 2001). Impulsivity is widely considered to be

multidimensional. According to Whiteside and Lynam (2001), impulsivity consists of

five dimensions: sensation-seeking, negative urgency, lack of perseverance, lack of pre-

meditation, and positive urgency. Some dimensions can be loosely mapped onto other

conceptualisations, for example, one where impulsivity consists of motor impulsivity (re-

sponse inhibition), cognitive impulsivity (making quick cognitive decisions), and choice

impulsivity (delay discounting) (e.g., Caswell et al., 2015; Dick et al., 2010; Green &

Myerson, 2013; Patton et al., 1995; Vassileva & Conrod, 2019).

There are also widely differing definitions of impulsivity. In Stedman (1995): “Impulsive:

relating to or activated by an impulse rather than controlled by reason or careful deliber-

ation”. Evenden (1999) writes “Impulsivity refers to behaviours or acts that are unduly

hasty, risky, and inappropriate, leading to negative outcomes”, and this conceptualisa-

tion is still commonly used. Given the diverging schools of thinking on impulsivity, it

is important to settle on a conceptualisation that captures the key components of the

construct to facilitate clear discussion. We will conceptualise impulsivity as:

• A predisposition toward unplanned reactions to stimuli.

• A disregard for the consequences of these reactions.

This conceptualisation largely follows Moeller et al. (2001), which is one of the most

commonly used definitions and reflects the complexity of impulsivity (Stanford et al.,

2009). Since this conceptualisation is widely used, we use it here as our target (and will

discuss below if another conceptualisation is in fact more apt).
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1.6.2 A Conceptual Framework for Self-Control

There is also some disagreement about the proper conceptualisation of self-control. An

important factor for this disagreement is that some researchers think of a self-control

conflict as tension between short-term temptations and long-term goals (see e.g., Duck-

worth et al., 2018; Milkman et al., 2008).

Common conceptualisations are that self-control entails a want/should conflict (Milkman

et al., 2008), or a conflict between affect and deliberation where one has emotional

desires, drives and motivational feeling states (such as pain) on the one hand, and

deliberation on the other hand (Loewenstein, 2018; Loewenstein et al., 2015). These

views correspond with elements of our common-sense (pre-theoretical) concept of self-

control but are not without their disagreements. The want/should conflict is unduly

cast in a short-term versus long-term conflict, and even when abstracting away from

that issue, it appears that the deliberative option in such a self-control conflict might

not always entail a ‘should’. The deliberative option in a self-control conflict often also

represents or stems from, a ‘want’ (unless wants are taken to be equivalent to affect).

Baumeister and Alghamdi (2015) are not far off this type of view. They write “self-

control is what enables people to override impulses and responses so as to do something

else, especially something that is more highly valued”. Self-control could otherwise be

understood as the opposite of weakness of will (an over-readiness to revise a resolution;

Holton, 2009), or as enkrateia – the opposite of akrasia (Kraut, 2001; Mele, 2010, 2012),

where an agent fails to act in accordance with reason.

For the present discussion, we would like to remain neutral on the various theories of

self-control because they seem conceptually closer than those of impulsivity. We will

broadly conceptualise self-control conflicts as those that concern deliberation versus

temptation, that is, situations where the agent has a view on the best course of action

but has conflicting desires. We would like self-control to entail both what would often

be called willpower; adopting mental strategies to avoid giving into temptation, but

also precommitment strategies; changing the decision-making environment such that one

does not need to rely on willpower (e.g., not buying any snacks to take home)—which is

often judged as more effective than willpower (Ariely & Loewenstein, 2006; Baumeister

& Vohs, 2003).
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As with our conceptualisation of impulsivity, we will remain neutral initially on whether

this is the ‘correct’ way to conceptualise self-control, but we emphasise that we take

self-control not to involve any temporal aspects.

1.6.3 The Relationship Between Impulsivity and Self-Control

Based on the above conceptualisations and definitions, it appears that with any combi-

nation of these conceptualisations of either construct, impulsivity cannot be the converse

of self-control. Impulsivity mainly consists of acting with a disregard to consequences

or lack of deliberation, or premeditation, and crucially does not involve an imbalance of

‘want’ over ‘should’, nor of temptation over judgment. It is possible, for instance, to use

self-control to be impulsive: “I should do more things that I would enjoy doing without

thinking about all the consequences it might have; I should live a little!”. Or, for the

alternative understandings of self-control we may think it best to enjoy life and discard

the weight of society’s expectations rather than think about consequences all the time.

If we then act impulsively, we have clearly not experienced a lapse in self-control2.

1.7 Necessary and Sufficient Conditions for Impulsivity

and Self-Control

To understand the roles of impulsivity and self-control in intertemporal choice, we must

evaluate whether intertemporal choice patterns fulfil the necessary and sufficient con-

ditions of impulsivity and self-control. In other words, we must evaluate whether time

preferences map onto impulsivity and self-control in a meaningful way, to see if we can

measure individual differences in impulsivity and self-control using intertemporal choice

tasks.

2If one is committed to equating self-control with Holton’s weakness of will, one needs to set bound-
aries to the deliberation limits for impulsivity here. The agent needs to deliberate beforehand to make a
resolution, so if we take the lack of deliberation required for impulsivity literally, anything that follows
can no longer be impulsive. This would be undesirable, we think. Even if this point is not conceded, it
is not crucial for the rest of the work.
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1.7.1 Necessary and Sufficient Conditions of Impulsivity

Steep delay discounting, or temporal myopia (short-sightedness), is implicated in decision-

making patterns that are commonly associated with impulsivity, such as substance use

and addictive disorders (Verdejo-Garćıa et al., 2008). People with substance use disor-

ders, for example, are regarded as impulsive in their inability to suppress the urge to

consume their drug of choice (i.e., succumbing to the smaller-sooner reward). However,

this correlation does not mean that steep delay discounting is necessary or sufficient for

an individual to be impulsive. It is just as likely that impulsivity and time preferences

contribute separately to addiction (De Wit, 2009).

One example of this would be a person who is prompted by their employer to pick a

pension scheme. They are prompted with a multiple-choice question on the proportion of

their salary they would like to put into their pension fund. Courtesy of some behavioural

economists working for the company, the default option is the one with the highest

proportion of income that goes to their pension. Without thinking too much about

their budget constraints, the person proceeds with the default option (Jachimowicz et

al., 2019). Here, their choice of a future-oriented option was impulsive. This shows that

making present-oriented decisions, or excessively discounting time delays of rewards, is

not necessary for someone to be impulsive.

Next, to see whether excessive delay discounting or preference reversals are sufficient

for impulsivity, we will use the example we started this paper with. Charlie had clearly

thought through her decision to change her earlier decision to choose the smaller-sooner

reward, at a cost of $25,000. Her preference reversal should tell us her discounting fits

the hyperbolic model better than the exponential model, and the amount she pays for

speeding up her move indicates steep discounting. Yet to say she was impulsive in her

later decision to move in at the earlier date would be inaccurate because there was no

lack of deliberation or hasty reaction associated with her choice. Therefore, strong delay

discounting is not sufficient for impulsivity.

Indeed, would we not say her initial decision to wait until December was impulsive?

She may not have thought through the consequences concerning her wellbeing in her

decision to move in later. She would be starting a demanding new job, but she may

not have considered how moving twice in that period would affect her performance and
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learning. Does her choosing the larger-later reward preclude her initial decision from

being impulsive? We think not.

Therefore, even though impulsive behaviours may correlate with delay discounting in

some cases, that does not mean that delay discounting reflects impulsivity.

1.7.2 Necessary and Sufficient Conditions of Self-Control

In the intertemporal choice literature, a tendency to choose larger-later options is often

denoted as a self-controlled choice pattern. A plausible explanation of this time-bound

conceptualisation of self-control is that choosing the larger-later option connects with

some aspect of self-control, namely delay of gratification (such as in the marshmallow

test; Mischel et al., 1989). However, the temporal aspect of these delay of gratification

experiments is not the part that indicates self-control in the subject.

If the most famous version of the marshmallow test experiment is changed marginally,

such that the first reward is an apple, while the second reward that requires waiting ten

minutes is two marshmallows, it is easy to see that choosing the apple (i.e., the smaller-

sooner option, hardly as rewarding for most children as two marshmallows) could be

the reward that indicates self-control. Children are generally aware that the apple is

something they should eat, whereas the marshmallows are something they want to eat—

even if they must wait for them (as evidenced by the findings of Mischel and colleagues).

This indicates that waiting for a larger-later reward is not necessary for self-control; one

can be self-controlled without choosing the larger-later option.

To establish whether shallow delay discounting (i.e., the discounting curve has a gen-

tle gradient) is sufficient for self-control, consider an extremely future-oriented (i.e.,

hyperopic) agent, who wishes they made more present-oriented decisions because they

want to enjoy themselves more in the present moment (Kivetz & Keinan, 2006). This

sophisticated hyperopic agent may judge it best to enjoy themselves today and go to

dinner with their friend. They therefore intend to not do any penny pinching; to just

be in the moment. When the waiter comes, however, they cannot help but succumb to

temptation, even though they realise their goal was to forget about these considerations.

As a result, they choose the cheapest wine on the menu—the others are so expensive!
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Such hyperopic behaviour would be indicative of a lack of self-control because the tempt-

ing option wins out over the deliberative option. Yet most intertemporal choice research

would have us conclude that this person was showing self-control through their future-

oriented decision of choosing to save money for later. This story shows that the contrary

is true: shallow delay discounting, or a lack of curvature in the delay discounting func-

tion is not sufficient for self-control because it was a lapse of self-control that led the

agent to this future-oriented choice.

Finally, taking this reasoning one step further, we posit that eliciting preferences via an

intertemporal choice task without knowledge of contextual factors is incompatible with

the study of self-control. A preference, in the economic sense relevant to intertemporal

choice, is a combination of wants, shoulds, and other social and contextual factors (i.e.,

there is no way of telling whether there is a want/should conflict, or a discrepancy

between deliberation and temptation). If a participant chooses between $80 now and

$100 in a month in an intertemporal choice task, it is not necessary to exert willpower

or employ precommitment devices to limit their ability to claim a tempting immediate

$80 in the meantime, so their choice brings us no closer to knowing whether they have

self-control or not.

Thus, unless we can prove that a participant feels that they should pick the $100, but

want the $80 today, and ends up choosing the latter, it is difficult to argue that they

lack self-control if they choose the smaller-sooner option. Therefore, time preferences

on their own cannot be seen as self-controlled or not self-controlled.

Considering that time preferences do not satisfy the necessary and sufficient conditions

of impulsivity and self-control, we can conclude that the constructs are dissociable.

In future writing about time preferences (e.g., in intertemporal choice research), we

recommend using specific descriptors about the patterns we observe instead, such as

present bias, degrees of future-orientation, and apparent uses of heuristics.
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1.8 What Can Be Learnt About Impulsivity and Self-Control

Through Intertemporal Choice?

If we accept that time preferences are neither necessary nor sufficient for impulsivity and

self-control, or even that the study of these constructs with a standard intertemporal

choice task is uninformative, then we should critically evaluate what we are learning

about impulsivity and self-control through intertemporal choice tasks. In this section, we

discuss the possible ways that intertemporal choice might be informative on impulsivity

and self-control, as well as lay the foundation for a potential new model that could aid

further work on the relationship between time preferences, impulsivity, and self-control.

It is possible that even though delay discounting does not meaningfully represent im-

pulsivity or self-control, it may be used as an instrumental variable in cases where the

validity of self-report responses on clinical questionnaires is especially tenuous (e.g.,

for individuals with memory deficits). For this to work, impulsivity and self-control

measures need to correlate strongly with delay discounting parameters.

However, research correlating impulsivity with delay discounting has produced mixed

results (for extensive discussion, see e.g., Odum, 2011). Some studies have found no

correlation, or even negative ones (e.g., Lane et al., 2003; Mitchell, 1999; Reynolds

et al., 2006; White et al., 1994). Other studies did report a positive correlation of

varying magnitudes (e.g., Cherek et al., 1997; De Wit et al., 2007; Kirby et al., 1999).

More generally, Cyders and Coskunpinar (2011) conducted a meta-analysis of 27 studies

comparing self-report and behavioural measures of impulsivity and failed to demonstrate

a strong relationship between ‘delay response’ tasks, of which intertemporal choice is one,

and dimensions of impulsivity, even before correcting for publication bias (for Sensation

Seeking: r = 0.031–0.094).

Evidence of convergent validity (strong correlations between different instruments de-

signed to assess a common construct) is the minimum requirement for the validity of any

psychological test (Fiske, 1971, p.164). Although one could also attribute this lack of

convergent validity to poor reliability or validity of measurement, or method invariance

(see e.g., Enkavi et al., 2019). Additionally, behavioural measures are generally designed

to maximise within-subject variability rather than between-subject variability, and tend

to measure granular state information rather than acculumated trait information (but
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see, Odum, 2011; Odum & Baumann, 2010). Regardless of which interpretation is

correct, it appears unlikely that delay discounting measures are directly measuring im-

pulsivity, and further, that they might not be good instrumental variables.

A potential reason for this lack of correlation between time preferences, impulsivity and

self-control is that the effect of hyperbolic delay discounting on real-life behaviour is

modulated by whether one is näıve or sophisticated about future self-control problems

(O’Donoghue & Rabin, 1998) (further discussion in O’Donoghue & Rabin, 2015). That

is, if one realises that their preferences will revert when they approach a tempting

reward, they can employ strategies to reduce their chance of succumbing to temptation

(e.g., by precommitment strategies, or by removing the temptation). This illustrates

that an important aspect of impulsivity and self-control is taken away in intertemporal

choice experiments: there is no temptation to go back on the initial decision—there is

no deliberation-temptation conflict. In other words, we find out whether Ulysses decides

to tie himself to the mast, but we attain no information on the journey past the sirens.

Moreover, Gabaix and Laibson (2017), among others (e.g., Farmer & Geanakoplos,

2009), suggest that hyperbolic discounting can be economically rational. They argue

that this is the case if simulation of future rewards has noise that increases linearly with

time, which is further evidence that context is important to know how time preferences

will manifest in people’s lives. For some, it may be adaptive to discount hyperbolically

because they do not trust opportunities to materialise (Jachimowicz et al., 2017). This

all is to say there may not be a disconnect between hyperbolic discounting and agents’

evaluative judgment, and more strongly, nor should there be.

Another possible reason for the lack of evidence on convergent validity is that the in-

fluence of time preference on impulsive behaviours and self-control varies depending on

the domain. That is, time preferences are likely to be important for whether and to

what extent people deliberate the consequences of their actions, and how tempted they

are to choose wants over shoulds or temptations over better judgment, but the direction

of the influence likely depends on what the stimuli, rewards (Hursh & Schwartz, 2022;

Weatherly & Terrell, 2010), shoulds and wants are. If we again consider our hyperopic

agent: their time preferences play a role in causing them to make (potentially impulsive)

future-oriented decisions, whereas, for someone with a substance use disorder, their time

preferences contribute to high valuation of rewards that are immediately available. Time
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preferences may inhibit both types of agents’ ability to consider the consequences at the

time or to act in accordance with their better judgment. Therefore, both future-oriented

time preferences and present-oriented time preferences can cause impulsivity and (lapses

of) self-control.

In all, intertemporal choice research appears to be an ineffective way to investigate

impulsivity and self-control. This is partly because of a lack of consideration of the

broader context in typical experiments. Yet this need not deter us from researching

the impact of time preferences on impulsive behaviour and lapses in self-control, since

time preferences may have a different role in the manifestation of these behaviours that

cannot be captured by traditional intertemporal choice research.

1.9 Alternative Roles for Time Preferences in Impulsive

Behaviour and Lapses in Self-Control

The main point of this paper was to put pressure on the notion that impulsivity and

self-control are captured by current measures of time preferences. Addressing this is-

sue naturally raises the question of what a possible positive account of the connection

between time preferences, impulsivity, and self-control should look like.

A critic of our perspective might point out that excessive discounting of delayed rewards

is a core feature of many phenomena commonly referred to as impulsive behaviours

or lapses in self-control in certain domains, such as substance use disorder (Bickel &

Johnson, 2003; Madden et al., 1997), gambling disorder (Ioannidis et al., 2019), and

borderline personality disorder (Barker et al., 2015). This could lead one to conclude

that time preferences are, in some way, important for impulsivity and self-control.

We do not deny that time preferences are important for impulsivity and self-control,

and this is not incompatible with what we have argued. As alluded to before, the most

straightforward way to interpret this relationship is that time preferences play a causal

role in some impulsive behaviours and lapses in self-control. In this section, we discuss

some of the candidate approaches to this type of view.
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1.9.1 Candidate Approaches for the Causal View

Given the history of the intertemporal choice literature, it would be natural to assume

that hyperbolic discounting plays this causal role for the occurrence of the kind of

impulsive behaviours and lapses in self-control we see in behaviour patterns that are

triggered by immediate rewards (as in addiction). Perhaps by increasing the relative

value of immediate rewards so much that it precludes agents from considering future

consequences. However, there is the question of whether hyperbolic discounting is an

accurate descriptive account of human decision-making. Read (2001) has argued, using

a food-based example, that the predictions of the hyperbolic discounting model do not

agree with real-world observations that preference reversals usually occur when the

reward is immediate (in the standard hyperbolic discounting model this reversal can

occur weeks before the smaller-sooner becomes available). This is the reason why, he

argues, the most interesting prediction of hyperbolic discounting, that people display

decreasing impatience, is incorrect.

Several models have been developed to improve on the hyperbolic model by incorporating

psychologically plausible parameters. Some of the most commonly used ones belong to

a class called “hyperboloid” models (for a comprehensive list, see He et al., 2022). These

usually add a time sensitivity parameter, usually denoted as s. However, the functions

that are based on the hyperbolic model suffer from the same parameter interpretability

problems mentioned before (see Figure 1.2) because the values parameter s needs to take

are psychologically implausible and because it is ill equipped to decrease the convexity of

these functions. The Myerson-Green model (Myerson & Green, 1995) and the Modified

Rachlin model (Rachlin, 2006)—the original suffers from muddled units so using that

one to estimate discount factors is ill-advised (Vincent & Stewart, 2020)— are examples

of this.

An alternative explanation for these preference reversals when in proximity of immediate

rewards can be accounted for by quasi-hyperbolic discounting, where discounting is

composed of two parameters (Laibson, 1997):

f(0) = 1 (1.3)

f(D) = β ∗ δD, (1.4)
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where β is present bias, δ is the discount rate, and D is again the delay. Present bias,

which predicts preference reversals when the smaller-sooner option is immediate, could

be counted as the cause of these preference reversals.

Another option is the constant sensitivity function (Ebert & Prelec, 2007):

f(D) = exp(−(aD)b), (1.5)

where a is analogous to k in Equation Equation 2.1, D is again delay and b is the

time sensitivity parameter. This model is attractive because it can achieve a similar

convex shape as the hyperbolic model (b < 1) but if b = 1, the equation resolves to the

exponential discount function, Equation 2.1. When b nears zero, the model’s predictions

start to functionally resemble Equation 1.4, allowing for immediacy effects.

Equating choice impulsivity or self-control with delay discounting parameters, or pa-

rameters of models more generally carries risk, however: the intertemporal choice field

has not made up its mind yet about the best descriptive theory of intertemporal choice

(it does not look promising for delay discounting in general, and hyperbolic discounting

in particular; Ericson et al., 2015; He et al., 2019). There have been many reports of

anomalies and biases in intertemporal choice that cannot be accounted for by traditional

delay discounting models, including findings of subadditive discounting (Read, 2001),

query-order effects (Loewenstein & Thaler, 1989; Weber et al., 2007), date/delay effects

(Read et al., 2005), similarity effects (Rubinstein, 2003), and delay/speedup asymmetry

(Loewenstein, 1988), suggesting that intertemporal choice is not well described by ei-

ther exponential or hyperbolic delay discounting models. Alternatives for a descriptive

account of intertemporal choice are cognitive process models (e.g., Konstantinidis et al.,

2020).

If it turns out that delay discounting is not the right way to describe what humans

do because it is not the mechanism through which they ‘solve’ intertemporal choices

(which is likely, given that delay discounting models were not developed as cognitive

process models), then we might need to seriously reconsider claims made about human

cognition and behaviour based on delay discounting parameters (including area under

the curve)—especially in a clinical context. It might be, for instance, that what most

people actually do can be captured by an attribute-based additive model (Ericson et al.,

2015); the fields applying these notions will then need to figure out what it is about
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the application of this model (e.g., the weights allocated to attributes) that is indicative

of addictions and other disorders. Alternatively, limited inferences could be made by

relying on a limited set of standard intertemporal choice tasks and reporting the model-

free outcomes, such as response times and the proportion of larger-later options chosen

over the smaller-sooner options chosen.

It appears, therefore, that a positive view might be more robust if we abstract away from

delay discounting and talk about time preferences more generally in a model-free way.

In other words, a satisfactory positive account for the causal role of time preferences in

impulsivity and self-control should ideally be theory-neutral about how time preferences

are formed. However, currently there are no theories we know of that satisfy our criteria.

1.9.2 Future Directions

In this final section, we briefly canvass a possible avenue for developing a positive account

of the relationship between time preferences, impulsivity, and self-control. In this type of

account, time preferences play a causal role in impulsive behaviour and self-control, but

the influence exerted by time preferences depends on the agent as well as the context.

Specifically, the valence of the effect of time preferences depends on the domain of the

reward, the agent’s goals, beliefs, intentions, and temptations.

For example, assume we know that an agent is predisposed to implement policies to

get reward X but would, after some deliberation about consequences and consideration

of their higher-order preferences (i.e., preferences about themselves, preferences about

their preferences, for example: “I wish I were more spontaneous, what option fits best

with that?”) choose to implement a policy to get Y instead. In this case, the impulsive

action is X. Therefore, if X is a future reward (e.g., a comfortable retirement), then more

future-oriented time preferences would partially cause the agent to be more impulsive

in this context.

Likewise, suppose A is a tempting future reward (e.g., a vacation on an island in the

Pacific over the winter holidays), but the agent judges that, all things considered, it is

better to attain B right now (e.g., purchase an e-bike). Here, B is the self-controlled

option and present-oriented time preferences would partially cause a self-controlled ac-

tion.
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Time preferences are, in this account, an input to the subjective value of rewards, but

their influence varies across different modalities (Cubitt et al., 2018). Time preferences

change the subjective value of an outcome, which influences the likelihood that that

option or course of action is chosen.

Impulsivity and self-control then moderate the influence that reward valuation has on

our decisions and choices. This would mean that being in an impulsive state strengthens

the relationship between reward valuation and behaviour (for evidence of this, see van

Baal et al., 2022), whereas exerting self-control weakens the relationship between reward

valuation and behaviour. One can, for instance, use self-control to resist succumbing

to a highly valued reward (temptation), thereby disrupting the relationship between

reward valuation and behaviour. However, an agent’s willingness to exert self-control is

also affected by the subjective value of the reward, as is the agent’s propensity to act

impulsively. This type of causal account contrasts with the conventional conception,

which is unable to distinguish between the influence of time preferences from the influ-

ence of impulsivity and self-control on the outcome. See Figure 1.3 for a sketch of such

a model.

Figure 1.3: Sketch of a causal model for the influence of time preferences on behaviour,
depicting time preferences as an input for reward valuation. Impulsivity and self-control
can moderate the influence of reward valuation on behaviour. Reward valuation also
feeds into impulsivity and self-control. The red arrows signify a strengthening of the

moderated relationship, and the blue arrows signify an attenuation.

Whether the effects time preferences have on an agent’s life are positive depends on

whether their preferences within a certain domain are aligned or misaligned with their
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higher-order preferences. Excessive future-orientation can be harmful in some eating dis-

orders but stimulating more future-oriented preferences could be beneficial for someone

battling gambling disorder.

Thus, we suggest that the role for time preferences in impulsive behaviour and lapses in

self-control may be causal, and we have briefly sketched how one may begin to work up

such a model. We think a satisfactory positive account is one where the valence of the

influence of time preferences on impulsivity and self-control depends on the agent and

the domain. Nonetheless, because there is no consensus on the best descriptive model

of human intertemporal choice, we should be careful about describing exactly what role

is being played and what aspect of time preferences is of interest.

Although our conceptual model is informal, it is possible and perhaps useful to conceive

of several testable predictions. Models that regard time preferences as manifestations of

impulsivity and self-control are unable to distinguish between the influence these three

concepts have on behaviour, unlike the model we propose here. First, the model we

propose suggests that if an individual is in an impulsive state, the drive to engage in a

behaviour will be strengthened, but their capacity for self-control ought not be directly

weakened. Second, as the model is currently conceived, an impulsive state would not

necessarily predict a difference in the reward valuation process, only in the intensity of

the drive to engage in a behaviour. Third, the use of self-control (successful or not)

will be partially predictable if the reward is known to conflict with the higher-order

preferences of the individual. And fourth, because self-control is separate from time

preferences, the predictive value of the difference between higher-order preferences and

the reward will be independent of whether the reward is a future-oriented one (such

as saving) or a present-oriented one (such as having an alcoholic beverage). Several

other predictions that go against conventional models of impulsivity and self-control are

possible, but we limit ourselves to these for the sake of brevity.

1.10 Conclusion

We discussed how impulsivity and self-control are conceptualised in the intertemporal

choice literature, and how they are used to denote choice patterns in intertemporal choice

and thus time preferences. We considered whether various time preferences satisfy the
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necessary and sufficient conditions for impulsivity and self-control, and whether they

may play a different role in impulsive and self-controlled behaviours.

We suggest that common ways of conceptualising impulsivity and self-control would

require us to conclude that time preferences, impulsivity, and self-control contribute

independently to real-world choices between options involving different timescales. Re-

sulting from this observation, we conclude that impulsivity and self-control are unlikely

to play an important role in laboratory intertemporal choice tasks. We also discuss

whether we should attach any cognitive labels to delay discounting parameters because

delay discounting models were not designed to capture cognitive processes in intertem-

poral choice.

We conclude that we should, therefore, a) dissociate time preferences from impulsivity

and self-control, and thus b) not assume that we measure impulsivity and self-control

through delay discounting parameters, and thus also not c) assume that people who

tend to be impulsive (self-controlled) tend to prefer present-oriented (future-oriented)

options.

We suggest that time preferences play a separate causal role from impulsivity and self-

control in manifestations of impulsive behaviours and lapses in self-control through

changing the subjective value of various rewards. We speculate that the direction of

this influence depends on the stimulus and context. This would mean that, for exam-

ple, future-oriented time preferences could cause more impulsive behaviour in certain

domains. This type of causal model strikes us as a useful future research target, which

is however difficult to discern as long as impulsivity and self-control remain tied too

closely with time preferences.

Our conceptualisation puts pressure on preconceptions about the connections between

intertemporal choice, impulsivity, and self-control. We are hoping that this invites

scrutiny, where this scrutiny leads us to a clearer understanding of the role of time

preferences in impulsivity and self-control.
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Chapter 2

Directed Deliberation in

Intertemporal Choice

2.1 Linking Text for Chapter 2

In the previous Chapter, I developed a conceptual framework for understanding impul-

sivity, self-control, and time preferences. I then used this framework to put forward an

account of the relationship between these three concepts. Based on logical arguments

and evidence from the literature, I concluded that the three constructs dissociate theoret-

ically and practically, and that this has implications for how we understand the claims

made about impulsivity and self-control in intertemporal choice research, and about

operationalising impulsivity and self-control more generally. One of these conclusions

was that it is not evident whether more deliberation will lead to more future-oriented

decision-making—this will depend on the decision-maker and the context.

Another, more tentative proposal is that since a difference between higher-order prefer-

ences and first-order preferences may motivate individuals to use their self-control (thus

attenuating or breaking the connection between first-order desires and behaviour), peo-

ple might change how they make decisions by focusing on their higher-order preferences.

That is, if I want to eat fast food, but I don’t want to want to eat fast food—mainly

because I wish to be a healthy person—it could be that focusing on those latter two

preferences either desensitises me toward my first-order desire or strengthens my resolve

to control myself.
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In the following Chapter, I will explore the implications of these conclusions further;

I will see how people’s decisions change when they think about intertemporal choices

in ways that draw attention to one’s higher-order preferences. This investigation will

bring us closer to our goal of understanding how impulsivity and self-control manifest by

showing whether deliberating more, in meaningful ways, will change decision processes

and outcomes predictably. It will also bring us some way to understanding whether and

how we can intervene in processes of impulsivity and self-control, and what implications

this may have in real-life scenarios.

This Chapter will investigate preferences in intertemporal choice in light of two particular

ways of thinking about decisions that not only relate to higher-order preferences in the

model proposed in Chapter 1, but are also philosophically relevant. I will examine how

people make decisions when they use their evaluative judgment (which is an essential

component for Aristotle’s account of akrasia; see Kraut, 2001), and when they use their

meta-preferences (akin to second-order volitions; Frankfurt, 1988). Examining these two

concepts in this context is interesting as a philosophical project as well as an empirical

one because aside from shedding light on our proposed model of how impulsivity and

self-control affect behaviour, it gives us insight into people’s capacity to be akratic

(weak-willed) and their capacity for having second-order desires that are different than

their first-order desires, which is a fundamental part of what makes a person, according

to Frankfurt.
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Directed Deliberation Alters Intertemporal
Choice

Simon T. van Baal, Emmanouil Konstantinidis, Joyce W. Zhao, John Michael,

Daniel Read, Jakob Hohwy, Lukasz Walasek

Abstract

Many choices are made by deliberating, using heuristics, intuition, rules, or out of habit.

While much decision-making research is devoted to finding the best descriptive model

for people’s choices on aggregate, less is known about how engaging different processes

for making choices can influence outcomes. It is therefore unclear if there would be

systematic differences in outcomes when people deliberate about what the normative

option is, or about how the options fit with the preferences they have for themselves,

compared to how they normally make such a decision. We examine this question us-

ing two intertemporal choice experiments. In the first study, we elicit meta-preferences

and counterfactual judgments, and compare them to what participants normally do in

incentivised choices. Using this setup, we assess whether these differences in the decision-

making process influence participants’ likelihood of choosing future rewards. To gauge

the usefulness of directed deliberation for relevant sub-samples, we test whether eliciting

meta-preferences produces similar results for those with high borderline personality dis-

order trait scores. In a second experiment, we elicit participants’ evaluative judgment

and compare it to regular choices. We assess whether prompting participants to use

evaluative judgment changes their preferences, and we examine whether it can reduce

the common delay effect. We also compare model fits of two commonly used discount-

ing models across conditions. We find that participants’ choices are significantly more

future-oriented when they think of their meta-preferences. When evaluative judgment

is elicited, participants make fewer common delay preference reversals. These results

show that deliberating a choice in light of different aspects of one’s beliefs and pref-

erences about oneself might systematically change people’s decisions between rewards

that arrive at different time points.
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2.2 Introduction

Trade-offs between outcomes that occur sooner and later feature in most choices in life.

Our food choices, decisions on whether to obtain another degree, leaving our job for

a different one, choosing a partner—all have outcomes that occur at different times.

Choices that involve these tradeoffs are called intertemporal choices, and much thought

and research are devoted to how people make these choices. The most common and sim-

ple experimental method for investigating people’s preferences in intertemporal choice

entails presenting participants with choices between monetary amounts that would be

received at different points in time (Cohen et al., 2020).

Much decision-making research is concerned with creating good descriptive models of

how we, in aggregate, make decisions. In the context of intertemporal choice, this means

that researchers have traditionally examined whether people generally make intertem-

poral choices in accordance with the discounted utility model (Samuelson, 1937), the

traditional benchmark for economic rationality in intertemporal choice. A prominent

example is when researchers found people would often commit so-called common delay

preference reversals (Frederick et al., 2002; Green et al., 1994; Kirby & Herrnstein, 1995;

Solnick et al., 1980). This phenomenon entails that an agent may prefer a large reward

that arrives in the future over a smaller reward that would arrive sooner, but when

the smaller option becomes immediate, they would revert their preference, choosing the

smaller-sooner option (Strotz, 1955).

In order to account for common delay preference reversals, the hyperbolic discounting

model was developed (Ainslie, 1975; Loewenstein & Prelec, 1992; Mazur, 1987), which

can accommodate these preference reversals by accounting for decreasing impatience;

people tend to discount delayed rewards most when they are close to the present (i.e.,

decision-makers care more about a delay in the receipt of their reward from now to

tomorrow, than about a delay from next month to one day after). Since then, a large

number of different kinds of models were developed to account for various phenomena
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similar to this one, where people’s behaviour deviates from what the discounted utility

model, or indeed the hyperbolic model predicts (for an overview, see He et al., 2022).

Although having an accurate descriptive model that predicts what people most often do

is highly useful, it is also important to examine the underlying mechanisms of intertem-

poral choice (Dai & Busemeyer, 2014), and what happens when people use different

processes to construct their preferences and make decisions; this area has traditionally

received less attention. This area of research is crucial because people are known to

modulate how they make decisions. Sometimes, for instance, people will rely on estab-

lished habits, heuristics, or intuition (Ericson et al., 2015; Gigerenzer & Gaissmaier,

2011; Kahneman, 2011). These ways of making decisions are particularly useful for

reducing the cognitive resources for choices that are not deemed too consequential. For

more impactful choices, such as when an individual is deciding whether to take a job in

a different country or to stay put at their current organisation, they might deliberate

about their options more. Someone may, for example, think about what preferences they

have for themselves. Who do I want to be in ten years? Which workplace fits better

with that picture? What working environment do I want for myself? The thinking is

that these meta-preferences may then help elucidate the right course of action.

In the literature on heuristics, some argue that in many cases using certain heuristics

is rational and that they can outperform other ways of making decisions, in particular

more complex models (Dosi et al., 2020; Gigerenzer, 2016). However, there is little such

research on what effect different types of deliberation or contemplation have on choices.

Even though researchers already provide widely varying instructions on how to make

choices, for example, Amasino et al. (2019) tell their participants to “remember to think

about what advice your friend would give before making your decision”. It is, therefore,

important we figure out how deliberation influences the decision-making process, so we

can judge which ways of deliberating are useful in which situations.

Research on the influence of deliberation in the context of intertemporal choice is par-

ticularly likely to be fruitful because there is overwhelming evidence that preferences

in this context are highly susceptible to subtle manipulation. For example, framing

effects (Lempert & Phelps, 2016), changes in preferences due to sub-additive discount-

ing, when delays are presented differently (i.e., people change their preferences when a

delay is segmented into multiple parts; see Read, 2001), or preference reversals when
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the absent reward for each option is made explicit (e.g., $80 now and $0 in one month,

or $0 now and $100 in one month; Magen et al., 2008; Naudé et al., 2018).

Several researchers have, therefore, called for more research on the influence of deliber-

ation on decisions (see e.g., Bulley & Schacter, 2020; Dai & Busemeyer, 2014). Bulley

and Schacter (2020) found that when people are required to justify their response to

an intertemporal choice, they were less biased towards taking a smaller-sooner reward

in choices with small stakes. This common phenomenon is called the magnitude effect

(Read, 2004)—where people tend to prefer smaller-sooner rewards for small stakes but

larger-later rewards for large stakes. The result that the magnitude effect can be atten-

uated using a simple justification procedure shows that this kind of deliberation, and

perhaps other kinds, can alter outcomes in intertemporal choice considerably.

It could be beneficial, however, to make our deliberation processes more targeted; what if

a subset of decision-makers is looking in the wrong place for their justification? Further,

as of yet it is unclear what aspect of this type of deliberative manipulation causes the

observed attenuation of the magnitude effect. Discovering which types or elements of

deliberation are sufficient for a change in behaviour, and under what conditions, will help

pinpoint practices that lead to better outcomes with the least time cost. It might be,

for example, the act of deliberating itself, a sense of accountability (Lerner & Tetlock,

1999), or instead the specific way of mentally framing choices (in this case: actively

coming up with reasons for what one should decide) that drives the attenuation of the

magnitude effect.

One way to direct the deliberative process is to have people ask themselves which option

is best, all things considered. There is reason to believe that this may be effective because

oftentimes our evaluative judgment (i.e., our judgment on what is the best course of

action) is not fully formed (Holton, 2009). Instigating this deliberative process could be

a way of making sure that we do not rely on a heuristic to break a tie if we do not know

for sure which option to choose. For example, if someone is deciding between moving to

a cheaper apartment further from their work, or to a more expensive one that is closer

to their work, one might consider the annual costs of driving a car to work, the disutility

of longer commutes etc., instead of quickly breaking the tie by the looking at the house

price or rent.
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Another way to direct the deliberative process would be to match the options with one’s

meta-preferences (closely related to second-order volitions, see Frankfurt, 1988). That

is, to see how each option fits with one’s preferences for one’s own desires and actions.

In the context of smoking, for example, when faced with the choice to light a cigarette,

someone might ask themselves: “Do I want to be a smoker?” and “Does this action fit

with whom I want to be?”. This type of deliberation is easily applied to a standard

intertemporal choice task too, as one might ask: “Do I want to make sure I am all set

for the future, or should I enjoy my short time on this earth a little more?”.

However, discerning how directing the deliberation process in these ways will influence

people’s choices is not a trivial matter. Each decision-maker might have different wishes

for themselves, and certainly not all people will agree on what they consider is best. We

will be concerned, therefore, with cases where it is known that people’s decision-making

is often sub-optimal or irrational. In addition, we are interested to see whether these

deliberative processes cause people to follow a different decision-making model than they

would normally.

In this paper, then, we investigate whether and how directing the decision-making pro-

cess through meta-preferences and evaluative judgment might systematically change

people’s decisions in the context of intertemporal choice.

To do this, we conduct two studies aimed to discover whether each way of directing

deliberation can change people’s choices. In the first study, we investigate whether

directing deliberation toward meta-preferences changes decision-making in a model-free

way. We anticipate that meta-preferences will elicit more future-oriented responses for

small stakes because the small rewards will be cast in a wider frame that emphasises

the importance of acting in accordance with one’s preferences about one’s own actions.

To gauge whether directed deliberation might be of use to relevant sub-populations

(i.e., groups that have different intertemporal choice patterns, especially when related

to psychopathology), we test whether eliciting meta-preferences differentially affects

choices of those with high borderline personality disorder trait scores.

In the second study, we assess whether evaluative judgment can not only increase future-

oriented decision-making, but also reduce common delay preference reversals, decrease

dominated choices, and make people’s choices fit the discounted utility model better.

Here we expect that getting participants to deliberate on what the best option for them
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is, will make them more “rational”. That is, it would reduce the number of decisions

that negatively impact their lifetime utility.

2.3 Experiment 1

In this experiment, we investigate whether directing the decision-making process to-

wards meta-preferences can increase future-oriented decision-making for small stakes.

We use a model-free method to analyse participants’ choices; we analyse the likelihood

of participants choosing a smaller-sooner or larger-later option.

Participants are instructed to either think about the choice in terms of their meta-

preferences, engage in counterfactual reasoning, or make an incentivised choice (with

minimal directions). The design for this experiment was constructed such that it was

possible to partition the effect of the manipulation and any effect that might be due to

abstract counterfactual reasoning about rewards.

Thus, our first research question was: “Do people their meta-preferences differ from

their incentivised choices, and if so, is this due to abstract counterfactual reasoning?”

Another objective of this study was to see whether being prompted to deliberate about

meta-preferences has a lasting influence on subsequent decisions where the meta-preference

prompts are absent. This would be tentative evidence that participants’ meta-preferential

mindset carries over into subsequent thinking in some way, or possibly even that they

keep applying this type of directed deliberation because they deem it helpful.

Our second research question was, then: “Does meta-preferential deliberation have car-

ryover effects in subsequent choices?”

To evaluate the usefulness of our directed deliberation intervention, we investigated how

using meta-preferences could impact groups of people who are most likely to benefit

from a change in how they make intertemporal choices. One population that is known to

strongly prefer rewards in the present over those in the future are people with borderline

personality disorder, this preference is often suggested to be an important factor in the

aetiology of the disorder (Barker et al., 2015; Lawrence et al., 2010). Tools that promote

future-oriented decision-making could, therefore, be of particular use to them.
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As such, our final research question, was: “Is the difference between meta-preferential

choices and incentivised choices the same for those who score high on borderline per-

sonality disorder, as for those with low scores?”

2.3.1 Methods

2.3.1.1 Design

This study was conducted online using Prolific and Qualtrics survey software. We used

a within-participant design with three conditions: the Meta-Preference condition, the

Counterfactual condition, and the (incentivised) Control condition. All participants

were required to complete the three conditions sequentially. Participants were randomly

allocated to the six possible permutations of the block ordering.

All participants got a base rate payment of £1.00 for participating in the experiment. In

the Control condition, one of the choices was incentivised, which meant that participants

received a bonus payment after the option delay had elapsed. For instance, if a partic-

ipant were presented with a choice between £3.00 today and £5.00 in four weeks, and

they chose the latter, then if this choice were selected, the experimenter would complete

the bonus payment to their Prolific account four weeks later.

2.3.1.2 Participants

To obtain a sufficient sample size with our design, we calculated that a sample of 400

participants would be sufficient to detect a 5 percentage point difference in the likelihood

of selecting a larger-later with 90% power.

We excluded participants who chose only smaller-sooner or larger-later options through-

out the experiment (i.e., no switching) because such a choice pattern would provide no

information about the effectiveness of the manipulation, and since this would indicate

that the range of options in the choice set was not right for them. That is, they preferred

all the smaller-sooner options over what we offered in the paired larger-later options, or

vice versa. Considering that we used a within-subjects design, this did not lead to any

further biases due to uneven exclusions between conditions.
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To ensure sufficient power, an initial sample of 637 subjects who reside in the United

Kingdom was recruited from the Prolific database. Participants were screened for En-

glish fluency, no dyslexia, no dyscalculia, and normal or corrected-to-normal vision.

2.3.1.3 Procedure

Participants were presented with three blocks of twelve intertemporal choices each and

these blocks were presented in random order (six permutations). The three blocks had

slightly different instructions and choice prompts, asking participants to make meta-

preferential judgments, counterfactual judgments, or incentivised choices. See Table 2.1

for the condition-specific instructions and prompts.

Table 2.1: The instructions and prompts by condition for the first experiment.

Condition Meta-Preference Counterfactual Control

Instructions We want you to imag-
ine you actually were
confronted with these
choices. If you were,
what is it that you
would like yourself to
choose?

We want you to imag-
ine you actually were
confronted with these
choices. If you were
making this choice,
what is it that you
expect to choose?

Now you will actually
be confronted with these
choices. One of the
questions will be ran-
domly selected for pay-
ment. The date and
amount of your reward
will be determined by
the answer you provide
to the selected question.

Choice
prompt

What would you like
yourself to choose?

What do you imagine
you would choose?

What do you choose?

Each intertemporal choice consists of two options that entail monetary rewards, of which

one would pay out on the day of the experiment, while the other would pay out in either

21, 28, 35, or 42 days. The rewards the participants chose between were paired over

the three conditions. That is, the twelve questions in each were not identical, but

comparable: both options would be either £0.25 higher or lower in magnitude than the

corresponding question in one of the other conditions. See Table S1 for a table showing

all the option pairs.

After the participants completed the intertemporal choice task, they were asked to

complete the Five Factor Borderline Inventory – Short Form (DeShong et al., 2016).
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2.3.1.4 Analysis

For the main analysis, we used a binomial GLMM to calculate the likelihood of a par-

ticipant reporting a larger-later choice. We incorporated the participant as a random

intercept and the effect of individual questions and the condition as random slopes. The

fixed effects were the condition and the daily earnings—how much the participant would

earn per day by waiting for the larger-later reward.

We also tested whether there were any carryover effects from the Meta-Preference condi-

tion. To do this, we analysed whether participants who started with the Meta-Preference

condition were more likely to choose larger-later options in consecutive conditions than

other participants. For this analysis, we created another variable indicating the position

of the Meta-Preference condition in the order. We added this variable to the model and

created an interaction term with the condition variable. The full model consisted, thus,

of the probability of choosing a larger-later as the dependent variable, the condition,

the position of the Meta-Preference condition in the order (with an interaction term),

the daily earnings as a control variable, the participant as the random intercept, with

the question as the random slope.

In addition, we investigated whether the effect of the Meta-Preference condition would

be of a different magnitude in people who scored high on borderline personality disorder

traits using another GLMM and including an interaction term between their score on

the FFBI-SF (DeShong et al., 2016).

We used the R package afex (Singmann et al., 2015) to run the GLMM analyses and

likelihood ratio tests, and we used the emmeans package (Lenth et al., 2018) to test for

pairwise differences between conditions. We assessed the significance of tests according

to a false discovery rate adjusted α of .05.

2.3.2 Results

The final sample consisted of 193 females (48.25%) with an average age of 33.0 (SD =

12.4) and 207 males (51.75%) with an average age of 28.3 (SD = 10.3). Participants

who selected only one type of reward (only smaller-sooner or only larger-later) were

excluded (n = 237).
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In the analysis for the likelihood of selecting the larger-later, there was significant sup-

port for including the condition factor in the model, χ2(2) = 59.56, p < .0001. Partic-

ipants were more likely to select larger-later options in the Meta-Preference condition

(M = .616, SD = .276) than the Control condition (M = .532, SD = .276), OR =

4.600, 95% CI [2.633, 8.037], z = 6.548, p < .0001, and than in the Counterfactual

condition (M = .514, SD = .251), OR = 6.170, 95% CI [3.452, 11.03], z = 7.504, p <

.0001. Participants were less likely to select larger-later options in the Counterfactual

condition than the Control condition but this difference was not statistically significant,

OR = 7.46, 95% CI [.503, 1.106], z = -1.782, p = .07. See Figure 2.1 for a depiction of

the pairwise comparisons of the estimated marginal means for the likelihood of selecting

a larger-later by condition.

Figure 2.1: The estimated marginal means, with pairwise comparison arrows.

We found no evidence that the effect of the Meta-Preference condition carried over

into the subsequent choice blocks. There was no support for including a term for the

position of the Meta-Preference block in the order, χ2(2) = 4.02, p = .13, but there was

support for the model with the interaction term between the position and the condition,

χ
2(4) = 140.11, p < .001. Post-hoc tests show that this interaction was driven by a

difference between the position of the Meta-Preference condition on the effect of that

same condition. That is, the odds of reporting a larger-later in the Meta-Preference

condition were higher when that condition came second (M = .638, SD = .265), OR =

3.629, 95% CI [1.589, 5.669], z = 4.493, p < .001, or third (M = .655, SD = .261), OR
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= 4.787, 95% CI[2.067, 7.508], z = 5.400, p < .001, than if it was administered first (M

= .554, SD = .293); all other ps > .1.

We found significant support for a model including borderline personality disorder trait

scores, χ2(1) = 9.31, p < .01. People with high borderline personality disorder trait

scores were significantly less likely to choose larger-later options, b = -.263, 95% CI [-.430,

.096], z = 3.078, p < .01. We found no support, however, for including an interaction

term between the borderline personality disorder trait score and the condition factor,

χ
2(2) = .93, p = .63. This means that there is no evidence that there is an interaction

effect between the condition and borderline personality disorder traits.

2.3.3 Discussion

The results of this experiment show that participants are more likely to choose larger-

later options when they are directed to make decisions with their meta-preferences in

mind. Moreover, the increased future-oriented decision-making in the Meta-Preference

condition over the Counterfactual condition suggests that this effect is not an artefact

due to abstract reasoning.

There are, however, multiple possible explanations for this effect. First, this type of

directed deliberation may increase cognitive control; Wilson and Schooler (1991) found

that cognitive control can be stimulated by asking participants to provide reasons for

their choices, and (Bulley & Schacter, 2020) found that this type of manipulation can

decrease the magnitude effect.

Alternatively, by thinking about their preferences for their own behaviour, people could

have reduced their present bias, making their discounting follow the discounted utility

model (Samuelson, 1937) more closely, or merely decreased their discounting parameter

k—this is what is normally assumed to happen in studies that test manipulations for

intertemporal choice.

The setup of the current experiment, however, does not allow us to identify which models

of intertemporal choice participants’ responses are most closely aligned with. Therefore,

we are unable to determine which of these alternative theories has the most explanatory

power using the current experiment. To illustrate: there is no way of testing cognitive

control with the current task (i.e., what does this look like in a two-alternative choice
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task with 12 questions per block?), and because the choice set is relatively small and all

smaller-sooner options pertain to a reward in the present, while the larger-later options

are all fairly close in the future, it is difficult to differentiate between intertemporal

choice model fits.

Further, the effect of meta-preferences in this experiment occurred in decisions with

small stakes. It is not yet clear whether the effect of directed deliberation would be

generalisable to decisions with larger stakes, especially given the evidence that providing

reasons for intertemporal choices can reduce the magnitude effect (Bulley & Schacter,

2020).

The results provide no evidence that making decisions with meta-preferences in mind

increased future orientation more or less for participants who scored high on border-

line personality disorder traits than for those who scored low. Therefore, we may still

expect meta-preferences to be effective for people who struggle with excessive future

discounting, but not necessarily more so than for others.

We also found no evidence for a carryover effect, but we found that the meta-preference

condition predicted higher proportions of larger-later choices if the manipulation was

administered later in the experiment. The most plausible explanation for this, it seems,

is that because the manipulation was quite subtle, participants benefited from this

contrast with the previous condition.

In sum, we have shown that directed deliberation can change the likelihood of selecting

larger-later decisions, but we have not uncovered much about the mechanism for this

change. It may be that this decision-making process changed the way participants made

decisions, changed their discounting parameters, or it may have increased their cognitive

control. Thus, in order to see whether directed deliberation can change people’s decisions

in larger stakes, whether it makes them more “rational” by increasing the effort exerted

in forming their judgment, or whether it causes participants’ discounting to become less

steep or more exponential (less hyperbolic), another experiment was conducted.



62

2.4 Experiment 2

The first experiment showed that eliciting meta-preferences changes participants’ choices.

We saw, in a model-free way, participants increase their preference for larger-later op-

tions for decisions with small stakes. However, the first experiment did not allow us to

determine the mechanism through which directed deliberation influences behaviour. In

this experiment, we investigate these mechanisms, but we also test whether we can repro-

duce the change in preferences we observed for a different kind of directed deliberation—

using evaluative judgment.

To identify how behaviour was influenced by prompting directed deliberation, we use

a choice set taken from He et al. (2019). In this choice set, participants face choices

where the smaller-sooner option arrives the same day (as in the first experiment), but

also choices where the smaller-sooner option is in the future. This setup allows us

to analyse whether participants become less likely to commit common delay preference

reversals when directed deliberation is prompted. These preference reversals occur when

participants choose the larger-later when both options are far away in the future, but

as soon as the smaller-sooner nears immediacy, they change their preference to pick a

smaller-sooner option (also referred to as dynamic inconsistency and the common delay

effect.

The common delay effect is a phenomenon of interest because it reduces the overall

welfare of the agent (see e.g., Ainslie, 1975; Loewenstein & Prelec, 1992; Thaler, 1981).

The intuition for this is that if an agent structurally prefers A over B at time t but then

chooses B over A at a later time τ, the agent is never able to achieve A (unless they

can exclude B as an option). These preference reversals are a better metric for judging

an improvement in decision-making following a manipulation, compared to an increase

in larger-later choices, which may merely reflect a change in preferences (as there is no

’right’ slope for a discount function—there are many good reasons to discount future

outcomes heavily).

The choice set we use also contains choices with dominated options, where the later

option has a smaller monetary reward, and thus is worse in both attributes. We take the

number of failures of dominance—when participants choose this smaller-later option—as

a tentative inverse measure of cognitive control. Lastly, this choice set is larger than the
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one in the previous experiment (60 choices), allowing us to estimate discount functions

and better assess differences in discounting parameters and model fits.

The choice set also enables us to analyse whether participants’ preferences adhere to

the discounted utility model. We take a delay discounting approach to investigating

how directed deliberation changes people’s choices. Specifically, we fit the participants’

decisions to the discounted utility model (Samuelson, 1937):

f(D) = e−kD, (2.1)

where f is the discount factor with which future rewards are discounted, D is the delay

and k is the discounting parameter.

People’s choices are said to fit better, on aggregate, with hyperbolic discounting since

people often exhibit present bias (see e.g., Loewenstein & Prelec, 1992; Thaler, 1981),

so we also fit the hyperbolic discounting model to the data. This model is formalised as

follows (Mazur, 1987):

f(D) =
1

1 +Dk
, (2.2)

where D and k mean the same as in Equation 2.1. Aside from model-free estimates of

larger-later choices, common-delay preference reversals and dominated choices, model

comparisons and the parameter estimates for these two models will be our focus for the

analysis.

Fitting the delay discounting models allows us to see whether participants’ discounting

parameters and model fits change when they are directed to use evaluative judgment

compared to how they normally choose. Comparing these models will show, for instance,

if participants’ choices fit the discounted utility model better than the hyperbolic model

when they are prompted to direct their deliberation, compared to what they normally

do.

Thus, in this experiment we investigate whether eliciting evaluative judgment can (1)

change discounting parameters, (2) decrease common delay preference reversals, (3)

decrease failures of dominance. In addition, we see whether the manipulation can make

participants’ discounting fit better with the discounted utility model, as opposed to

the hyperbolic discounting model. Lastly, we confirm whether this different type of
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directed deliberation can also increase the number of larger-later options chosen, like in

the previous experiment.

2.4.1 Methods

2.4.1.1 Design

We used a counterbalanced within-participant design with two conditions (Evaluative

Judgment and Control), where all participants were subjected to two blocks of 60 in-

tertemporal choice pairs, and the items in each block were identical. Participants were

randomly selected into a group with one of the two possible orders of block presentation.

The 60 choice pairs were taken from (He et al., 2019). Each intertemporal choice con-

sisted of two options that entail monetary rewards. The hypothetical payout of option 1

(t1) was either on the day of the experiment, in 3 months, in 6 months, or in 9 months.

The delay of the other option (t2) would be t1 + 3 months, 6 months, or 9 months. The

interest rates of the options are held constant over the various time differences between

options. The maximum number of dominance failures a participant could commit per

block was 12. See Table S2 for the full item set.

According to our simulation-based power calculations, 600 participants were required in

order to attain 80% power for detecting a difference with an effect size of d = .11 at

an α of .05, which is what we deemed to be the minimum theoretically significant effect

size for a change in larger-later proportions for this choice set.

Participants were paid £1.75 for participating.

2.4.1.2 Participants

We used the Prolific participant recruitment platform to recruit subjects residing in the

UK. They were screened for English fluency, no dyslexia, no dyscalculia, and normal or

corrected-to-normal vision.

In accordance with the preregistration, we excluded participants if they did not complete

the experiment or selected only one type of reward (only smaller-sooner or only larger-

later). Similarly, participants who chose only larger-later options, but did not choose
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the smaller-later choices in the trials with dominated options were excluded. This was

done because modelling discount functions for data at the boundaries does not provide

meaningful parameter estimates, and because it provides us with no information on the

differences between the two conditions.

2.4.1.3 Procedure

Participants were directed from the Prolific platform to Qualtrics, where they first

read through an information sheet, after which they signed consent. They were then

prompted with an attention check that read “Which of the following is not a city in

the US”, in the title but the subtitle was clarified with “Regardless of the right answer,

please select Chicago”. Participants who did not answer “Chicago” were filtered out by

Qualtrics.

The two experimental conditions had slightly different instructions, telling the partici-

pants that they were to make evaluative judgments or preferential choices. In addition,

the three blocks prompted participants with different phrasing of the questions posed

with the intertemporal choices. See Table 2.2 for the block instructions and choice

prompts for each condition.

Table 2.2: The instructions and prompts by condition for the second experiment.

Condition Evaluative Judgment Control

Instructions You will be presented with 60 ques-
tions that have two options each.
The options are comprised of a
money amount and a time when
the reward would be paid out.
You will be asked to judge which
option is best for you, all things
considered. We want you to imag-
ine that you are actually presented
these choices. An example of an
option is: ’£100 today’. If you in-
dicate that this option is best, you
mean to say that: it would be best
for me, all things considered, to re-
ceive £100 today, rather than the
other option.

You will be presented with 60 ques-
tions that have two options each.
The options are comprised of a
money amount and a time when
the reward would be paid out.
You will be asked to choose an op-
tion. We want you to imagine that
you are actually presented these
choices. An example of an option
would be: ’£100 today’. If you
choose this option, you mean to say
that: I choose to receive £100 to-
day, rather than the other option.

Choice
prompt

Which is best for you, all things
considered?

Please choose one of the options
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The questions within the blocks were displayed in random order, and the presentation

of the options was randomised as well (i.e., smaller-sooner options could appear on the

left or right). In this experiment, questions in both blocks were the same, so in an

effort to clear participants’ working memory of the choices they remembered from the

first block, participants were asked to solve five simple arithmetic problems before the

second block.

2.4.1.4 Analysis

The preregistration for this study can be found here. In the preregistration, we pro-

posed to use the ANOVA framework for much of the analysis for this experiment, but

considering the flexibility and robustness that generalised linear mixed models offer, we

chose to use GLMMs throughout for the main analyses.

We tested whether our manipulation affected the likelihood of choosing a larger-later

option using a binomial generalised linear mixed model. Only trials without dominated

options were used for this analysis. The independent variables we included were the

condition and the group, as well as an interaction term. We also included a random

intercept for the participant. The dependent variable was whether the participant chose

a larger-later (coded as 1), or a smaller-sooner (coded as 0). The condition and the

group were included as fixed effects, with an interaction term. The participants and the

question within the block were included as random intercepts.

To assess people’s delay discounting rates, we fit the discounted utility model and the

hyperbolic discounting model to participants’ choices in each block. Specifically, we

estimated the subjective value of a reward by estimating discounting parameters and

multiplying the reward amount by that discount factor. We did this using Equation 2.1

and Equation 2.2, which gives:

V (R,D) = u(R) ∗ f(D) (2.3)

where V(x) is the subjective value of some reward x. R is the magnitude of the reward,

and D is the delay, as before. For this study we assume u(R) to be the identity func-

tion, which is fairly standard (see e.g., Vincent & Stewart, 2020). To account for the

probabilistic nature of human decision-making, we used a Fechner model (Becker et al.,

https://aspredicted.org/FBK_BXI
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1963, 1964). Each discounted subjective value V was subsequently fed into a logistic

choice rule:

ŷ =
1

1 + eθ(V (ss)−V (ll))
(2.4)

where ŷ is the choice prediction generated by the model; ŷ = 0 for P(ss) = 1 and ŷ

= 1 for P(ll) = 1. Let θ be the temperature parameter, indicating how deterministic

the participant is in their choices when deciding between options that have different

discounted values. When θ is equal to 0, a participant is not influenced by differences in

the subjective value of the options—often values of θ vary from 0-1. To compare each

model’s prediction, ŷ, against the actual choice the participant made, y, we calculated

the log-likelihood for each choice:

LL(y) = ylog(ŷ) + (1− y)log(1− ŷ). (2.5)

Subsequently, we grid-searched starting values for optimising the parameter estimates

using maximum likelihood estimation for each model, and bounded all free parameters

between 0 and 1, to find parameter values that minimise the summed negative log-

likelihood:

nLL = −
N∑

n=1

LLn, (2.6)

where n is a trial in the complete set of trials N per condition per participant.

The discounting parameter k for the discounted utility model was then used as the

dependent variable in a fractional logit mixed model (Brooks et al., 2017), with the

condition as the independent variable, the question as a random slope and the participant

as the random intercept.

We also fitted a fractional logit mixed model to analyse the proportion of possible

common delay preference reversals a participant committed in each block of 60 choice

pairs. Given the structure of the item set, participants could commit maximally 12

preference reversals, which we define as a reversal from preferring a smaller-sooner choice

to a larger-later choice when a common delay is added to both options. For example, if

a participant is to choose between $100 today versus $109 in three months, and chooses

the smaller-sooner, but then chooses the larger-later when their choice is between $100

in three months and $109 in six months.
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We analysed the number of failures of dominance with a generalised linear mixed model

using the Poisson family and a logit link. For the dependent variable, we used only the

dominated choices in the choice set, with the condition, group, age, and sex as the fixed

effects, the participant as a random intercept, and the condition as a random slope.

For an exploratory analysis, we fit a linear mixed model to compare model fits between

the hyperbolic discounting model and the discounted utility model per condition. For

this analysis, the log-likelihood for each model fit to a participant’s choices was the

dependent variable, such that there were two observations for each participant per block.

The predictors were the group and the condition, and we included the participant as a

random intercept.

For completeness in the analysis of how evaluative judgment changes behaviour, we also

analyse differences between conditions in the other estimated parameters. That is, we

ran the same analysis as we did for discounted utility model parameter k exp for the

hyperbolic discounting model parameter khyp, and for θ in both the hyperbolic and

exponential model as the dependent variables. We report these analyses in Appendix

C.

As mentioned in the preregistration, the data for the 2.5% worst model fits were excluded

from the main analyses.

2.4.2 Results

We recruited 630 participants and excluded those who chose only larger-later options

(or only chose larger-later options, excluding the dominated trials) from the analysis

for the non-dominated trials (n = 15). We then excluded participants with the 2.5%

worst model fits for the discounted utility model (n = 15), leaving us with a final

sample of 600 participants. The lower number of excluded participants compared to the

first experiment reflects the difference in the number of choice pairs, the fact that the

stakes are larger, and thus that this experiment captures a wider range of plausible time

preferences.

Of these 600 participants, 376 (62.67%) were female with an average age of 36 (SD =

11.4), and 222 (37.0%) were male with an average age of 36.8 (SD = 12.0); 87.5% were

United Kingdom nationals.
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2.4.2.1 Main Analysis

We found insufficient evidence that participants selected more larger-later options in the

Evaluative Judgment condition (M = .482, SD = .320) than in the Control condition

(M = .476, SD = .308), Odds Ratio (OR) = 1.04, 95% CI [.996, 1.08], z = 1.774 p =

.076. For reference, a coefficient of 1.04 means that the odds of choosing a larger later

in the Evaluative Judgment condition versus in the Control condition were 1.04:1.

There was a significant difference in the number of common delay preference reversals

reported in the Evaluative Judgment condition (Pr = .074) compared to the Control

(Pr = .115). The odds ratio of participants reverting their preference after adding a

common delay in the Evaluative Judgment condition versus the Control condition was

.611:1, 95% CI [.409, .913], t(1188) = 2.406, p = .02. See Figure 2.2.

Figure 2.2: The proportion of possible preference reversals in each condition. The
error bars represent 95% CI.

For the analysis on the likelihood of committing a failure of dominance, there was sig-

nificant support for a model including the condition, χ2(1) = 5.10, p = .02. Participants

committed more failures of dominance in the Evaluative Judgment condition (M =

.062, SD = .441) than in the Control condition (M = .037, SD = .308), contrary to

our predictions, OR = 2.175, 95% CI [1.063, 3.290], z = 2.175, p = .03. Showing that

participants were twice as likely to commit a failure of dominance in the Evaluative
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Judgment condition, though the base rate was very low—an average of .0374 failures of

dominance per participant in the Control condition.

There was no evidence that k was lower in the Evaluative Judgment condition than in

the Control condition, OR = .997, 95% CI [-0.460, .454], t(1161) = -.013, p = .99. See

Appendix C for tests of the effect of evaluative judgment on the other parameters.

2.4.2.2 Exploratory Analysis

More granular analysis of participants’ behaviour shows that many participants in the

control-first ordering moved towards a ’larger-later no matter what’ approach in the

Evaluative Judgment condition. This pattern was not visible in the opposite order. See

Figure 2.3.

Figure 2.3: The proportion of larger-later choices per participant in each condition,
partitioned by the ordering of the blocks

Different choices in the choice set were differentially affected by participants’ evaluative

judgment, mostly based on the reward magnitude. Namely, in the control-first ordering,

participants tended to prefer larger-later options, especially in cases where the absolute

and relative difference between the smaller-sooner and larger-later was less. See Ap-

pendix D for a figure depicting the effect of the manipulation on different choices in the

choice set.
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Further, participants’ on aggregate seemed to be fit better by the discounted utility

model (AIC = -37752), than the hyperbolic discounting model (AIC = -42940). We did

not find any clear differences in model fits between the conditions (see Appendix E), F =

.67, p = .41. This is surprising because fewer preference reversals ought to predict better

fit of the discounted utility model for the Evaluative Judgment condition compared to

the Control. This lack of correspondence between the results and the relative goodness-

of-fit of the discounted utility model and the hyperbolic discounting model prompted us

to conduct a parameter recoverability analysis (see e.g., Ballard et al., 2023).

For this analysis, we took participants’ discounting parameters that we estimated from

their choices in the experiment and used them to predict out-of-sample choices on the

same item set. To do this, we estimate the discounted value of each option using Equa-

tion 2.1 and Equation 2.2, make a probabilistic choice prediction using Equation 2.4,

where the binary choice probability is given by a Bernoulli trial.

Using these new fictitious choices, we estimated a new set of discounting parameters

using the same procedure as before (the recovered parameters). Finally, we compare

the recovered parameters from the fictitious choices to the parameters derived from the

experimental observations and see how well they correspond, a measure of parameter

recoverability.

We found that there was only a modest degree of correspondence between the recovered

parameters and the initially estimated parameters. See Appendix F for a figure showing

the recoverability of the k parameter for both delay discounting models.

2.4.3 Discussion

We aimed to determine whether and how directing deliberation toward evaluative judg-

ment can change behaviour. The results from this experiment show that making deci-

sions by focusing on evaluative judgment can decrease common delay preference reversals

and, more tentatively, that people may make more future-oriented decisions. Although

the latter difference was due to a small subset of individuals changing their preferences

considerably.

We did not find the predicted attenuating effect of using evaluative judgment on the

prevalence of failures of dominance. Rather, we observed an effect in the opposite
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direction. However, the proportion of failures of dominance was low in both conditions,

and the effect size was small—an increase from .037 to .062 failures of dominance per

person out of a maximum of 12.

We also found no evidence that the discounted utility model fit participants’ choices

better in the Evaluative Judgment condition compared to the Control, nor that evalua-

tive judgment affected estimated model parameters. We discuss these findings in more

detail below.

2.5 General Discussion

We have tested whether specific ways of guiding the decision-making process can change

people’s intertemporal choices. We examined whether eliciting meta-preferences would

make people more future-oriented in choices with small stakes, and whether this effect

would carry over into subsequent intertemporal choices. In addition, we tested whether

evaluative judgment could do the same for larger stakes, reduce the common delay effect

and failures of dominance, as well as change discounting parameters and model fits.

We found that when people were prompted to make decisions by invoking preferences

about themselves, their decisions were more future-oriented, although not significantly

so when they used evaluative judgment. We also found that people made significantly

fewer common delay preference reversals when making their choices using evaluative

judgment.

In the first study, participants selected more larger-later choices when they were in-

structed to make decisions with their meta-preferences in mind. This effect was not

seen in the condition where participants were asked to imagine what they would do,

suggesting that this effect was not due to abstract reasoning, nor due to a difference in

incentives. This finding relates to Frankfurt (1988) his idea of second-order volitions,

as we saw that people’s preferences about their own actions in this context are different

from what they actually do (which he suggests is an important part of being a person).

It suggests that casting decisions with small stakes in a meta-preferential frame might

increase the perceived significance of the reward. This interpretation is in line with

findings that providing reasons for one’s decision can attenuate the magnitude effect in
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intertemporal choice through decreasing delay discounting for smaller rewards (Bulley

& Schacter, 2020).

We found no evidence, however, that decisions by people with a high borderline person-

ality trait score were affected differently by meta-preference elicitation than others in

the sample. It may be that multiple factors are influencing these individuals in opposite

directions: borderline personality disorder is characterised by a lack of trust (see e.g.,

Hanegraaf et al., 2021; Michael & van Baal, 2021), which has been known to cause peo-

ple to discount the future more (Farah & Hook, 2017), but because of this, they should

also suffer less from ceiling effects, giving them room to become more future-oriented

compared to people who are not high in borderline personality disorder traits. It is

worth noting that the manipulation used in this experiment resembles Acceptance and

Commitment Therapy (ACT; Gloster et al., 2020; Hayes et al., 2006). In this treat-

ment, acting in accordance with your values (which are conceptualised in a similar way

as meta-preferences are here) is a core tenet. The evidence we found here, that people

high in borderline personality disorder traits are amenable to changes in decision-making

when attending to their meta-preferences, aligns with evidence that ACT may be an

effective treatment for borderline personality disorder (Morgan & Aljabari, 2019). As-

sessing whether this type of directed deliberation is an important part of why ACT

appears to be effective could be a fruitful avenue for future research.

In the second study, we found that participants were less likely to commit common delay

preference reversals when their deliberation was directed towards evaluative judgment.

That is, there was an attenuation of the common delay effect, showing that partici-

pants valued immediate smaller-sooner options less strongly over those same smaller-

sooner options if they would arrive in the future. This is an important result because

such preference reversals in real life are welfare-reducing (Loewenstein & Thaler, 1989;

Thaler, 1981). Combined with the results from the first experiment, these are promis-

ing findings that highlight directed deliberation as a candidate for improving people’s

decision-making in contexts where welfare-reducing behaviour, like preference reversals,

is common. As such, it is also evidence that directed deliberation can make people more

economically rational in the intertemporal choice context.

We found an effect on dominated choices in the opposite direction of what we predicted.

Namely, participants committed more failures of dominance (i.e., picked an option that
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was worse in both value and time of receipt) when they were using evaluative judgment,

although the effect size was very small and the prevalence in either condition was less

than one per cent of the maximum number of failures of dominance. Therefore, it

appears we may not have to be concerned by this finding.

We found insufficient evidence to conclude that participants’ choices were more future-

oriented when they relied on evaluative judgment than when they made choices as they

normally would, although we observed a considerable quantitative difference. There

are a number of ways to interpret this, one of which is that our manipulation was not

effective (but see above on the preference reversal effect), another is that people generally

do not become more future-oriented when they deliberate more because to them this

does not appear to be ’wiser’, or more adaptive. If this interpretation is right—that

people do not become more future-oriented when they deliberate more—then it would

put pressure on the notion that a lack of future-oriented time preferences is equivalent to

or even indicative of impulsivity, as is often suggested in the literature. This is because

impulsivity is characterised by a lack of deliberation, and so if more deliberation does

not make one more future-oriented, then it must be that the degree of future-orientation

observed in intertemporal choice is not measuring impulsivity. Such an interpretation is

in agreement with our arguments in a previous work (van Baal et al., 2022), where we

argue that time preferences should be dissociated from impulsivity and self-control.

Similarly, there was no evidence that there was an improvement in the fit of partici-

pants’ choices with the discounted utility model (Samuelson, 1937) over the hyperbolic

discounting model (Mazur, 1987) when they used evaluative judgment. Hyperbolic dis-

counting is not utility maximising according to traditional economic theory (Ainslie,

1975), but more recently several researchers have suggested that hyperbolic discounting

can be explained or even deemed rational if we allow and account for variable time pref-

erences (He et al., 2019), uncertainty that increases linearly in time (Gabaix & Laibson,

2017), or uncertainty about ones own future discount rates (Farmer & Geanakoplos,

2009). That is not to say that hyperbolic discounting is the best model of participants’

choices in either condition, but it might indicate that participants are not deviating from

what looks like hyperbolic discounting when they rely on evaluative judgment because

they already deem that they are acting adaptively.
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It is, however, somewhat surprising that we see a sizeable reduction in preference rever-

sals by eliciting evaluative judgment, but not a move away from hyperbolic discounting

and towards the discounted utility model in relative model goodness-of-fit. One of

the main reasons for developing the hyperbolic discounting model was that it could ac-

count for a ’behavioural regularity’ that could not be explained by the discounted utility

model—the common delay effect (Ainslie, 1975; Read, 2004)—so one would expect there

to be correspondence between comparative goodness-of-fit between these models, and

common delay preference reversals. However, as can be seen in Appendix F, the pa-

rameter estimates are not very reliable. In the parameter recovery analysis, we saw

that if a decision-maker generates choices with a high k, it is unlikely we will be able to

retrieve this information when we estimate the parameters using maximum likelihood

estimation. Thus, the lack of any effects on parameter estimates or model fits is to be

expected.

2.5.1 Limitations and Future Directions

The sample in our studies is not representative of the population in the United Kingdom;

we over-sampled young people and did not screen for ethnicity. This means that the

diversity of the sample likely does not reflect the diversity of the population, which im-

pacts the external validity of our current experiment as there are many cultural aspects

to decision-making (Yates & de Oliveira, 2016). The ways of deliberating decisions that

are most helpful may also vary in different parts of the world. Therefore we have to be

cautious in applying these findings in practice; more research on the effects of directed

deliberation in various cultural contexts is necessary.

Another issue is that the effects we observed in the intertemporal choice context might

have little bearing on control decisions people make in daily life. Even though domain-

general time preferences are likely to play a role in many decisions, the complexity of

people’s lives usually dwarfs the predictive power of typical time preference measures

obtained through intertemporal choice (Cohen et al., 2020). We view the results from

this study as a promising sign for the future of deliberation research. Expanding re-

search on the impact of different deliberation and contemplation processes to different

domains, such as multi-attribute choice, risky choice, patch foraging, and especially to

field research will elucidate how useful these decision-making methods are.
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In these two experiments, we used two different ways to direct deliberation, which may

have varying influences on decision-making. Therefore, the differences in results we saw

between the two experiments may have been due to the conceptual differences between

the two manipulations. Considering that the results of the experiments were promising

in various aspects, we think a consolidated experiment to reproduce the findings is

warranted and necessary.

Further, given the results of the parameter recovery analysis, it is clear that we were

unable to retrieve reliable discounting parameters from this choice set. Therefore, future

studies need to construct a choice set with recoverability in mind, and ideally conduct

simulations beforehand (for a discussion of the importance of this, see Ballard et al.,

2023).

Finally, it is difficult to control for the decision process people use in each of our con-

ditions. It is possible, for example, that many people in the control group already use

a meta-preferential mindset or assess the options akin to the process we prompt others

to do in the evaluative judgment conditions. The fact that we observed effects of the

manipulation indicates that this might not be too influential an issue. However, repli-

cating the effects using the current approach supplemented with manipulation checks

could further confirm the internal validity of the effect we observed. More generally,

we believe further research on individual differences in deliberation and outcomes in

decision-making may also be important to our understanding of human intertemporal

choice processes.

2.6 Conclusion

We conclude that directed deliberation methods are able to influence intertemporal

choices in different ways. This is a promising area for future research in answering

questions of how to best make consequential decisions. Considering the success of these

manipulations in changing various decision-making metrics, we believe a more systematic

approach to research on guiding choice deliberation is warranted.

Determining reliable ways of improving people’s decisions would greatly help the public,

organisations, and policymakers. Our results suggest that using meta-preferences or
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focusing on evaluative judgment when faced with an important intertemporal choice

might be a good place to start.
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2.9 Appendices

2.9.1 Appendix A

Table S1: The choice pairs for Experiment 1. Each smaller-sooner option (SS) is
presented together with a larger-later option (LL), with a delay shown in days (t1).

Set SS LL t1 Daily
Rate

1 £4.00 £4.50 42 0.30%

2 £4.25 £4.75 42 0.28%

3 £4.50 £5.00 42 0.26%

2 £5.00 £5.50 35 0.29%

1 £5.25 £5.75 35 0.27%

3 £5.50 £6.00 35 0.26%

3 £6.00 £6.50 28 0.30%

2 £6.25 £6.75 28 0.29%

1 £6.50 £7.00 28 0.27%

3 £7.00 £7.50 21 0.34%

1 £7.25 £7.75 21 0.33%

2 £7.50 £8.00 21 0.32%

3 £3.00 £5.00 42 1.59%

2 £3.25 £5.25 42 1.47%

1 £3.50 £5.50 42 1.36%

3 £4.00 £6.00 35 1.43%

1 £4.25 £6.25 35 1.34%

2 £4.50 £6.50 35 1.27%

1 £5.00 £7.00 28 1.43%

2 £5.25 £7.25 28 1.36%

3 £5.50 £7.50 28 1.30%

2 £6.00 £8.00 21 1.59%

1 £6.25 £8.25 21 1.52%

3 £6.50 £8.50 21 1.47%

2 £2.00 £5.50 42 4.17%

1 £2.25 £5.75 42 3.70%

3 £2.50 £6.00 42 3.33%

1 £3.00 £6.50 35 3.33%

2 £3.25 £6.75 35 3.08%

3 £3.50 £7.00 35 2.86%

2 £4.00 £7.50 28 3.13%

3 £4.25 £7.75 28 2.94%

1 £4.50 £8.00 28 2.78%

1 £5.00 £8.50 21 3.33%

3 £5.25 £8.75 21 3.17%

2 £5.50 £9.00 21 3.03%
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2.9.2 Appendix B

Table S2: The choice pairs for Experiment 1. Each set of 12 choices is assigned to a
block, which is then randomly assigned a condition. Each smaller-sooner option (SS)
is presented together with a larger-later option (LL), with delays (t0 and t1) shown in

months.

SS t0 LL t1 Interest

100 0 93 3 −25%

100 0 106 3 25%

100 0 115 3 75%

100 0 122 3 125%

100 0 129 3 175%

100 0 87 6 25%

100 0 112 6 25%

100 0 132 6 75%

100 0 150 6 125%

100 0 166 6 175%

100 0 81 9 −25%

100 0 118 9 25%

100 0 152 9 75%

100 0 184 9 125%

100 0 214 9 175%

100 3 93 6 −25%

100 3 106 6 25%

100 3 115 6 75%

100 3 122 6 125%

100 3 129 6 175%

100 3 87 9 −25%

100 3 112 9 25%

100 3 132 9 75%

100 3 150 9 125%

100 3 166 9 175%

100 3 81 12 −25%

100 3 118 12 25%

100 3 152 12 75%

100 3 184 12 125%

100 3 214 12 175%

100 6 93 9 −25%

100 6 106 9 25%

100 6 115 9 75%

100 6 122 9 125%

100 6 129 9 175%

100 6 87 12 −25%

100 6 112 12 25%

100 6 132 12 75%

100 6 150 12 125%

Continued on next page
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Table S2 – continued

SS t0 LL t1 Interest
Rate

100 6 166 12 175%

100 6 81 15 −25%

100 6 118 15 25%

100 6 152 15 75%

100 6 184 15 125%

100 6 214 15 175%

100 9 93 12 −25%

100 9 106 12 25%

100 9 115 12 75%

100 9 122 12 125%

100 9 129 12 175%

100 9 87 15 −25%

100 9 112 15 25%

100 9 132 15 75%

100 9 150 15 125%

100 9 166 15 175%

100 9 81 18 −25%

100 9 118 18 25%

100 9 152 18 75%

100 9 184 18 125%

100 9 214 18 175%
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2.9.3 Appendix C

Aside from testing for an effect of the manipulation in Experiment 2 on the discounted

utility model parameter k, we report tests using the same fractional logit approach for

the other parameters discussed in this paper, namely, hyperbolic discounting parameter

k, and the temperature parameters for both models, θ.

There was no evidence that khyp, θexp, or θhyp were different in the Evaluative judgment

condition compared to the Control condition, respectively, ORs: 1.05, 1.04, 1.01; 95%

CIs [.682, 1.418], [.649, 1.68], [.71, 1.43]; ts(1195) = .278, .177, .046; all ps > .75. See

Table S3 the means and standard deviations of the maximum likelihood estimates for

each parameter.

Table S3: Means (SDs) of parameter estimates by condition for Experiment 2.

Parameter Control Evaluative Judgment

k exp 0.068 (0.070) 0.068 (0.054)
θexp 0.060 (0.074) 0.062 (0.072)
khyp 0.115 (0.116) 0.121 (0.118)
θhyp 0.118 (0.074) 0.119 (0.072)
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2.9.4 Appendix D

Figure S1: The proportion of larger-later choices per item in each condition, par-
titioned by the ordering of the blocks. Each panel shows a combination of the block
ordering and the time at which the smaller-sooner reward arrives. The y-axis shows
the larger-later reward amount, and the x-axis shows the interval between the smaller-
sooner and larger-later. Points that are green (red) imply more (less) patient responding

for that item in the evaluative judgment condition.
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2.9.5 Appendix E

In comparing the model fits of the discounted utility model versus the hyperbolic dis-

counting model, we found no discernible effect of condition on model fit. For a depiction

of difference in model fit by condition, partitioned by group, see Figure S2.

Figure S2: The difference in log-likelihood between the hyperbolic and exponential
model. Higher values on the x-axis signify better hyperbolic model fits.
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2.9.6 Appendix F

We performed a parameter recovery analysis to see how reliable the parameter estimates

from our experiment were. We found that the parameters were not recovered well,

especially for the hyperbolic model. See Figure S3.

Figure S3: Recovered parameters plotted against generating parameters. For each
panel, the x-axis shows the generating parameter, and the y-axis shows the recovered

parameter



Chapter 3

The Relationship Between State

Impulsivity and Urges

3.1 Linking Text for Chapter 3

Thus far, I have shown how impulsivity, self-control, and time preferences come apart

and in what ways they influence each other. In addition, I have shown that deliberating

about intertemporal choices in ways that emphasise higher-order preferences can sys-

tematically change how people construct preferences in ways that may be predictable.

Specifically, when individuals are prompted to consider a decision in light of their eval-

uative judgment (i.e., what they think is best) or the preferences they have for their

own behaviour (i.e., what they would like themselves to do), they may become more

future-oriented for small stakes (i.e., more willing to wait) and they tend to become

more dynamically consistent for large stakes (i.e., less likely to revert their preferences

once the smaller-sooner becomes more immediate).

The result that, for large stakes, people do not seem to judge being more patient in

intertemporal choice best, provides some initial evidence that people do not perceive

their time preferences as being sub-optimal (i.e., there does not seem to be a differ-

ence between first-order and second-order preferences in this respect). This agrees with

findings by Bulley et al. (2021) that people are not more confident that they made the

right choice when they pick larger-later options. We could interpret this as evidence

that it might not be a worthwhile general policy to nudge people towards more patient
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behaviour. This is because proper nudging presupposes that the outcome of the inter-

vention is implicitly preferred by the decision-maker (Thaler & Sunstein, 2009). In our

study, we found no evidence that people deem it best to be more patient for decisions

with larger stakes, at least in the choice set we used.

The results from Chapter 2 necessitate an update of the descriptive model of how im-

pulsivity, self-control, and time preferences influence behaviour that was introduced in

Chapter 1. Namely we saw that deliberation can change how rewards are valued, de-

pending on characteristics of the reward (e.g., the magnitude). Though more research

in this space is necessary, the most plausible mechanism for change is that deliberation

highlights different “rewards” that can be achieved through taking one option or the

other. See Figure 3.1 for a depiction of this updated model.

Figure 3.1: Updated conceptual model. In Chapter 2, I showed that deliberation
can change the value of rewards. Hence I have now added a causal arrow to show that

reward value can be affected by impulsivity (i.e., less deliberation).

Naturally, people still sometimes make decisions that they come to regret; humans

are susceptible to state changes that cause them to make decisions that they would

not otherwise make. However, much research is devoted to identifying impulsivity and

self-control as traits and trying to remedy any perceived issues through education or

therapy, essentially in an attempt to change the individual. In many cases, there is

a more promising and efficient route to changing behaviour: taking advantage of or

changing people’s states. A key determinant of marketing success, for instance, is to get

to a consumer at the right point in time or to get them to the right state such that they

will buy a product (e.g., bliss points in the food industry; Moss, 2013). To understand

better how we can help people deal with their motivational drives, it is important to see

how people experience and deal with urges when they are in different mental states.
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From this point onward in the thesis, I will be moving away from theoretical and fun-

damental decision-making research, and focusing on situational and applied research. I

will start by examining how people’s urges and self-control are affected by important

common drivers of behaviour: hunger and state impulsivity. I will examine whether

and how these states impact the intensity of different types of urges and our ability to

control them.

This Chapter will contain an exploration of what makes people do things that have

broader public health implications, and in the process, it will give us a new perspec-

tive on the manifestations of impulsivity and self-control—one that is much closer to

participants’ daily lives than an intertemporal choice between monetary amounts.

Note that the purpose of the research that follows is not to blame individuals for “failing”

to control their urges, but merely to explore when these urges are strongest or most

difficult to control, which is important information for effectively designing policies that

protect public health (e.g., concerning substance use disorders, obesity), and individual

finance (e.g., concerning gambling).
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A B S T R A C T   

A disproportionate amount of research on impulsivity has focused on trait-related aspects rather than state 
fluctuations. As a result, the relationship between state impulsivity and moment-to-moment behaviour is unclear. 
Impulsivity is assumed to negatively affect self-control, but an alternative explanation, yet to be tested, could be 
that changes in state impulsivity and its homeostatic drivers influence the intensity of urges. We tested whether 
state impulsivity and hunger affected behaviour through a dual-process model, affecting both the experience of 
various urges, and self-control, using a smartphone-based experience sampling approach. We found that state 
impulsivity is associated with stronger urges, but we found no evidence of an association with diminished self- 
control. Being hungry amplifies urges across different types of urges, and both hunger and late hours are 
negatively related to the likelihood of controlling urges. These findings imply that the influence of hunger is not 
limited to the food domain, and provide new insight into the role of state impulsivity in daily life.   

1. Introduction 

Impulsivity, the predisposition to trigger rapid responses without 
sufficient forethought, is associated with numerous addictive behav
iours (Berg et al., 2015; Verdejo-García et al., 2008). Impulsivity 
research has steadily grown in the last two decades (Sharma et al., 2014; 
Strickland & Johnson, 2021; Verdejo-García et al., 2008; Whiteside & 
Lynam, 2001), but advances have focused on trait characteristics and 
inter-individual differences, with comparatively much less progress on 
state impulsivity, state-related fluctuations such as those linked to en
ergy input (hunger, satiety) and intra-individual variability. 

Trait-focused research typically relies on ‘distal’ self-reports where 
individuals report what they typically do, which introduces uncertainty 
about how those traits are expressed in moment-to-moment behaviour. 
Understanding how the effects of impulsivity on behaviour unfold over 
time requires ‘proximal’ information on people’s mental states when 
these behaviours occur (Curran & Bauer, 2011; Fisher et al., 2018; 
Kenrick & Funder, 1988). 

It thus remains unclear how moment-to-moment impulsive drives 
influence behaviour. It is often posited that impulsivity increases the 
tendency toward maladaptive behaviours because it negatively affects 
self-control (the capacity to override or alter predominant response 

tendencies in support of the pursuit of long-term goals; Baumeister et al., 
2007). This is evidenced, for example, by the inclusion of some version 
of ‘lack of self-control’ subscales in many impulsivity scale question
naires (Gough, 2000; Parker & Bagby, 1997; Whiteside & Lynam, 2001; 
Wiers et al., 2010). In addition, evidence from cross-sectional studies 
suggests that people with stronger impulsivity traits experience stronger 
urges (or cravings; Doran et al., 2007; Papachristou et al., 2012; Yar
mush et al., 2016), but little is known about the relationship between 
state impulsivity and the experience of urges. 

To understand the relationship between state impulsivity and 
behaviour, we turn to dual-systems theories of behaviour. Dual-systems 
theories conceptualise human behaviour as a conflict between auto
matic and deliberative modes of behavioural control (Kahneman, 2011; 
Loewenstein, 1996; Metcalfe & Mischel, 1999). In support of this, both 
sensitisation of responses towards a range of incentives (i.e., urges), and 
low inhibitory control have been independently linked to vulnerability 
and escalation of addictive behaviours (Bechara, 2005; Feltenstein & 
See, 2008; Goldstein & Volkow, 2002, 2011; Potenza et al., 2003). 

For this study, we conceptualise the intensity of urges as being 
regulated by a ‘bottom-up’ process, in contrast to self-control as a ‘top- 
down’ process, regulating behaviour. Thus, here we investigate whether 
state impulsivity affects behaviour through a dual-process model: a 
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bottom-up influence, amplifying urges through up-regulating the stim
ulus–response system and a top-down influence on the deliberative 
system, down-regulating goal-directed behaviour, by affecting people’s 
self-control. For example, an individual in an impulsive state might 
experience a stronger urge to gamble when they see an electronic 
gambling machine in a pub (bottom-up influence – upregulating the 
stimulus–response relationship). In addition, they may be less well- 
equipped than normal to curb urges of a fixed intensity, thus finding it 
harder to resist engaging in gambling (top-down influence – down
regulating self-control). 

Like state impulsivity, hunger is an important common motivational 
drive and a state fluctuation that is implicated in many of the same 
behaviours. Hunger is an adaptive motivational state that drives us to 
eat, restoring homeostatic balance (Saper et al., 2002). There is exten
sive evidence that hunger enhances the valuation of food (Cameron 
et al., 2014; Gilbert et al., 2002) although it is unclear if this effect is 
domain-general, rather than just stimulus-specific, or whether it can 
trigger impulsive behaviours. More generally, hunger increases impul
sive behaviour in non-human animals (Anderberg et al., 2016; Laude 
et al., 2012; Zheng et al., 2019). There is also emerging evidence in 
support of a domain-general effect of hunger in humans: people are 
more likely to choose an impulsive option when gambling hungry (Li 
et al., 2020), they are more likely to acquire non-food items (Xu et al., 
2015), and the effect of hunger on delay discounting (i.e., that hungry 
people discount delays more) spills over into non-food domains, but the 
effect size is a quarter of that for food stimuli (Skrynka & Vincent, 2019). 
However, these experiments were mostly conducted in laboratory set
tings, and most used measures that do not provide much mechanistic 
information. In this study, we segregate the two pathways posited by 
dual system models, to assess how hunger influences the emergence of 
impulsive behaviour in real-world scenarios. 

To test the dual-process models of state impulsivity and hunger, we 
use smartphone-based ecological momentary assessment (EMA), where 
we ask participants whether they had an urge to smoke, snack, consume 
alcohol, gamble, shop, or commit an act of aggression, and whether they 
were able to control these urges. Controlling such urges normally leads 
to better long-term goal performance (Finne et al., 2019; Mischel et al., 
1989; Rawn & Vohs, 2006); these urges usually pertain to short-term 
gratification, and succumbing to such temptations can cause distur
bances to people’s lives in professional, health, and social domains 
(Bembenutty, 2011; Koomen et al., 2020; Schlam et al., 2013). 

The EMA setup allows for unique insights into the influence of the 
time of day, state impulsivity, and hunger fluctuations on behaviours in 
different domains (Hofmann et al., 2012), which we can leverage to 
study the effect of the time of day on self-control—a new angle on the 
ongoing discussion about the evidence surrounding ego depletion (Fri
ese et al., 2019). EMA studies diminish recall bias (Shiffman et al., 
2008), are less laborious and artificial than laboratory studies, and do 
not rely on beliefs about the self (“What am I typically like?”). To 
maintain brevity of the surveys in the EMA procedure, we use the 
Momentary Impulsivity Scale (MIS; Tomko et al., 2014) to assess state 
impulsivity in each survey. This is a well-validated and reliable measure 
of state impulsivity. 

The main question asked in this study is, therefore, whether state 
impulsivity and hunger influence behaviour according to a dual-process 
model, with a bottom-up influence that upregulates stimulus–response 
relationships, operationalised as the intensity of urges, and a top-down 
influence that downregulates self-control, operationalised as the likeli
hood of controlling urges. We will also investigate the differences be
tween the various types of urges people face, and whether this interacts 
with the effect that hunger has on an urge (to test whether the effect of 
hunger is domain-general). In addition, we investigate whether there is 
an effect of the time of day on both dependent variables. 

2. Methods 

2.1. Participants 

Efforts were undertaken to sample participants who would not nor
mally take part in psychological research, to enhance the general
isability of findings. Specifically, we conducted a broad community- 
based recruitment strategy including flyers posted across different sub
urbs of Melbourne, Australia and different social media platforms, in 
addition to the more typical student-based recruitment systems (e.g., 
SONA). 

This study is part of a larger project with a three-hour lab component 
(procedure here) in addition to the current EMA-based component. The 
EMA component always occurred after the lab study, so there was no 
overlap or influence from the lab study. Participants received $75 as 
remuneration for completing the entire study. 

Based on the main aim (i.e., learning more about the context-evoked 
fluctuations in the intensity of urges) and the effect size of these fluc
tuations in previous data (Cohen’s d = 0.5) (Verdejo-Garcia et al., 2015) 
we required 45 participants to test our hypothesis with 80% power and 
an alpha level of 0.05. 

Inclusion criteria were based on requirements for the overarching 
project, in which participants completed, in addition to the EMA sur
veys, nutritional manipulations and a cognitive test battery. Thus, to be 
included, participants were required to have normal or corrected-to- 
normal vision, be fluent in English, have no food allergies or food in
tolerances that would impact the food provided in the satiety manipu
lation, no history of head trauma (e.g., traumatic brain injury), 
neurological (e.g., epilepsy, Parkinson’s disease) or metabolic impair
ments (e.g., diabetes, indicated by blood glucose tests), and no current 
mental health conditions (i.e. psychosis, depression, substance use and 
eating disorders), indicated by screening interviews based on Diagnostic 
and Statistical Manual of Mental Disorders, Fifth Edition criteria 
(American Psychiatric Association, 2013). Exclusion criteria included 
cannulation contraindications (i.e., HIV, Hepatitis A, B or C diagnosis, 
low or high blood pressure, blood-thinning medication) because the 
experimental protocol for the other facets of the project included blood- 
drawing. 

2.2. Apparatus 

This study used an online EMA paradigm, administering the surveys 
through SEMA3 (Koval, 2019). SEMA3 uses an app that can be down
loaded by participants on their phones. To complete their surveys, 
participants must respond to a notification on their phone, prompting 
them to open the app. Upon opening the app, SEMA3 would commence 
the survey and the participant would be able to respond to questions by 
using a horizontal slider and check-boxes. 

2.3. Measures 

We used purpose-built surveys to assess the presence, intensity and 
ability to control 6 different urges: snacking, drinking alcohol, 
gambling, shopping, smoking, and committing an act of aggression 
(operationalised as hitting something). Participants responded to the 
question of whether they were experiencing each type of urge listed 
above using a slider [0,10], where 0 indicated no urge, 1 indicated a 
very weak urge, and 10 indicated a very strong urge; we call the re
sponses on this scale ‘urge intensity’. After each question, participants 
were also asked whether they were hungry (Yes, No), and whether they 
were able to control the urge (Yes, No). The hunger question had a bi
nary response mode because we wanted to make the measurements 
computationally easy for participants, and because questions about 
hunger are often posed in this binary manner colloquially. The urge 
control question also has a binary response mode because reporting 
partially controlling an urge, while possible, likely feels less natural than 

S.T. van Baal et al.                                                                                                                                                                                                                             

93



Addictive Behaviors 133 (2022) 107381

3

indicating whether the urge was controlled or not. 
In addition, participants completed the Momentary Impulsivity Scale 

(MIS) to measure state impulsivity (Tomko et al., 2014). The MIS is a 
well-validated measure of state-impulsivity for use in EMA setups, and 
correlates with the Barratt Impulsiveness Scale (BIS-11) total score (r =
0.44) and with two subscales of the Impulsive Behaviour Scale (UPPS) 
(Urgency, r = 0.45; Lack of Perseverance, r = 0.35). These subscales are 
particularly relevant in light of our interest in impulsive behaviour and 
self-control. Participants were asked to indicate how much each state
ment described their experience since the last completed prompt using a 
5-point Likert scale (1 = very slightly or not at all; 2 = a little; 3 =
moderately; 4 = quite a bit; 5 = extremely). The 4 statements were “I 
said things without thinking”, “I spent more money than I meant to”, “I 
have felt impatient”, “I made a ‘spur of the moment’ decision”. 

2.4. Procedure 

The experiment was conducted between 6 April 2018 to 18 
December 2019, and the EMA protocol took 7 days to 10 days per 
participant, depending on their survey completion percentage. Informed 
consent was obtained from all participants and the project was approved 
by the Monash University Human Research Ethics Committee (Project 
ID: 11999). 

To assess participants’ eligibility, they were first sent a survey 
through Qualtrics, in which they entered basic demographic informa
tion, filled out several trait questionnaires, and completed an inter
temporal choice task (which will not be used for this study). Afterwards, 
they were asked to come to the university twice where they would 
complete the Cognitive Impulsivity Suite (Verdejo-Garcia et al., 2021) in 
either a fasted or a sated state and in between these sessions they would 
complete the EMA experiment. 

Participants received four daily surveys that were available for 120 
min. The first survey would arrive between 9.30 and 10am, the second 
between 1 pm and 1.30 pm, the third between 4.30 pm and 5 pm, and 
the last between 8 pm and 8.30 pm. In these surveys, participants were 
asked questions about their urges and actions since the last survey. They 
were asked whether since the last survey they had felt an urge to snack, 
drink alcohol, gamble, shop, smoke, or commit an act of aggression (hit 
something). 

2.5. Analysis 

The main aims of the study were to investigate how state impulsivity 
and hunger influence the intensity of urges and self-control, and whether 
hunger affects urges in non-food domains. Accordingly, the main anal
ysis was two-tiered: the first part of the analysis concerned the effects of 
hunger and state impulsivity on the intensity of urges, and the second 
part concerns the effect of state impulsivity and hunger on the likelihood 
of controlling an urge. We operationalise a bottom-up effect of hunger 
and state impulsivity as an effect on the intensity of urges, while we 
operationalise a top-down effect on self-control as an effect on the 
probability of controlling an urge. We also report analyses on the effects 
of the time of day on both dependent variables. 

For completeness, we also provide tables comparing the models used 
in the current work with models where all interactions between vari
ables of interest are included in the Supplementary Materials. 

A linear mixed model was used for the analysis concerning perceived 
urge intensity during the EMA study. The predictors were the total score 
on the Momentary Impulsivity Scale (MIS; a continuous variable), the 
type of urge participants had, whether participants were hungry (indi
cated as ‘yes’ or ‘no’), the time of day (rounded to the hour), and as 
control variables, participants’ age, sex, and the day of the week. We 
included an interaction term for the type of urge and whether the 
participant was hungry (e.g., the urge to drink alcohol while hungry). 
The model also included the participant as a random intercept and the 
type of urge as a random slope. 

For the analysis on the probability of controlling urges, we used a 
binomial generalised linear mixed model (GLMM) because the depen
dent variable is binary. The predictors were the responses on the 
Momentary Impulsivity Scale (MIS), the type of urge participants had, 
the intensity of the urge, whether participants were hungry (indicated as 
‘yes’ or ‘no’), the time of day, and as control variables, participants’ age, 
sex, and the day of the week. The model included an interaction term 
between the type of urge and hunger. The model included the partici
pant as a random intercept and the type of urge as a random slope. 

Using the afex package (Singmann et al., 2015), the p-values for the 
variables in the LMM were calculated by means of F-tests using the 
Kenward-Roger approximation for degrees-of-freedom (because these 
are easier to interpret for factors than tests on regression coefficients), 
and the p-values for the GLMM were calculated by comparing the like
lihoods of the full and restricted models using likelihood ratio tests (with 
corresponding Pearson’s χ2 statistics). We then investigated any signif
icant effects of factors and their interactions in the models described 
above using the emmeans package (Lenth et al., 2018) to identify the 
differences between the estimated marginal means of each factor, where 
we report Bonferroni adjusted p-values. For significant effects of 
numeric predictors, we also report the model coefficient. 

All data and code are available here. 

3. Results 

The final sample consisted of 47 participants and none who partici
pated in this part of the project were excluded from the study. Of these, 
28 (59.6%) were female Mage = 24.7 (SD = 6.3), 18 (38.3%) were male 
Mage = 25.9 (SD = 6.4), and one preferred not to reveal their sex. Par
ticipants missed 21.1% of prompts (350 out of 1666). Of the 1316 sur
veys returned, in 874 participants reported to have experienced an urge. 

Some urges had a much higher base rate than others. For example, 
the urge to snack was reported 731 times, while the urge to gamble was 
only reported 111 times and the urge to smoke 109 times. The other 
most common urges were online shopping (n = 344) and drinking 
alcohol (n = 269). As is to be expected, there was large interpersonal 
variability in the occurrence of different types of urges. Every partici
pant reported the urge to snack at least twice over the experiment (max. 
39 times). In comparison, only 14 participants reported the urge to 
smoke, and 19 to commit an act of aggression, at least twice. 

Participants’ age did not significantly affect the strength of their 
urges [1, 10], b = 0.016, 95% CI [-0.280, 0.312], F(1, 38) = 0.01, p =.93, 
or the probability of controlling those urges, odds ratio (OR) = 0.902, 
95% CI [0.646, 1.259], χ2(1) = 0.3, p =.58. Sex also did not impact the 
strength of urges, F(2, 19) = 2.01, p =.16. Males (estimated marginal 
mean (EMM) = 3.64, 95% CI [3.02, 4.26]) did not report significantly 
different urge intensities than females (EMM = 3.15, 95% CI [2.62, 
3.68]). The same held for the influence of sex on the probability of 
controlling urges: there was no significant difference in the probability 
of controlling urges for males versus females OR = 0.662, 95% CI 
[0.309, 1.419], χ2(2) = 1.93, p =.38. 

3.1. The influence of state impulsivity and hunger on the intensity of urges 

Participants’ responses on the MIS significantly predicted the 
strength of urges, F(1, 1494) = 99.04, p <.001. For each 1 SD increase on 
the MIS, participants reported a 0.622-point increase in the strength of 
the urge (b = 0.622, 95% CI [0.503, 0.741]). See Fig. 1 for a plot of the 
model output on the linear relationship between the intensity of urges 
and MIS scores. 

Participants’ hunger state was also a significant predictor for urge 
intensity F(1, 1485) = 7.80, p <.01. They reported more intense urges 
when they were hungry, b = 0.385, 95% CI [0.115, 0.656]. When par
ticipants indicated they were hungry, the intensity of urges went up by 
0.385 points. 

There was also a significant effect of the type of urge on the perceived 
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strength of urges, F(5, 11) = 6.14, p <.01. The urge to snack produced 
the strongest urges (estimated marginal mean (EMM) = 5.04, 95% CI 
[4.22, 5.85]), second strongest were urges to shop (EMM = 4.36, 95% CI 
[3.52, 5.20]), third were urges to drink alcohol (EMM = 4.13, 95% CI 
[3.28, 4.99]), fourth were urges to smoke (EMM = 3.38, 95% CI [2.21, 
4.54]), followed by aggression-related urges (EMM = 3.76, 95% CI 
[2.68, 4.83]), and urges to gamble (EMM = 3.08, 95% CI [1.80, 4.36]). 

There was also a significant interaction effect between the type of 
urge and hunger F(5, 1079) = 2.72, p =.02. Hungry participants re
ported stronger urges to snack (EMM = 5.46), b = 0.846, 95% CI [0.495, 
1.196], t(886) = 4.734, p <.0001), but also to drink (EMM = 4.63), b =
0.993, 95% CI [0.488, 1.499], t(1159) = 3.853, p <.001) than partici
pants who reported that they were not hungry (EMM = 4.61; EMM =
3.63, respectively). This means that the effect of hunger on the intensity 
of urges was stronger for urges to drink and snack than for other urges. 

See Fig. 2 for the relationship between the urge intensity of various urges 
and the hunger state of participants. 

3.2. The influence of state impulsivity and hunger on the ability to control 
an urge 

There was no significant effect of state impulsivity on the probability 
of controlling an urge OR = 0.871, 95% CI [0.739, 1.027], χ2(1) = 2.72, 
p =.1. This means that an increase of one standard deviation in a par
ticipants’ response on the MIS would result in a (non-significant) change 
in the odds of controlling that urge between 0.739 and 1.027. Impor
tantly, the 95% confidence interval includes 1 – the odds would stay the 
same. 

Hunger significantly predicted whether participants controlled their 
urges, χ2(1) = 4.26, p =.04. A follow-up test showed that the odds ratio 

Fig. 1. The association between state-impulsivity (MIS) scores [1,5] (x-axis) and the urge intensity (y-axis) in the linear mixed model (MIS scores are presented as a 
factor here but is a continuous variable in the model). The error bars represent 95% CIs. 

Fig. 2. The interaction effect between participants’ hunger state (y-axis) and the different types of urge (panel labels) on urge intensity (x-axis). The comparison 
arrows represent the pairwise tests; arrows that do not overlap represent a significant difference at a bonferroni adjusted alpha level of 0.05. 
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of participants controlling an urge when participants were hungry, as 
opposed to when participants were not hungry was 0.644:1 (95% CI 
[0.426, 0.973]. 

The type of urge had a significant effect on the probability that 
participants controlled their urges, χ2(5) = 28.38, p <.001. Participants 
exhibited the lowest probability of controlling an urge to snack (EMM =
0.687, 95% CI [0.492, 0.833]). Second lowest probability of controlling 
an urge was for smoking (EMM = 0.758, 95% CI [0.461, 0.920]), third 
lowest was for drinking (EMM = 0.786, 95% CI [0.604, 0.898]). Par
ticipants were the most likely to control urges pertaining to gambling 
(EMM = 0.832, 95% CI [0.609, 0.940]), shopping (EMM = 0.866, 95% 
CI [0.725, 0.941]) and aggression (EMM = 0.949, 95% CI [0.833, 
0.986]). This means that people had the lowest probability of control
ling an urge to snack (holding all else equal), controlling on average 69/ 
100 of these, whereas they had the highest probability of controlling an 
urge pertaining to aggression, controlling 95/100 of these. There was no 
significant interaction effect of hunger and the type of urge on the 
likelihood of controlling an urge χ2(5) = 5.87, p =.32. See Fig. 3 for the 
estimated marginal means of the probability of controlling an urge per 
urge type, partitioned by hunger state. 

The perceived intensity of an urge significantly predicted the prob
ability that a participant controlled that urge, χ2(1) = 118.36, p <.001. A 
more intense urge was associated with a lower probability of controlling 
the urge, OR = 0.694, 95% CI [0.647, 0.746]. This means that for every 
one-point increase on the 1–10 urge intensity scale, the odds of con
trolling the urge relative to the previous intensity level was 0.694. This 
roughly translates to the likelihood of controlling an urge with a ‘6′

response on the urge intensity scale, being 0.694 as high as controlling 
an urge with a ‘5′ response on the urge intensity scale. See Fig. 4 for the 
effect of the intensity of urges on the probability of controlling it. 

3.3. The influence of the time of day on urge intensity and the likelihood 
of controlling an urge. 

There was no effect of the time of day on the perceived intensity of 
urges, b = 0.073, 95% CI [-0.017, 0.163], F(1, 1596) = 2.49, p =.12. 

The time of day had a significant effect on the probability that par
ticipants controlled their urges χ2(1) = 12.39, p <.001, as participants 
were less likely to control their urges later in the day, OR = 0.791, 95% 
CI [0.693, 0.902]. The coefficient in the model is in log odds, 

transforming this variable to odds would show that for each hour later in 
the day, the odds ratio would be 0.79:1 for controlling the urge 
compared to the previous hour. See Fig. 5 for the relationship between 
the time of day and the probability of controlling urges. 

4. Discussion 

In this study, we studied the effects of state impulsivity and hunger 
on the intensity of various types of urges and on self-control. We found 
that state impulsivity influences urge intensity, but not the probability of 
controlling an urge, suggesting a bottom-up influence on impulsive 
behaviour. Further, we found that hunger affects both urge intensity and 
the probability of controlling an urge, suggesting support for a dual- 
process model for the effect of hunger on behaviour. Lastly, we found 
that the likelihood of controlling an urge was lower when it was later in 
the day, whereas there was no such effect on urge intensity. 

4.1. State impulsivity 

Participants reported stronger urges when they were in an impulsive 
state. However, they did not report diminished self-control in conjunc
tion with higher levels of state impulsivity. That is, while state impul
sivity was indirectly associated with the probability of controlling urges 
through urge amplification, it did not have a direct effect on self-control. 
This evidence is in support of a bottom-up influence of state impulsivity, 
whereas we find no support for a top-down influence (i.e., state impul
sivity appears to sensitise urges, while we found no evidence that it 
down-regulates inhibition). The lack of support for a top-down effect is 
surprising given the prevailing view that impulsivity is closely tied with 
a lack of self-control (Carver & White, 1994; Nigg, 2017; Patock-Peck
ham et al., 2001; Wiers et al., 2010). 

Moreover, our findings concerning state impulsivity have implica
tions to qualify the predictions of dual-systems models. Specifically, 
even though trait impulsivity ought to correlate with both the automatic 
and the deliberative systems, the two systems may not be equally 
affected by state impulsivity. This study provides evidence for a different 
effect of state impulsivity on the urge control process than is proposed 
about trait impulsivity, that is, it suggests that state impulsivity pri
marily affects people’s capacity to resist predominant response ten
dencies (i.e., self-control) indirectly, by strengthening the emphasis on 

Fig. 3. The effect of hunger (y-axis) on the probability of controlling in urge (x-axis), partitioned by the type of urge (panel labels). The arrows represent pairwise 
comparisons; arrows that do not overlap represent a significant difference at a bonferroni adjusted alpha level of 0.05. 
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the impulse-response system—not by limiting people’s ability to resist. 
More research needs to be done to determine whether state impulsivity 
is also directly associated with lesser self-control. 

The implication is that state impulsivity impacts the salience of 
stimuli, which is significant because it has implications for clinical 
research on addiction. In people with drug addiction, drug-related 
stimuli are already more salient than other important stimuli (e.g., 
Lubman et al., 2008) and impulsivity is implicated in attentional bias 
toward drug-related stimuli (Coskunpinar & Cyders, 2013; Field & Cox, 
2008), so fluctuations in state impulsivity might amplify this difference 
in salience and attention, temporarily making drug-related urges too 
strong to withstand. 

Given the strong relationship between the intensity of urges and 
whether the urge is controlled, these results suggest that the effort 
exerted into improving the capacity to control urges when people are in 
an impulsive state could be better spent on other on-the-fly interventions 
that help reduce urges and cravings, or identifying and removing 

triggers for impulsive states (Hawker et al., 2021; Kakoschke et al., 
2018). 

4.2. Hunger 

When participants were hungry, their urges were stronger, and they 
had a lower probability of controlling urges, even when controlling for 
urge intensity. More surprising, however, is that the effect of hunger on 
both urge intensity and the probability of controlling urges is not limited 
to eating-related stimuli (and thus is somewhat domain-general). That 
is, hunger amplifies the urges people experience, as well as decreasing 
the likelihood that they control an urge, holding fixed the intensity of 
the urge. 

This effect corroborates the findings that hunger increases impulsive 
behaviour in non-human animals (Anderberg et al., 2016; Laude et al., 
2012; Zheng et al., 2019), and some emerging evidence of the same 
effect in humans in the domains of gambling (Li et al., 2020) and delay 

Fig. 4. The relationship between urge intensity (x-axis) and the probability of controlling an urge (y-axis). The grey dots represent data aggregated over participants 
in each urge intensity level. The error bars represent 95% CIs. 

Fig. 5. The association between the time of day and the probability of controlling an urge. The grey band represents a 95% CI.  
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discounting (Skrynka & Vincent, 2019), which is implicated in various 
addictive behaviours (Amlung et al., 2017). It also increases the confi
dence in the external validity of the effect of hunger on impulsive 
behaviour because this effect was observed in participants’ natural 
environments. 

It initially seems that hunger and the time-of-day influence self- 
control (i.e., the capacity to control urges). However, we did not ask 
participants whether they resisted the urge, so it may be that they 
merely resisted their urges less when they were hungry, or when it was 
late (i.e., the motivation to control urges). It may still be that the time of 
day influences self-control, but it is likely that as it gets later in the day, 
people switch task priorities as they transition from pursuing ‘have-to’ 
goals, to ‘want-to’ goals (Inzlicht et al., 2014). This motivational effect 
has been proposed as an alternative to ego depletion, which is closely 
related to the time of day. However, to identify whether the effect is 
motivational or whether self-control is affected, more research is needed 
to assess whether participants are less likely to attempt to resist urges 
later in the day, and when hungry. 

There was also an interaction effect of hunger with the type of urge; 
urges pertaining to drinking alcohol and snacking were more strongly 
amplified by hunger than the other types. It could be that hunger leads 
to stronger amplification of the urge to drink alcohol and snack because 
these both address the homeostatic need for energy. Indeed, there is 
some evidence that interoceptive capacity for differentiating hunger 
from thirst might be limited (Eiselt et al., 2021). Thus, trouble dissoci
ating an urge to snack from hunger is to be expected, though specific 
food cravings often occur without the urge to snack (Massey & Hill, 
2012), and trends in snack-food cravings and general hunger are 
dissociable (Reichenberger et al., 2018). But, this is a further leap for 
alcoholic drinks—there should be good dissociability between hunger 
and alcohol cravings. A conjecture for future research is that it is due to 
the association of alcoholic drinks with food (Escrivá-Martínez et al., 
2020). 

4.3. Methodological considerations 

We were able to find these effects because of the smartphone-based 
EMA methodology used for the experiment, which allowed us to study 
the effects of hunger on impulsive behaviour in people’s everyday 
environment. This is necessary to show that the effects of hunger on 
impulsive behaviour is present in the outside world, rather than just in 
the laboratory. Moreover, it allowed us to tease apart the effect of 
hunger on the urge, rather than just on the likelihood of controlling 
various types of urges without creating an unwieldy design with various 
experiments testing different types of urges. 

Through its better ecological validity, EMA methodology has distinct 
advantages over other approaches, which bolsters confidence that 
findings in the study replicate in real life. However, researchers also to 
some extent must relinquish control over the environment. This means 
that researchers are unable to fully ascertain whether participants are 
paying attention and what other variables might be interfering with the 
experiment. 

The lack of an effect for a top-down influence of impulsivity in this 
study may be due to the limited interoceptive abilities of participants. 
Participants might inflate the experienced intensity of urges in hindsight 
to justify their failure to control them. But, if this were the case, then we 
should not have found the top-down influence of hunger, as it would be 
unlikely that participants would not have the same interoceptive issue 
for the influence of hunger. Alternatively, the lack of a top-down in
fluence in our sample could be caused by a lack of power for a smaller 
effect size, which could be addressed in future research. 

There were some limitations to our design. In particular, the effect 
sizes of hunger on urge intensity and self-control in our study might be 
imprecise because we used a binary measure for measuring hunger; a 
continuous measure could provide more information on the effects of 
hunger on behaviour. In addition, our sample skewed towards female 

participants, and although there was no effect of sex on either of the 
dependent variables, this skew could affect the external validity of the 
results. As such, further research on sex differences in the experience 
and impact of state impulsivity is needed. 

Future research could clarify the implications of impulsivity traits on 
daily life by correlating them with behaviour patterns in EMA experi
ments. Research in this area is sparse, but initial work has been 
completed on affective instability (Solhan et al., 2009). It is important to 
know how self-reported ‘typical’ behaviour or experiences, which is 
what trait measures usually rely on, translate to real-time behaviour. 
Especially because humans are prone to recall biases, and this infor
mation is often used to diagnose psychiatric disorders. Recall bias could 
cause misdiagnosis or overdiagnosis leading to overmedication, unnec
essary treatment, and increased burden on the healthcare system 
(Bruchmüller et al., 2012). Shedding light on potential systematic errors 
in answering trait scales would be useful in clinical settings and could be 
utilised to improve trait scales. 

The findings in the current work could aid clinical research, as 
impulsivity is a key symptom of many neurological and mental disor
ders, including brain injury, dementia, substance and behavioural ad
dictions, bipolar, eating or personality disorders, and many 
psychopathological symptoms show variability (American Psychiatric 
Association, 2013; Ebner-Priemer et al., 2009; Moeller et al., 2001). A 
focus on the effects of state impulsivity and hunger on behaviour in 
clinical settings, using an EMA paradigm like the one presented in the 
current study, will be useful considering that these states are more 
proximal and thus highly relevant to behaviours of interest. Acquiring 
new insights on the influence of fluctuations in state impulsivity, hunger 
could aid in identifying better ways to maintain goal-directed behaviour 
and thus better treatment outcomes. 
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3.7 Supplementary Materials

In the supplementary materials, we provide further details about the analysis. Not

all interactions in both models were reported because they were not of interest for

our research questions. However, the exclusion of these variables from the model could

theoretically affect the coefficients and significance of the relationships between the other

variables through omitted variable bias.

Thus, to ensure transparency of the relationships between the variables in a fully speci-

fied model, we report the effects of the other interactions in table format. See Table S1

and Table S2.

Table S1: A regression table, showing a comparison between a linear mixed model,
with urge intensity as the dependent variable, that has maximally specified interactions

between the predictors of interest (left) and the model used in the article (right).

Dependent variable

Urge Intensity

Independent variable (1) (2)

hungerState1 0.220*** 0.193***

(0.073) (0.066)

typeOfUrge1 0.267* 0.175

(0.14) (0.182)

typeOfUrge2 -0.888** -0.878***

(0.369) (0.274)

typeOfUrge3 -0.192 -0.2

(0.225) (0.216)

typeOfUrge4 0.441** 0.401**

(0.194) (0.188)

typeOfUrge5 -0.783** -0.578*

(0.337) (0.339)

MIS 0.656*** 0.622***

(0.079) (0.061)

hour 0.073 0.073

(0.046) (0.046)

age -0.004 0.016

(0.155) (0.151)

sex1 -1.147*** -0.805**

(0.324) (0.342)

sex2 1.736*** 1.121**

(0.516) (0.57)

weekDay1 0.134 0.128

(0.11) (0.109)

weekDay2 -0.047 -0.047

(0.118) (0.118)

weekDay3 -0.07 -0.099

Continued on next page
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Table S1 – continued

Urge Intensity

(1) (2)

(0.107) (0.106)

weekDay4 0.006 -0.001

(0.117) (0.117)

weekDay5 -0.095 -0.055

(0.108) (0.107)

weekDay6 0.135 0.134

(0.121) (0.121)

hungerState1:typeOfUrge1 0.344*** 0.304**

(0.123) (0.121)

hungerState1:typeOfUrge2 0.007 -0.169

(0.217) (0.174)

hungerState1:typeOfUrge3 -0.439** -0.328**

(0.171) (0.158)

hungerState1:typeOfUrge4 -0.074 -0.045

(0.118) (0.112)

hungerState1:typeOfUrge5 -0.037 0.008

(0.193) (0.188)

hungerState1:MIS 0.051

(0.07)

typeOfUrge1:MIS -0.352***

(0.122)

typeOfUrge2:MIS -0.036

(0.198)

typeOfUrge3:MIS 0.112

(0.181)

typeOfUrge4:MIS 0.094

(0.12)

typeOfUrge5:MIS 0.154

(0.227)

hungerState1:typeOfUrge1:MIS 0.261**

(0.118)

hungerState1:typeOfUrge2:MIS -0.335*

(0.177)

hungerState1:typeOfUrge3:MIS 0.165

(0.18)

hungerState1:typeOfUrge4:MIS -0.125

(0.111)

hungerState1:typeOfUrge5:MIS 0.121

(0.21)

Constant 4.187*** 3.957***

(0.298) (0.311)

Observations 1,688 1,688

Log Likelihood -3,533.75 -3,524.41

Akaike Inf. Crit. 7,179.50 7,138.83

Bayesian Inf. Crit. 7,483.66 7,383.24

Continued on next page
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Table S1 – continued

Urge Intensity

(1) (2)

Note: *p<0.1;**p<.05;***p<0.01

Table S2: A regression table, showing a comparison between a binomial generalised
linear mixed model, with self-control as the dependent variable, that has maximally
specified interactions between the predictors of interest (left) and the model used in

the article (right).

Dependent variable

Urge Control

Independent variable (1) (2)

hungerState1 -0.291** -0.220**

(0.118) (0.105)

typeOfUrge1 -0.253 -0.303

(0.227) (0.208)

typeOfUrge2 -0.156 -0.005

(0.452) (0.412)

typeOfUrge3 1.360** 1.319***

(0.583) (0.501)

typeOfUrge4 0.361 0.268

(0.265) (0.239)

typeOfUrge5 -0.499 -0.463

(0.441) (0.41)

MIS -0.135 -0.138*

(0.129) (0.084)

age -0.078 -0.103

(0.178) (0.17)

sex1 -0.438 -0.452

(0.427) (0.423)

sex2 0.481 0.491

(0.793) (0.786)

hour -0.240*** -0.236***

(0.068) (0.067)

weekDay1 0.179 0.186

(0.164) (0.164)

weekDay2 -0.251 -0.243

(0.168) (0.167)

weekDay3 -0.056 -0.047

(0.155) (0.154)

weekDay4 -0.152 -0.125

(0.172) (0.17)

weekDay5 0.136 0.121

(0.155) (0.154)

weekDay6 0.255 0.244

(0.174) (0.174)

urgeIntensity -0.362*** -0.365***

(0.037) (0.036)

Continued on next page
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Table S2 – continued

Urge Control

(1) (2)

hungerState1:typeOfUrge1 -0.006 -0.001

(0.194) (0.177)

hungerState1:typeOfUrge2 -0.002 0.092

(0.319) (0.253)

hungerState1:typeOfUrge3 -0.053 -0.028

(0.349) (0.301)

hungerState1:typeOfUrge4 -0.396** -0.399**

(0.199) (0.181)

hungerState1:typeOfUrge5 0.494 0.406

(0.307) (0.289)

hungerState1:MIS 0.089

(0.117)

typeOfUrge1:MIS 0.324

(0.205)

typeOfUrge2:MIS 0.111

(0.274)

typeOfUrge3:MIS -0.127

(0.368)

typeOfUrge4:MIS -0.412**

(0.197)

typeOfUrge5:MIS 0.015

(0.393)

hungerState1:typeOfUrge1:MIS -0.239

(0.194)

hungerState1:typeOfUrge2:MIS 0.05

(0.246)

hungerState1:typeOfUrge3:MIS 0.139

(0.354)

hungerState1:typeOfUrge4:MIS 0.201

(0.179)

hungerState1:typeOfUrge5:MIS 0.046

(0.339)

Constant 1.623*** 1.602***

(0.44) (0.428)

Observations 1,687 1,687

Log Likelihood -790.357 -795.875

Akaike Inf. Crit. 1,692.71 1,681.75

Bayesian Inf. Crit. 1,996.83 1,926.13

Note: *p<.1;**p<.05;***p<0.01

We also provide the variable coding for the different factor levels for the day of the week

and the type of urge. This can be used to interpret the effects of the different days and

urges on the dependent variables in Table S1 and Table S2. Deviance (or sum contrast)

coding is different from dummy (or treatment) coding because it allows the model to
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center the effects over the grand mean—instead of, say, at one particular reference level

urge, and reference level weekday.

Table S3: Contrasts for the sex factor in both models. Contrasts are deviance (sum
contrast) coded, which means that all the contrasts sum to 1. In this case, we would
have to hold both sex coefficients at -1 to see the effect of being male compared to the

grand mean.

sex1 sex2

Female 1 0
NA 0 1
Male -1 -1

Table S4: Contrasts for the weekday factor in the model.

Weekday1 Weekday2 Weekday3 Weekday4 Weekday5 Weekday6
Monday 1 0 0 0 0 0
Tuesday 0 1 0 0 0 0
Wednesday 0 0 1 0 0 0
Thursday 0 0 0 1 0 0
Friday 0 0 0 0 1 0
Saturday 0 0 0 0 0 1
Sunday -1 -1 -1 -1 -1 -1

Table S5: Contrasts for the type of urge factor in the model.

typeOfUrge1 typeOfUrge2 typeOfUrge3 typeOfUrge4 typeOfUrge5
Alcohol 1 0 0 0 0
Gamble 0 1 0 0 0
Aggression 0 0 1 0 0
Shop 0 0 0 1 0
Smoke 0 0 0 0 1
Snack -1 -1 -1 -1 -1

In addition, we provide the results of F-tests and likelihood ratio tests comparing the

maximally specified models to the models used in the article, to show the difference in

goodness-of-fit between different model specification. See Table S6 and Table S7 for

these results.
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Table S6: An ANOVA table, showing conditional F-tests for the predictors in the
maximally specified model with urgen intensity as the dependent variable. Of particular
interest are the bottom three rows because these interactions are not in the model used

for article.

Effect df F p.value
hungerState 1, 1502.42 8.68 ** 0.003
typeOfUrge 5, 15.03 6.69 ** 0.002
MIS 1, 504.56 59.01 *** <.001
hour 1, 1591.08 2.43 0.119
age 1, 39.04 0 0.984
sex 2, 13.24 4.26 * 0.037
weekDay 6, 1582.48 0.63 0.709
hungerState:typeOfUrge 5, 1144.44 2.90 * 0.013
hungerState:MIS 1, 880.25 0.45 0.501
typeOfUrge:MIS 5, 329.08 1.49 0.191
hungerState:typeOfUrge:MIS 5, 872.88 1.98 + 0.08

Table S7: An ANOVA table, showing likelihood ratio tests for the predictors in the
maximally specified model with whether the participant controlled the urge as the
dependent variable. Of particular interest are the bottom three rows because these

interactions are not in the model used for the article.

Effect df Chisq p.value
hungerState 1 5.70 * 0.017
typeOfUrge 5 29.03 *** <.001
MIS 1 1.11 0.292
age 1 0.23 0.634
sex 2 1.73 0.421
hour 1 12.59 *** <.001
weekDay 6 6.64 0.355
urgeIntensity 1 114.94 *** <.001
hungerState:typeOfUrge 5 5.79 0.327
hungerState:MIS 1 0.59 0.441
typeOfUrge:MIS 5 8.3 0.141
hungerState:typeOfUrge:MIS 5 5.06 0.409



Chapter 4

Curbing Urges with Compassion

and Future Thinking

4.1 Linking Text for Chapter 4

In the previous Chapter, I showed that state changes are important for how people

experience urges and the concomitant behavioural outcomes; in situations where people

are hungry or when they feel impulsive, their urges become stronger.

The changeability of the intensity of urges undoubtedly sometimes leads to sub-optimal

situations from a public health point of view—people become more vulnerable to their

baser impulses in situations that are often predictable. While normally effective solutions

to individual fallibilities can be found in system-level change (Chater & Loewenstein,

2022; Singer, 2022), sometimes systemic change is not feasible for a variety of reasons.

This Chapter will explore people’s experiences and ability to cope with urges in such a

context.

Much of the research for the current PhD thesis was conducted during the COVID-19

pandemic. When the pandemic struck, it paralysed many nations across the globe. Pol-

icymakers struggled to find effective policies to combat a quickly developing virus with

little evidence of how it spread or even how dangerous it would be if it would be allowed

to run its course through society. One of the problems in combating COVID-19 was that

the time frame in which the situation developed precluded any large-scale system change.

107
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For example, it turned out that most viral transmission occurred indoors (though there

was much uncertainty about this at first), and that one of the most effective remedies

for this would be to have proper ventilation (see e.g., Berry et al., 2022). However,

updating building standards for public spaces to ensure proper ventilation and applying

those standards to older buildings would have taken decades to complete. Instead, pub-

lic health officials advised people and businesses to open doors and windows—something

that is particularly unpleasant in places where winters are cold or summers oppressive.

The lack of effective system change policy solutions as well as the lack of evidence on viral

transmission pathways thus led to a need for behavioural interventions that were aimed

at changing how people went about their day-to-day business (Bavel et al., 2020). This

led to difficult public health trade-offs because such interventions were aimed mostly

at reducing close contact between people; in most countries the public was asked to

physically distance, keeping 1.5m between each other at all times, and more strongly,

many countries enforced societal lockdowns where people were only allowed to leave

their homes for specific reasons. Such interventions had large implications for mental

health and physical health (Morina et al., 2021).

Nonetheless, many public health officials decided that reducing the transmission of

COVID-19 was more pressing because public health systems were not prepared for such

high and urgent disease burdens. In hospitals, there were shortages of many key re-

sources for providing proper healthcare. Countries across the globe were scrambling

for personal protective equipment, there were too few intensive care beds, and there

were staff shortages (many of the support staff, nurses, and doctors experienced burn

out, or got COVID-19 themselves, after which they needed to quarantine). It was thus

important for reducing the burden of COVID-19 on the healthcare system and the gen-

eral population that adherence to public health guidelines was adequate. Very few of

the required protective behaviours (i.e., protective against viral transmission) could be

stimulated through incentives, much less effectively policed. Instead, political leaders

often opted for frequent press conferences in which they gave updates on the situation

in their area and pleaded for compliance with public health guidelines.

On a personal level, I was surprised by how radically life changed in such a short time

period. I felt that if I had trouble adapting to this new way of life, others would too.

After contemplating what this meant for my PhD programme and my research in general,
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my main supervisor at Monash University, Jakob Hohwy, and I discussed whether we

would be able to contribute anything meaningful to the management of the pandemic

scientifically. The next three Chapters are part of this effort. This COVID-19 research

prompted interesting new research collaborations, other projects (e.g., chatbot research,

see van Baal, Le, Fatehi, Hohwy, et al., 2022; van Baal, Le, Fatehi, Verdejo-Garcia, et

al., 2022), and a deeper appreciation on my part of how intertwined behavioural science

and public health are.

In the next two Chapters, I investigate the effectiveness of simple communication-based

manipulations to increase people’s compliance with public health guidelines. The current

Chapter will focus on investigating experimentally whether two particular messages are

effective at bringing about increases in individual-level behaviours that diminish the

chance of viral transmission (i.e., “protective behaviours”). Participants receive prompts

designed to stimulate compassion and contemplation about the future.

Similar to Chapter 3, I measured the intensity of participants’ urges and the probability

that they control those urges, but this time the urges we measured pertain to protective

behaviours (e.g., the urge to leave home). In addition, for this Chapter, we are not only

interested in how people experience and deal with urges, but we are also interested in

the mechanisms through which our prompts can influence behaviour. In terms of the

model developed in Chapter 1, we are interested in whether, if these prompts work, they

desensitise urges through changing their potency (i.e., an attenuation of the relationship

between the reward valuation and behaviour), or whether they increase self-control.

This Chapter has been published.
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Episodic future thinking and compassion reduce
public health guideline noncompliance urges: A

randomised controlled trial

Simon T. van Baal, Antonio Verdejo-Garćıa, Jakob Hohwy

Abstract

Background

People often feel urges to engage in activities that violate pandemic public health guide-

lines. Research on these urges has been reliant on measures of typical behaviour, which

fail to capture these urges as they unfold. Guideline adherence could be improved

through interventions, but few methods allow for ecologically valid observation of the

range of behaviours that pandemic guidelines prescribe.

Methods

In this preregistered parallel randomised trial, 95 participants aged 18-65 from the UK

were assigned to three groups using blinded block randomisation, and engaged in episodic

future thinking (n = 33), compassion exercises (n = 31), or a control procedure (n =

31). Following an ecological momentary assessment procedure, participants report on

the intensity of their occurrent urges (min. 1, max. 10) and their ability to control

them. The study further investigates whether, and through which mechanism, state

impulsivity and vaccine attitudes affect guideline adherence.

Results

Episodic future thinking (b = -1.80) and compassion exercises (b = -1.45) reduced the

intensity of urges. State impulsivity is associated with stronger urges, but we found no

evidence that vaccine hesitancy predicts lesser self-control.

Conclusions

We conclude that episodic future thinking exercises and compassion training may be

used to decrease non-compliance urges of individuals who are an acute public health

risk for the community, such as those in voluntary isolation.
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4.2 Introduction

It is challenging to study predictors and methods for improving pandemic public health

guideline adherence because such behaviour is not readily observed in laboratory set-

tings, nor easy to reveal with self-report cross-sectional surveys. Using ecological mo-

mentary assessment rather than one-shot surveys, the focus of this study is to find

whether episodic future thinking and compassion exercises could contribute to increas-

ing adherence to public health guidelines for preventing COVID-19 spread. We also

investigate whether state impulsivity and vaccine attitudes predict guideline adherence,

while assessing through which mechanism these predictors affect behaviour.

Much research focuses on designing public health communication to achieve optimal pub-

lic health guideline adherence (Bavel et al., 2020). Protective behaviours such as staying

home during a lockdown can have immediate adverse impact on people’s financial situ-

ation (U.S. Department of Labor, 2021), mental health (Barari et al., 2020; Niedzwiedz

et al., 2021; Pieh et al., 2021), and physical health (Constandt et al., 2020; Robinson

et al., 2021). In contrast, the effects of non-adherence are often less immediate: it may

take time before symptoms from infection and accompanying negative consequences are

experienced; there may be subsequent effects on others rather than oneself, such as

by infecting loved ones or causing outbreaks in the community. Decisions on adopting

protective behaviours therefore constitute a dilemma between choosing the long-term

greater good versus the short-term individual gain. Here we test if increasing people’s

future-orientedness and compassion can stimulate the adoption of protective behaviours

during a pandemic.

To increase future-orientedness, we use episodic future thinking (EFT): imagining or

simulating experiences that might occur in one’s future. EFT decreases the degree to

which rewards are devalued if they are received further in the future, known as delay

discounting (Benoit et al., 2011; Peters & Büchel, 2010), which implies that the perceived

value of immediate rewards will be diminished relative to future rewards. This means

that EFT likely affects the intensity of urges, though the effects of EFT in various
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domains suggest that EFT might also impact self-control independently of the strength

of urges (Snider et al., 2016; Stein et al., 2017; Stein et al., 2016).

Adopting protective behaviours is ultimately also prosocial, and prosocial behaviour can

be enhanced by stimulating compassion, the feeling that arises in witnessing another’s

suffering and that motivates a subsequent desire to help (Goetz et al., 2010). Compassion

training has a valuation element in addition to a behavioural element, which means

compassion training could affect both the intensity of urges and self-control (Omoto

et al., 2009; Weng et al., 2013), both of which this study will investigate, in the context

of urges of non-adherence to protective behaviours in a pandemic.

In addition, vaccine hesitancy, attitudes on the effectiveness of these vaccines, and pre-

dictions about how soon the pandemic will end could factor into people’s behaviour.

These attitudes are usually linked to other attitudes and behaviours relevant to pan-

demic behaviour such as lesser social distancing and mask-wearing (Latkin et al., 2021;

Romer & Jamieson, 2020). We therefore also investigate how such predictors of guideline

adherence influence moment-to-moment behaviour.

Impulsivity, the tendency to make rapid responses for short-term gratification and with

insufficient regard for negative consequences (Moeller et al., 2001), is negatively cor-

related to public health guidelines adherence (Kooistra & van Rooij, 2020; Wismans

et al., 2021). The steep delay discounting characteristic of high impulsivity can be in-

fluenced by fluctuations in internal states (Odum & Baumann, 2010). To understand

how impulsivity affects moment-to-moment behaviour, it is important to gauge people’s

mental state when behaviours occur (Curran & Bauer, 2011; Fisher et al., 2018). Thus,

we study these behaviours in an ecologically valid manner, where proximal information

on state impulsivity is obtained.

This study seeks to avoid the distortions that often afflict self-report measures about

typical behaviour (Althubaiti, 2016). To gain insights into moment-to-moment protec-

tive behaviour in the ‘wild’ and real-time changes following behaviour change interven-

tions, we employ an ecological momentary assessment (EMA; or experience sampling)

paradigm.

In our preregistered analyses, we predicted that both the compassion intervention and

the episodic future thinking intervention would increase the likelihood of controlling
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urges, where we analyse their effect on self-control and the intensity of urges. Further-

more, we predicted that state impulsivity is associated with stronger urges and fewer

attempts to resist urges, and that vaccine hesitancy and shorter predicted back-to-

normal time frames are negatively correlated with the likelihood of controlling an urge

through diminishing self-control.

4.3 Methods

4.3.1 Design

This study used an individually randomised parallel group trial with three groups: EFT,

Compassion, and Control. In a single-blind procedure, participants were assigned to a

group after they completed an eligibility assessment, which was also when baseline data

was collected. By responding to survey prompts on their mobile phones, participants

provided up to 5 repeated measurements throughout the day – maximally 35 surveys

completed throughout the one-week long experiment. This study was preregistered

on 21/03/2021 on the Open Science Framework and registered as a clinical trial at

clinicaltrials.gov on 02/09/2021, clinical trial ID: NCT05031559.

4.3.2 Participants

The final sample contained 95 UK residents, recruited using volunteer sampling through

the Prolific participant platform. Participants were 18-65 years of age, and within that

age group, we created a representative sample based on sex and age (2x4), with age

strata 18-29, 30-41, 42-53, 54-65, (e.g., 18–29-year-old females).

Participants (n = 293) completed an eligibility survey prior to the experiment, which was

used to create a representative sample. Participants were added to the EMA software in

two rounds in order to cope with varying drop-out across the eight demographic strata,

since there was more dropout than anticipated during the EMA app download-phase.

Participants were asked whether they or one of their family members were part of a

group that is vulnerable to COVID-19. Participants also answered questions on their

willingness to take a COVID-19 vaccine and their beliefs about vaccine efficacy. We

https://osf.io/b5vxg?view_only=782687bde6114ee0a03db78eb1118220
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also elicited predictions of when people would be able to resume on-site work (insofar

as that will ultimately be the case), when people would be able to go on holiday, and

when life would go back to ‘normal’. These predictions and vaccination attitudes were

then combined into three scores, varying from 0 to 10.

Notably, the UK government announced on 29 March that 6 people from 6 different

households would be allowed to meet outside. This, together with Easter weekend,

produced a situation wherein people were likely to have non-adherence urges.

4.3.3 Randomisation and Masking

Groups were assigned according to block randomisation (8 strata, 3 groups; sequence

obtained from sealedenvelope.com), see Supplementary Materials for the distribution of

age and sex per group. Participants were unaware of their condition assignment, but the

experimenter was (considering that they had to be added to the appropriate group in

the software). Participants were either assigned to the EFT condition, the Compassion

condition, or the Control condition.

4.3.4 Procedure

Each morning at 7.30am (expiry time 10am), participants would be asked to do either an

EFT exercise, a compassion exercise, or reflect on a recent news story related to COVID-

19. For the EFT exercise, participants were asked to imagine themselves in a future

without COVID-19, for example, where they were travelling without restrictions. For

the compassion exercise, participants were asked to imagine the suffering of individuals

who were badly affected by COVID-19, for example, through the loss of family members.

The news stories of COVID-19 concerned the negative impacts of COVID-19 on society

(e.g., public health, business). All prompts are included in the Supplementary Materials

(Table S1). After each group-dependent prompt, participants would be prompted with

“Remember that your behaviour has an effect on the COVID-19 situation”. Videos of

the user interface are available.

Each day, after the morning survey, participants would receive 5 surveys that were

available for 1 hour. In randomised order, they were asked whether since the last survey

they had felt an urge to not wash their hands, not cover their mouths when coughing or

sealedenvelope.com
https://osf.io/x5edw/?view_only=d360db6dd6064aba99ec47b943adf94e
https://osf.io/x5edw/?view_only=d360db6dd6064aba99ec47b943adf94e
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sneezing, not socially distance (e.g., to hug, shake hands), not leave details for contact

tracing, or whether they had felt an urge to leave their house, touch their face, or avoid

getting tested when it would have been better to do the opposite (from a COVID-19

standpoint). Participants responded using a slider [0,10], where 0 indicated no urge, 1

indicated a very weak urge, and 10 indicated a very strong urge. We then administered

the Momentary Impulsivity Scale (Tomko et al., 2014).

4.3.5 Analysis

To determine sample size, we estimated an effect size of a 5-percentage point increase

in the probability to control an urge in the EFT and Compassion groups, and assumed

that participants would indicate they had an urge 3 times a day. We identified that

95% power, under these assumptions, could be achieved by collecting data from 90

participants. The power analysis is publicly available.

The intensity of urges was modelled using a cumulative link mixed model (CLMM) with

a logit link, using the ordinal R package (Christensen, 2018). The intensity of the urge

was entered directly into the model—no averaging was conducted—and we included the

following predictors: the group, the type of urge (and interaction between those), state

impulsivity, with age, sex, the time of day and the day of the week as control variables,

and the participant as the random intercept.

The type of urge was not included as a predictor in the main preregistered models,

but it was specified in the exploratory analyses section and because the effects of the

intervention might differ across domains, we decided to include it in the main analyses.

In both analyses, we decided to deviate from the preregistration by including interaction

terms between the type of urge and the intervention because we deemed it likely that

the intervention might affect some urges more than others. The preregistration also

specified the use of a linear mixed model, but due to the ordinal nature of the response

variable, we deviated from this plan and conducted the analysis using a CLMM.

We used a binomial generalised linear mixed model (GLMM) to conduct the self-control

analysis. In addition to the variables in the model above, vaccine hesitancy, vaccine

https://osf.io/pj9ft/?view_only=57038e2dfe35463c919353caf7e66a0b
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effectiveness beliefs, back-to-normal timeline predictions, and whether participants at-

tempted to resist the urge were included. The analysis was conducted using the afex

package (Singmann et al., 2015).

A false discovery rate adjusted alpha of .05 was used to determine whether the effects

based on the CLMM or on the GLMM were significantly different from those expected

if the null hypothesis were correct. The emmeans package (Lenth et al., 2018) was used

to conduct pairwise tests between factor levels; differences noted for the CLMM are

on the latent scale (where the scale and location are arbitrary), while the differences

for the GLMM are odds ratios. For numeric predictors, we zero-centered predictors to

facilitate the interpretation of coefficients and differences between factor levels, and we

used model coefficients to assess significance. For categorical predictors, we used sum

contrast coding to compare the effects of independent variables against the grand mean.

Effect sizes are reported as odds ratios. Effect sizes are reported as odds ratios.

Our analyses were preregistered, data and analysis are available (van Baal et al., 2021).

4.4 Results

The experiment took place from 29 March to 4 April 2021. The UK was in a state of

lockdown then, but most regions in the UK were in the early phases of reopening. In

total, 200 participants were added to the EMA software, 112 of whom downloaded the

app, and 97 of those completed more than 50% of the EMA surveys. As indicated in

our preregistration, participants who completed less than 50% of EMA surveys were

excluded. Finally, two participants never reported having urges of non-adherence, and

thus these were excluded from the final sample. In the final sample, there were 40

(42.1%) males, with a mean age of 41.0 (SD = 14.0), and 55 females (57.9%) with a

mean age of 41.0 (SD = 12.5). See Table S1 for demographic information per group;

see Figure S2 for a CONSORT diagram describing the flow of the recruitment process.

Table S1: Demographic information of the sample, per group.

Condition Age: Mean (SD) Male Vaccinated Covid

Compassion 41.8 (13.5) 35.5% 41.9% 6.5%

Control 39.8 (13.2) 41.9% 45.2% 3.2%

EFT 41.8 (13) 48.5% 39.4% 6.1%

https://osf.io/b5vxg/?view_only=782687bde6114ee0a03db78eb1118220
https://osf.io/pj9ft/?view_only=57038e2dfe35463c919353caf7e66a0b
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Further, 40 participants (42.1%) reported they had received a COVID-19 vaccine, and 5

reported that they had been diagnosed with COVID-19 at some point, with one partic-

ipant reporting they had experienced both of these events. Even though the individual

risk of COVID-19 is mitigated for vaccinated individuals and those who previously con-

tracted COVID-19, they were still required to comply with the guidelines for various

reasons. Therefore, vaccinated individuals were not excluded.

Missing data in EMA study designs usually occurs survey-wise (Sun et al., 2021), which

is also the case in our study—8.7% of the data collection surveys were missing in the

final sample, with only 0.9% of the data collection surveys missing individual values.

Many participants missed surveys on Monday because they were still familiarising with

the software. Missing data for the data collection surveys was disproportionately con-

centrated in the responses of female participants (10.2% missing data for females; 7.3%

for males). Moreover, participants with missing data tended to be slightly older (Mage

= 43.7 for missing data entries; Mage = 40.2 for non-missing data entries). See Table S2

for a table describing the structure of the data, and further details on the missing data.

Without the access to other momentary information that correlates with the outcome

variables, this pattern of missingness largely prohibits the use of modern data methods

to eliminate bias or improve statistical power. We did not find evidence the day of the

week, the sex or age of participants impacted the outcome variables, so there appears

to be no need to assume the pattern of missingness in this study gives reason to be

concerned about biased estimates. Therefore, we conclude that the data is missing at

random (MAR), and these variables are included in the statistical models so the risk of

biased estimates is limited (McLean et al., 2017). The other 1.1% of surveys containing

missing data only missed values on the MIS, most likely due to a software error. We

found no observable patterns in the other variables for these missing values, so here too

we will assume these data are MAR.

Different types of urges occurred at different rates: over the one-week-long experiment,

83 out of the 95 participants reported the urge to leave the house at least once, and

did so 6.80 times on average (SD = 6.09), 79 reported the urge to touch their face (M

= 7.91, SD = 8.14), 73 Participants reported the urge to disregard social distancing

guidelines (M = 4.66, SD = 4.37), while 60 reported the urge to not wash their hands

(M = 5.03, SD = 6.11). Only 33 participants reported the urge to not cover their mouth
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(M = 2.82, SD = 4.39), 21 participants reported the urge to not leave their contact

details (M = 3.86, SD = 7.18), and 17 participants reported the urge to avoid getting

tested (M = 4.82, SD = 7.77).

There was high variance in the number of urges people experienced, and the average

number of urges experienced was similar over the different groups: in the EFT group,

people had 20.0 urges on average (SD = 30.2) in the Compassion group, people had

23.1 urges on average (SD = 16.3) and 23.0 (SD = 26.7) in the Control group.

The various types of urges were different in their intensity and in their controllability.

We report these differences partitioned by group in Table S2, but we also report general

differences in the Supplementary Materials.

Table S2: The intensity of urges and the probability that participants controlled
them, by allocation group.

Type of urge Condition Urge intensity Prob. control

Not to cover
mouth/nose

EFT 2.11 (0.92) 0.77 (0.92)

Compassion 2.72 (1.3) 0.7 (1.3)

Control 1.85 (0.43) 0.78 (0.43)

To leave the house

EFT 4.13 (2.18) 0.45 (2.18)

Compassion 4.25 (1.89) 0.44 (1.89)

Control 5.06 (1.55) 0.43 (1.55)

Not to provide
contact tracing
details

EFT 1.31 (0.66) 0.8 (0.66)

Compassion 1.78 (0.62) 0.52 (0.62)

Control 4 (0.94) 0.5 (0.94)

Not to physically
distance

EFT 4.34 (1.86) 0.57 (1.86)

Compassion 3.6 (1.63) 0.67 (1.63)

Control 3.46 (1.58) 0.74 (1.58)

Not to get tested

EFT 1.58 (1.28) 0.21 (1.28)

Compassion 2.02 (1.09) 0.2 (1.09)

Control 5.83 (0.38) 0.12 (0.38)

To touch one’s face

EFT 2.93 (1.55) 0.27 (1.55)

Compassion 3.27 (1.43) 0.39 (1.43)

Control 3.45 (1.59) 0.51 (1.59)

Not to wash hands

EFT 2.74 (1.46) 0.77 (1.46)

Compassion 2.81 (1.43) 0.75 (1.43)

Control 3.22 (1.3) 0.72 (1.3)
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4.4.1 Predictors for Urge Intensity

Participants experienced weaker urges in the EFT group, b = -1.798, 95% CI [-2.923,

-.672], z = -3.824, p <.001, and in the Compassion group, b = -1.449, 95% CI [-2.580,

-.317], z = -3.064, p <.01, than in the Control group. This means that, for instance,

the average predicted odds of reporting a stronger urge in the Control condition than in

the EFT condition across all urges, time points, and days was 1.798:1. Urge intensity

was not significantly different in the EFT group from the Compassion group (z = .742,

p = .46). See Figure S1.

Figure S1: The effects of the between-participants conditions: Episodic Future Think-
ing manipulation (EFT; top of figure), the Compassion manipulation (middle), as com-
pared to the Control condition (bottom), on the perceived intensity of urges (x-axis,
location and scale are arbitrary). The points are estimated marginal means, the red
arrows are comparison arrows reflecting the pairwise tests, and the error bars are 95%

CIs.

There were also interactions between group and type of urge: urges to avoid leaving

details for contact tracing were weaker in the EFT group, b = -5.737, 95% CI [-7.598,

-3.876]; z = 7.025, p < .0001, and in the Compassion group, b = -4.871, 95% CI [-6.776,

-2.965]; z = 6.161, p < .0001, than in the Control group, but were not significantly

different from each other, z = 1.021, p = .31. Further, urges to avoid getting tested

were also weaker in the EFT group, b = -6.833, 95% CI [-8.879, -4.787]; z = 7.995, p <

.0001, and in the Compassion group, b = -5.384, 95% CI [-7.396, -3.372]; z = 6.407, p
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< .0001, than in the Control group, but were not significantly different from each other,

b = 1.449, 95% CI [-.403, 3.302], z = 1.873, p = .06. See Figure S2.

Figure S2: The intensity of urges (y-axis), partitioned by day (x-axis), and group
(colour). The experiment was partially conducted over a public holiday, at which time
stronger urges of non-adherence would be expected. 2 April (third line from the right)
was Good Friday, and 4 April (the right-most line) was Easter Sunday. The coloured
points represent the estimated marginal means, and the error bars are 95% CIs. The

grey data points each represent the aggregated data of one participant.

State impulsivity had a significant effect on the intensity of urges, b = .362 95% CI

[0.207, .518], z = 4.580, p < .001. See Figure S3 for a depiction of the relationship

between state impulsivity and the intensity of urges.

4.4.2 Predictors for Self-Control

There were no significant differences in self-control between the groups, all ps > .1.

There were also interactions between the type of urge and the group: people were

significantly more likely suppress the urge to not cover their mouth when coughing or

sneezing in the Control group than in the Compassion group, OR = 16.613, 95% CI

[1.56, 177.58], z = 2.832, p = .01, but not than in the EFT group, OR = 3.403, 95%

CI [.24, 47.57], z = 1.087, p = .27. People were also more likely to suppress the urge to

touch their face in the Control group than in the Compassion group, OR = 4.085, 95%
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Figure S3: The differences in the intensity of urges (left), and the ability to control
them (right) between the types of urges measured (y-axis). From top to bottom, the
urges are: to not wash one’s hands, to touch one’s face, to avoid getting tested, to not
socially distance oneself, to skip leaving contact details when entering an establishment,
to leave the house, and to sneeze/cough without covering one’s nose/mouth. The points
are estimated marginal means, the red arrows are comparison arrows reflecting the

pairwise tests, and the error bars are 95% CIs.

CI [1.47, 11.39], z = 3.286, p < .01, and in the EFT group, OR = 3.198, 95% CI [1.12,

9.15], z = 2.648, p = .01.

State impulsivity did not have a significant effect on self-control, b = .045, 95% CI [-

.293, .203], z = .0356, p = .72. Furthermore, state impulsivity did not have a significant

effect on the probability of attempting to resist an urge b = -.103, 95% CI [-.320, .114],

z -.928, p = .35

Neither vaccine hesitancy nor judgments about vaccine effectiveness significantly pre-

dicted self-control, b = -.098, 95% CI [-.262, .066], z = -1.173, p = .24; b = .038, 95%

CI [-.213, .229], z = .070, p = .94. Neither did predictions about when life would go

back to ‘normal’ after the pandemic, b = -.141, 95% CI [-.726, .483]; z = -.393, p = .69.
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4.5 Conclusion

This study recorded the intensity and controllability of various types of urges pertinent

to pandemic management. We were able to measure people’s urges of non-adherence to

protective behaviours during a pandemic without risking recall bias, by using ecological

momentary assessment. Our findings show that episodic future thinking and compassion

exercises reduced the intensity of urges to avoid protective behaviours, but did not affect

self-control. We also found that different urges occur at widely varying rates within and

between participants, which is an important consideration when assessing the relative

impact of these urges.

Our findings show that episodic future thinking and compassion exercises reduced the

intensity of certain urges, but we found no evidence that it affected self-control in our

sample. This finding broadly aligns with the evidence that EFT can enhance future-

oriented decision making in various contexts (Snider et al., 2016; Stein et al., 2017; Stein

et al., 2016). Given that urges usually pertain to immediate rewards, this reduction in

the strength of urges after an EFT exercise is most likely because EFT reduces the

relative value of immediate rewards compared to future rewards (Benoit et al., 2011;

Peters & Büchel, 2010).

The mechanisms through which EFT and compassion exercises affect behaviour dif-

fer: EFT enhances future-oriented decision making in various contexts (Snider et al.,

2016; Stein et al., 2017; Stein et al., 2016), supposedly by decreasing delay discount-

ing (Benoit et al., 2011); compassion exercises can increase prosociality (Goetz et al.,

2010), and there is also some evidence it might also increase future-oriented decision

making (DeSteno et al., 2014). These mechanisms both likely promote the salience of

the potential negative consequences to people’s actions, which may be the reason for

their effectiveness in this context. Alternative explanations include that compassion

exercises can lead to increased positive affect and motivation (Dahl et al., 2016), and

can be helpful to deal with daily stressors (Reddy et al., 2013), which may also decrease

the perceived intensity of urges. These results suggest that an invitation to engage in

EFT and compassion-inducing talking points could be incorporated into press confer-

ences and some public announcements to decrease urges of noncompliance during public

health crises. Additionally, people who pose a specific risk to the community (e.g.,
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those in voluntary self-isolation after travelling abroad) could be invited to periodically

perform such a task.

We found no evidence that vaccine attitudes or predictions of back-to-normal time-

lines were associated with self-control in our sample. Other studies show that vaccine

hesitancy is correlated with lesser social distancing and mask wearing (Latkin et al.,

2021), but most studies reporting these relationships rely on judgements about typical

behaviour, or intentions to comply with guidelines. The lack of evidence for a sig-

nificant relationship between vaccine attitudes and guideline adherence in this study

suggests that more research is needed to understand how these attitudes affect moment-

to-moment behaviour.

Different urges occurred at varying rates within and between participants, which is an

important consideration when assessing the relative impact of these urges. If an urge is

relatively rare, but difficult to control, then it may not be as relevant for policymakers

and other key stakeholders to see if the probability to control this urge can be increased.

Urges to avoid getting tested, or to not leave contact details were relatively infrequent,

but the fact that around 20% of the sample reported one of these urges at least once is

worrying given their importance to pandemic management (Stuart et al., 2021).

State impulsivity was related to stronger urges, but not to diminished self-control. This

evidence suggests that state fluctuations in impulsivity play an important, but poorly

understood role in determining public health guideline adherence during pandemics.

A recent study has found this ‘bottom-up’ effect of state impulsivity for a different,

more general domain of urges (van Baal, Moskovsky, et al., 2022). It also suggests that

interventions targeting the internal state of the individual, and impulsivity in particular,

might be effective at ameliorating their guideline adherence. Future research could

investigate whether state impulsivity, as well as other internal states, can be targeted

to improve public health guideline adherence.

4.5.1 Limitations and Future Directions

The main limitations of this study were that the heterogeneity of the experience of

certain types of urges rendered the sample size too small to draw accurate inferences in

some domains. Only around 20 individuals, spread over three groups, reported having
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urges to avoid getting tested or to avoid leaving details for contact tracing at least once.

Furthermore, the lack of evidence that the manipulations affected self-control could be

due to a lack of power, rather than the absence of a meaningful effect. The assumptions

we made for our power analysis were optimistic, especially because we did not account

for participant clustering of responses.

The lack of power is also visible in the effect size estimates of the compassion manip-

ulation’s influence on the likelihood of covering one’s nose and mouth while coughing

or sneezing, where the spread of the confidence interval suggests near empty strata.

Hence there remains considerable uncertainty about the effectiveness of the intervention

in these domains.

This speaks to the strengths and weaknesses of the ecological momentary assessment

paradigm because, on the one hand, it is a powerful paradigm for events that occur often

and to a wide range of people (such as the urge to abandon social distancing), and it

can provide insight into behaviour ‘in the wild’. On the other hand, for events that only

happen for a narrow subset of people, or that happen infrequently, ecological momentary

assessment needs to be applied to that particular subset, or another approach should

be considered. A further limitation concerns the extent to which the findings apply to

different populations. Ecological momentary assessment is known to generate missing

data, which creates uncertainty about effect size estimates and reduces overall data

quality (Sun et al., 2021). In our study, we mitigated this cost of ecological approaches

by incentivising high compliance and implementing a compliance threshold. Nonetheless,

the effect size estimates we report should be considered in light of the uncertainty

associated with missing data.

Another limitation of the current work is that we did not administer any baseline scales

to investigate whether individual differences, such as impulsivity or compassion traits,

predict responsiveness to the interventions. The lack of evidence for a relationship

between the baseline variables we collected and self-control also need not generalise to

the population because of our sample size limitations.

In the current work, participants were asked to engage with others’ suffering and prompted

to consider that their actions influence the situation they were asked to picture. We did

not explore exactly how participants’ states changed after the manipulations to avoid

demand characteristics, so we cannot be sure about the exact mechanisms that caused
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the observed effects. Future research could, for example, investigate whether only em-

pathising with the suffering would be sufficient, or whether stronger language linking

one’s own behaviour to others’ suffering would be more effective.

Future research could focus on the role of behavioural science interventions, including,

but not limited to, episodic future thinking and compassion-inducing exercises, in pro-

ducing desired behaviour during public health crises. In this line of research, it may

be promising to also consider the combination of compassion and episodic future think-

ing, to see if the effects might interact positively. Further research could also address

whether individual differences can predict responsiveness to this type of intervention.

We did not administer any baseline scales to investigate whether individual differences,

such as impulsivity or compassion traits, predict responsiveness to the interventions.

We also deem it important that more research is devoted to uncovering the factors

predicting moment-to-moment decision-making in people’s daily lives, where ecological

momentary assessment and GPS data (Gollwitzer et al., 2020) could play a critical

role. These methods can provide a more comprehensive understanding of the effects of

behavioural interventions, shedding light on their longevity and externalities.
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4.8 Supplementary Materials

Intensity and controllability of the types of urges Reported urges, in order of intensity,

were: leaving the house (M = 4.46, SD = 1.86), not socially distancing (M = 3.79,

SD = 1.69), touching one’s face (M = 3.22, SD = 1.52), avoiding getting tested (M =

2.74, SD = .93), avoiding washing hands (M = 2.92, SD = 1.39), not leaving details

for contact tracing (M = 2.60, SD = .83), and, weakest, not covering mouth and nose

when coughing/sneezing (M = 2.23, SD = .93).

Reported success at controlling urges, in descending order of likelihood, was: not washing

hands (M = .748, SD = .074); not covering their mouths (M = .747, SD = .057); not

socially distancing (M = .662, SD = .076); not leaving contact details for contact tracing

purposes (M = .581, SD = .008); leaving the house (M = .441, SD = .102); touching

one’s face (M = .390, SD = .095); avoiding getting tested (M = .186, SD = .038). It

is important to note that these probabilities must be judged together with the relative

frequencies of each urge. For instance, the probability of controlling an urge to avoid

getting tested is extremely low, but these urges were infrequently experienced.

Differing dropout across groups after the second round of participant entries led to

an imbalance in the female/male sample division. Here we display the age and sex

distribution between groups (Figure S1).

Figure S1: The age and sex distribution of the sample.
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Below we also provide an adjusted CONSORT diagram to show the experimental pro-

cedure and the exclusions, see Figure S2. This diagram deviates from the standard

CONSORT flow diagram because the design we used for the study differs substantially

from the standard design in the medical sciences.

Figure S2: A consort diagram of the experimental procedure.

Table S1: The instructional prompts participants received each morning in their
7.30am survey.

Episodic Future Think-
ing

Compassion Control

Please imagine yourself after
lockdowns and restrictions
are over. You are on holi-
day, at your favourite desti-
nation. Try to imagine how
you feel, and picture your
surroundings (think about
smell and sounds too).

Please imagine yourself as a
vulnerable person. You have
severe asthma and will have
significant trouble breathing
if you catch COVID-19. Try
to feel the emotions that
might be going through you.

Please reflect on the news
that shutdowns of the Fer-
guson shipyard during the
Covid pandemic have added
an extra £4.3m to the cost
of two over-budget and de-
layed CalMac ferries.

Please imagine yourself in
the future when lockdowns
and restrictions are over.
You are travelling to a
place you always wanted to
go. Imagine how you feel
and picture your surround-
ings (think about smells and
sound too).

Please imagine yourself as a
family member of a person
in hospital due to COVID-
19. You want to be with
them, but you are not al-
lowed to because you might
catch it yourself. Try to feel
the emotions that might be
going through you.

Please reflect on the news
that the COVID-19 restric-
tions in Scotland were re-
laxed on 13 March. Up to
four people from two dif-
ferent households can now
gather outside.

Continued on next page
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Table S1 – continued from previous page

Episodic Future Think-
ing

Compassion Control

Please imagine yourself in
the future when lockdowns
and restrictions are over,
and picture that you are
doing something you love.
Imagine how you feel and
picture your surroundings
(think about smell and
sound too).

Please imagine yourself as a
vulnerable person. You are
an elderly person in a retire-
ment home. You have not
been able to receive any vis-
itors for months, and your
interactions with the other
residents are restricted. Try
to feel the emotions that
might be going through you.

Please reflect on the fact
that on 5 March, COVID-19
infections were rising in Eu-
rope again.

Please imagine yourself after
lockdowns and restrictions
are over. You are doing
your favourite activity that
became possible after lock-
downs lifted. Imagine how
you feel, and picture your
surroundings (think about
smell and sound too).

Please imagine yourself as
a healthcare worker in the
emergency room. You have
not been able to get proper
sleep and have had to keep
families separated because it
was too dangerous to see
their loved ones. Try to feel
the emotions that might be
going through you.

Please reflect on the re-
porting from 14 March that
many people in Lincolnshire
are not turning up for their
vaccinations.

Please reflect on the news
that on 14 March peo-
ple were fined 800 pounds
each for having a party in
Gloucester.

Please reflect on the news
that 48,000 businesses have
signed up for workplace test-
ing.

Please reflect on the news
that 28% of people in need
of social care have seen
their health decline during
COVID-19.

Table S2: Data structure information. This table shows the number of observations
of variables segmented by whether an urge was reported by the participant or not.
It also provides information about missing values. When a variable is numeric, the
information provided in each cell is: mean (standard deviation); when it is a factor the

information provided is: count (percentage).

Label Total
N

Missing
N

Levels No
Urge

Urge re-
ported

(Missing) Total

Total N
(%)

17770
(81.7)

2092
(9.6)

1894
(8.7)

21756

Urge
magni-
tude

2092
(10.5)

17770 Mean (SD) NA 4.2 (2.7) NA 4.2
(2.7)

Urge con-
trol

2087
(10.5)

17775 Urge con-
trolled

0 (0.0) 967
(46.2)

0 (0.0) 967
(4.4)

Urge not
controlled

0 (0.0) 1120
(53.5)

0 (0.0) 1120
(5.1)

Continued on next page
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Table S2 – continued from previous page

Label Total
N

Missing
N

Levels No
Urge

Urge re-
ported

(Missing) Total

(Missing) 17770
(100.0)

5 (0.2) 1894
(100.0)

19669
(90.4)

MIS 19683
(99.1)

179 Mean (SD) 1.5 (0.6) 1.8 (0.7) 1.2 (NA) 1.5
(0.7)

Type of
urge

19862
(100.0)

0 Cover
mouth/nose

2746
(15.5)

93 (4.4) 269
(14.2)

3108
(14.3)

Leave your
house

2271
(12.8)

565
(27.0)

272
(14.4)

78
(14.3)

No contact
tracing de-
tails

2753
(15.5)

84 (4.0) 271
(14.3)

3108
(14.3)

Not physi-
cal distanc-
ing

2496
(14.0)

340
(16.3)

272
(14.4)

3108
(14.3)

Not getting
tested

2754
(15.5)

83 (4.0) 271
(14.3)

3108
(14.3)

Touch
mouth or
nose

2215
(12.5)

625
(29.9)

268
(14.1)

3108
(14.3)

Not wash-
ing hands

2535
(14.3)

302
(14.4)

271
(14.3)

3108
(14.3)

Time of
day

19862
(100.0)

0 Mean (SD) 15.1
(3.5)

14.8 (3.4) 15.0 (3.8) 15.0
(3.5)

Weekday 19862
(100.0)

0 Mon 1093
(6.2)

151 (7.2) 16 (0.8) 1260
(5.8)

Tue 2707
(15.2)

431
(20.6)

12 (0.6) 3150
(14.5)

Wed 2717
(15.3)

344
(16.4)

26 (1.4) 3087
(14.2)

Thu 2804
(15.8)

331
(15.8)

22 (1.2) 3157
(14.5)

Fri 2800
(15.8)

305
(14.6)

17 (0.9) 3122
(14.4)

Sat 2813
(15.8)

265
(12.7)

23 (1.2) 3101
(14.3)

Sun 2836
(16.0)

265
(12.7)

7 (0.4) 3108
(14.3)

(Missing) 0 (0.0) 0 (0.0) 1771
(93.5)

1771
(8.1)

Sex 19862
(100.0)

0 Female 9990
(56.2)

128
(53.9)

1230
(64.9)

12348
(56.8)

Male 7780
(43.8)

964
(46.1)

664
(35.1)

9408
(43.2)

Age 19862
(100.0)

0 Mean (SD) 41.2
(12.9)

37.2
(13.9)

43.7
(12.2)

41.1
(13.0)



Chapter 5

Balancing the Impulse to Leave

Home against Public Health

5.1 Linking Text for Chapter 5

In the last two Chapters, we saw that state changes affect how impulsivity and self-

control manifest in people’s daily lives, and how these behaviours may be influenced

by simple prompts aimed at influencing people’s mental state. Specifically, I found

that state impulsivity and hunger can both sensitise urges, and that hunger seems to

decrease people’s ability to control urges. I also showed how typically selfish urges

in the pandemic can be reduced by thinking about possibilities of a positive future

and one’s role in accomplishing this future, or by considering the situations of others

compassionately and linking these outcomes to one’s own actions.

The two Chapters brought us closer to understanding how impulsive behaviours and

self-control manifest in daily life because they sent short surveys to participants’ mobile

phones to gain insight into their urges and struggles in their lives. The findings em-

phasise that changing one’s state merely by eating, thinking of the future, or thinking

compassionately about those who are hard done by can make a considerable difference

to the experience of urges. The difference in the experience of urges due to variations in

impulsive states and the treatment administered in Chapter 4 provides further support

to the model introduced in Chapter 1. That model suggests that state impulsivity af-

fects the drive to engage in behaviours that are of value to the agent. In Chapter 3 we
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observed that this is the case, whereas in Chapter 4 we intervened with a contempla-

tive manipulation. In both cases, state impulsivity sensitised urges but did not impair

self-control for urges of similar intensity.

The previous two Chapters, however, mostly pertain to the direct experience of moti-

vational drives and resulting behaviours, without taking into consideration the beliefs

and attitudes that underlie those behaviours: how badly did they want to avoid those

behaviours? What are the predictors for this desire? And why?

The next two Chapters concern behaviours for which impulsivity and self-control play an

important role, namely prosocial behaviours. In the current Chapter, I will explore the

topic of prosocial behaviour further, but change the focus from people’s urges and their

ability to control them, to their attitudes and beliefs about prosocial behaviour. The

subject of this Chapter is the perceived acceptability, in the broad sense, of leaving one’s

house while in lockdown during the COVID-19 pandemic. This is an interesting context

for the current thesis because it allows for a nuanced analysis of how people balance the

collective prosocial—staying home to limit viral transmission in the community—with

selfish or private prosocial needs and wants. For example, balancing collective public

health by staying home and avoiding viral transmission against going out to take care

of one’s physical and mental health.

Casting this in the terms of the conceptualisation and model developed in Chapter 1,

this Chapter takes the reward, or the impulse, in the model to be the desire to leave the

house, and sheds light on what shapes the potential intra-personal conflict that occurs

when lower-order preferences (e.g., to leave the house to see one’s family) do not match

with higher-order preferences (e.g., I want to want to protect the vulnerable because I

would like to be a good community member).

It is worth noting, however, that due to design and time constraints, no explicit psy-

chological measures of impulsivity or self-control were administered in the following two

Chapters. As such, the examination of impulsivity and self-control in the following two

Chapters are less direct. Nonetheless, in both Chapters, much like in Chapter 4, I pit

against each other the drive for private gains and the superordinate goals of protecting

public health.
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This Chapter, thus, will provide insight into the beliefs behind the motivational drives

for impulsive behaviours and self-control in scenarios that are crucial for public health

in disease outbreaks. Moreover, it will explore how different messaging strategies affect

attitudes regarding these behaviours, providing insight into how public health officials

might intervene depending on the stage of the outbreak.
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Abstract
Little is known about how different government commu-
nication strategies may systematically affect people’s atti-
tudes to staying home or going out during the COVID-19 
pandemic, nor how people perceive and process the risk of 
viral transmission in different scenarios. In this study, we 
report results from two experiments that examine the de-
gree to which people’s attitudes regarding the permissibility 
of leaving one’s home are (1) sensitive to different levels of 
risk of viral transmission in specific scenarios, (2) sensitive 
to communication framings that are either imperative or 
that emphasize personal responsibility, or (3) creating ‘loop-
holes’ for themselves, enabling a more permissive approach 
to their own compliance. We find that the level of risk influ-
ences attitudes to going out, and that participants report less 
permissive attitudes to going out when prompted with mes-
sages framed in imperative terms, rather than messages em-
phasizing personal responsibility; for self-loopholes, we find 
no evidence that participants’ attitudes towards going out in 
specific scenarios are more permissive for themselves than 
for others. However, participants report they are more rig-
orous in staying home than others, which may cause moral 
licensing. Additionally, we find that age is negatively associ-
ated with permissive attitudes, and that male participants are 
more permissive to going out. Thus, during phases where 
it is important to promote staying home for all scenarios, 
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INTRODUCTION

COVID-19 is a medical condition, but achieving compliance with public health measures is a behavioural, 
socioeconomic and ethical matter, which severely tests the patience, resources and decision-making of 
any population. To enable efficient suppression (or mitigation or containment) of the pandemic, future 
variants and other disease outbreaks, it is therefore critical to explore the conditions under which the 
public complies optimally with requests to stay home and to socially distance themselves (Anderson 
et al., 2020; Bavel et al., 2020; Lunn et al., 2020; Zhang et al., 2020).

Governments focus on effective communication to the public to enhance compliance while match-
ing the language to the severity of the situation. This is prudent because message framing impacts phys-
ical distancing intentions and attitudes (Everett et al., 2020). For example, in the UK, communication 
changed from a strong imperative ‘Stay Home’ to language that invites personal responsibility: ‘Stay 
Alert’. This was mirrored in Australia, where the motto communicated to the public was initially ‘if you 
can stay home, you must stay home’, changing to ‘stay safe’, when the danger to the health care system 
decreased. It is unclear, however, how people’s attitudes towards going out change when different com-
munication styles are used to guide compliance. In particular, we are interested in whether imperative-
based instrumental language (Renn, 2008) and personal responsibility-based communication that seeks 
to increase civic engagement (Head, 2011) affect risk perception and attitudes to behaviour for different 
levels of risk. Further, we are interested in whether such communication styles modulate attitudes to 
behaviour differentially when people are considering their own case or that of others.

COVID-19 risk perception has been studied in light of political orientation (Barrios & Hochberg, 
2020), personal experience with the virus, individualistic and prosocial values, trust in science (Dryhurst 
et al., 2020) and perceived probability of getting infected (Wise et al., 2020). However, less is known 
about the attitudes towards going out for activities with different levels of transmission risk associated 
with them. There has been some interest in ‘marginal’ cases where decisions are particularly difficult 
(Lunn et al., 2020), but what constitutes a ‘marginal’ case differs for each person and depends on the 
context. The starting point for this study is therefore whether people’s attitudes to going out in specific 
scenarios correspond to the actual transmission risk (i.e. people ought to be more stringent about going 
out in high-risk scenarios).

As mentioned, there are prominent examples where communications regarding desired behaviour 
during the COVID-19 pandemic largely fall into one of two classes: imperative messaging, and com-
munication that invites personal responsibility and reasoning from the public. The communications 
that invoke personal responsibility are often part of a strategy to create or maintain civic engagement, 
whereas the imperative simplifies the task at hand, a strategy that appears to follow the (often criticized) 
deficit model. The deficit model homogenizes the audience and communicates information that serves 
to fill a deficit in knowledge (Meyer, 2016). Such an approach is often not beneficial for civic engage-
ment, but when risks are high and without ambiguity, instrumental discourse can work well (Renn, 
2008). In contrast, communication that encourages civic engagement (or community engagement) can 
enhance the effectiveness of containment measures in public health emergencies (Renn, 2008, 2020) 
and increase the likelihood of cooperation by the public (Head, 2011). Thus, which mode of communi-
cation is most successful at swaying attitudes on going out is yet to be determined and this knowledge 
could be of assistance for public health responses. This study thus analyses how the different modes of 

including those perceived to be low-risk, imperative com-
munication may be best suited to increase compliance.

K E Y W O R D S
COVID-19, illusory superiority, imperatives, personal responsibility, risk 
perception, social distancing
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communication (imperative and responsibility-based) influence behavioural attitudes across high, low 
and minimal risk levels.

People will display responsible decision-making only if they do not create ‘self-loopholes’ for their 
actions. That is, if they believe an action is impermissible in general (or for others), then they should not 
believe it is permissible for themselves. In contrast to many of our everyday moral decisions in normal 
times (e.g., giving to charity or not), a wrong decision during a pandemic can have disastrous conse-
quences (e.g., joining a large gathering or travelling to an unaffected area while infected) (for modelling 
that highlights this moral aspect, see Donnarumma & Pezzulo, 2020). Loophole reasoning has been 
evident in some widely publicized cases of politicians and public officials publicly espousing general 
physical distancing edicts and yet privately finding exceptions for themselves. Here, we therefore inves-
tigate if attitudes to scenarios at different risk levels become laxer when they are presented in the first 
person compared to the third person.

An efficient government communication strategy for managing the COVID-19 crisis thus re-
quires clarity on the role of several psychological factors, which may interact in critical ways, for 
responsible decision-making about whether to stay home or go out: the perception of different risk 
levels of everyday scenarios, whether instructions to stay home are imperative or invoke personal 
responsibility, and how various communication strategies affect beliefs about one’s own actions and 
those of others.

Accordingly, the two experiments reported in the current study measure how permissive partici-
pants’ attitudes to going out of the house are for a set of everyday scenarios. In the first experiment, 
scenarios presented to the participants vary in risk level, are presented in the first or third person, and 
with either imperative-based, personal responsibility-based, or no messaging. We made the following 
predictions: (1) attitudes to going out will be least permissive for high-risk scenarios, and increasingly 
permissive for low and minimal-risk scenarios. (2) There will be less permissive attitudes to going out 
when communication is framed as an imperative and less permissiveness when personal responsibility 
is emphasized, especially for higher risk levels, compared to the control condition. For loophole rea-
soning, a more exploratory approach seems appropriate: we are interested in whether permissiveness to 
going out is higher for cases pertaining to other people than those pertaining to oneself. The second 
experiment aims to replicate some of the findings in experiment 1 and further explores the possibility 
of loophole reasoning.

EXPER IMENT 1

Methods

Participants

The data collection was completed between 8 and 16 June 2020 via the Prolific online research partici-
pant database, sampling residents in the UK. At this time, the effects of the pandemic in the UK had 
marginally improved because the country started to get a grip on the first wave of COVID-19 through 
physical distancing measures, and lockdown restrictions were eased significantly. The importance of 
pandemic response measures had likely become evident to the population at that time.

Data from 607 participants, using volunteer sampling (through Prolific), were collected, and those 
who did not report that they resided in the UK during the survey were excluded, leaving 581 partic-
ipants. The participants were paid £1.25 for their participation. All participants provided informed 
consent as approved by the Monash University Human Research Ethics Committee (Project ID: 24774).

The sample consisted of 39.2% males with a mean age of 40.1 (SD = 13.2), and 60.8% females with 
a mean age of 38.2 (SD = 12.3). Participants were required to be fluent in English (92.4% were native 
speakers and 7.1% of the participants indicated that English was their second language). Participants 
were excluded before completion of the experiment if they were diagnosed with dyslexia, dyspraxia, 
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attention deficit hyperactivity disorder or if they had trouble reading for any reason (including uncor-
rected abnormal vision).

Apparatus

Participants were each presented with 30 scenarios, and they evaluated these scenarios by indicating to 
what degree they were certain that it was alright to leave the house under the circumstances described 
in the scenario (we called this ‘self-isolation’ in the experiment, and it was made clear that this referred 
to staying home under stay-at-home orders). Participants indicated their certainty on a visual analogue 
scale (VAS) ranging left-to-right from 0 to 1, without them being able to see this number, with 0 sig-
nifying ‘completely certain it is not alright to go out’ and 1 signifying ‘completely certain it is alright to 
go out’. The framing ‘alright to go out’ was chosen for the dependent variable as a succinct, jargon-free, 
colloquial and normatively neutral indicator of the participant’s attitude to leaving the home in a given 
hypothetical scenario.

The VAS anchor was made to be invisible until the participants would press on the bar with their 
mouse cursor. The VAS was displayed on the same page as the scenario and question prompt, and the 
length of the VAS was adjusted in proportion to the dimensions of the viewing screen, as determined 
by Qualtrics programming.

Procedure

After signing consent, participants were required to pass an attention check, in which they received a 
question asking them to indicate which one of four options was not a city in the US, with the instruc-
tions reading ‘Regardless of the right answer, please select Chicago’. If they did not complete this ques-
tion correctly, the participants were not allowed to complete the survey and no data were recorded. 
Afterwards, the participants completed basic demographics questions and they were prompted with 
instructions:

‘This study is about self-isolation decision making during the Covid-19 crisis. Imagine that the coun-
try you live in is in lockdown during the first wave of the disease, while the number of daily new cases 
is starting to come down. Everybody except essential workers is required to self-isolate in order to stop 
the spread of Covid-19 through the community. We will prompt you with 30 different scenarios con-
cerning self-isolation. Please take your time as you go through these. For each scenario, please indicate 
to what extent you deem it alright for people to go out of the house. We will start with an example, so 
you can familiarize with the task’. See Appendix for additional instructions presented in conjunction 
with a practice trial.

The scenarios were divided into three levels, presenting a classification of the risk of transmission 
of the virus. This within-participants Risk Level factor thus has three levels: minimal-risk, low-risk and 
high-risk. The scenarios were categorized into risk levels by consensus of two experts in infectious dis-
eases, with extensive experience in COVID-19 public health (AC, an infectious diseases physician and 
former Deputy Chief Health Officer to the Australian state of Victoria; and DL, an experienced clinical 
nurse consultant in infection prevention). We deemed the risk profile of the scenarios used to be fairly 
generalizable across populations, even though risk and public health messaging may have differed in 
some respects between the UK and Australia at various points of the pandemic. Participants were not 
shown the risk levels and were not explicitly asked about them. The order of presentation of the scenar-
ios was randomized (for a complete list of the scenarios, see Table A1). Within each of the 30 trials, the 
participants were reminded of the overall situation with the words ‘The country is in lockdown, people 
are self-isolating’ at the top of the screen above the scenario prompt.

As a between-participant manipulation, the scenarios were either presented referring to the partici-
pant themselves (i.e. referring to ‘you’), or using an indefinite pronoun (i.e. referring to ‘someone’). For 
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example, ‘You want to go for a vigorous walk at sunrise...’ versus ‘Someone wants to go for a vigorous 
walk at sunrise…’. This Perspective factor thus has two levels: Self and Other.

As a further between-participant manipulation, each scenario was followed by communication on 
how to handle decisions on staying home or going out. After reading the scenario, either they read the 
sentence ‘people should stay home, if they can stay home’ (Imperative condition), ‘people should con-
sider whether they will get close to other people before they go out’ (Personal Responsibility condition) 
or no further communication (Control condition). This is then the Communication factor, with three 
levels. These conditions were presented between participants to help ensure participants stayed naive to 
the purpose of the experiment.

Participants were randomly assigned to one of the six treatment arms, parsed by the Communication 
factor, and the Perspective factor. This was done by using the randomized block assignment option with 
quotas in Qualtrics. In the final sample 192 participants were assigned to the Control condition (97 in 
the Self condition, 95 in the Other condition), 197 participants were assigned the Imperative condition 
(Self, n = 98; Other, n = 99) and 192 participants were assigned the Personal Responsibility condition 
(Self, n = 96; Other, n = 96). The experiment then has a mixed 3 x 2 x 3 design, with three independent 
variables (Risk Level, Perspective and Communication), and one dependent variable, permissiveness 
(i.e. indicating certainty about whether it is alright to go out or not on the VAS). There were two be-
tween participant factors, Communication and Perspective, there were thus six groups with 95–99 
participants in each.

Analysis

Participants’ permissiveness to going out is operationalized as the scores participants reported on the 
VAS. The independent variables tested for the main analysis are Risk Level, with three levels (in as-
cending order: minimal-risk, low-risk and high-risk), perspective, with two levels (Self and Other) and 
communication, with three levels (Control, Imperative and Personal Responsibility). See Table 1 for 
descriptive statistics partitioned by the three factors.

Given the non-normal, continuous, ordinal nature of the data, we conducted a continuous ordinal 
regression (Manuguerra & Heller, 2010; Manuguerra et al., 2020), with permissiveness as the dependent 
variable, including each of these factors as independent variables together with the participant’s age 
and sex. In addition, the participant was included as a random intercept in the model and an interac-
tion between Communication and Risk Level was included. Given the risk and communication factors 
consisted of three levels and main effects of factors cannot be judged from model coefficients if factors 
consist of more than two levels, likelihood ratio tests were used to assess the presence of main effects 
and interaction effects. The other effects were assessed through t-tests on the model coefficients.

T A B L E  1   The age and sex distribution of participants in the 6 groups, partitioned by the Communication factor 
(3 levels), and the Perspective factor (2 levels).

Communication

Imperative Personal Responsibility Control

Mean Age (SD) N
Mean Age 
(SD) N Mean Age (SD) N

Self

Female 37.8 (12.1) 61 (62.24%) 36.59 (11.84) 61 (63.54%) 37.22 (11.46) 59 (60.82%)

Male 39.97 (13.59) 37 (37.76%) 38.63 (12.23) 35 (36.46%) 40.39 (12.22) 38 (39.18%)

Other

Female 37.9 (12.32) 58 (58.59%) 40.45 (13.4) 60 (62.5%) 39.26 (12.32) 54 (56.84%)

Male 43.98 (13.21) 41 (41.41%) 37.64 (12.4) 36 (37.5%) 39.41 (14.41) 41 (43.16%)
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Any effects were considered significant if they fell below the significance criterion (α  =  .05). 
Differences between factor levels were considered significant based on a false discovery rate (FDR) cor-
rected alpha-level of .05. We also obtained a Bayes Factor for inclusion of the Perspective effect to assess 
the evidence for the null hypothesis using the bayesTestR package (Makowski et al., 2019), based on the 
approach by Wagenmakers (2007). In addition, an exploratory analysis was conducted by analysing the 
effects of age and sex on the VAS responses.

We were unable to get a reasonable a priori estimate of the effect sizes this study would be likely to 
have. A G*Power (Faul et al., 2009) estimate for 90% power at an effect size of d = .1 produced a sample 
size of 432 participants with our mixed design. To mitigate the ambiguity of the effect sizes a priori, the 
target sample size was set to 140% of this estimate.

Data are available here: https://osf.io/dbqa4/​?view_only=65b6e​fa2b9​944b9​fbb2d​0b46a​be95878

Results

The sample was well balanced across conditions in terms of age and sex, although female participants 
were-overrepresented in all conditions (see Table 1).

There was a main effect of the Risk Level factor χ2(13.53) = 4082.1, p < .0001. Model coefficients 
show that the participants indicated lower permissiveness to going out in the scenarios identified as 
high-risk scenarios (M = .202, SD = .283) than in the minimal-risk scenarios (M = .509, SD = .362), 
OR  =  8.637, 95% CI [8.045, 9.272], t(572)  =  59.50, p  <  .0001, and than in the low-risk scenarios 
(M = .333, SD = 31.9), OR = 2.872, 95% CI [2.693, 3.062], t(572) = 32.13, p < .0001. Participants also 
reported significantly lower permissiveness in the low-risk scenarios compared to the minimal-risk sce-
narios, OR = 3.007, 95% CI [2.784, 3.248], t(572) = 27.95, p < .0001. The odds ratios refer to the chances 
of obtaining a lower value on the VAS scale, so the odds of getting a lower permissiveness value in a 
high-risk scenario compared to the low-risk scenario ~ 2.872:1 (see Figure 1a).

There was also a main effect of the Communication factor (Imperative, Personal Responsibility and 
Control) on permissiveness, χ2(4.16) = 79.8, p < .0001. The imperative phrasing reduced permissiveness 
(M = .277, SD = .323), OR = 1.486, 95% CI [1.137, 1.940], t(572) = 2.90, p = .01 compared to the control 
(M = .324, SD = .348), but there was no evidence that the personal responsibility phrasing did the same 
(M = .312, SD = .335), OR = 1.117, 95% CI [.833, 1.401], t(572) = .82, p = .41. After the FDR correc-
tion, participants’ judgements in the imperative condition were not significantly less permissive than 

F I G U R E  1   Main effects of Risk Level factor and Communication factor. The left panel (a) indicates participants’ visual 
analogue scale (VAS) responses to the three Risk levels (respectively: high-risk, low-risk and minimal-risk), while the right 
panel (b) pertains to the three Communication conditions (respectively: Imperative, Personal Responsibility and Control). 
Higher VAS responses correspond to more permissive attitudes to leaving home. **: p < .001; *: p < .05;.: p < .1; n.s.: p>.1
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the personal responsibility condition, OR = 1.327, 95% CI [1.016, 1.733], t(572) = 2.07, p = .057. This 
means that the imperative framing caused less permissive attitudes towards going out of the house than 
the control, while we found no evidence that personal responsibility communication had this effect (see 
Figure 1b).

There was a significant interaction effect of the Communication factor and the Risk Level factor 
on permissiveness, χ2(4.32) = 78.7, p < .0001. Where the difference between the Imperative condition 
(M = .456, SD = .356) and the Control condition (M = .555, SD = .364) was greatest in the minimal-risk 
scenarios, OR = 1.895, 95% CI [1.415, 2.536], t(572) = 4.29, p < .001. The difference (M = .294, SD = .310 
v M = .371, SD = .327) was attenuated (but still present) for the low-risk scenarios, OR = 1.677, 95% 
CI [1.257, 2.237], t(572) = 3.52, p < .001, and attenuated further for the high-risk scenarios, where the 
effect of the imperative condition was not significant (M = .191, SD = .276 v M = .203, SD = .288), 
OR = 1.032, 95% CI [.079, 1.354], t(572) = .23, p = .92. The personal responsibility condition displayed 
the same trend, but the effect was not significant in any of the conditions (minimal-risk: M = .518, SD = 
.359; low-risk: M = .335, SD = .315; high-risk: M = .213, SD = .286) ORs: 1.270, 1.250, .884; ps > .1. See 
Figure 2 for a depiction of the differences in attitudes for each risk level per communication condition.

Participants’ reported permissiveness to going out when scenarios were presented referring to 
someone (M = .299, SD = .334) as compared to when presented as pertaining to oneself (M = .309, 
SD = .338), was not significantly higher, OR = 1.021, 95% CI [.910, 1.145], t(572) = .18, p = .85. To as-
sess support for the null hypothesis, that there was no effect of the perspective factor, we assessed the 
evidence for excluding the effect from the model, BF01 = 1.62. This evidence in favour of excluding the 
effect from the model shows anecdotal support for the absence of a perspective effect.

F I G U R E  2   Interaction of the risk level of a scenario and the communication style. The orange boxplot indicates the 
responses in the Imperative condition, the blue indicates the responses in the Personal Responsibility condition, and the grey 
indicates the responses in the Control condition. The data are represented on the measurement scale.
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Subsequent exploratory analysis showed that age and sex affected permissiveness. Younger peo-
ple were more likely to report permissive attitudes to going out, OR = 1.035, 95% CI [1.026, 1.044], 
t(572) = 7.79, p < .0001, and male participants were more likely to report permissive attitudes than fe-
males (M = .335, SD = .346; M = .284, SD = .327), OR = 1.481, 95% CI [1.325, 1.657], t(572) = 3.448, 
p < .0001. See Figure 3 for a depiction of the relationship between permissiveness, age and sex.

Discussion of Experiment 1

The findings from the first experiment are that (1) participants’ attitudes become less permissive to 
going out with increasing risk level of transmission; (2) imperative communication decreases partici-
pants’ permissiveness, especially in low and minimal-risk scenarios. There was no self-loophole effect. 
An exploratory analysis of the demographic variables revealed that younger participants were more 
permissive to going out than older participants, and males were more permissive than females.

This experiment has some limitations, which provided reasons for conducting a second experiment. 
First, this experiment used a VAS with no banding or marking beyond the labels for the endpoints. 
This choice of scale could have had an impact on results; floor and ceiling effects were evident in this 
experiment, which might conceal further effects of interest. It is possible that a banded VAS design, or 
giving dynamic feedback upon placing the marker, would modulate the results (Matejka et al., 2016), 
and there are multiple factors to consider when deciding to employ a midpoint or not (Chyung et al., 
2017). Another experiment was needed to examine if the inclusion of a midpoint would lessen the 
floor/ceiling effects evident in this study (as well as in other studies, such as Barari et al., 2020). Thus, 
the second experiment incorporated a between-participants factor assessing the effects of a midpoint 
marker on the VAS versus no midpoint maker on the VAS (this factor will be referred to as VAS 
Marker). To not dramatically increase the required n to obtain reliable results, it was necessary to drop 
the Communication factor.

F I G U R E  3   Exploratory visualization of the relationship between participants’ permissiveness attitudes and 
demographic variables in experiment 1. The blue points are average visual analogue scale (VAS) responses for females, 
and the green points are average VAS responses for males. The blue and green regression lines show the effect of age on 
permissiveness, partitioned by sex.
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Second, the initial experiment used an indefinite pronoun (i.e. ‘someone’) when describing scenarios 
in the Other condition. This could have weakened our perspective manipulation because ‘someone’ can 
be used to describe oneself. Thus, the second experiment was designed to address this issue by referring 
to ‘a person in your neighbourhood’.

In addition, we investigated another possible way that people may arrive at loophole reasoning. 
People have a general tendency to view their own actions more favourably, which is called self-serving 
bias (Mezulis et al., 2004), and to view themselves as better than average, illusory superiority (Zell et al., 
2020). This could also be the case for pandemic response behaviour, such that people will falsely believe 
their physical distancing behaviour is more rigorous than that of others. This is potentially harmful 
because if people believe that they have acted morally (because they think they are comparatively rig-
orously staying home), they will be more likely to behave immorally later (Blanken et al., 2015), which 
could be a reason for suboptimal compliance. This counterintuitive behaviour pattern is called moral 
licensing. Exploring this other form of self-loopholes is important because the hypothetical scenarios 
in this study are unlikely to capture such effects, given that these scenarios are supposed to be viewed 
in isolation, and not in context of one’s past actions. The second experiment investigates that question 
by asking participants to rank their compliance as compared to others in their community, and uses the 
results of that to infer whether they exhibit illusory superiority.

The effects of sex and age were discovered due to exploratory analysis. Therefore, we deemed it nec-
essary to replicate these results and strengthen our confidence in the evidence that these effects exist. 
Given these three limitations, we decided to conduct another experiment.

EXPER IMENT 2

The second experiment was conducted to replicate the effects of the first experiment holding fixed the 
communication messaging, to validate the methodology of our VAS design, to verify the sex and age ef-
fects, and to further investigate self-loopholes and beliefs about one’s own physical distancing behaviour 
compared to that of others.

Thus, we made the following predictions for the second experiment: (1) participants are sensitive 
to levels of risk of viral transmission, and as such display decreasing permissiveness to going out over 
increasing levels of risk. (2)(a) Younger people and (b) males are more permissive to going out. (3) 
Introducing a midpoint marker on the VAS will alleviate the ceiling and floor effects that were evident 
in the first experiment. (4) Participants make self-loopholes when the phrasing of a scenario is explicitly 
allocentric. (5) Participants display illusory superiority when they compare their compliance to that of 
others in their community.

It is noteworthy that the second experiment was conducted 2 months after the first, in which the 
situation was marginally different. For instance, restrictions were in place, but lockdowns had long been 
lifted at that point because the UK was seemingly able to keep infection rates low. Schools were planned 
to reopen in the next month, and the R number was said to be above 1 only in three relatively densely 
populated areas of England (London, the North-West, the South-West, see e.g. https://www.itv.com/
news/2020-08-07/coron​aviru​s-r-numbe​r-could​-be-above​-one-in-londo​n-south​-west-and-north​-west).

Methods

Participants

The data collection were completed on 7 August 2020 via the Prolific online research participant da-
tabase. Data from 412 participants were collected, and three participants whose responses were all at 
either bound of the scale were excluded from analysis, as well as one participant who answered ‘Other’ 
on the sex question was excluded from analysis due to the low number of observations in this category, 
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leaving 408 participants. Participants were paid £1.25 for their participation. All participants provided 
informed consent as approved by the Monash University Human Research Ethics Committee (Project 
ID: 24774).

The sample consisted of 33.1% males with a mean age of 37.2 (SD = 11.7) and 66.9% females with 
a mean age of 33.1 (SD = 10.6). Participants were required to be fluent in English (89.0% were native 
speakers and 10.8% of the participants indicated that English was their second language). Participants 
were excluded before completion of the experiment if they had participated in the initial experiment, 
were diagnosed with dyslexia, dyspraxia, attention deficit hyperactivity disorder, or if they had trouble 
reading for any reason (including uncorrected abnormal vision).

Apparatus

The VAS was largely the same as in Experiment 1, but as a between-participant manipulation, the VAS 
was either identical to the one in the initial study (No Marker condition), or it contained a visible mid-
point on the scale at ‘uncertain whether it is alright or not’ (Midpoint condition). In both conditions, we 
also included a label underneath the midpoint: ‘Uncertain if it is alright or not’ (see Figure A2).

After the 30 scenarios were presented, all participants were prompted with a question in which they 
were instructed to indicate where they ranked in the population in terms of compliance. The scale 
ranged from 0 signifying ‘I self-isolated the least’, 50 signifying ‘50% isolated more, and 50% isolated 
less than me’, and 100 signifying ‘I self-isolated the most’. The VAS for this question showed a number 
as the participants hovered over the slider with their cursor, so they could provide a more precise rank-
ing. The question was phrased as:

We want you to think about when the country was in lockdown. Consider how much you 
were self-isolating, and how much others were self-isolating. Where would you rank your-
self in terms of self-isolation compared to others in your community?

Procedure

While in Experiment 1 participants were presented with self or other-framings of scenarios, this experi-
ment also referred to the participant themselves (i.e. identical to the self-framing), but referred more 
explicitly to another person (i.e. referring to ‘a person in your neighbourhood’). Further, given the 
prevalence of imperative framing in government communication during the response to COVID-19 
in various nations, all scenarios were framed with imperative messaging, phrased identically to the ma-
nipulation that was administered in Experiment 1.

Participants were randomly assigned to the four treatment arms for the two between-participant fac-
tors, perspective and VAS marker. There were 202 participants in the Midpoint condition (Self, n = 100; 
Other, n = 102) and 206 in the No Marker condition (Self, n = 103; Other, n = 103). This experiment 
had a mixed 3 × 2 × 2 design, with three independent variables (Risk Level, Perspective, VAS Marker), 
and two dependent variables, permissiveness (i.e. indicating certainty about whether it is alright to go 
out or not on the VAS), and self-adherence ranking. There were two between participant factors, VAS 
Marker and Perspective.

Analysis

The main analysis for this experiment was analogous to the analysis in experiment 1; we conducted a 
continuous ordinal regression (Manuguerra & Heller, 2010; Manuguerra et al., 2020), with permissive-
ness as the dependent variable, including each of the three factors as independent variables, together 
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with demographic variables age and sex, and the participant as a random intercept. Considering the risk 
factor consisted of three levels and main effects of factors with more than two levels cannot be judged 
from model coefficients, likelihood ratio tests were used to assess the presence of main effects and inter-
action effects involving the risk factor. The other effects were assessed through t-tests on the model co-
efficients. Any effects were considered significant if they fell below the significance criterion (α = .05). 
Differences between factor levels were considered significant based on a FDR corrected alpha-level.

We also obtained a Bayes Factor for inclusion of the VAS Marker and the perspective effect to assess 
the evidence for the null hypothesis using the bayesTestR package (Makowski et al., 2019), based on the 
approach by Wagenmakers (2007).

To assess the support for the null hypothesis that VAS Marker does not affect permissiveness, we ob-
tained the Bayes Factor for inclusion of the Perspective and VAS Marker factors to assess the evidence 
for the null hypotheses using approach mentioned before.

In addition, we tested whether floor and ceiling effects were alleviated by transforming the VAS 
responses: the dependent variable was a dichotomous variable representing whether the response fell 
between [0,.1] or [.9, 1] (i.e. at the bottom or top 10% of the scale). Then, a likelihood ratio test of bino-
mial generalized linear mixed models was used to identify whether a model including the VAS Marker 
factor fit the data significantly better than a model without that factor.

We then conducted a Wilcoxon Rank Sum test to assess whether the median of participants’ self-
reported self-adherence rankings was greater than 50. We also assessed the evidence on whether sam-
pling at different timepoints affected participants’ permissiveness by collating the data from both 
experiments, and running a continuous ordinal regression including the Communication, Perspective, 
Risk Level, VAS Marker, age and sex variables, as well as a variable for the timepoint at which data were 
collected. The coefficient for the timepoint was used to infer whether participants attitudes were differ-
ent in Experiment 1 than in Experiment 2.

Results

The age and sex distribution per group was less well-balanced in this experiment compared to the first 
(see Table 2), but given that participants’ characteristics were included in the model, this modest imbal-
ance should not negatively impact the results.

Permissiveness in the No Marker condition (M = .302, SD = .310) was not significantly different 
from the Midpoint condition (M = .315, SD = .317), OR = 1.162, 95% CI [.891, 1.516], t(408) = 1.11, 
p = .27. There was also no significant difference in permissiveness between the Self condition (M = .306, 
SD = .319) and Other condition (M = .311, SD = .307), OR = 1.008, 95% CI [.763, 1.332], t(408) = .06, 
p =  .95. We obtained Bayes Factors to assess support for the null hypotheses (i.e. no main effect of 
perspective or the VAS marker), resulting in BF01 = 1.57 for perspective and BF01 = 1.36 for the VAS 
marker. This indicates anecdotal evidence for the absence of an effect for both factors. For density plots 
of the responses partitioned by risk level (see Figure A3). The binomial GLMM showed that the VAS 
Marker was not a significant predictor for the likelihood of responding at the extremes of the scale [0 
−.1;.9 – 10], χ2(8) = .00, p = .98.

Like in the previous experiment, there was a main effect of risk on permissiveness, χ2(6.08) = 2214.9, 
p  <  .0001. Participants reported less permissiveness of going out in high-risk scenarios (M  =  .223, 
SD = .334) than in the low-risk scenarios (M = .333, SD = .301), OR = 2.402, 95% CI [2.226, 2.592], 
t(408) = 22.60, p < .0001, and than in the minimal-risk scenarios (M = .480, SD = .334), OR = 6.628, 
95% CI [6.100, 7.204], t(408), p < .0001. They also reported less permissiveness in the low-risk scenarios 
compared to the minimal-risk scenarios, OR = 2.759, 95% CI [2.518, 3.024], t(408) = 21.71, p < .0001. 
This replicates the effect of experiment 1, which showed that participants reported less permissive 
attitudes (by reporting a lower score on the VAS) to going out for increasing risk levels (see Figure 4).

Older people reported less permissive attitudes to going out than younger people, OR = 1.042, 95% 
CI [1.029, 1.055], t(408) = 6.63 p < .0001 and female participants (M = .300, SD = .310) reported less 
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permissive attitudes than males (M = .325, SD = .320), OR = 1.249, 95% CI [1.083, 1.441], t(408) = 3.05, 
p < .01. This replicates the effects from experiment 1 (see Figure 5).

The median self-adherence ranking was significantly higher than 50, 95% CI [.795, .825], z = 16.13, 
p < .0001.

To see whether collecting data at the different timepoints had an effect on our dependent variable, 
we compared the VAS responses from June (M = .304, SD = .314) to August (M = .309, SD = .336), 
OR = 1.297, 95% CI [1.258, 1.339], t(28) = 8.171, p < .0001. This means that, all else being equal, par-
ticipants in the first experiment were more likely to report less permissive attitudes. We found no other 
meaningful differences in participants’ judgements between experiments.

T A B L E  2   Descriptive statistics of age and sex distribution in the 4 conditions that consist of the VAS Marker factor 
(2 levels), and the Perspective factor (2 levels). The N column indicates the number of participants in each cell, as a percentage 
of the number of participants in that group

VAS marker

Midpoint marker No midpoint marker

Mean age (SD) N Mean age (SD) N

Self

Female 31.97 (9.84) 61 (59.8%) 36.74 (10.72) 68 (66.02%)

Male 39.03 (10.72) 39 (38.24%) 36.94 (11.77) 35 (33.98%)

Other

Female 32.83 (11.12) 71 (71%) 30.93 (9.51) 73 (70.87%)

Male 35.03 (11.46) 31 (31%) 37.5 (12.47) 30 (29.13%)

F I G U R E  4   Main effects of risk; the dots represent participants’ responses indicating permissiveness to going out (as 
indicated on a visual analogue scale, VAS) to the three risk levels (respectively: high-risk, low-risk and minimal-risk). Higher 
VAS responses correspond to more permissive attitudes to going out. **: p < .001; *: p < .05; p < .1
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Discussion of Experiment 2

The findings from the second experiment are that (1) like in the first experiment, participants’ attitudes 
report lower permissiveness to going out in scenarios with increasing risk level. (2a) Sex is a significant 
factor in attitudes to staying home, with males reporting more permissive attitudes to going out than 
females; (2b) age is a significant factor in attitudes to staying home, with younger participants reporting 
more permissive attitudes to going out than older participants. (3a) There was no effect of VAS Marker, 
(3b) nor was there support for lesser floor and ceiling effects. However, there was a larger concentra-
tion of responses around the midpoint in the Midpoint condition. This shows that the midpoint marker 
encouraged fence sitting, rather than meaningfully relieving floor or ceiling effects. (4) There was no 
evidence to support an effect of Perspective. (5) Participants report illusory superiority, as they signifi-
cantly overstate their stay-at-home order compliance in comparison to others in their community. We 
also found that participants in the second experiment were slightly more permissive than those in the 
first experiment, which may be due to the data collection happening in different stages during the pan-
demic. We did not find any other differences that could affect the interpretation of results.

GENER A L DISCUSSION

This study manipulated framing for a set of scenarios at three different risk levels, to investigate the 
association with people’s attitudes to staying home or going out for specific activities. We studied the 
effects of imperative and personal responsibility-based framings of government advice (‘people should 
stay home, if they can stay home’ vs. ‘people should consider whether they will get close to other people 
before they go out’, and a control condition without additional framing), as well as self and other (‘You’ 

F I G U R E  5   Visualization of the relationship between participants’ permissiveness attitudes and demographic variables 
in the second experiment. The blue points are average visual analogue scale (VAS) responses for females, and the green 
points are average VAS responses for males. The blue and green curves are regression lines, showing the effect of age on 
permissiveness, partitioned by sex
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vs. ‘Someone’ or ‘A person in your neighbourhood’) framings for the selected scenarios. Imperative 
framings were found to be effective at reducing permissiveness to going out, and participants show 
sensitivity to risk of disease transmission, but suffer from illusory superiority. We found no evidence that 
they judge scenarios from someone else’s viewpoint more strictly than when they judge what to do them-
selves. Older people were less permissive of going out, as were female participants compared to males.

The imperative framing was more effective than the framing invoking personal responsibility at 
encouraging stringent attitudes to staying home in general, and particularly in low and minimal-risk sce-
narios. This interaction may be due in part to floor effects for the high-risk scenarios, where participants 
were already very impermissive of going out. Imperatives are simple and apply equally to all scenarios 
where the imperative can plausibly be followed, making them useful for cutting through uncertainty in 
decisions about going out, which can be effective in situations with high risk (Renn, 2008). However, 
even when faced with an imperative, people seem to reason about the risks of each condition, as revealed 
in the different levels of permissiveness per risk level. Thus, these results suggest that it may be prudent 
to use imperative framing when high compliance is necessary, even in minimal-risk scenarios, when 
presented with a virus or variant of concern with unknown transmission characteristics or an ‘escape 
variant’ that evades vaccines. A shift to communication that emphasizes personal responsibility about 
weighing the risk of contact with others against the need for going out may be warranted if the objective 
is to be more permissive overall, but in particular for outings perceived as minimal-risk.

People adjust their responses according to the risk associated with specific activities, indicating more 
certainty that it is not alright to go out for risky scenarios, middle levels of certainty for low-risk scenar-
ios, and higher levels of certainty that it is alright to go out for minimal-risk scenarios (where attitudes 
are approximately uniformly distributed). The issue of risk perception of different scenarios is critical to 
understanding individual decision-making and actual risk-taking behaviour (Bran & Vaidis, 2020). Our 
findings are encouraging because they show that, in broad strokes, the public is aware of the riskiness 
of certain scenarios and takes this into account in their decision-making. Lunn et al. (2020) identify 
‘marginal’ scenarios, defined as scenarios where people were not sure whether the activities presented 
were advisable, but when inspecting the responses in the current study Figures A1 and A3, it appears 
there is considerable disagreement on the acceptability of going out across all risk levels, but most nota-
bly in minimal-risk scenarios. This wide range of uncertainty about specific scenarios could be partially 
due to individual differences in abilities to accommodate loss (Osmundsen & Petersen, 2020). The dis-
agreement in whether going out is acceptable for specific scenarios is an important issue to address in 
communications to the public during infectious disease outbreaks.

The self versus other framings of the scenarios did not lead to differences in responses, nor display 
any significant interaction with the other factors. However, the second experiment revealed that people 
display illusory superiority about their compliance. Understanding loophole reasoning is critical for 
COVID-19 because even a low number of people finding loopholes for themselves can have devastat-
ing effects (Donnarumma & Pezzulo, 2020). Illusory superiority may lead to moral licensing, and thus 
a self-loophole. That is, people may not a priori believe they are more justified in going out, but if they 
believe they have been morally ‘good’ by self-isolating rigorously, then they may be more likely to behave 
immorally and transgress (through moral licensing).

Several studies may pertain to our considerations about loophole reasonings. Jordan et al. (2020) in-
vestigated self-interested versus prosocial framings, a distinction that may create openings for loophole 
reasoning. Bilancini et al. (2020) investigated different norm-based potential communications, which 
may be relevant to loophole reasoning because norms can be personal or injunctive (i.e. what a person 
thinks other people believe is correct); they find that norm-based interventions have little impact on ac-
tual engagement. Various personality traits may also be relevant; Wolff et al. (2020) discuss impulsivity, 
which may relate to succumbing to temptations for loophole reasoning, and Swami and Barron (2020) 
discuss analytical thinking, which may relate to self-loopholes via its role in reasoning about scenarios.

Concerning risk perception, we also found that age and sex are relevant for attitudes to these scenar-
ios. It is perhaps unsurprising that males are more permissive, less risk-averse, than females. Similarly, it 
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may be unsurprising that younger people are more permissive to going out than older people, given the 
age differences in how different groups are affected by COVID-19.

This study had some limitations that should be noted. First, the participants tested all reside in 
the UK. This may have had a distinct influence on the results due to the different trajectories of 
the COVID-19 pandemic in different countries, and might limit the extent to which these results 
apply to different populations. Second, the study does not provide information about actual be-
haviour, but rather an indication of participants’ attitude or intention for (hypothetical) behaviour 
(cf. Sheeran & Webb, 2016). Third, even though there was reasonable spread in demographic vari-
ables, the samples were not representative of the population, which may affect the generalizability of 
findings, and in particular affect the effect sizes of age and sex. There is also a risk that self-reported 
attitudes to behaviours suffer from a social desirability bias. However, there is mixed evidence on 
social desirability bias around COVID-19 public health guideline compliance (for absence of an 
effect, see Larsen et al., 2020; for evidence of an effect, see Timmons et al., 2021). GPS data suggest 
that self-reported physical distancing during COVID-19 does predict actual physical distancing 
(Gollwitzer et al., 2020).

We chose to elicit judgements from our sample by asking them to what extent it was ‘alright’ to go 
out. This wording was chosen because it is colloquial and because it lacks significant normative mean-
ing or jargon. And while this wording was intended to elicit comprehensive judgements that subsume 
moral, legal and public health considerations, participants may have interpreted this wording in vari-
ous ways. For example, it is possible that our communication manipulation affected permissiveness by 
changing the way people interpreted the appropriate inputs to the judgement; perhaps some partici-
pants interpreted the imperative framing as emphasising that breaching the stay-at-home orders was a 
fineable offence, effectively increasing the salience of legal considerations. We made efforts to clarify 
in the instructions that the experiments concerned individual decision making (i.e. not solely legal or 
moral judgements), but we cannot rule out this mechanism for the effect of the imperative phrasing. 
Either way, we suggest that this mechanism would be interesting in itself, for example, if we could make 
people think about stay-at-home orders as a moral issue, then that could increase compliance (Frias-
Navarro et al., 2021), and doing so indirectly—rather than by emphasizing morality directly—might be 
preferable in some situations. Shedding light on how imperatives from public health officials influence 
behaviour could be an interesting direction for future research.

The lack of accurate a priori effect size estimates for experiment 1 and the elaborate experimental 
design led to low power for detecting interactions, and it could explain why we did not find an effect 
for the personal responsibility framing (but this may also be due to ineffective wording). Future 
studies will be able to use effect sizes from these experiments as a baseline to power experiments 
more efficiently and use more focused designs to eliminate the need for larger sample sizes. This 
would enable a more accurate assessment of the various effects found in this study with economical 
use of resources.

Our findings may be relevant for public policy makers and citizens alike. The communication-style 
used when requesting compliance from the public may meaningfully shape people’s ttitudes towards the 
policy. In particular, we might expect that using imperatives instils a sense of urgency that is appropriate 
for a future dangerous infectious disease outbreak. Further, it seems that, on aggregate, people display a 
relatively high degree of agreement in risk perception when a scenario is very risky, but in minimal risk 
scenarios attitudes differ widely—this may be useful information for policy makers and public health 
officials to incorporate in their models and predictions. Lastly, given we all tend to believe we self-
isolate more than most others, it may be conducive to compliance, as well as potentially social cohesion, 
if communications seek to redress such conceptions.
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A PPEN DI X A

I NSTRUC TIONS EX PER IM ENT 1
This study is about self-isolation decision making during the Covid-19 crisis.

Imagine that the country you live in is on lockdown during the first wave of the disease, while the 
number of daily new cases is starting to come down.

Everybody except essential workers is required to self-isolate in order to stop the spread of Covid-19 
through the community.

We will prompt you with 30 different scenarios concerning self-isolation. Please take your time as you 
go through these.

For each scenario, please indicate to what extent you deem it alright for people to go out of the house. 
We will start with an example, so you can familiarize with the task.

You are asked to indicate how certain you are that it is acceptable for you to go out of the house.
You indicate your answer by clicking on the grey line where you decide. A slider will then appear, 

which you can drag if you change your mind.
For example:
You want to get the mail from the mailbox outside. How certain are you that it is alright to go out of 

the house?

I NSTRUC TIONS EX PER IM ENT 2
This study is about self-isolation decision making during the Covid-19 crisis.

Imagine that the country you live in is on lockdown during the first wave of the disease, while the 
number of daily new cases is starting to come down.

Everybody except essential workers is required to self-isolate in order to stop the spread of Covid-19 
through the community.

We will prompt you with 30 different scenarios concerning self-isolation. Please take your time as you 
go through these.

For each scenario, please indicate to what extent you deem it alright for you1 to go out of the house. 
We will start with an example, so you can familiarize with the task.

 1In the Other condition, the word ‘you’ was replaced with ‘a person in your neighbourhood’.
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A PPEN DI X B

T A B L E  A 1   List of the 30 scenarios used in this study, with indication of their a priori assigned Risk Level. Shown here 
with the Self formulation (the Other formulation is in terms‘ of ‘Someone’ rather than ‘You’). Presentation of the scenario 
was followed by a Communication framing (either Imperative ‘people should stay home, if they can stay home’, or Personal 
Responsibility ‘people should consider whether they will get close to other people before they go out’, or a Control with no 
framing). Participants were then asked to indicate on a visual analogue scale how certain they were that it is alright to go out.

Risk level Personal scenario prompt

High You want to play basketball because a few of your friends asked you to join them today. You really enjoy 
playing basketball.

High You want to go see your partner because you do not live together. Your only option is to go by public 
transport.

High You want to give care to a family member who is having a difficult time. You could leave it to one of your 
siblings, who does not need to use public transport to get there.

High You want to see your friend who has recently returned from abroad, as their quarantine just finished. You 
haven't seen them in a very long time and they have invited you over for a drink.

High You want to return to the supermarket to pick up one item you forgot to buy. This means that you will 
have to go back into the busy supermarket.

High You want to go to a birthday party for one of your friends. Their apartment is not big, and there are quite 
a few people coming.

High You want to see your friend who lives close by and has invited you over for dinner. Your friend has been 
diligently self-isolating for 4 weeks.

High You want to have dinner with your friends. The six of you have not seen each other for a long time. Some 
are more serious about social distancing than others.

High You want to go to the shops because you change your mind about what to make for dinner, but need 
some other ingredients to do it. You have already gone to the shops twice today.

High You want to go deliver a meal to an elderly person in your close family. You worry that they are lonely.

High You want to go for a barbecue in the park with your friends. There will be four of you and you have not 
discussed social distancing with them.

High You want to go see your partner, but you do not live together. You will go by car, and you can park in 
front of their house.

High You want to do some minor repairs around your home. You plan to go to the hardware store on a 
weekday morning to ask for advice and to buy some materials.

High You want to help your friend move house because it's hard to find help when everybody is self-isolating. It 
will be the two of you and their partner.

High You want to go see your close friend who lives close by. They tell you that they don't take social distancing 
very seriously.

High You want to go for a swim at the beach with three of your friends. To get to the beach you will need to go 
together in one car.

Low You want to get a new piece of furniture, because you have been spending a lot of time inside. It has been 
busy at the big furniture stores lately.

Low You want to get a coffee. You can pay contactless at the popular café where you will have to wait outside 
on the busy footpath.

Low You want to play tennis with your tennis partner. You will go early in the morning. You will arrive 
separately and stay at opposite sides of the court.

Low You want to spend some time on an outdoor site for your work to finish an overdue job. There will be 
other people on the site, but there is lots of space.

Low You want to meet and go for a walk in a forest with three old friends. You have discussed social distancing 
with them.
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A PPEN DI X C

Risk level Personal scenario prompt

Low You want to spend some time in the office at your workplace to concentrate on an important task. Most 
other colleagues on your floor are working from home. You will need to use the lift to get to your 
floor.

Low You want to go running on a track by the beach during working hours. It is a popular, quite narrow and 
winding track.

Minimal You want to go for a walk in the park at 5pm. It is a popular neighbourhood park with narrow footpaths 
near your house.

Minimal You want to go for a run on a popular running track by a park. People will be breathing heavily and 
running both ways.

Minimal You want to go for a vigorous walk at sunrise. The walking path is off the beaten track.

Minimal You want to go play basketball on your own on a Sunday morning. The basketball court is located outside, 
on the grounds of your quiet neighbourhood school.

Minimal You want to play a round of golf alone. You have packed drinks and food, so you will not have to buy 
anything unnecessarily.

Minimal You want to go sit in the park and read your book. It is a weekday, and the park is quite large.

Minimal You want to go for a walk in the park close to your house. You plan to go at 7am.

T A B L E  A 1   (Continued)

F I G U R E  A 1   Density plots indicating each participants’ 30 visual analogue scale responses in experiment 1 parsed 
by Communication and Risk levels. The yellow area under the curve indicates response in the Imperative condition, the 
blue area indicates responses in the Personal Responsibility condition, and the grey area indicates responses in the Control 
condition. Lower visual analogue scale responses indicate a less permissive attitude to going out. The top plots pertain to the 
Self framing condition, in high-risk, low-risk, and minimal-risk scenarios respectively. The bottom plots pertain to the Other 
framing condition with the same Risk partitioning.
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A PPEN DI X D
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F I G U R E  A 3   Density plots of participants’ responses in experiment 2, partitioned by the Vas Marker and Risk factors. 
The top panels represent trials with a midpoint marker, while the bottom panels represent control trials without one (see 
Figure A2). The panels on the left represent high-risk scenario questions, the middle panels represent low-risk scenarios, and 
the panels on the right represent minimal-risk scenarios. The curve with the blue area underneath pertains to scenarios about 
one's own decisions, while the curve with the red area underneath pertains to scenarios about someone in the participant's 
neighbourhood's decisions.

F I G U R E  A 2   Illustrating the VAS Marker manipulation in experiment 2. The midpoint marker is visible on the bar in 
the top panel, and the control bar without a marker is visible on the bottom panel.
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Chapter 6

Learning to Control Selfish

Interests for the Collective Good

6.1 Linking Text for Chapter 6

In the previous Chapter, I investigated how people judge the acceptability of courses of

action that tend to the needs of themselves and those dear to them, when faced with

the threat of endangering others and the public good. I showed how these judgments

can be skewed towards safer behaviours by using clear language about the necessity of

protecting one another in challenging times.

In analysing people’s judgments of the acceptability of going out in different scenarios, I

found that male participants generally were more permissive than females. This result is

unsurprising when viewed through the lens of impulsivity and self-control, as males are

known to be more impulsive and less self-controlled than females (e.g., see Chapple &

Johnson, 2007; Reimers et al., 2009). The same line of reasoning can be applied to the

finding that age negatively correlates with permissiveness of going out across scenarios.

But it does imply that these differences, at least in the COVID-19 context, already enter

the lead up to behaviour in our conceptual model at the beliefs, judgment, and prefer-

ences stage—rather than only through some difference in the reward drive, impulsivity,

or self-control stage. As such, it appears that communication strategies are indeed a
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good tool to approach these public health behaviours. Arguably, public health com-

munication to increase people’s self-control is less likely to succeed that communication

targeted at changing people’s attitudes.

Naturally, in this applied setting, the type of public good and private gain are relevant

for the first and higher-order preferences people might hold. For example, older people,

on average, should have a different perception of risk regarding COVID-19. Similarly,

males suffer more from mortality-related impacts of poor mental health than females

(Kiely et al., 2019). In this way, the expected value of the private gain (here: leaving

the house) may differ along the age and gender axes.

Attitudes and beliefs such as these, of course, are not perfect predictors of action. This

is why in the current Chapter, I develop a novel paradigm to investigate how people

learn to make decisions on whether to pursue individual gain in the face of the potential

for collective costs. Specifically, I will investigate how people learn to do this in an

interactive, multiplayer economic game where many features of the underlying mechanics

of the incentive structure remain hidden. To do this, I incentivise the same reward as

was the subject of Chapter 5, namely leaving home, but provide a disincentive for a

societal lockdown. I then see whether people can overcome incurring the convenient,

immediate reward by exploring the action space to get better results for themselves and

others.

In situations where the right course of action is unclear, social norms are strong drivers

of behaviour. Relying on the behaviour of peers to inform one’s own decision reduces

cognitive effort and time exploring the possible options, in some cases it can also increase

accuracy (i.e., wisdom of the crowd; El Zein et al., 2019). However, if we have reason to

believe that others know just as little about the right course of action as we do, relying

on others may have adverse long-run consequences. To elucidate this trade-off, I will

investigate how people weigh descriptive information about the behaviour of their peers

versus signals from the environment.

This study, then, aims to bring us closer to understanding manifestations of impulsiv-

ity and self-control by subjecting people to an environment with an unknown payoff

structure. This will reveal how decision-makers deal with a disease outbreak, showing

whether they respond adaptively to changes in the environment by spending effort to

figure out when contributions to the public good are likely to be effective, or if they
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impulsively rely on others to show them the way. This setup also allows us to explore

the conditions in which participants control any self-interested tendencies they have at

times when this is advantageous to both the agent but also the group in general.

The controlled environment provided by the economic game used in this study also

allows for manipulation of the incentive structure, unlike the previous empirical studies

in this thesis. I will explore whether changing the incentive structure can influence

behaviour, and discuss ingredients for changes to the environment that are likely to

achieve the desired effects.
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Modelling pandemic behaviour 
using an economic multiplayer 
game
Simon T. van Baal  1,2, Lukasz Walasek  1 & Jakob Hohwy  2,3*

During a pandemic, isolating oneself from the community limits viral transmission and helps avoid 
repeated societal lockdowns. This entails a social dilemma—either distance oneself from others for 
the benefit of the public good or free-ride and enjoy the benefits of freedom. It is not yet understood 
how the unfamiliar incentive structure and interpersonal context presented by a pandemic together 
modulate individuals’ approach to this social dilemma. In this preregistered study, we take a game-
theoretical approach and investigate people’s decisions to self-isolate, using a novel iterated 
multiplayer game designed to capture the decision-making environment in the pandemic. To elucidate 
players’ thinking, we use a variation of the strategy method and elicit beliefs about how much others 
will self-isolate. Players tend to respond to social norms with abidance, rather than transgression; 
they resist the temptation to freeride when others are self-isolating. However, they deal with 
exponential growth poorly, as they only self-isolate sufficiently when lockdowns are imminent. 
Further, increased collective risk can motivate more self-isolation, even though the link between 
self-isolation and lockdowns is stochastic. Players underreport the influence of others’ choices on 
their own, and underestimate others’ self-isolation. We discuss implications for public health, and 
communication to the public.

Achieving high levels of protective behaviours during a major health crisis such as the COVID-19 pandemic 
has proven difficult in many countries. Adopting protective behaviours, like staying home when it is feasible to 
do so, carries substantial individual costs, whereas benefits apply to both the individual and the larger society1. 
Decisions on isolating oneself by staying home thus constitute a social dilemma2–4. Due to this conflict between 
interests of the individual and the collective, many countries had to enforce ‘lockdowns’ with enforceable stay-
at-home orders as high disease prevalence put strain on healthcare systems.

It is not yet known if patterns of behaviour expected in non-pandemic settings also occur in the unusual 
incentive structure and social context of a pandemic, nor whether that unfamiliar setting modulates attempts to 
resolve the social dilemma in unexpected ways. Here we study how people make decisions about self-isolation 
during a pandemic scenario under the threat of lockdown, and look for areas of improvement for increasing 
the willingness to self-isolate and avoid future lockdowns. We are interested in how people react to two types of 
informational inputs: situational cues that signal the current viral transmission status and incentive structure 
changes, and social cues that reveal dominant behaviour patterns.

Studying determinants of protective behaviour during a pandemic.  We may try answering ques-
tions about the willingness to self-isolate through the use of cross-sectional surveys or longitudinal studies. 
There has been a proliferation of research in this area, which has brought many insights. However, drawing 
inferences on what drives behaviour from survey data is challenging considering the likely prevalence of recall 
bias5, social desirability bias6–9, potential confounds, and difficulty in dissociating causality from correlation. 
Likewise, using observational data on behaviour is often marred with privacy concerns, especially when it comes 
to personal information like someone’s health status.

Instead, we may turn to previous social psychology literature on how humans cooperate, and how they cre-
ate and respond to social norms10–12; social norms are powerful drivers of behaviour, especially when people 
are unsure of the right course of action, thus predicting high levels of conformity in a pandemic. Although it 
is also clear that while some act in accordance with social norms, many act in their self-interest13. We may also 
conjecture that because people are suggested to suffer from exponential growth bias14 (people are, for example, 
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not good at predicting the next number in an exponentially growing sequence of numbers, but see15), they may 
be unwilling to make costly sacrifices for public health when the caseload is still low. However, the COVID-19 
pandemic has created a novel, unfamiliar situation for individuals and groups, and it is not clear how those 
tendencies ceteris paribus apply to the unique and unprecedented realities of the pandemic.

Economic games are well-suited to address questions about the determinants of willingness to self-isolate, 
and the effects of environmental changes because of the controlled setting in which behaviour is studied. At the 
same time, simply drawing inferences from existing context-free economic games carries the risk of failing to 
account for the unusual but ubiquitous circumstances of the pandemic. For instance, the stochastic link between 
behaviour (e.g., self-isolation) and the consequences to that behaviour (e.g., lockdowns) might introduce different 
choice patterns because it leaves more room for the influence of social norms and beliefs about others’ actions. In 
addition, the initial exponential stage of disease growth, paired with the influence of superspreader events, makes 
individuals’ decisions more influential than in traditional multiplayer games such as the public goods game. To 
deal with generalisability issues, the literature on economic games has broadened and is now rich with studies 
tailoring games to specific contexts, such as public goods provision in competing teams16, contributions to combat 
climate change17, building a dam to prevent flooding when there are private solutions available18. We contribute 
to this line of research with a game specifically designed to study the self-isolating behaviours in a pandemic.

In this study, we aim to investigate people’s willingness to self-isolate, through the use of a novel context-
specific economic game. The game mimics the incentive structure of the pandemic, where self-isolation is costly 
but benefits the collective through decreased frequency or avoidance of lockdowns. The virus spreads exponen-
tially, depending on whether infected players and non-infected players self-isolate. Naturally, our game provides 
a simplified view of the realities of an infectious disease outbreak; two notable simplifications are that individuals 
do not incur the costs of being infected and that participants do not know when they are infected. This allows us 
to focus on players’ responses to collective costs, rather than the individual cost of the disease.

We constructed this game to find out whether the incentive structure is sufficient to produce behaviour pat-
terns that fit with the observations in the COVID-19 pandemic, and to ascertain how dynamically changing 
situational and social cues influence this behaviour. Important behaviour patterns that we tried to reproduce 
include the fact that people have been unable to avoid high disease prevalence and lockdowns without interven-
tion, with nevertheless sustained willingness to self-isolate over time (as witnessed with the lack of “behavioural 
fatigue”19). To gain deeper insight into people’s responses to situational and social cues, the game uses a variation 
to the strategy method20, where participants indicate how much they would self-isolate in hypothetical scenarios 
and reveal their beliefs about what others will do in the next round.

The Self-Isolation Game presented here is thus related to, but contrasts with both existing context-free, classi-
cal games and games tailored to other specific scenarios. This game uses the advantages of economic games and 
applies them to the context of the pandemic to shed light on how individuals cooperate and behave to protect 
their interests as well as those of the broader social (public) good. Having participants operate under unfamiliar 
transmission dynamics, with a stochastic link between choices and outcomes, allows for a better understand-
ing of what drives behaviour during infectious disease outbreaks and improves our ability to gauge the effect of 
manipulations in the environment.

Phenomena of interest.  The current gaps in knowledge on the motivating factors for people’s willingness 
to self-isolate that we investigate here, consist of the following four points. First, our game allows us to determine 
how people perceive and respond to descriptive social norms in their willingness to self-isolate, and whether 
they realise the influence these norms have. Descriptive social norms of high self-isolation levels could stimu-
late conformity10, which usually takes the form of conditional cooperation in economic games21–23, although 
descriptive social norms are less effective in regulatory contexts of prevention24, such as in a pandemic. Thus, 
descriptive social norms may promote norm transgression instead; people are tempted because when others are 
self-isolating, they think they can go out without getting or spreading the disease.

Second, with the use of our game, we assess whether people can deal with the exponential growth of viral 
transmission appropriately. People tend to underestimate how fast COVID-19 cases grow, imagining they grow 
linearly—known as exponential growth bias25,26—which may inhibit people from self-isolating effectively because 
it limits their capacity to see the danger in low case numbers. If there is a link between exponential growth bias 
and behaviour, then we should expect that people respond only to relatively high case numbers.

Third, insights from our paradigm can contribute to research on the reliability of behavioural self-report 
measures during a pandemic, including the potential interference of social desirability bias6,8,9. While the flaws 
in self-report data have been widely documented, studies using behavioural self-report measures are still over-
represented in the pandemic-behaviour literature. Considering that the unfamiliarity of the pandemic context 
may interact with response biases in new ways, it is important to gain more insight into how self-reports deviate 
from actual behaviour.

Lastly, we investigate whether increased costliness of the collective risk motivates more self-isolation behav-
iour when there is a stochastic link between behaviour and outcome (i.e., one individual’s action does not 
automatically translate to viral transmission or lockdown), and compare this to income maximising behaviour, 
as derived from simulations.

We conduct simulations to identify what a profit maximising player would do for various levels of others’ 
compliance, and different levels of disease prevalence. A profit maximising player would always defect (not 
self-isolate at all), regardless of others’ self-isolation levels, but the simulations reveal that defection becomes 
relatively more attractive when self-isolation levels in the group are high. Further, a profit maximiser would see no 
reason to increase their self-isolation when faced with increasing disease prevalence. Considering the substantial 
compliance with public health restrictions observed during the COVID-19 pandemic, we expect to find players 
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adopting more cooperative strategies. Therefore, we aim to see if and how players’ behaviour deviates from this 
profit maximising strategy while addressing the four gaps in knowledge mentioned above.

Predictions.  We preregistered several predictions on people’s behaviour in the Self-Isolation Game, each of 
which speaks to the above phenomena of interest. For ease of presentation here, the ordering of the predictions 
differs from the ordering in the preregistration, as follows: H2, H3a, H3b in the present text are H3, H2i and H2ii 
in the preregistration, respectively.

Considering the game’s modelling of the exponential spread of the virus, the least costly way to avoid lock-
downs would be to self-isolate to a high degree early on, when there are few infected players (for details, see 
Methods). We therefore predicted that (H1) players will be unable to deal with exponential growth, and self-isolate 
sufficiently only when it is too late—when there are several infected players in the group. That is, they do not 
account for exponential growth properly: they forfeit income even when it would be fairly inconsequential to 
defect because a lockdown is increasingly inevitable with more players being infected.

For the accuracy of beliefs about others’ behaviour, we predicted that (H2) players will believe that others 
will self-isolate more when there are more infected players in the group. In an exploratory analysis, we also 
assess whether participants suffer from illusory superiority (also called the better-than-average-effect, referring 
to the tendency to regard one’s own qualities and attributes as superior to others27), where they believe others 
will self-isolate less than they will themselves. We found this tendency in self-reports on staying home during a 
lockdown28. Illusory superiority is relevant in a disease outbreak context because it is known to hamper inter-
personal adjustment, and it has been speculated to increase risk taking27.

Our game bears resemblances to the volunteer dilemma29 and the step-level public goods game30, where 
a sufficient number of players needs to cooperate to produce some binary public good (here: the lack of lock-
downs). In contrast to games such as the prisoners dilemma, trust games, and ultimatum bargaining, coopera-
tion and defection tend to coexist in the equilibrium. Therefore, we predicted that (H3a) players will self-isolate 
less when they believe that others will self-isolate more because defection is least consequential when others 
are self-isolating rigorously. We also predicted that (H3b) players will report that they would self-isolate less in 
hypothetical scenarios where others self-isolate more (i.e., we predict that norm transgression tendencies from 
H3a are reflected in their hypothetical responses).

We reasoned that people would exhibit social desirability bias, and thus we evaluate whether players’ self-
reports in hypothetical scenarios indicate higher levels of self-isolation than what players actually choose during 
their incentivised trials; we predicted that (H4) players will indicate higher levels of self-isolation in hypothetical 
scenarios than in the subsequent actual (incentivised) trials.

Investigating whether a collective risk can motivate larger contributions even when there is a stochastic link 
between behaviour and outcomes, we predicted that (H5) costlier lockdowns lead to higher self-isolation levels. 
If lockdowns are costlier, then the benefit of self-isolation increases, and thus we should find that people respond 
to this by self-isolating more. But the probabilistic influence of self-isolation on disease prevalence may cause 
players to feel that whether a lockdown occurs or not is out of their control, which makes this worth investigating.

Materials and methods
Participants.  The final sample consisted of 134 participants: 57 (42.5%) males, 76 (56.7%) females, and 1 
(0.7%) indeterminate/intersex/unspecified with a mean age of 35.5 (SD = 12.0). Participants were required to be 
fluent in English, residents of the UK. Participants were excluded before completion of the experiment if they 
were diagnosed with dyslexia, dyspraxia, attention deficit hyperactivity disorder, or if they had trouble reading 
for any reason (including uncorrected abnormal vision).

The data collection was completed between 20 and 23 January 2021 via the Prolific online research participant 
database. At this stage in the COVID-19 pandemic, the UK was on the cusp of 100.000 COVID-related deaths, 
and two weeks earlier the National Health Service (NHS) England’s national medical director urged people to 
physically distance because the NHS was under extreme pressure. The country was in lockdown without a clear 
end date. In addition, 3.07% of participants reported they had received a positive COVID-19 diagnosis.

The experiment was divided into 14 sessions with 11 participants each, for an initial total of 154 participants. 
The minimum group size after exclusions per session was eight. Any sessions that did not meet the cut-off were 
excluded from data analysis. 20 participants were excluded, most of whom dropped out while waiting for the 
experiment to start (19), 1 participant provided low effort data by missing too many responses. We departed 
from the preregistration here. We stated that we would discard data on a particular DV for participants who 
provided the same responses in 95% of the rounds for that DV. Seeing as there are legitimate reasons to respond 
the same each round, we did not go through with this exclusion procedure. Instead, if participants’ pages timed 
out in 30% of the rounds or more, their data was excluded.

Participants were paid £2.00, with a bonus of £0.20 for every 100 points (the endowment for each round). 
There were 40 rounds, so participants could accrue a maximum of £10. All participants provided informed con-
sent as approved by the Monash University Human Research Ethics Committee (Project ID: 26499).

Apparatus.  This experiment was an online study, and participants were asked not to use mobile devices. No 
default options were used for any of the questions, and the options were always presented left to right in increas-
ing order to avoid any confusion. The pages had timeout timers that would only appear when time was running 
out. This was done to streamline the experiment and make long waiting times unlikely while limiting the effect 
on the participants.
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Procedure.  Participants began the study by completing a short questionnaire, stating their age, their sex, 
whether they had tested positive for COVID-19 in the past, and in which region within the UK they resided 
(i.e., England, Scotland, Wales, or Northern Ireland). Further, as an attention check, they were asked which city 
was not a city in the US, with the list including Tokyo, but with a subheading that read: “Regardless of the right 
answer, please select Chicago”. The attention check was not preregistered, but was added to flag submissions for 
more careful review. We could not find any reason to exclude the participants who failed the attention check, 
and found that excluding them would make little difference to the results (see Supplementary Materials for 
additional information, and a secondary analysis without these participants in the sample). Afterwards, they 
were presented with an introduction and instructions on how to play the game, which was created using oTree31.

Participants were made aware that a randomly selected player in the group was infected with COVID-19 and 
that they could spread it to other players in the group. They did not know who this ‘patient zero’ was, and were 
told that they could be patient zero themselves. Additionally, they would not know whether they were infected 
at any point, nor would they experience a decrease in income if they got infected. When six players were infected 
with the virus, the group would go into lockdown for two rounds, costing either 60 or 90 points per round, in the 
Low Cost and High Cost conditions, respectively. After a lockdown, a new patient zero was randomly selected. 
Players were notified that they were playing to get points and that to do this they could avoid lockdowns by 
reducing viral transmission through self-isolation (see instructions here https://​osf.​io/​tr6y3/?​view_​only=​aa314​
332c1​2c455​48484​ac084​feed2​f0).

In each round, the game required several responses from the participants; if one of the pages timed out before 
they responded, they were not paid for the round. First, we implemented a variation to the strategy method: to see 
how players would respond to different levels of self-isolation in the group, players were asked “If you knew what 
the average self-isolation level of the others in the group was in this round, how much would you self-isolate?”, 
with five sub-questions reading: “If the group self-isolation average were—[insert level]”. Thus, each of these 
sub-questions presents a different hypothetical scenario (hereafter: others’ self-isolation in scenario). For each 
sub-question, the response could be one of 5 self-isolation levels: not at all, slightly, moderately, stringently, or 
completely (hereafter: hypothetical self-isolation). Second, participants would provide their response to “On aver-
age, how much do you think others will self-isolate in this round?”, choosing one of the aforementioned options 
(hereafter: beliefs about others’ behaviour). Last, they answered: “How much do you actually want to self-isolate 
in this round?”, emphasising that this response would be incentivised (hereafter: incentivised self-isolation, see 
below). See Fig. 1 for the flow of the experiment from the participants’ point of view.

Figure 1.   A trial-level schematic of the game from the players’ point of view.
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Participants’ endowment was 100 points in each round and they could sacrifice a part of their income by 
selecting one of the following options: sacrifice no points by choosing the self-isolation level “Not at all”, sacrifice 
10% (i.e., 10 points) to slightly self-isolate, 20% to moderately self-isolate, 30% to stringently self-isolate, or 40% 
to completely self-isolate. Participants were not made aware of how much the self-isolation would decrease the 
chance of transmission (because this is also not the case in the real world).

The transmission chance was determined through a stochastic process: if an infected player and a healthy 
player would not self-isolate at all in the same round, then the chance of transmission would be 100%, while 
if one of them would self-isolate moderately, this would be reduced to 50%. For example, if an infected player 
would self-isolate moderately, but a healthy player would not self-isolate at all, then the chance of the infected 
player transmitting the virus to the other player would be 50%. See Fig. 2 for the dynamics of transmission and 
the by-trial process.

Participants were all subjected to both lockdown cost conditions, and the order of presentation was coun-
terbalanced. After 20 rounds in the initial lockdown cost condition, halfway through the experiment, either 
High Cost or Low Cost, participants were shown a message stating the new lockdown cost regime. The Low 
Cost condition was set to 60 points because it would equate incomes of groups where every member is com-
pletely self-isolating (i.e., for three rounds: 3*60 points), and not self-isolating at all (i.e., for three rounds: 100 
points + 2*40 points in lockdown). The High Lockdown Cost condition was chosen to provide a strong contrast 
to this situation where not self-isolating resulted in efficiency loss; providing only 2/3 of the income of a fully 
self-isolating group (100 + 2*10). The range of outcomes for participants was, then, £4.98 (complete self-isolation 
and maximum number of lockdowns) and £10 (no self-isolation and no lockdowns).

After players entered their choices, they were presented with essential information regarding the results of 
that round. Specifically, they were shown: how much they had earned (i.e., endowment—self-isolation cost, or 
lockdown endowment); average self-isolation of others, as a percentage of complete self-isolation; how many 
infected players there were, and how many players there were in the group; their cumulative earnings in points. 

Figure 2.   The costs and a demonstration of the viral transmission in the game. Participants all get 100 points of 
endowment in each (non-lockdown) round. They are then given a chance to choose their level of self-isolation 
to a maximum of 40% of their income, leaving minimally 60 points. This case depicts a scenario with only 
one infected player who does not self-isolate at all (at the bottom of the group, in red). Players who aren’t yet 
infected and do not self-isolate at all have 100% chance of getting infected, whereas players who self-isolate 
moderately (20% of endowment sacrificed) have 50% chance to get infected. The different self-isolation levels 
are indicated by differences in circles around the players (e.g., the green solid line is complete self-isolation (40% 
of endowment sacrificed), the dark orange dashed circle is slight self-isolation (10% of endowment)).
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The presented information during the various participant inputs was held constant, and so participants were 
always shown how many infected players there were in the group, and what the cost of a lockdown would be if 
it were to occur after that round. For further details of the procedure, see Supplementary Materials.

Analysis.  Simulations.  To compare participants’ behaviour to profit maximising strategies we simulated 
the income generated by adopting different strategies along the empirical boundaries of the game. We vary other 
players’ cooperativeness from complete defection (all other players select ‘no self-isolation’ in each round), to 
complete cooperation (all other players select ‘complete self-isolation’ in each round). We first simulated the 
game’s outcomes for the five possible static strategies, where the fictional player of interest maintains the same 
level of self-isolation throughout the game, among the changing environment of the other 10 players’ coopera-
tiveness. For all strategies, income drops strongly as others become less cooperative. However, under both levels 
of lockdown cost, and the different levels of cooperativeness of the group, less self-isolation is more profitable.

In addition, we modelled the performance of dynamic strategies whereby players increase or decrease their 
level of self-isolation when infections rise. The fictional player of interest starts by choosing moderate self-
isolation in every round but will either increase their self-isolation to complete self-isolation (‘Moderate to 
Complete’ strategy), or decrease it to no self-isolation (‘Moderate to None’ strategy) when there are more than 
two infections in the group. We compare this to the static ‘Moderate Cooperator’ strategy, where the player always 
chooses moderate self-isolation in each round.

Preregistered analyses.  Based on the within-subjects design with only one manipulated variable (lockdown 
cost, with two levels), and various observed variables, we opted for a linear mixed modelling approach, which 
allowed for the controlling of the dependence between observations. There were three dependent variables (DV): 
incentivised self-isolation, hypothetical self-isolation, and beliefs about others’ behaviour. There were three other 
independent variables (IV) of interest: the cost of lockdown, the number of infections in the group, and the self-
isolation of others in hypothetical scenarios. Other observed variables were used as control variables, these were: 
the round in which the observations were made and the average self-isolation of others in the previous round.

A linear mixed model (LMM) was used to analyse the effects of the number of infected players (H1) and 
beliefs about others’ self-isolation (H3a) on incentivised self-isolation. In this model, the DV was incentivised 
self-isolation, and the IVs were the number of infections, the self-isolation of others in the previous round, peo-
ple’s beliefs about others’ self-isolation, and the round number. The model included participants as a random 
intercept and the round number as a random slope.

Another LMM was used to analyse the effects of the number of infections on beliefs about others’ self-isolation 
(H2). In this model, the DV was beliefs about others’ self-isolation, the IVs were the round number, the number 
of infections, the self-isolation of others in the previous round. The model also included the participants’ IDs as 
the random intercept and the round number as the random slope. A third LMM was used to analyse the effects 
of others’ self-isolation in a scenario on self-reported hypothetical self-isolation (H3b). In this model, the DV 
was hypothetical self-isolation, and the IVs were the round number, the number of infections, the self-isolation 
of others in the previous round, and others’ self-isolation in the scenario. The model also included participants’ 
IDs as the random intercept and the round number as the random slope.

A Wilcoxon Signed Rank (WSR) test was used to measure the difference between hypothetical self-isolation 
and incentivised self-isolation (H4). Here we averaged self-isolation for each category (i.e., hypothetical or 
incentivised trials) per participant, such that each participant had one observation in each category. Only the 
hypothetical scenario was used that the participant believed would happen (e.g., when the participant indicated 
they believed others would choose moderate self-isolation levels, then that hypothetical self-isolation response 
would be used for this analysis). To measure the effect of the cost of lockdown on incentivised self-isolation (H5), 
we also used a WSR test. The WSR test was used in these instances because the tests are designed to only detect 
a main effect, disregarding any interactions.

Analyses were conducted using R32, mainly relying on the “afex” package33 and the “emmeans” package34. 
Results were considered significant based on a false discovery rate adjusted α of 0.05.

Exploratory analysis.  One exploratory analysis was conducted to investigate whether participants consistently 
self-isolated more than they believed others would. This analysis consisted of a WSR, testing the difference 
between incentivised self-isolation (aggregated per player) and beliefs about others’ behaviour (aggregated per 
player).

The preregistration can be found here https://​osf.​io/​xhf7w/?​view_​only=​c3f6f​12d38​0d414​f8584​e19b7​a9342​
94; the data, analysis code, and code for the experimental software are all publicly available on the Open Science 
Foundation website here https://​osf.​io/​jcmwt/?​view_​only=​d7b6f​e0e5e​53447​ca871​312b2​b10f7​79.

Ethical approval.  This research was approved by the Monash University Human Research Ethics Com-
mittee (Project ID: 26499). The experiment was performed in accordance with relevant named guidelines and 
regulations. Informed consent was obtained from all participants and/or their legal guardians.

Results
Simulations.  The simulations show that the most profitable static strategy is to defect (by never self-isolat-
ing), regardless of what the rest of the group chooses to do. It is also clear that the less the others self-isolate, the 
less profitable each strategy becomes, but the ordering of the profitability of each strategy is largely maintained as 
the most cooperative strategies are the least profitable. The socially optimal outcomes are that everybody chooses 
‘complete self-isolation’ in the High Lockdown Cost condition, and ‘stringent self-isolation’ in the Low Lock-
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down Cost condition. There is also a steep drop in profitability when there are 6 or more players in the group 
who are not self-isolating at all. This is because lockdowns will happen when six players are infected, affecting 
players’ endowments. See Fig. 3 for a depiction of the cumulative income attained by players per strategy for 
varying levels of cooperativeness of the others in the group.

When comparing dynamic strategies, where players start with one of the static strategies but adjust their self-
isolation level when there are 2 or more infections, we found that decreasing self-isolation when cases increase is 
strictly dominant over a strategy of increasing self-isolation as well as holding the same strategy. This is especially 
true when there are relatively few defectors in the group, while producing the same amount of income for < 2 
defectors and for > 5 defectors. However, a complete defection strategy is still strictly dominant. See Fig. 4 for a 
comparison between these dynamic strategies with some of the static strategies mentioned before.

Experimental results.  Participants maintained high levels of self-isolation throughout the experiment (see 
Figure S1 in supplementary materials for average levels of self-isolation per round). Female participants on aver-
age sacrificed more of their income to self-isolate (M = 23.43) than males (M = 21.63), and there was no apparent 
association between age and self-isolation.

Our results show that H1 and H2 were supported. First, there was a significant effect of the number of infec-
tions on both incentivised self-isolation, b = 1.345, SE = 0.115, t(3317) = 11.684, p < 0.0001, and on players’ beliefs 
about others’ self-isolation, b = 2.833, SE = 0.105, t(3300) = 27.106, p < 0.0001. This means that the more infections 
there were in the group, the more they would self-isolate, and that players (correctly) believed that others would 
do the same. However, the exploratory analysis on illusory superiority showed that beliefs about others’ self-
isolation (Mdn = 20.84) were lower than players’ own incentivised self-isolation (Mdn = 21.94), z = 2.198, p = 0.02. 
See Fig. 5 for the influence of the number of infections on self-isolation and beliefs about others, and Table 1 for 
a summary of the output of the three regressions. This means that players believed others’ self-isolation would 
be lower than their own self-isolation.

We found an effect of descriptive social norms in the opposite direction of H3a: there was a significant 
effect of beliefs about others’ self-isolation on incentivised self-isolation, b = 0.475, SE = 0.017, t(3420) = 27.745, 
p < 0.0001. When participants believed that others would choose high levels of self-isolation, they chose higher 
levels of self-isolation themselves. Further, the results concerning H3a were mirrored in hypothetical scenarios 
(H3b). Participants reported they would self-isolate more in hypothetical scenarios where others were also 
self-isolating more, b = 0.108, SE = 0.005, t(16,810) = 20.470, p < 0.0001, but this effect was markedly smaller. See 
Fig. 6 for the influence of beliefs about others’ behaviour on incentivised self-isolation, compared to the effect 
of others’ self-isolation in a hypothetical scenario. This figure is relevant to evaluating what information about 
others motivates players’ behaviour.

Figure 3.   A comparison of average cumulative incomes achieved in simulations of the game through all five 
possible static strategies. The panel on the left represents the Low Lockdown Cost condition, wherein players 
earned 40 points per round in lockdown, whereas the panel on the right shows the condition wherein players 
earned 10 points per round in lockdown. The income earned through adopting each strategy (y-axis) is shown 
for a different number of defectors and unconditional cooperators in the group (x-axis); the left-most points 
describe groups where all other players choose ‘no self-isolation’ in every round (defectors), while the right-
most points depict groups where all other players choose ‘complete self-isolation’ in every round (unconditional 
cooperators). The upper, purple lines represent the income one would receive when adopting a strategy 
of choosing ‘no self-isolation’ every round, and each line below shows the income received through a one 
increment increase in self-isolation.

170



8

Vol:.(1234567890)

Scientific Reports |        (2022) 12:13466  | https://doi.org/10.1038/s41598-022-17642-w

www.nature.com/scientificreports/

Turning to the differences between self-reports and incentivised choices, we found no evidence for H4; 
self-isolation levels in hypothetical scenarios (Mdn = 22.48) were not significantly higher than incentivised self-
isolation (Mdn = 22.13), z = 0.572, p = 0.28.

H5 was supported, however. There was a significant effect of the cost of lockdown on incentivised self-isola-
tion. Incentivised self-isolation was lower in the Low Lockdown Cost condition (Mdn = 20.00) than in the High 

Figure 4.   A comparison between dynamic strategies and static strategies. Two dynamic strategies are depicted, 
namely ‘Moderate to None’ and ‘Moderate to Complete’, in these strategies, participants choose ‘moderate 
self-isolation’ if there are only one or two infected players in the group. When there are more infections in 
the group, players who adopt the Moderate to None strategy always choose ‘no self-isolation’ whereas those 
adopting the Moderate to Complete strategy then choose ‘complete self-isolation’. The other three strategies are 
static strategies, where defectors always choose ‘no self-isolation’, moderate cooperators choose ‘moderate self-
isolation’, and unconditional cooperators choose ‘complete self-isolation’.

Figure 5.   A visualisation of the effects of the number of infections in the group (x-axis) on incentivised self-
isolation (in blue) and beliefs about others’ self-isolation (in green). The error bars represent 95% confidence 
intervals.
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Lockdown Cost condition (Mdn = 23.66), z = 3.667, p < 0.001. This means that people self-isolated more when 
the cost of lock-down was high. See Fig. 7 for the interaction between the cost of lockdown and the number of 
infections on incentivised self-isolation.

Discussion
The Self-Isolation Game we present in this study was designed to capture key properties of the self-isolation 
decisions that individuals face during an infectious disease crisis, such as the COVID-19 pandemic. The results 
were as follows: players only tended to self-isolate more as there were more infections in the group, when lock-
downs were practically unavoidable. Players systematically underestimate other people’s willingness to self-isolate 
compared to their own—displaying illusory superiority. They also tend to respond to social norms with norm 
abidance, rather than norm transgression, even though decisions were private. Players’ willingness to self-isolate 
was affected by the cost of lockdown, but only in the second block. We discuss these results in detail below.

Players maintain relatively high levels of cooperation (i.e., self-isolation) throughout the game. In many 
other repeated games, contributions normally dwindle35–37, whereas in the Self-Isolation Game, players do not 
tend to decrease their self-isolation, even though they garner no direct benefits from their input. This implies 
that the incentive structure and context produce an environment where people remain motivated to cooperate, 
more so than in a classic repeated public goods game, but mimicking the absence of ‘behavioural fatigue’19 in the 
general public during the pandemic (see Figure S1 for the development of players’ average self-isolation levels 

Table 1.   A regression table showing the effects of various predictors on incentivised self-isolation, beliefs 
about self-isolation of others, and hypothetical self-isolation. *p < 0.1; **p < 0.05; ***p < 0.01. 

Dependent variable

Incentivised self-isolation (1) Beliefs about others (2) Hypothetical self-isolation (3)

Regression results H1–H3

Round number 0.022
(0.025)

− 0.014
(0.023)

0.007
(0.022)

Number of infections 1.345***
(0.115)

2.833***
(0.105)

1.803***
(0.063)

Others in previous round 0.009
(0.007)

0.009
(0.007)

0.007*
(0.004)

Beliefs about others 0.475***
(0.017)

Self-isolation of others in scenario 0.108***
(0.005)

Constant 22.328***
(0.698)

20.776***
(0.556)

22.803***
(0.770)

Log likelihood − 12,091.020 − 12,064.220 −63,638.690

Figure 6.   The effects of a player’s beliefs about other players’ self-isolation (x-axis in the left panel) behaviour 
on their incentivised self-isolation (y-axis in the left panel), and the effects of the self-isolation of others in each 
hypothetical scenario (x-axis in the right panel) on self-isolation levels (y-axis in the right panel). The error bars 
represent 95% confidence intervals.
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throughout the game). One other explanation for the continued high levels of self-isolation may be that players 
receive information on the average contributions of the others in the group, rather than about each individual 
player’s contributions. The way information is presented is particularly relevant during the pandemic because 
prominent defectors (such as vocal anti-vaccination advocates) can instil feelings of helplessness and encourage 
non-adherence to guidelines38. Collective risk social dilemma games, which also bear significant similarities to 
the current game, can produce high levels of cooperation under the right conditions17,39. These conditions appear 
to be met with the current parameters of the game, even though the relationship between self-isolation and 
lockdowns is stochastic, and there is minimal efficiency gain of self-isolation when the cost of lockdown is low.

We predicted that (H1) participants’ self-isolation would increase as a function of disease prevalence. We 
reasoned that people would underestimate the importance of early intervention to stop the spread of the virus; 
that they would increase their self-isolation only when lockdowns were nearly inevitable. This prediction was 
supported, as participants persistently displayed relatively low self-isolation when there was only one case in 
the group, but ramped up their self-isolation gradually as disease prevalence rose, reaching maximum levels 
when lockdowns were already imminent (see Fig. 5). This result relates to a recent study reporting that COVID-
conscious people were focused on the current disease prevalence numbers (rather than their possible contribu-
tion to a rise in those numbers)40. It is significant because if their goal was to avoid lockdowns, then maintaining 
a high level of self-isolation throughout would be a superior strategy. In addition, our simulations show that 
such a strategy is weakly dominated as a profit maximising strategy because players could earn more income by 
defecting after cases increased.

It thus appears that players are unable to deal with exponential growth appropriately, in a pattern that is con-
sistent with exponential growth bias25. This pattern could also have arisen due to players initially exploring the 
consequences of low self-isolation levels, and subsequently responding to a rise in infections. Either way, rather 
than players ultimately overcoming this underestimation of the importance of self-isolating early, this pattern 
then gets ingrained, possibly because it turns into a descriptive social norm. This implies that waiting with the 
implementation of public health measures until popular support for those measures is attained may cause an inef-
fective, slow response. Arguably, this is one of the successes in many countries’ policy responses to the pandemic; 
the first containment measures were usually introduced within days or weeks after the first case was detected41.

Players believed (correctly) that other players would self-isolate more when the number of infected players 
increased, and thus H2 was supported. But, their beliefs about others’ self-isolation levels were systematically 
lower than their own self-isolation (if beliefs were accurate, these would be equal on average), see Fig. 5. This 
suggests that players suffered from illusory superiority; they tended to believe others would self-isolate less than 
they did themselves, a pattern we also found in another study28. However, it is more surprising in this context 
because players have complete knowledge about average self-isolation in previous rounds by other players. The 
type of illusory superiority we found in this study is also surprising because it goes against previous findings on 
the holier-than-thou effect where people overestimate themselves, but do not underestimate others42.

Illusory superiority is positively correlated with wellbeing and self-esteem and negatively correlated with 
depression43. Thus, it might be helpful to people to think they are more willing to adopt protective behaviour, 

Figure 7.   The effect of the cost of lockdown (60 points per trial in green, 90 points per trial in purple) on 
incentivised self-isolation levels (y-axis, left panel), parsed by the number of infections in the group (x-axis). 
In the right panel, a line plot of the interaction effect between the self-isolation of others in each hypothetical 
scenario (x-axis) and the cost of lockdown, on self-isolation (y-axis). The error bars represent 95% confidence 
intervals.
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such as self-isolation, than others; it makes them feel like they are good citizens who are contributing to the 
public good. Illusory superiority also potentially has negative implications for the management of a pandemic 
because their underestimation of other people’s compliance means that people may be more pessimistic about 
the probability of successful outbreak management. That is, when people underestimate the likelihood that oth-
ers adhere to public health guidelines, they will infer that the measures are likely to fail. This may increase other 
forms of social distrust and non-compliance. In addition, although the link has seemingly not been explicitly 
tested, it has been proposed that illusory superiority may encourage people to engage in moral licensing44,45. 
That is to say that people may believe they have been behaving relatively morally (because they believe others 
are uncompliant), making it appear more permissible to transgress46.

The influence of social norms was the opposite of our predictions (H3a, H3b): we hypothesised that partici-
pants would be tempted to take advantage of others’ higher compliance and self-isolate less because free-riding 
is less likely to be consequential when others self-isolate more. The simulations show that the extra income that 
can be earned by defecting is much higher when others are diligent self-isolators, which is similar to the incentive 
structure in classic games such as the trust game47. However, players’ self-isolation was highly correlated with 
their beliefs about others’ willingness to self-isolate, favouring an explanation in accordance with the literature 
on social norms48 (See Fig. 4), which predicts that people behave per the descriptive social norm especially when 
they are uncertain about the correct policy49, but also that cooperative behaviour tends to cascade through social 
networks50. Another possibility is that the context of the pandemic changed how the norms are perceived, turn-
ing the behaviour of others into a prescriptive, rather than a descriptive, norm11. This is not to say that freerider 
behaviour does not exist in the pandemic, but it provides grounds to believe that the urge to follow social norms 
may be strong in this type of context.

The cooperation pattern we observed also relates to the literature on conditional cooperation in public goods 
games, a well-studied phenomenon21–23, but the difference here is that the stochastic nature of infections leaves 
room for sustained conditional cooperation throughout the repeated game. It has also been suggested that many 
people may not perceive behaviour in the pandemic as a social dilemma, and that general levels of trust and 
cooperation (i.e., beliefs and behaviours not specifically related to pandemic behaviour) are not a good predictor 
of intentions to adopt protective behaviours51. Thus, managing beliefs about descriptive social norms on will-
ingness to socially distance and stay home could be a powerful communication tool for governments, but more 
research needs to be done on this topic and how it relates to different domains of behaviour during a pandemic.

We predicted that players would indicate more willingness to self-isolate in hypothetical scenarios than in 
incentivised trials (H4), as one would expect social desirability bias to work in this direction; people report that 
they would self-isolate a lot in a certain scenario (often a socially desirable answer), but might not do so. This 
hypothesis was not supported, closely aligning with the results of Larsen et al.9 and Gollwitzer et al.8, who also 
found no evidence of overreporting willingness to comply with government guidelines. The social desirability 
bias measurement in this experiment was stringent, however, because unlike in many social desirability bias 
studies, the self-report measurement was not retrospective (leaving no room for recall bias)—self-reports were 
temporally proximate to the actual behaviour.

Although, there was a downward bias in the extent to which they indicated their decisions were influenced 
by the descriptive social norm (see the difference between the left and right panels of Fig. 5). Tuncgenc et al.52 
found that people’s decisions in pandemic contexts are highly influenced by close peers. Underestimating or being 
unaware of that influence would be particularly harmful in a pandemic context because people (‘self-isolation 
role models’) could use that information to influence their peers by setting a good example, which could improve 
their own outcomes (e.g., by avoiding a societal lockdown). It may thus be risky to trust people’s insights on 
what influences their decisions in self-report studies, and this is brought out in an experiment like our game that 
contrasts a type of self-report with actual incentivised behaviour.

We predicted that (H5) the cost of a lockdown would affect the level of self-isolation players chose in the game 
because people may be sensitive to the magnitude of the collective risk. This prediction was supported, but it was 
driven mostly by the second half of the game (after the cost of lockdown was changed). Players increased their 
self-isolation when they transitioned from the Low Cost to the High Cost condition, and vice versa, while their 
self-isolation levels in the first half of the experiment were comparable over the two levels of lockdown cost (see 
Figure S1). Therefore, it is likely that this is a framing effect; people think they need to self-isolate more when 
the collective cost of not doing so increases. This reinforces the importance of thoughtful management of the 
public’s perception of the collective risks to the community.

Limitations and future directions.  The experimental design left out any adverse effects of contracting 
the virus. The current paper is meant to not only stand on its own, but also serve as a template for how people’s 
behaviour under various payoff structures in future pandemics could be studied, and thus parsimony of the 
model was an important consideration. Omitting personal costs served to mimic the payoff structure for a key 
demographic that is difficult to motivate to adhere to public health guidelines: those who believe that catching 
the virus will not have an impact on them (i.e., the ‘infection indifferent’)40. It also served to ensure that we could 
capture key features of decision making during the pandemic, namely, how people respond to the risks and 
costs to the collective, and not whether they respond to their individual cost function. Nonetheless, gauging the 
impact of different individual costs associated with the virus on behaviour would be a meaningful addition to 
the current study because it could interact with the collective risk in various ways.

Another issue is that some of the findings in this study will be dependent on parameterization, the country of 
residence of the sample, or the framing, and teasing these influences apart is challenging. Changing the param-
eters of the game, the framing, and the sample will likely change the relationships that we found in this paper: 
for example, if we introduce inequality in endowments, some group members might be unresponsive to changes 
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in the number of infections; if we change the framing of the game to remove all mentions of the pandemic, the 
baseline willingness to self-isolate may be lower; different cultures might handle information about other group 
members differently. Thus, for future research it is important that the rest of the realistic parameter space, the 
influence of different cultures and nations, and neutral (non-pandemic) framing, be explored to compare to the 
original findings.

For some findings, though, it seems unlikely that they would be affected by these manipulations. Illusory 
superiority would likely remain a feature of behaviour during the pandemic we also recorded it in a self-report 
study28, and because the game already provides participants with average compliance information. Similarly, we 
deem it likely to be a robust feature of human behaviour during the pandemic that people’s compliance with, 
and support for containment measures may accumulate slower than would normally be optimal from a public 
health perspective. That is, people will usually respond to new outbreaks (or perhaps ‘threats’ in neutral framing) 
when the pathogen has already taken hold in the community because only then will it become clear that it is a 
‘problem’ and not an overreaction to try to contain it.

The group size in the experiment was kept at eleven participants, even in case of dropouts. Participants who 
dropped out were marked as complete self-isolators during the game, and therefore the self-isolation rigour in 
the group was artificially inflated (although these observations were dropped from analysis). This means that 
information presented about others’ self-isolation rigour was often exaggerated slightly (19 dropouts over 14 
sessions led to an average ~ 6% overestimation of others’ compliance). With this in mind, the illusory superiority 
found here is even more striking because, given that others’ self-isolation was slightly inflated in this experiment, 
one would expect that players believe others self-isolate more than they do themselves. And even though we see 
no reason that the other findings of this experiment would change through allowing the number of players in 
the group to decrease after dropouts, further study should investigate any differences that would occur.

Further, the experimental software would reset and switch to a new patient zero if there was no transmission 
for three consecutive rounds. This modelled effective management of outbreaks and was inspired by the situation 
in countries where there was no community transmission, such as New Zealand (at the time of the study being 
conducted). Namely, if there is one positive case, and they do not spread the virus, then they will no longer be 
infectious after a while and the risk they pose to the community dissipates. In this scenario, the next possibility 
for a new chain of infection would be a different patient zero (e.g., from international travel). However, in all 
other scenarios, players would not similarly lose their infectiousness after three rounds, which would be more 
realistic, but we decided not to include this to preserve the parsimony of the model. Further study could look at 
how people’s behaviour changes if they know that they are infected and if they know when they will no longer 
be infected.

Conclusion
The Self-Isolation Game shows several important behavioural tendencies in a disease transmission suppression 
setting that would have been difficult to investigate with classical games or survey-based research. We found that 
people exhibit illusory superiority, they can be motivated to sacrifice through a collective risk, and they tend to 
follow social norms even when doing so is disadvantageous for themselves and the group.

Policymakers should be aware of the effect that perceived descriptive social norms have on people’s willing-
ness to self-isolate. Creating the perception of social norms around willingness to maintain physical distance 
and to stay home may alleviate the need to impose restrictions. Careful framing of the high cost of a lockdown 
may also induce more willingness to adopt protective behaviours.

Waiting for public support to impose measures against viral transmission may also be ill-advised; people 
are late to respond to growing outbreaks, which is why policy interventions may need to be introduced before 
the public perceive the threat as serious. Finally, people should be aware overestimating the rigour of one’s own 
protective behaviours compared to others is common, and use this to promote understanding and compassion 
for each other during difficult times.

Data availability
All data are available here, together with the analysis code, and the code for the experimental software.
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6.8 Supplementary Materials

Here we report details of the experimental procedure that will be beneficial for the

replicability of the study, as well as the results of the secondary analysis that checks

the robustness of the results against excluding all participants who did not pass the

attention check.

6.8.1 Methods

Participants were not made aware of how many rounds they had completed, and were

told the experiment would be anywhere from 30-50 rounds (the sessions were always 40

rounds), in order to prevent any ‘last round effects’, meaning to prevent participants

from returning to the Nash Equilibrium of the stage game (a one-round equivalent),

which is to not self-isolate at all. This is the Nash Equilibrium in this particular setup

because lockdowns (i.e., endowment deductions) follow in the next round, which is not

possible in a stage game.

Participants were required to provide their choices before pages timed out, otherwise

they would not be paid for that round. If participants did not submit their answers

on time, the experimental software would mark their answer as complete self-isolation,

so as not to negatively impact other players in the group (this happened infrequently,

on average .32 times per participant after exclusions). This was done to ensure data

quality. Participants were then able to progress to the results section, and subsequently

to the next round.

We also chose to maintain the 11-player group size, even if there were dropouts, so as

not to confuse the participants and change the dynamics of the experiment too much.

In order to do this, dropouts had to be treated as complete self-isolators (this way the

others would not be adversely affected by their absence). As a result, 19 dropouts over

14 sessions led to a minor overestimation (average 6%) of others’ compliance.

The experiment would also automatically ‘reset’ and randomly select a new patient zero

if none of the players transmitted the virus to anyone else for 3 rounds. This resetting

modelled people losing infectiousness after a while, and it meant that the players had

successfully managed a chain of transmission by self-isolating enough. However, this is
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not part of the results as it is not particularly informative in itself, given that this is

highly dependent on patient zero’s self-isolation rigour. This happened 1.93 times per

session on average (maximum 3 times).

Participants were shown a ‘lockdown message’ during each lockdown round, specifying

how costly the lockdown would be (either 60 or 90 points), that it would last two rounds,

and that they would not need to make any of the decisions they normally would. The

ambiguous effect of the cost of lockdown can be seen in Figure S1. Participants start

at a similar level of self-isolation until after the cost of lockdown is changed, at which

points the two groups diverge—presumably because they infer increasing (decreasing)

their self-isolation in response to an increase (decrease) in the cost of lockdown is the

correct response.

6.8.2 Results

For this experiment, the sample was split into two groups: those who were subjected

to the high lockdown cost first and the low lockdown cost after, and those who were

subjected to the reverse order. To show the effect of the cost of lockdown on participants’

behaviour, accounting for order effects, we plot the average contribution of participants

per round in each group (see Figure S1).

6.8.3 Secondary Analysis

In the original analysis we did not exclude those who failed the attention check. There

were no signs that data quality was compromised for these participants, nor was there

any difference in the statistical test results. For transparency, we reanalysed the data

without those participants to show that the results are robust to their exclusion.

Just as in the primary analysis, H1 and H2 are supported, and we observed an effect in

the opposite of the predicted direction for H3a and H3b. See Table S1 for the regression

results pertaining to H1, H2, and H3a,b. The results for H4 and H5 were also mirrored in

the secondary analysis: H4 was not supported, z = .695, p = .24, but H5 was supported,

z = 3.862, p < .0001. Furthermore, we found that participants also exhibited illusory

superiority in this reduced sample, z = 2.245, p = .01.
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Figure S1: The average self-isolation levels throughout the game. Each point repre-
sents the average self-isolation (y-axis) of all groups during that round (x-axis) in one
of the two orders in which the lockdown cost was changed, provided they were not in
lockdown. The colour of the points is determined by the order in which the cost of
lockdown was administered (blue is when the high lockdown cost condition was first,
and green is when the low lockdown cost condition was first). The shape is determined
by the cost of lockdown in that round (circles for high cost of lockdown, triangles for

low cost of lockdown).



Chapter 7

Conclusion

This thesis has explored the manifestations of impulsivity and self-control in the context

of time preferences, controlling urges and cravings, and selfish versus prosocial motiva-

tion in the public health context. Through a combination of theoretical arguments,

decision-making and behavioural experiments, survey studies, and computational mod-

elling, we have gained new insights into the nature of these constructs and their role in

public health.

The current thesis set out to conceptually dissociate impulsivity, self-control, and time

preferences, to study the manifestations of these concepts empirically, and to see if these

manifestations may be stimulated or avoided by changing the way individuals think or

by adjusting the environment.

7.1 Dissociating Impulsivity and Self-Control and Time

Preferences

To dissociate impulsivity, self-control, and time preferences, I used varied conceptual-

isations from the literature to identify the core components of each construct. I used

examples and surveyed empirical evidence from the literature to build theoretical ar-

guments on the overlap of these constructs and identify in which scenarios they come

apart.
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I have argued that future-oriented time preferences are theoretically (though not always

practically) orthogonal to impulsivity and self-control. People can be willing to wait

large amounts of time for incrementally larger rewards because they value them more,

but they might well be doing this impulsively. That is, they might choose to wait for

future rewards without thinking about their decision, possibly forfeiting more meaningful

rewards in the present.

Similarly, the relationship between a preference for future rewards and self-control is not

a straightforward one. While it is commonly thought that a willingness to wait for future

rewards is a mark of self-control, both colloquially and in the literature on intertemporal

choice (Ainslie, 1975), it is also possible future-orientedness and self-control are opposing

forces within an agent. One may value spending more time with one’s family but be

tempted to instead work hard and long hours in the office for a better future. Some

may then understandably regret their inability to resist this temptation to work long

hours. This is an example of a situation where their self-control is ill-equipped to tip

the balance of their preference for future rewards over those in the present.

My theorising about impulsivity, self-control, and time preferences led to a concept

model for how these cognitive processes interact and influence behaviour. This model is

one where the valuation of rewards in the present and the future is separate from, but

influences, impulsive and self-controlled behaviour.

The conceptualisation and model I offered for the relationship between impulsivity,

self-control, and time preferences (see Figure 1.3) also resulted in testable predictions:

the model suggests that time preferences have a causal relationship with impulsivity

and self-control. Namely, when an agent is highly biased toward immediate rewards,

then they will be more likely to act impulsively when in proximity to an immediate

reward, whereas if an agent is highly future-oriented, they might act impulsively when

presented with saving and investment decisions, committing themselves to a course of

action that limits their options in the meantime. Moreover, I posited that higher-order

time preferences, where different from first-order preferences, can motivate an agent to

use their self-control, but that higher-order preferences need not be more future-oriented

than first-order preferences.

Our findings suggest, therefore, that impulsivity and self-control are complex and mul-

tifaceted constructs that can have both positive and negative consequences. They both
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relate to time preferences, but the nature of this relationship depends on the dispositions

and context of the agent.

7.2 Higher-Order Preferences in Intertemporal Choice

Using this understanding of how impulsivity and self-control influence behaviour, I set

out to explore whether directing deliberation toward higher-order preferences and eval-

uative judgment could systematically change people’s decision-making processes and

outcomes.

I found that when deliberation is directed toward such higher-order preferences, people

tend to become more future-oriented for decisions with small stakes, and more dy-

namically consistent with larger stakes (i.e., people revert their preferences less as the

smaller-sooner reward becomes more immediate). But we found that there is much

room for further exploration of how the underlying decision-making process is altered

by different ways of deliberating a decision.

Further, considering that people change their decisions when they think about options

in relation to their higher-order preferences, it appears that a promising future area of

study is to see whether focusing on higher-order preferences may help people use their

self-control. This focus might increase the perceived discrepancy between first-order

and higher-order preferences, or decrease the ‘pull’ of the first-order preferences, thus

motivating the agent to use self-control.

7.3 The Influence of State Changes on Urges and Self-

Control

In an experimental investigation of how people deal with urges in their daily lives,

working toward the goal of understanding manifestations of impulsivity and self-control,

I showed that hunger and being in a heightened impulsive state amplifies the experience

of urges, making them more difficult to control (the latter is a finding that agrees with

the model put forward in Chapter 1). Hunger also impaired self-control in our sample,

making it more challenging to control urges, even when controlling for the intensity of
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those urges. I view these findings through the lens of a dual-process model where the

potency of people’s first-order preferences (which I take to be loosely equivalent to urges),

depends highly on their current state, but that their capacity for self-control remains

more constant—only the motivation to use it might diminish (for a similar argument on

ego depletion, see Friese et al., 2019) as the concern with one’s higher-order preferences

fluctuates.

I then showed how urges in the infectious diseases domain can also be influenced by

subtly changing people’s mental states. Administering daily prompts that ask partic-

ipants to imagine a better future or to be compassionate with people who have been

adversely affected by the infectious disease in question can decrease the intensity of

urges. This again resonates with the idea introduced in Chapter 2 that temptations

and urges (i.e., the pull of first-order preferences) can be sensitised or desensitised by

mental states, perhaps through lowering momentary impulsivity, (see also Milyavskaya

et al., 2015), which would agree with the findings in Chapter 3. The model introduced

in Chapter 1 suggests that the effects observed in Chapter 4 are caused by diminishing

state impulsivity, which moderates the relationship between reward valuation and be-

haviour. Though this is yet to be explicitly tested because we did not administer a state

impulsivity scale in Chapter 4, it appears that the evidence from Chapters 2, 3, and 4

speak to the strengths of the model from Chapter 1.

7.4 Epistemology and Learning in Balancing Own Needs

and the Collective Good

After exploring how urges are sensitised and dealt with in different states, and seeing

whether changing people’s states can change the experience and the way people deal with

urges, I turned to investigate the beliefs and motivations behind people’s behaviour in

the public health context. For the next two studies, I conceptualised that people would

feel urges to leave their homes, but that they would arrive at differing views on whether

this would be acceptable in different scenarios (a kind of higher-order preference, or

evaluative judgment, depending on the agent). These two Chapters, then, speak to the

drivers of the potential intra-personal conflict of desires and urges to leave home on the
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one hand, and one’s evaluative judgment and higher-order preferences on the other, as

discussed in Chapter 1.

I first focused on what influences people’s beliefs about the acceptability of leaving

their homes during an infectious disease-related lockdown. I showed that people exhibit

a degree of sophistication as to which scenarios are most risky from a public health

perspective, by comparing their judgments to those of two public health experts. I also

found that even though people do not judge the acceptability of others’ behaviour more

harshly (at least a priori), most suffer from illusory superiority in the public health

context; people are inclined to believe they are diligent rule followers when compared to

others. I speculate that this might result in a moral licensing effect, where participants

judge it to be acceptable to give in to their impulses once in a while because they deem

themselves to be morally good on the whole. Putting this into the perspective of my

conceptualisation of impulsivity and self-control, this means they likely think their past

behaviour fits with their higher-order preferences, and thus there is no reason to use

their self-control to reign in their first-order preferences.

In an effort to gauge whether it is possible to influence people’s attitudes toward the per-

missiveness of going out during a lockdown and their tendency to view low-risk scenar-

ios differently, I paired scenarios with communication strategies that either emphasised

personal responsibility or were imperative. Imperative communication was effective in

reducing permissiveness, especially so in lower-risk scenarios, effectively mirroring that

communication can be a useful tool for increasing contributions to a public good (Isaac

& Walker, 1988). One possible mechanism here is that using an imperative to communi-

cate a social norm (e.g., stay home if you can stay home) effectively moves the boundary

for what being a good member of society is, and thus, people whose higher-order pref-

erences contain the wish to be a good member of society may be motivated to control

themselves more.

In Chapter 6, a study based on an economic game, we observed how participants learn

about the decision-making environment in an infectious disease outbreak. In this game,

participants were incentivised to want to leave their isolation; I operationalised urges

to leave home as a monetary incentive. There were many parallels in the findings

between this study and Chapter 5. I found, for example, that participants tended to
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underestimate others’ contributions to the public good, even though they had perfect

information about previous trials.

Chapter 6 also showed that, instead of exploring the action space, people tended to rely

overly on what others do in an unfamiliar environment, most likely to reduce cognitive

effort. In the case of this study, that policy almost universally led to a sub-optimal

outcome for individuals and the collective alike. Participants tried to ‘cash in’ when there

were few infected players in the group, while it would have been prudent, both from an

individual and a collective perspective, to postpone doing this until later when avoiding

a lockdown was no longer possible. When we cast this into the light of the model devised

in Chapter 1, it appears that most players were unable to break the link between their

reward valuation (here, the incentives for private gains by leaving isolation) and their

behaviour. They could have used their self-control to explore the action space, effectively

seeking information, to either maximise overall individual income or the income of the

group, depending on the agent’s evaluative judgment.

It is worth noting that the research in Chapters 4, 5, and 6 proved fruitful in that it

led to further research on whether behavioural interventions could be incorporated in a

government-funded chatbot aimed at decreasing infectious disease transmission during

the pandemic (van Baal, Le, Fatehi, Hohwy, et al., 2022; van Baal, Le, Fatehi, Verdejo-

Garcia, et al., 2022).

7.5 Implications

The implications of my proposed conceptual framework of impulsivity, self-control, and

time preferences is that we should bring nuance to our discussion of how each cognitive

process relates to and influences the other. There also seems to be a tendency in the

literature and in society more generally to regard patterns relating to the three constructs

through a normative lens. Future orientation and self-control are seen as positive traits

that we ought to cultivate. I argue that it is important we are aware that too much of

both can have detrimental outcomes too. Impulsivity, in contrast, is often regarded as

negative in the public eye and in the literature; it gets much attention for its association

with psychopathology. This too is often misguided because people tend to become
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impulsive when their environment rewards them for it, or conversely, does not reward

them for deep contemplation and information seeking.

In any case, diversity in impulsivity and self-control is beneficial because a society likely

needs people who take risks (a key component of impulsivity), such that some people

become entrepreneurs, driving innovation. Likewise, high levels of self-control can lead

to a host of problems such as rigidity, and a failure to enjoy oneself—it is often good to

have people be more flexible.

Thus, one conclusion one may draw from this discussion is that how much impulsivity

or self-control is good or bad depends on the situation. Aristotle’s doctrine of the mean

appears to be a good starting point for an average lifespan trait score, but arguably it

is our adaptability (i.e., state changes, see Chapter 3 and Chapter 4) that matters. The

adaptability of our impulsivity, self-control, and time preferences can not only ensure

that we act rationally in changing environments and phenotypical states but also makes

people receptive to good policy.

Theoretically, the conceptualisation of impulsivity and self-control I developed in this

thesis, together with the experimental evidence suggests that measures of impulsivity

and self-control might need to be re-evaluated, but they also cast new light on theories of

impulsive behaviour and addiction. In starting the methodological re-evaluation effort,

I have focused on time preferences, but the implications of my theory of impulsivity and

self-control need not be limited to paradigms aimed at examining this topic.

Regarding the theories of impulsive behaviour and addiction, the findings in this thesis

echo earlier calls that attempts to increase self-control have lower chances of success

than attempts to lower the intensity of urges, especially in moments when participants

are likely to be in an impulsive state. For many scenarios with smaller stakes, the best

approach is likely to remove the tempting reinforcer (Duckworth et al., 2018), while for

decisions with larger stakes where removing the tempting option is not possible, focusing

on one’s higher-order preferences might desensitise the urge to take the tempting option.

In summary, this thesis has provided new insights into the nature of impulsivity and

self-control, and how we can intervene in these processes. The findings of this research

have important implications for public health. Further research is needed to continue to
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explore the complex relationship between these constructs and to determine how best

to promote healthy behaviours in the public health context.

7.6 Future Directions

I believe the topic of adaptability in impulsivity and self-control to be one that will

become increasingly important, as one of the major tasks for citizens and key decision-

makers in the next few decades is responding well to changing environments. For exam-

ple, people will need to adapt to a confusing and misleading information market (Penny-

cook & Rand, 2021), changing social norms on acceptable environmental behaviour (for

a discussion, see Cialdini & Jacobson, 2021), and potential further pandemics (Harring-

ton et al., 2021). Another frontier of particular contemporary interest is what happens

to our impulsivity and self-control as the attention economy increasingly competes for

our eyeballs and clicks.

One encouraging new development for psychological research on impulsivity and self-

control is the development of gamified measures (e.g., Verdejo-Garcia et al., 2020). These

give researchers more freedom in constructing and changing the environment and allow

them to observe impulsivity and self-control in a more ecologically valid setting than,

for example, preferential choice.

A historical focus on trait scales of impulsivity, self-control, and behavioural measures

of time preferences has left us largely in the dark about absolute levels of, and individual

differences in, the adaptability of these tendencies to new environments with different

requirements (Fenneman & Frankenhuis, 2020). More research on this topic is needed.

In this thesis, I have presented a novel theoretical framework that spells out the differ-

ences and the relationships among impulsivity, self-control, and time preferences. The

conceptual framework guided my approach and fundamental thinking in each of the em-

pirical Chapters, where I carried out research investigating manifestations of impulsivity

and self-control. I have also discussed two studies which extend my conceptualisation of

impulsivity and self-control into the selfish versus prosocial domain, identifying that to

contribute to the public good, people need to realise there may be a large discrepancy

between their first-order preferences and what they ought to do. Finally, I have identified
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implications as well as new questions for future research, pertaining to re-evaluations of

existing theories and methodologies for studying impulsivity and self-control.
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