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Abstract

Automated test generators, such as search-based software testing (SBST) techniques,

replace the tedious and expensive task of manually writing test cases. SBST techniques

are effective at generating tests with high code coverage. However, is high code cov-

erage sufficient to maximise the number of bugs detected? In fact, the existing SBST

approaches that are only guided by coverage have limitations when it comes to detecting

bugs. We argue that SBST needs to be focused to search for test cases in likely defec-

tive areas rather than in likely non-defective areas of the code in order to maximise the

likelihood of detecting bugs. Defect predictors give useful information about bug-prone

areas in software. We leverage them to inform SBST where it should concentrate the

search for test cases.

We formulate the objective of this thesis: Improve the bug detection capability of SBST

by incorporating defect prediction information. We achieve the main objective via three

research studies that aim at addressing the following three research objectives (RO);

RO1) develop an approach that allocates time budget to classes for test generation based

on defect prediction, RO2) understand the impact of imprecision in defect prediction

for guiding SBST, and RO3) develop an SBST technique that uses defect prediction to

guide the search process to likely defective areas. To this end, we introduce two SBST

approaches guided by defect prediction, i.e., defect prediction guided SBST (SBSTDPG)

(RO1) and predictive many objective sorting algorithm (PreMOSA) (RO3), and present

a comprehensive experimental analysis of the impact of defect prediction imprecision on

the bug detection performance of SBST (RO2).

The primary finding of this thesis is that defect prediction improves the effectiveness

and efficiency of SBST in terms of detecting bugs. Our experimental evaluations on

the Defects4J benchmark demonstrate the proposed SBST approaches guided by defect

prediction detect up to 13.1% more bugs on average than the state-of-the-art SBST. In

particular, our recommendations to improve the bug detection performance of SBST are

to use class level defect prediction to allocate time budgets for test generation such as

SBSTDPG (RO1) and to use method level defect prediction to guide the search process

in SBST such as PreMOSA (RO3). We find that the recall of the defect predictor, which

is indicative of false negatives, has a significant impact on the bug detection effectiveness

of SBST with a large effect size, while the effect of precision, which is indicative of false

alarms, is not of meaningful practical significance (RO2). We recommend that SBST

techniques must handle the potential false negatives, i.e., missed bugs, in the predic-

tions. In the context of combining defect prediction and SBST, our recommendation

for practice is to increase the recall while maintaining precision at an acceptable level,

e.g., 75%, if the SBST technique does not handle the potential false negatives. If SBST

iii



iv

handles the potential false negatives (e.g., PreMOSA), then it is beneficial to further

improve the defect predictor performance only when there is a tight time budget for test

generation. When there is a reasonably large time budget and SBST handles the po-

tential false negatives, we recommend practitioners to not focus on improving the defect

predictor performance beyond an acceptable level, e.g., recall and precision ≥ 75%.
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Chapter 1

Introduction

In the wake of automating many manual and laborious tasks, software has become a

key component in almost every system, e.g., online banking, trading, self-driving cars,

airplanes, hospitals. It is not surprising to learn that software has direct or indirect

impacts on the lives of humans, animals and other living things. What would happen

if a software system that we highly rely on fails to function as we expect? In October

2018, a Lion Air Boeing 737 MAX 8 airplane crashed causing death to everyone on

board. After 5 months of that incident, an Ethiopian Airlines Boeing 737 MAX airplane

crashed resulting in deaths of everyone on board. Although the causes for these two

crashes leading to a shocking number of fatalities were due to several reasons, it was

found out that the fault was originated because of a bug in a part of the Boeing’s flight

management computer software [1]. The consequences of software failures are not only

limited to fatalities. In August 2012, a defective software component in the Knight

Capital’s trade execution system caused a huge financial loss of $440 million to the

company in just 45 minutes [2].

Software testing is an important process in the software development life cycle (SDLC) to

ensure the delivery of high quality software products to the market. Various automated

test generation techniques have been proposed in the literature [3–5] since manual test

generation is a difficult and time consuming task, especially with the software systems

becoming sophisticated and large. Automated test generators automatically generate

tests for a given program to achieve a given testing goal such as maximising structural

coverage.

1
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Harman and Jones [6] coined the emerging research area search-based software engi-

neering (SBSE), which uses metaheuristic search algorithms such as genetic algorithms

(GA) or simulated annealing [7] to solve software engineering problems. Search-based

software testing (SBST) is a sub-area of SBSE, which specifically focuses on tackling

software testing problems such as test data generation. Research on SBST dates back

to 1976 [8], and since then it has had a growing interest by the research community [9].

SBST techniques [9] have been very successful in automated test generation, and are

widely used not only in academia, but also in the industry (e.g., Facebook [10, 11]).

SBST techniques use search methods to automatically generate high quality test cases

for a particular system [12, 13]. These techniques focus on code coverage, and previous

work show that they are very effective at achieving high coverage [14–17]. They can

even cover more code than manually written test cases [18]. However, according to

the reachability, infection and propagation (RIP) model [19–22], covering the buggy

code is necessary but not sufficient to detect the bugs in the code. In fact, the results

from previous studies show that the SBST techniques guided only by coverage have

limitations when it comes to detecting bugs [23, 24]. For example, EvoSuite [3], a state-

of-the-art SBST tool, could detect only 23% of the bugs, on average, from the Defects4J

dataset [25], when it is given a three minutes time budget per class and using branch

coverage as criterion [23]. For SBST, it is difficult to directly aim at generating test

cases that detect bugs because it is computationally expensive to assess if a test case has

detected a bug (i.e., semantic bugs) during the search process. To detect bugs, previous

work in SBST resorted to coverage-based test generation when automated oracles were

not available (e.g., semantic bugs) [23, 24, 26].

SBST techniques guided only by coverage search for tests to cover the whole code base

by assuming every part of the code is equally important to cover. They have no guidance

in terms of where the buggy code is likely to be located, and hence spend most of the

search effort in non-buggy code which constitutes a greater portion of the code base.

Only a small fraction of the code base constitutes the buggy code [27]. For example, a

project may have hundreds or thousands of classes, but only a few classes may be buggy.

In those few buggy classes, the bug is most likely to be located in a few buggy methods.

This means that it is ineffective for SBST techniques in terms of detecting bugs to try

to search for test cases that cover the whole code base when only a small portion of it
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is actually buggy. We expect SBST techniques to have better bug detection capability

if the search for tests targets more the buggy areas in the code.

Defect predictors are well-studied techniques for estimating the bug-prone areas in soft-

ware. The predictions can be coarse-grained like package [28] and file/class [29, 30]

levels, or fine-grained like method level [29, 31, 32]. They use various features related to

metrics like code size [33], code complexity [34], change history [35] and organisation [36]

to predict whether a package, file or method is defective. Defect predictors have been

shown to be effective at locating bugs in software [29, 37, 38]. As a result of their effi-

cacy, organisations use defect predictors to help developers in code reviews [39, 40] and

to focus their limited testing efforts on likely buggy parts in code [41]. In addition, de-

fect prediction has been successfully used to inform other automated testing techniques,

e.g., Paterson et al. [42] proposed a test case prioritisation strategy.

We hypothesise that we can improve the bug detection capability of SBST by informing

SBST of the areas in the code which are likely to be buggy. It is not known where the

buggy code is prior to running tests. We argue that defect prediction can be used to

identify bug-prone areas in the code and inform the SBST techniques where the bug is

likely to be. Then SBST can be guided to search for more tests covering the likely buggy

areas in order to increase the likelihood of detecting the bug. Therefore, we formulate

the main research objective of this thesis as to improve the bug detection capability of

SBST by incorporating defect prediction information.

To achieve the main research objective, we devise three research objectives (RO) and

conduct three research studies to address them. The three research objectives are

RO1) to develop an approach that allocates time budget to classes for test generation

based on defect prediction,

RO2) to understand the impact of imprecision in defect prediction for guiding SBST,

and

RO3) to develop an SBST technique that uses defect prediction to guide the search

process to likely defective areas.
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The first objective aims at improving the bug detection performance of the test suites

generated by SBST by addressing the problem of time budget allocation using coarse-

grained defect prediction (i.e., at class level) as guidance for the SBST technique. In the

second one, we systematically investigate the impact of the errors in defect predictions

on the bug detection performance of SBST. The third objective aims at improving the

bug detection performance of SBST using fine-grained defect prediction (i.e., at method

level) inside the search process of SBST to guide the search for tests to likely buggy

areas in code.

The proposed time budget allocation approach in RO1 (Chapter 5) can be used to

allocate the available time budget for test generation of a whole project in the context

of continuous integration (CI) with maximising the chances of detecting bugs. The

comprehensive experimental analysis conducted in RO2 (Chapter 6) provides insights

into the types of prediction errors that have an impact on the bug detection performance

of SBST. The recommendations we make based on the second study can be used to build

better SBST techniques that handle the potential errors with significant impact. We

also provide actionable conclusion for the defect prediction research community to focus

on when improving defect predictors in the context of combining them with SBST. The

proposed SBST technique in RO3 (Chapter 7) can be used together with the time budget

allocation approach proposed in RO1 to optimally utilise the allocated time budget to

a class by further guiding the search for tests towards buggy areas in a class.

1.1 Research Problem

The results from previous studies show that SBST techniques only guided by coverage,

despite achieving high code coverage [14–17], are not as effective in detecting bugs [23,

24]. A test oracle is needed to determine if a test case has detected a bug. When the

automated oracles are not available, which is usually the case for semantic bugs, SBST

techniques only focus on achieving coverage criteria because it is difficult for them to

directly target generating tests that detect bugs. However, in order to detect bugs,

coverage of buggy code alone is not sufficient according to the RIP model.

SBST tools like EvoSuite employ search methods such as GA to generate a test suite

for a class under test (CUT) according to a given test goal like maximise statement
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coverage, branch coverage, method coverage, or a combination of the three. One of the

crucial parameters that has to be tuned in the GA is the time budget, which is used

as a stopping criterion for the GA. Previous studies investigated the improvement of

bug detection performance of SBST caused by increasing the time budget [24, 26, 43].

This is based on the hypothesis that allocating a higher time budget allows the search

method to further explore the search space of possible test inputs, thus increasing the

probability of finding the optimum. Despite the increase in bug detection effectiveness

when increasing the time budget, this idea of allocating large amount of time budget

has limitations in its practicability [44].

Real world projects are usually very large and can have thousands of classes [45]. If an

SBST tool runs test generation for 10 minutes per class as done in [43], then it will take

at least 166 hours to finish the task for the whole project having thousands of classes.

Even the CI systems may not be able to allocate such large amount of resources (e.g., 166

hours run-time) as they also have other processes competing for the available resources.

Given the limited computational resources available in practice [44] and the expectation

of faster feedback cycles from testing in modern software development practices (e.g.,

agile), it is not viable to allocate such large amount of time budgets like 10 minutes per

class for test generation.

SBST techniques use fitness functions to evaluate the fitness of generated tests and they

are based on the test goals (e.g., branch, method, line, exception and weak mutation

coverage) that need to be achieved. The generated test suites for different test goals may

capture different behaviour of the program under test. Previous work investigated the

bug detection performance of SBST when it is using different fitness functions based on

single and combinations of test goals [24]. The results indicate that the most effective

fitness function is based on branch coverage since it aims at thoroughly exploring the

program structure. However, SBST could only detect on average 25.24% of bugs from

the Defects4J dataset when using branch coverage based fitness function and 10 minutes

of time budget. This suggests that the bug detection performance of SBST is still not

impressive even after using a large time budget and the most effective fitness function.

We argue that one main limitation in SBST techniques that focus on code coverage is

that they have no guidance in terms of where the buggy code is likely to be located in

the code base. The buggy code constitutes only a smaller portion of the code base [27].
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Hence, SBST techniques are more likely to waste the search efforts by trying to cover

the whole code base. We expect SBST techniques to achieve a better bug detection

performance, if they target the search for tests more in the buggy areas in the code.

In conclusion, SBST techniques have been shown to struggle in terms of detecting bugs

despite achieving impressive code coverage results. While increasing the time budget

allocated for the search and branch coverage based fitness function indicated increased

bug detection performance, there is still more room for improvement and also these ideas

have limitations in practicability. We argue that SBST techniques should focus more on

searching for tests in likely defective areas in code in order to effectively and efficiently

detect bugs especially given the resource constrained nature in practice.

1.2 Research Objectives

The main research objective of this thesis is to improve the bug detection capability

of SBST by incorporating defect prediction information. In order to detect a bug, a

test case has to satisfy all three conditions of the RIP model. SBST techniques are

very effective at satisfying the reachability condition of the RIP model, i.e., reaching the

buggy code. Despite covering the buggy code, SBST techniques are shown to be not as

effective at generating tests that can cause an incorrect program state (infect) and then

propagating that to a failure of the program. SBST techniques that target high code

coverage search for test cases to cover the entire code base. However, the buggy code

constitutes a smaller portion of the whole code base. For example, Wattanakriengkrai

et al. [27] reported only a 2%-28% of files are buggy in the systems they studied and as

little as 1%-3% of lines in a buggy file are buggy. As we discussed in Section 1.1, we

argue that it is likely effective for SBST to concentrate the search for tests in buggy code

when it comes to bug detection. This way it can increase the likelihood of successful

infection and propagation of the bug. We hypothesise that SBST techniques can use

the information of buggy locations as given by defect predictors to focus the search for

tests more in the likely buggy code in order to increase its bug detection capability.

Figure 1.1 shows an overview of our main research objective. The requirement is to

generate test suites with improved bug detection for a project containing classes. We
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plan to use defect predictors to extract characteristics of the code that can derive defec-

tiveness and predict the future defective code in the system. We study how this location

information about bugs can be used to inform SBST techniques in order to increase

bug detection. This thesis makes contributions to the SBST knowledge by proposing

approaches for SBST to exploit buggy location information given by defect predictors.

To achieve our main research objective, we set out three research objectives, which we

will describe in the next part of the section.

Project

Defect	Predictor

Probability	of
Defectiveness/
Classification

Automated	Test
Generation	-	SBST Test	Suite

Figure 1.1: Main research objective overview

1.2.1 Time Budget Allocation

SBST tools such as EvoSuite generate test suites for each class in the project separately.

In object-oriented design, a general rule of thumb is to design highly cohesive and loosely

coupled classes. Hence, unlike in within a class, there is not much heuristics to be derived

from a different class which can be used in another class to guide the test generation.

Also, SBST will run into scalability issues if it is to aggregate all the coverage targets

from multiple classes in a project. For example, it will require large memory for the

larger test suites generated for multiple classes during run-time. Thus, SBST tools

usually run test generation for each class independently.

As we discussed in Section 1.1, one of the crucial parameters that needs to be tuned

carefully is the time budget allocated for the search of tests. Time budget is a stopping

criterion for the GA. Allocating a higher time budget allows SBST to extensively explore

and exploit the search space of possible test inputs, thereby increasing the chances

of finding the optimal tests. For example, previous work showed the improved bug

detection performance of EvoSuite when the time budget is increased from 2 minutes to

10 minutes [24]. However, due to the resource constrained nature in the development

environments, it is not practical to allocate higher time budgets for every class in a

project.
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For small projects, it is feasible to run test generation individually for each class in the

project outside of working hours in developer machines. Real-world projects, however,

are usually very large, e.g., a modern car has millions of lines of code and thousands

of classes [45], and they require a significant amount of resources (e.g., time) to run

the test generation tools for each class in the project. Even in an open source project

like Apache Commons Math [46], there are around 800 classes. In a project like this,

it would take at least 13-14 hours to run test generation with spending just one minute

per each class.

Modern software development practices, e.g., agile, expect faster feedback cycles from

testing. Hence, the most viable option for running frequent test generation is to adapt

SBST in the CI systems. However, CI systems are already dealing with high demands

for computational resources from the existing processes in the system such as regres-

sion testing, code quality checks, integration testing and project builds. If SBST to

be successfully adapted in the CI systems, one major challenge it has is to use mini-

mal resources possible such that it does not idle or interrupt other processes that are

already in the system. Due to this high demand and the limited availability of compu-

tational resources in organisations, the development environments are usually resource

constrained. Therefore, it is necessary to optimally utilise the available computational

resources, e.g., time budget, to generate test suites for a whole project with maximising

the chances of detecting bugs.

Not every class in a project is buggy. Allocating an equal time budget to all the classes

in a project is a sub-optimal strategy in terms of bug detection. In an ideal scenario,

SBST should run test generation on all the buggy classes and non-buggy classes should

be left out from test generation. However, the practitioners do not know which classes

are buggy prior to running tests. We plan to use class level defect prediction to get

information of the probability of defectiveness of classes in a project. Using this infor-

mation, we differentiate classes in a project in order to allocate the available time budget

to those classes. Our aim is to develop a time budget allocation approach guided by

defect prediction for SBST to improve the bug detection performance of the test suites

generated. Therefore, we formulate the following research objective;
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RO1: Develop an approach that allocates time budget to classes for test generation

based on defect prediction.

1.2.2 Impact of Defect Predictor Imprecision

There is a plethora of defect predictors which have been proposed over the past 40

years [47]. Often, the predictions produced by defect predictors are not perfectly accu-

rate. For example, Zimmermann et al. [48] found that only 21 out of 622 cross-project

defect predictor combinations to have recall, precision and accuracy greater than 75%.

In their systematic literature review, Hall et al. [49] reported defect predictor perfor-

mances from as low as 5% and 25% to as high as 95% and 85% for precision and recall,

respectively. Hosseini et al. [50] also reported similar findings in their systematic liter-

ature review of cross-project defect predictors. This shows that the defect predictors

have a wavering performance and we cannot expect their predictions to be accurate all

the time.

Defect prediction researchers usually aim at elevating both recall and precision. A

lower recall and precision can significantly hamper the benefits of defect predictors for

the developers who usually manually inspect or test the predicted buggy code to find

bugs. Previous work report the developers’ opinions about the defect predictor per-

formance [39, 41, 47]. Poor recall of the defect predictor means that there are higher

false negatives (i.e., labelling buggy code as non-buggy). This can lead the developers

to completely miss bugs, since they are not likely to inspect the code with non-buggy

label which usually constitutes a large portion of the code base. Poor precision means

there are higher false positives (i.e., wrongly labelling non-buggy code as buggy). False

positives cause developers to waste their precious time on inspecting non-buggy code,

which eventually leads to losing trust on the defect predictor [39, 41]. In the eyes of

the developers, higher precision is more important compared to higher recall in a defect

predictor, because higher precision means lower false positives [47] and less waste of

their efforts.

The impact of the defect prediction errors on the bug detection performance of SBST

guided by defect prediction has not been studied before. Hence, the impact of false

negatives (indicated by recall) and false positives (indicated by precision) on the SBST
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techniques is unknown. False negatives may result in SBST techniques not generating

tests for buggy areas in code because they are not labelled as buggy by the predictor.

This could lead the SBST techniques to miss bugs. On the other hand, false positives

may not be as important in the context of combining defect prediction and SBST, since

searching for tests in false positives may not be a significant burden to the automated

test generation techniques in contrast to a developer manually inspecting the false pos-

itives. To answer this question, “What is the impact of imprecise predictions on the

bug detection performance of SBST?”, we aim at investigating the impact of defect pre-

diction imprecision for guiding SBST. Therefore, we formulate the following research

objective;

RO2: Understand the impact of imprecision in defect prediction for guiding

search-based software testing.

1.2.3 Guiding the Search Process with Defect Prediction

Coverage is often used to define the fitness function used in SBST techniques [14, 15, 51].

During the search process, test cases with high coverage are considered of higher quality,

and the aim of the search process is to generate test cases that maximise coverage. The

existing SBST techniques, therefore, treat all the coverage targets in the CUT as equally

important to cover. However, only one or a few methods in a class are buggy, hence, it is

likely to be ineffective in terms of bug detection to search for tests to cover targets that

contain non-buggy methods. The generated test suites by existing SBST techniques,

despite having high code coverage, have only a few test cases that at least cover the

buggy methods. In the context of detecting bugs, we identify this as a main limitation

in SBST techniques guided only by coverage.

As we discussed under RO1 (Section 1.2.1), due to the usual resource limitations in

practice, requirement of frequent feedback from testing in modern software development

practices, and the high demand for the resources in CI systems, it is very important

for SBST techniques to optimally utilise the available time budget for test generation.

In RO1, we propose a defect prediction guided time budget allocation technique that

allocates higher time budgets to highly likely to be buggy classes. Despite receiving

higher time budget for test generation, it is still sub-optimal to spend a majority of the
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allocated time budget to search for test cases that cover non-buggy targets in the class.

Therefore, it is necessary to significantly limit the search resources spent on covering

non-buggy targets and increase the test coverage for the buggy targets in the CUT in

order to increase the chances of detecting the bugs.

We hypothesise that augmenting coverage information used by SBST techniques with

defect prediction information improves the performance of SBST in terms of bug de-

tection. We argue that coverage guidance alone is not sufficient to effectively guide the

search process to find tests that detect bugs. We plan to use method level defect pre-

diction to get information of which methods are likely to be buggy and which methods

are not. Using this information, the SBST technique can exploit the targets that con-

tain likely buggy methods to increase the test coverage for those targets. Our aim is

to develop an SBST technique that uses defect prediction information inside the search

process along with coverage information to guide the search for test cases towards likely

buggy targets in the class. Therefore, we formulate the following research objective;

RO3: Develop an SBST technique that uses defect prediction to guide the search

process to likely defective areas.

1.3 Research Contributions

This section lists the contributions produced in this research to knowledge and practice.

1.3.1 Contributions to Knowledge

1. We demonstrate class level defect prediction can be used to guide SBST to effi-

ciently and effectively detect bugs through time budget allocation in a resource

constrained environment. The proposed solution combines defect prediction at

class level and SBST by allocating higher time budgets to highly likely to be de-

fective classes. It is experimentally evaluated using 434 real bugs from six open

source Java projects (which took roughly 34,600 CPU-hours).

2. Through a comprehensive experimental analysis involving 420 real bugs from six

open source Java projects (which took roughly 180,750 CPU-hours), we demon-

strate the recall of the defect predictor has a significant impact on the bug detection
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performance of SBST with a large effect size. On the other hand, the impact of

precision of the defect predictor is not of practical significance. We identify that

SBST techniques must handle potential false negatives in the predictions when

defect predictors are used to guide the search for tests. For SBST, it is important

to be informed of most of the buggy targets even at the expense of acceptable

level of false positives. In the context of combining defect prediction and SBST,

we recommend the researchers to target higher recall while having a sufficiently

high precision, instead of trying to elevate both recall and precision. A replica-

tion package is made available to be used by other studies and can be found at

https://doi.org/10.6084/m9.figshare.16564146.

3. We demonstrate method level defect prediction can be used to guide the search

process in SBST along with coverage information to improve the bug detection

performance of SBST. The proposed SBST technique approaches the test gener-

ation problem as a many-objective optimisation problem and uses buggy meth-

ods predictions to decide which objectives (i.e., coverage targets) to prioritise in

the search process. It exploits the likely buggy targets while exploring the likely

non-buggy targets with a lesser priority and successfully accounts for false neg-

atives in the defect predictions. The proposed solution is experimentally evalu-

ated using 420 real bugs from six open source Java projects and using theoret-

ical defect predictors with acceptable performance as recommended by Zimmer-

mann et al. [48] (which took roughly 48,800 CPU-hours). A replication pack-

age is made available to be used by other studies and can be found at https:

//doi.org/10.6084/m9.figshare.19027778.

1.3.2 Contributions to Practice

1. We develop a novel time budget allocation approach for SBST to run test genera-

tion with improved bug detection performance. The proposed approach is publicly

available as a tool at https://github.com/SBST-DPG/sbst-dpg. When practi-

tioners want to run test generation with SBST for a large project in a CI system

or developer machines, they can leverage our proposed approach to allocate time

budgets to classes in the project.

https://doi.org/10.6084/m9.figshare.16564146
https://doi.org/10.6084/m9.figshare.19027778
https://doi.org/10.6084/m9.figshare.19027778
https://github.com/SBST-DPG/sbst-dpg
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2. We develop a novel SBST technique that augments defect prediction informa-

tion with coverage information to guide the search process towards buggy ar-

eas in the CUT with improved bug detection performance. The proposed SBST

technique is implemented in the EvoSuite framework and is publicly available at

https://github.com/premosa-sbst/evosuite. We recommend practitioners to

use our proposed technique with a method level defect predictor with an accept-

able performance (i.e., recall and precision ≥ 75%) in place of an SBST technique

only guided coverage when either a large or a tight time budget is available in a

resource constrained environment. Moreover, this technique can be used together

with the proposed time budget allocation approach to further improve the bug

detection performance.

1.4 Thesis Structure

The organisation of the thesis following Chapter 1, the introduction, is as follows.

Chapter 2 describes the background of SBST and defect prediction that would be needed

to understand the rest of the thesis. The proposed SBST approaches in the thesis address

the test generation problem as a many-objective optimisation problem. This chapter

presents the optimisation problem in many-objective formulation. We also describe the

current state-of-the-art SBST technique for unit testing, dynamic many objective sorting

algorithm (DynaMOSA) [14], which is used in the benchmark methods in our studies.

Chapter 3 presents a review of the SBST and defect prediction literature. We identify

the research gap in related work that we address in this thesis by using defect prediction

as guidance. This is followed by a review of previous work in using defect prediction for

automated software testing and positioning our research in this area of work.

Chapter 4 describes the methodological aspects of the research conducted in this thesis

to address the three research objectives.

Chapters 5, 6 and 7 are contribution chapters and each of them presents the research

studies conducted to address the three research objectives described in Section 1.2. In

particular, Chapter 5 presents the proposed time budget allocation approach to address

the RO1. Chapter 6 presents the study designed to systematically investigate the impact

https://github.com/premosa-sbst/evosuite
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of defect prediction imprecision on the bug detection performance of SBST in order to

achieve the RO2. Chapter 7 presents the proposed SBST technique guided by defect

prediction to achieve the RO3.

Chapter 8 discusses the findings of this research and their implications to knowledge and

practice.

Chapter 9 discusses potential ideas and directions for future work.



Chapter 2

Background

2.1 Introduction

In order to ensure the delivery of high quality software, development teams exercise

software quality assurance (SQA) activities, e.g., code review and software testing. Bugs

can be introduced to the code in different times during development, and they can reside

in the software systems for long periods like two years [52]. In order to detect these bugs,

developers have to exhaustively test everywhere in the system. In the time of fast-paced

software development and with software systems becoming sophisticated and large, it

is not viable to conduct exhaustive testing. To adapt to this rapid changes in software

development, practitioners can leverage defect prediction models [39] to predict the

areas in the software (e.g., files) that are likely to be buggy. Once these areas have been

identified, they can prioritise their limited SQA resources to the most risky parts of the

code.

Manually writing tests is labour intensive, expensive, difficult and error-prone task. In

order to address these problems, researchers have studied automating the test genera-

tion task. So far, various automated test generation techniques have been introduced [3–

5, 53]. Automated test generation techniques that apply search-based optimisation tech-

niques belong to the area of search-based software testing (SBST) [3]. With the use of

these techniques, practitioners are able to focus their efforts to work on creative tasks

while letting the automated techniques take care of the labour intensive and monotonous

test generation tasks.

15
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In this thesis, we argue that SBST techniques should focus the test generation efforts

more towards the likely buggy areas in software to increase the chances of detecting bugs.

To do that, we propose to leverage defect prediction to inform the SBST techniques of

the likely buggy areas. In this chapter, we describe the background of SBST and defect

prediction in detail.

2.2 Search-Based Software Testing

Harman and Jones formally established the search-based software engineering (SBSE)

research area in 2001 [6]. SBSE is a sub-area of software engineering where software

engineering problems are formulated as search problems and metaheuristic search algo-

rithms like genetic algorithms (GA) [54], ant colony optimisation [55], particle swarm

optimisation [56] and simulated annealing [57] are applied to search for the optimal solu-

tions. SBSE research extends to all phases of the software engineering process; software

testing and debugging [58, 59], requirements analysis [7], software design [60], software

maintenance [61] and project management [62].

SBST is a sub-area of SBSE where research in SBST focuses on solving software testing

problems by applying metaheuristic search methods. Majority of the research work in

SBSE is applied in the context of software testing. According to a survey in 2012, SBST

research takes up 54% of the research done in SBSE [63]. Even though SBSE emerged as

a key research area in 2001, SBST research dates back to 1976 [8]. From 1976 to 2013,

the number of publications in SBST has shown a polynomial rise suggesting a growing

interest in the research community [9]. Each year since 2008, the research community has

been conducting a dedicated SBST workshop, i.e., International Workshop on Search-

Based Software Testing, co-locating with major software engineering conferences, i.e.,

International Conference on Software Engineering (ICSE) and International Conference

on Software Testing, Verification and Validation (ICST), with the aim of bringing to-

gether the research and industrial communities from SBST. SBST research has made its

way to the industry as well, for example, evolutionary testing of autonomous parking

system at Daimler [64] and search-based prediction of faults at Ericsson [65]. One of the

biggest successes of SBST research is the Sapienz tool which is deployed in production

at Facebook [10]. Sapienz is a search-based android testing tool that optimises test

sequences to maximise coverage and fault revelation.
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SBST research has been applied to solve a plethora of software testing problems such

as functional testing [64, 66], safety testing [67], security testing [68], integration test-

ing [69], robustness testing [70], exception testing [71, 72], structural testing [53, 73],

fairness testing [74], energy testing [75], test prioritisation [76], unit testing [14, 23, 26, 73]

and regression testing [44]. Its use extends to various applications; self-driving cars [66,

77, 78], healthcare software [74], web applications [68], mobile applications [10, 11, 75],

cyber-physical systems [76], data processing systems [70], short-term conflict alert sys-

tems of air traffic controllers [67], and financial software [26]. Test data generation for

unit testing is one of the well studied problems in SBST [79]. In particular, structural

coverage of unit testing has been a main focus [14, 15, 44, 51, 73, 80, 81]. Manually

writing tests is a time consuming task and SBST techniques have been able to automate

this process. They have been shown to achieve higher code coverage than manually

written tests, suggesting their effectiveness [18].

2.2.1 Search-Based Software Testing for Unit Test Generation

SBST techniques use meta heuristics search algorithms to search for the optimal solu-

tion in a large solution space for specific criteria (e.g., maximise branch coverage). The

search algorithms can be global solvers like genetic algorithms [3, 14, 51], particle swarm

optimisation [82] and ant colony optimisation [83] or local solvers like simulated anneal-

ing [84], hill climbing [85] and Korel’s Alternating Variable Method [86]. By far genetic

algorithms have been commonly used in the area of SBST for test case generation. It is

based on the Darwinian evolution and survival of the fittest theorem [87].

2.2.1.1 Problem Representation

To apply a genetic algorithm to a test generation problem, the valid solutions to the

problem need to be represented, this is known as problem representation. Each solution

in the search space is called a chromosome or an individual. GA evolves a collection

of individuals, called population, through a series of generations to find the optimal

solution. An individual can be a test case [14, 15] or a test suite [3, 51] depending on

the problem representation chosen by the SBST technique. A test case is a sequence of

statements t = {s1, . . . , sl}, where l is the length of the test case. A statement si, where

i ∈ [1, l], can be of any of the following types; i) primitive statements, ii) constructor
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statements, iii) field statements, iv) method statements, and v) assignment statements.

A test program that executes the program under test can be synthesised using statements

from the above five types. Primitive statements represent the assignment of primitive

values to variables, e.g., int var0 = 100;. Constructor statements represent creating new

instances of a given class by calling a constructor, e.g., Foo foo0 = new Foo();. Field

statements represent accessing public member fields of instances/classes, e.g., int var1 =

foo0.bar;. Method statements represent invoking methods on instances or calling static

methods, e.g., int var2 = foo0.baz();. Assignment statements represent assignment of

values to elements of arrays and public member fields of instances/classes, e.g., var3[0]

= 100;. A test suite is a collection of test cases T = {t1, . . . , tn}, where n is the size of

the test suite.

2.2.1.2 The Search Steps and Genetic Operators

Figure 2.1 shows the main steps of genetic algorithm which are initialisation, evaluation,

selection, crossover, mutation and reinsertion [88]. In the initialisation step, a set of

randomly generated M number of individuals is created as the initial population. Upon

creating the initial population, GA enters a loop comprising of the steps evaluation,

selection, crossover, mutation and reinsertion. These steps are performed until termi-

nation criteria is met, e.g., maximum time budget, test goal and maximum number of

generations. Termination criteria decides when the search for tests should stop. For ex-

ample, the search can stop once the allocated time budget runs out or the test goal, e.g.,

maximum branch coverage, has been met. In practice, maximum time budget is more

suitable as a stopping condition than maximum number of generations since the testing

activities are largely dictated by the availability of computational resources. Different

SBST techniques take different time to perform the same number of generations given

the same computational power.

In the evaluation step, GA evaluates the fitness of all the individuals in the population

using a fitness function. The purpose of the fitness function is to guide the search

towards the optimal solution in order to meet the objective, e.g., maximise branch

coverage. Fitness of an individual measures the extent that individual satisfies the

objective, and it is used in selection and reinsertion steps to decide whether to select or

drop the individual. Branch distance and approach level are widely used to formulate
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Figure 2.1: Overview of the main steps of a genetic algorithm.

fitness functions targeted at maximising branch coverage as an objective [15, 89]. Branch

distance [86, 87] is calculated at the predicate where the execution path diverges away

from the desired path to the target branch. It measures how close it is to switch the

outcome at the predicate (TRUE→ FALSE or FALSE→ TRUE) causing the test case to

execute the desired alternative branch. Branch distance is used to guide the search to find

inputs that evaluate the desired branches (TRUE or FALSE) at the control dependent

nodes of the target branch. Approach level is calculated based on the distance (i.e.,

number of control dependent nodes) between the branch where the execution diverges

from the desired execution path and the branch under consideration. If the execution

of a test case is closer to reaching the target branch in terms of the control dependent

nodes in the control flow graph, then it is rewarded with a lower approach level. A lower

approach level means better fitness of an individual. Approach level is used to guide the

search to find tests that execute along the desired path to the target branch.

Selection is the process of selecting parents from the current population to generate
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offspring solutions through crossover and mutation. Usually, the parent selection oper-

ators give higher chance for the fitter individuals to be selected for reproduction than

selecting individuals with lower fitness, e.g., tournament selection [88] and roulette wheel

selection [90].

In the crossover step, the two selected parent chromosomes are crossed over to create

two child chromosomes. There are different types of crossover operators such as single

point crossover and uniform crossover. For example, single point crossover splices the

two parent chromosomes at a selected crossover point and form two child chromosomes

by fusing the front of one parent to the end of the other. The crossover operator helps

the search to exploit existing information in the current population.

The mutation step randomly modifies the two child chromosomes produced from the

crossover step and produces two new child chromosomes. For example, mutation opera-

tor adds, modifies and removes statements to/from test cases [15] with a given mutation

probability. It introduces diversity into the search by helping the search to explore new

areas of the search space and also prevents the search from becoming trapped in local

optima.

Reinsertion step is about selecting individuals from the current population and the

offspring population to form a new population in the next iteration (i.e., generation) in

GA. The elitism strategy has been used as the reinsertion operator in the existing GA

based approaches in SBST [3, 14]. Elitism strategy chooses the fittest M individuals

from the current population and offspring and forms a new population to be used in the

next iteration.

2.2.2 EvoSuite

We use the state-of-the-art SBST tool EvoSuite [3] in this thesis. EvoSuite is an auto-

mated test generation framework that generates JUnit test suites for Java classes. It

was first proposed by Fraser and Arcuri [3] in 2011, since then it has gained growing

interest in the SBST community [14, 15, 23, 51, 91]. Its effectiveness has been evaluated

on open source and as well as industrial software projects in terms of the code cover-

age [14, 15, 51, 80, 81] and bug detection [23, 26]. The existing SBST techniques like

whole test suite [89], whole test suite with archive [51], MOSA [15] and DynaMOSA [14]
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are implemented in EvoSuite, hence, making it easier to compare the SBST techniques

without having any confounding effects due to different implementations or use of tools.

Furthermore, EvoSuite won 6 out of 7 of the SBST unit testing tool competitions [92–97].

To date, EvoSuite is actively maintained, and its source code and releases are readily

available to use at GitHub [98] and their website [99]. Given the maturity of EvoSuite,

we decide to use it as the SBST tool in our thesis.

2.2.3 Single Objective Formulation

The test generation problem can be formulated in two ways; i) single objective formu-

lation [3, 51], and ii) many-objective formulation [14, 15]. In the latter one, the test

generation problem is approached as a many objective optimisation problem whereas

the single objective formulation approaches the test generation problem as optimising

test suites for a single objective [3, 51]. Dynamic many objective sorting algorithm (Dy-

naMOSA) [14] is the state-of-the-art SBST technique and a many-objective approach.

We use DynaMOSA as the SBST technique in benchmark methods in our thesis. In this

section, we discuss the existing single objective approaches and in the next section, we

describe the DynaMOSA approach in detail.

2.2.3.1 Single Target Strategy

Tonella [100] introduced an approach based on GA (also known as one goal at a time [51])

to automatically generate unit tests for object-oriented programs by giving only one

coverage target at a time for the search. For example, if the objective is to maximise

branch coverage, then the single target strategy runs GA separately for each branch in

the program. There are two major drawbacks in this approach. Since it considers only

one target (e.g., branch) at a time, if an infeasible branch is selected as the next target

to cover, then there is the risk of wasting the time budget on that infeasible branch.

This could lead to missing test generation for other branches in the program. The other

major drawback of this approach is that it misses the targets covered by accident (i.e.,

collateral coverage) while focusing the search to cover another target. It is important

for SBST techniques to pay attention to the collateral coverage since a test case that

covers a target also covers the targets along its execution path in the control flow graph.
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2.2.3.2 Whole Test Suite

Fraser and Arcuri [3] introduced whole test suite (WTS) approach that optimises test

suites considering all the coverage targets at the same time. The objective function in

WTS is an aggregation of all the coverage targets into a single scalar objective function,

which is known as sum scalarisation. By aggregating all the targets into a single objec-

tive, WTS is able to mitigate the drawbacks in the single target strategy. In particular,

WTS simultaneously focuses on all the targets of the program, hence the infeasible tar-

gets do not prevent the search from finding tests to cover feasible targets. The collateral

coverage is automatically included in the aggregated objective function.

WTS defines the problem of finding a test suite that satisfies all the targets as follows.

Let U = {u1, . . . , uk} be the set of k coverage targets of the program under test. Then,

WTS needs to find a test suite T = {t1, . . . , tn} that minimises the fitness function

fU (T ),

fU (T ) =
∑
u∈U

d(u, T ) (2.1)

where d(u, T ) is the distance for the target u ∈ U according to a distance function. If

the target u ∈ U is covered by the test suite T , then d(u, T ) is equal to zero.

For branch coverage problem, the distance d(b, T ) for the branch b ∈ B, where B =

{b1, . . . , bk} is the set of branches of the program under test, is defined as follows;

d(b, T ) =


0 if the branch has been covered,

v(dmin(b, T )) if the predicate has been executed at least twice,

1 otherwise.

(2.2)

where (dmin(b, T ) is the minimum branch distance for the branch b ∈ B and is com-

puted according to the branch distance computation schemes [90]. v(x) is a normalising

function and it normalises the minimum branch distance to a value within the range 0

to 1.
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Finally, WTS aggregates these single branch distances for each branch b ∈ B to the

following single fitness function.

f(T ) = |M | − |MT |+
∑
b∈B

d(b, T ) (2.3)

where M is the set of methods without branches (branchless methods), and MT denotes

the set of branchless methods which are covered by the test suite T .

WTS achieves higher branch coverage than the single target strategy [3, 89]. However,

it is not guaranteed that the targets covered by WTS subsume the targets covered by

the single target strategy. The fitness function in WTS (e.g., Equation. (2.3)) treats

all the coverage targets equally and the search receives the same reward when covering

either of the targets. Hence, WTS is more likely to keep cover trivial targets than to

try covering nontrivial targets. Single target approach, on the other hand, may get to

spend a significant time budget to cover nontrivial targets at the expense of missing

many trivial targets.

2.2.3.3 Archive-Based Whole Test Suite

Rojas et al. [51] introduced archive-based whole test suite (WSA) approach which ad-

dresses the problem of the lack of tests generated to cover nontrivial targets by WTS.

In WTS, if the search finds a new test suite Tnew by modifying a test suite Told and

Tnew covers previously uncovered n targets and loses coverage of more than n previ-

ously covered targets, then according to the fitness function in Equation.(2.1), Tnew is

not considered any better than Told despite covering new targets. WSA addresses this

problem by removing a target from the fitness function once it is covered. This way the

search will not be rewarded anymore for covering that target again. It is rewarded only

when it tries to cover uncovered targets. WSA adapts the archiving technique proposed

in [15] to retain the test cases covering the targets that are removed from the fitness

function. At the end of the search, this archive of test cases forms the final test suite.

The fitness function in WSA is as follows;

fU (T ) =
∑

u∈U\C

d(u, T ) (2.4)
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where C denotes the set of covered targets.

One limitation in the WSA approach is that it may lose guidance to cover certain

targets once targets are removed from the fitness function after they are covered. For

example, the fitness function for branch coverage is an aggregation of branch distances

for each branch of the program under test. Branch distance provides guidance to the

search to find a test that executes the respective branch only at its control dependent

node. Figure 2.2 shows a control dependency graph (CDG) for a program and bi, where

i ∈ [1, 6], is a branch. The branch distance of branch b6 provides guidance only at

the node D. The guidance provided by the approach level, i.e., guidance to find tests

that execute along the desired path to the target branch, is already provided by the

aggregated branch distances in the fitness function. For example, the branch distances

of b1 and b3 provide guidance for the search to find a test that executes b6 by covering

b1 and b3. When WSA removes covered targets from the fitness function, there is the

chance of that guidance being removed. For example, once WSA finds a test case to

cover b5, hence b1 and b3 are also covered, b1, b3 and b5 are removed from the fitness

function. This means that the updated fitness function does not have approach level

guidance for b6 anymore. As a result, WSA is likely to not cover the targets that are

deep down in the CDG.

A

B C

D

F

E

G

b1 b2

b3 b4

b5 b6

Figure 2.2: Control dependency graph
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2.2.4 Many-Objective Formulation

The test generation problem can be approached as a many objective optimisation prob-

lem where each target of the program under test is represented as an objective. The

many objective solvers simultaneously optimise test cases to cover multiple targets. By

formulating the test generation problem as a many-objective problem, the limitations

in single objective approaches such as problems of sum scalarisation [14] and lack of

guidance in the single fitness functions can be mitigated. Previous work showed that

many objective solvers like MOSA and DynaMOSA are more effective at achieving high

branch, statement and strong mutation coverage than the single objective approaches

(e.g., single target and whole test suite approaches) [14, 15, 81]. According to the reach-

ability, infection and propagation (RIP) principle [19–22], it is necessary for a test to

cover the buggy code in order to detect the bug. Previous work indicates that mutation

coverage significantly correlates with the bug detection of the test suites [101]. There-

fore, in this thesis, we use many objective formulation and many objective solvers to

approach the test generation problem. In particular, we use the state-of-the-art SBST

technique DynaMOSA in the benchmark methods and propose an SBST technique which

addresses the test generation as a many objective optimisation problem.

2.2.4.1 Optimisation Problem

In many objective formulation, the objectives to be optimised are the individual dis-

tances for each target in the program under test. The problem of finding a set of test

cases that satisfy all the targets can be formulated as follows. Let U = {u1, . . . , uk}

be the set of k coverage targets and we need to find a set of non-dominated test cases

T = {t1, . . . , tn} that minimise the fitness functions fi(t) for all the targets ui ∈ U ,

fi(t) = d(ui, t) (2.5)

where d(ui, t) is the distance from covering the target ui ∈ U with respect to the test

case t.

For branch coverage problem, the fitness function fi(t) of the branch bi ∈ B, where

B = {b1, . . . , bk} is the set of branches of the program under test, is defined as follows.
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fi(t) = al(bi, t) + d(bi, t) (2.6)

where al(bi, t) is the approach level and d(bi, t) is the normalised branch distance of the

branch bi for the test case t. In many objective optimisation, each target is considered

a separate objective. Hence the approach level guidance provided by the aggregated

fitness function in the single objective formulation does not exist anymore. Therefore,

the approach level is added to each fitness function.

For a given test case t, the fitness is a vector of k values (⟨f1, . . . , fk⟩), where fi (i ∈ [1, k])

represents the distance of t from covering the target ui ∈ U . If a test case t covers a

target ui, then the corresponding fitness fi of t is zero.

To maximise the coverage of multiple targets, we need to find a set of non-dominated

test cases T = {t1, . . . , tn} where for each tj ∈ T , ∃ui ∈ U such that fi(tj) = 0. A set of

test cases are said to be non-dominated if each test case in the set is better on at least

one coverage target and worse on the remaining targets when compared to other test

cases in the set.

To evaluate individual test cases, we can use Pareto dominance (Definition 2.1) and

Pareto optimality (Definition 2.2) of test cases [102].

Definition 2.1. Pareto Dominance. A test case ti dominates another test case tj ,

if, and only if, the values of the fitness vector satisfy the following conditions:

∀x ∈ {1, . . . , k} fx(ti) ≤ fx(tj)

and

∃y ∈ {1, . . . , k} s.t. fy(ti) < fy(tj)

The definition above states that a test case ti dominates another test case tj , if, and only

if, ti is closer to cover at least one coverage target and not worse in terms of covering

other targets when compared to tj .
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Definition 2.2. Pareto Optimality. A test case is Pareto optimal, if, and only if,

it is not dominated by any other test case in the space of all possible test cases.

The definition above states that a Pareto optimal test case is better on covering one or

more targets and can be worse on covering the remaining targets when compared to all

possible test cases.

The solution to the many-objective problem is a set of Pareto optimal test cases. Unlike

in usual many-objective optimisation problems where there are trade-offs in the objective

space, in the context of test generation, the optimal test cases are the ones which cover

at least one target, i.e., objective, (i.e., ∃ui ∈ U s.t. fi(t) = 0). Therefore, these test

cases that cover at least one target form the final test suite and represent a sub-set of

the Pareto optimal test cases.

2.2.4.2 Many Objective Sorting Algorithm

Panichella et al. [15] proposed many objective sorting algorithm (MOSA), which for-

mulates the test generation problem as a many objective optimisation problem and

produces a set of Pareto optimal test cases. It starts with a set of randomly generated

test cases as the initial population. It generates new population of test cases by applying

crossover and mutation operators. Test cases are selected to the next generation using a

ranking algorithm called preference sorting algorithm which is based on ‘preference cri-

terion’ and the non-dominance relation of test cases. According to preference criterion,

for each target ui ∈ U , the test case that is closest to cover ui is selected to the first

non-dominated front. All the test cases in the first non-dominated front are selected

to the next generation. MOSA maintains an archive of test cases generated during the

evolution process that forms the final test suite. The archive contains the shortest test

cases for each covered target.

2.2.4.3 Dynamic Many Objective Sorting Algorithm

DynaMOSA [14] is the successor of MOSA and stands as the state-of-the-art SBST

technique. A main limitation in MOSA is that it tries to cover all the targets from the

beginning of the search while most of the targets are not reachable until their control



28

dependent targets are covered. DynaMOSA addresses this problem by introducing a

method called dynamic selection of targets.

A subset of the targets that are included in the search process cannot be covered until

their control dependent targets are covered. Assume a test generation scenario which

uses branch coverage as the optimisation criterion. In the beginning of the search, U

contains all the branches as shown in the CDG (Figure 2.2) as the set of targets to

search for test cases. However, branches like b5 and b6 cannot be covered until their

control dependent branches b1 and b3 are covered. Likewise, b3 cannot be covered until

b1 is covered. Therefore, it is inefficient to search for tests to cover such targets, e.g., b5,

while their control dependent targets are still uncovered. It will unnecessarily increase

the computational complexity of the SBST technique because of the added objectives

to the search without any added benefit.

To address this, DynaMOSA dynamically selects targets to search for test cases only

when their control dependent targets are covered. For example, b5 and b6 are selected to

the search process only if b1 and b3 are covered. At the start of the search, DynaMOSA

selects the set of targets U∗ ⊆ U that do not have control dependencies. At any given

time in the search, DynaMOSA optimises test cases to cover only the targets in U∗.

Once a new population is generated, DynaMOSA needs to update U∗ with new targets

if their control dependent targets are covered. Since DynaMOSA aims at maximising

code coverage, it also removes the covered targets from U∗ to allow itself to focus more

on uncovered targets. Unlike in WSA, removing covered targets from U∗ does not cause

DynaMOSA to lose guidance to cover the targets that are deep down in the CDG. This

is because it uses approach level in the fitness function of each target.

2.3 Defect Prediction

Defect prediction techniques predict the areas in software that are likely to be defective,

in other words bug-prone areas. The exact locations of the bugs are not known prior to

testing. However, there are factors which characterise the code and can correlate with

the likelihood of software components being defective. For example, code complexity

is one such factor, which indicates a component with higher number of entities and

higher number of dependencies between them is highly likely to be defective [34]. The
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concept behind defect prediction is that mathematical models can be built using the

factors correlating with the defectiveness of the code to estimate if the code is likely to

be defective in the future.

2.3.1 Constructing Defect Prediction Models

To construct a defect prediction model, a defect dataset comprising of metrics to charac-

terise the code with respect to their defectiveness and bug history of the code needs to be

created first [103]. Previous studies have considered a wide range of metrics such as code

size [33], code complexity [34], object-oriented metrics [104], organisational metrics [36],

change history related metrics [35] and code churns [38] to characterise the code when

building defect predictors. Dam et al. [105] introduced an approach to automatically

learn semantic and syntactic features that can derive defectiveness of the code instead

of manually selecting the features to use, and it was shown to outperform the defect

predictors built with traditional software metrics.

These metrics and the bug history of the code can be extracted from the issue tracking

systems (ITS) like Jira [106] and BugZilla [107] and version control systems (VCS)

like Git [108], CVS [109] and SVN [110] maintained by development teams for the

software projects. For example, ITS can be used to retrieve the bug reports and extract

information like the release version of a bug when it was reported [34, 103]. VCS can

be used to identify when a bug was fixed by checking commit messages with keywords

like ”fixed” and ”bug” followed up by ”#” or a number [34]. Previous studies have used

the SZZ algorithm [111, 112] to find the bug introducing changes for a given bug fixing

commit and bug report, which helps to identify the bug history of the code to build

defect datasets.

Code snapshots at the versions of interest can be retrieved from the VCS. Code size,

code complexity and object-oriented metrics can be extracted from the code snapshots.

For example, CK tool [113] is a Java code metrics calculator that extracts a large set

of metrics including the Chidamber/Kemerer (CK) metrics [114] using the source code

of a software project. VCS contains code change information that can be used to ex-

tract change history related metrics, code churns and ownership metrics by mining the

software repositories. For example, recent changes to the code by a new author can

indicate the code is highly likely to be defective [30]. This information can be extracted
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by examining the usernames of the authors and diffs of commit history of the code from

the VCS.

Upon creating a defects dataset, a defect prediction model is constructed using a machine

learning technique [32, 38] or a statistical approach [36, 37]. The prediction model

relates the software metrics and defectiveness of code in the defects dataset. Majority

of previous work used machine learning techniques to build defect prediction models,

e.g., naive Bayes [115], logistic regression [116], random forest [117], support vector

machine [118], J48 [119] and C4.5 [120]. The defect prediction models can then be used

to predict bugs in future versions of the code.

In a setting where a defects dataset is not available to be used as a training dataset

to train a machine learning technique, cache-based [29, 121] or risk estimation based

prediction techniques [30, 39] can be used to construct prediction models. For example,

FixCache [29] maintains a cache of the most bug-prone software entities. In particular,

when FixCache finds a bug fixing revision in the VCS it determines the bug introducing

change and fetches the entity and nearby entities (temporal and spatial locality) at the

revision where the bug was introduced into the cache. The cache is used to predict bugs

in future revisions. Lewis et al. [39] and Freitas [30] developed defect predictors based

on risk estimation techniques. In particular, they used a time weighted risk (TWR)

formula to calculate an estimation of the probability of defectiveness of an entity. For

example, the TWR formula takes the timestamps of the bug fixing commits for a given

entity and calculates a time-weighted risk for that entity in terms of its defectiveness.

2.3.2 Types of Defect Predictors

Defect predictors give predictions at different levels of granularity, e.g., coarse-grained

prediction levels such as package [28], file [29] and class [104] levels and fine-grained

levels such as method [32] and line [27] levels. The output of the defect predictor can

be in various forms; probability of the code being defective [30], number of defects (i.e.,

defects density) [122], binary classification of buggy or not buggy [31], ranking of code

according to the defectiveness [39]. The probability of the code being defective and the

number of defects can be converted to a binary classification using a threshold [32, 36].

For example, a threshold of 0.5 was used to determine if the code is likely to be buggy

or not [36]. In particular, if the probability of defectiveness is greater than 0.5, then
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the code is labelled as buggy, and non-buggy otherwise. Similarly, a threshold of 1 was

used to convert the defect density to a binary classification [32]. In particular, if defects

density is greater than or equal to 1, then the code is labelled as buggy, and non-buggy

otherwise. Defectiveness ranking is useful when the limited SQA resources and activities

need to be prioritised for a part of the code. Usually, the top-n riskiest entities (e.g.,

files) are selected according to the ranking given by the defect predictor to conduct SQA

activities [39]. The probability of defectiveness can also be used to rank the entities,

where the entity with the highest probability is the riskiest and the one with lowest

probability is the least risky entity [42].

2.4 Summary

In this chapter, we discuss how SBST fits in the broad area of software engineering. We

give an overview of the main steps of applying a genetic algorithm to a test generation

problem. We discuss the existing SBST approaches that formulate the test generation

problem as single objective optimisation problem and their limitations. Then we present

the optimisation problem in many-objective formulation and describe the state-of-the-

art DynaMOSA in detail, which is used in the benchmark methods in the thesis. The

proposed SBST approaches in our thesis address the test generation problem as a many-

objective optimisation problem. Finally, we give an overview of the construction of

defect prediction models and discuss different types of defect predictors available.



Chapter 3

Related Work

3.1 Introduction

This chapter presents a review of the search-based software testing (SBST) literature.

In particular, we discuss the SBST techniques for unit testing and limitations of SBST

approaches, including the state-of-the-art SBST technique, in terms of detecting bugs.

This is followed by a review of the defect prediction literature. We discuss the advan-

tages and limitations of different types of defect predictors categorised by the prediction

technique used (e.g., machine learning), output type, metrics used, and granularity of

the predictions in the context of using them to guide SBST. Finally, we present a review

of the previous work in defect prediction for automated software testing.

3.2 Search-Based Software Testing

As we discussed in Section 2.2, SBST has been used in plethora of software testing

problems and applications [53, 64, 66, 66–71, 73–78]. Test data generation is one of the

main problems where SBST is applied [123]. In particular, SBST for unit testing is the

most well studied test generation problem in the literature [79]. Among those studies,

structural coverage of unit tests [14, 15, 44, 51, 73, 80, 81] has received larger attention

compared to bug detection [23, 24, 26] from the SBST researchers. In this thesis, we

pay a particular attention to the bug detection capability of the SBST for unit testing.

32
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SBST techniques use meta heuristics search algorithms to search for high quality test

cases for a specific criteria (e.g., maximise branch coverage). Mainly, the test generation

problem is formulated in two ways; i) single objective formulation [3, 51], and ii) many-

objective formulation [14, 15], which we introduced in Sections 2.2.3 and 2.2.4. Whole

test suite approaches [3, 51] use single objective formulation where they optimise test

suites to satisfy a single objective composed of all the coverage targets. Many objective

sorting algorithms [14, 15] use many objective formulation where they simultaneously

optimise test cases to satisfy all the coverage targets. Previous work shows that these

many objective sorting algorithms are more effective and efficient than whole test suite

approaches in terms of code coverage and mutation coverage [14, 15, 81].

Dynamic many objective sorting algorithm (DynaMOSA) [14] approaches the test gen-

eration problem as a many objective optimisation problem and is considered the state-

of-the-art SBST technique. It is better at achieving high code coverage than many ob-

jective sorting algorithm (MOSA) [15] and archive-based whole test suite (WSA) [51].

DynaMOSA exploits the control dependency of the targets in the program and narrows

down the search to a subset of the coverage targets at a time. This makes DynaMOSA

less computationally complex than its predecessor MOSA. According to the reachability,

infection and propagation (RIP) model, it is necessary but not sufficient to cover the

buggy code in order to detect a bug. Achieving a high code coverage by the test suite

does not guarantee effective bug detection. One main limitation in DynaMOSA is that

it targets at covering all the targets in the program while only a few of them are actually

buggy. We argue that it is likely to be ineffective in terms of bug detection to search for

tests in non-buggy targets which constitute a larger portion of the code base.

Results from previous work show that SBST techniques have limitations in terms of

bug detection [23, 24, 26]. For example, EvoSuite, a state-of-the-art SBST tool, could

only detect on average 23% of the bugs from the Defects4J dataset [23]. However, in

the same study, Randoop [4], a feedback-directed random test generation technique,

detected on average 15% of the bugs, which indicates that despite its poor bug detection

performance, SBST is still better than random testing techniques. Similar results can

be observed in the study by Almasi et al. [26].

Salahirad et al. [24] studied the bug detection effectiveness of SBST when it is using

different fitness functions based on single and combinations of test goals. Test suites
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generated for different test goals may capture different behaviours of the program under

test, hence SBST may detect different bugs when it is guided by different test goals.

Branch coverage based fitness function was shown to be the most effective because

it is focused on thoroughly exploring the program structure. However, SBST could

only detect on average 25% of the bugs from the Defects4J dataset when using branch

coverage fitness function and 10 minutes time budget, suggesting code coverage alone is

not enough to effectively detect bugs.

As described in Section 2.2.1.2, time budget is used in SBST techniques to determine

when the genetic algorithm should stop searching for tests. Higher time budget means

the search method is able to extensively explore and exploit the search space of possible

test inputs, thereby increasing the chances of finding better test cases with respect to

the coverage criterion used. Previous work studied the improvement of bug detection

effectiveness of SBST by increasing the time budget [24, 26, 43]. The results from

those studies indicate that it is beneficial to increase the time budget in order for SBST

to detect more bugs. However, this approach has limitations in its practicability. In

particular, Almasi et al. [26] allocated 15 minutes, and Gay [43] and Salahirad et al. [24]

allocated 10 minutes time budget per class. In practice, the practitioners do not know the

buggy classes prior to running test generation. In the absence of a time budget allocation

approach, they have to allocate a fix time budget for every class in the project. Given the

industrial projects are usually very large with thousands of classes and the requirement

of frequent testing, it is not viable to allocate such large time budgets for every class in

a project, unless there is a lot of computational resources available in an organisation,

which is usually not the case [44]. We argue that in a resource constrained environment,

SBST should receive higher time budgets to search for tests in likely defective classes at

the expense of the time budgets for the likely non-defective classes in order to properly

utilise the available limited time budget.

3.3 Defect Prediction

Defect predictors employ machine learning techniques [32, 38], statistical approaches [36,

37], cache-based techniques [29, 121] or risk estimation techniques [30, 39] to predict bug-

prone areas in the code. Majority of previous work in defect prediction used machine

learning techniques such as naive Bayes, logistic regression, random forest and support
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vector machine [49]. They train a model from a defect dataset containing bug history

of code and features that can derive the defectiveness of the code. Cache-based or risk

estimation based prediction techniques do not require a defect dataset, hence they are

easy to apply to an industrial setting where a training dataset is not available. We

employ Schwa [30], a defect predictor based on risk estimation, to guide the time budget

allocation approach for SBST in the study conducted to achieve RO1. The proposed

approach does not depend on the prediction model used by the defect predictor. Hence,

any defect predictor can be used in place of Schwa for the task at hand.

The output of a defect predictor can be in the form of a binary classification [31], proba-

bility of defectiveness [30], defectiveness ranking [39] or defect density of the code [122].

Defect predictors employing machine learning techniques such as logistic regression give

a probability of the code being defective [36]. Some defect prediction models are trained

to output the number of defects (i.e., defect density) in the code [122]. This can be con-

verted to a binary classification using a threshold [36]. For example, if the probability

is greater than the threshold, the code is labelled as buggy, and not buggy otherwise.

On the other hand, machine learning techniques such as support vector machine directly

gives a binary classification. Freitas [30] proposed a defect prediction technique based on

risk estimation and they used a time weighted risk formula to calculate the probability of

code being defective. Yang et al. [124] proposed a learn-to-rank approach to construct

defect prediction models that output a ranking of the code according to their defec-

tiveness. Majority of the previous work studied defect predictors that output a binary

classification [49]. However, defect predictors with a continuous output like probability

of defectiveness provide more information to differentiate the code than what classifi-

cation provides. We use a defect predictor, Schwa [30], that outputs the probability of

defectiveness of classes in a project in RO1 as it allows us to differentiate classes based

on how likely they are to be defective. In RO2 and RO3, we simulate defect prediction

as we need to control the defect prediction performance to certain levels. Since we use

theoretical defect predictors in these two research objectives, we resort to the generic

defect predictor, which is the one that outputs a binary classification.

As we discussed in Section 2.3.1, previous work on defect prediction have considered a

wide range of metrics to characterise the code with respect to their defectiveness [33–

36, 38, 104, 105]. Graves et al. [125] showed that the number of changes and particularly

the recent changes to the code are effective indicators of future defects. Kim et al. [29]
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followed the observation that bugs occur in software change history as bursts, hence

they argue that recent changes to the code and recent faults in the code are likely to

introduce bugs in the future. Rahman et al. [121] proposed a simple approach, which

was eventually implemented by the Google Engineering team [39, 40], that orders files

by the number of bug fix commits in a file, and found out that its performance is quite

similar to the more complex approach FixCache [29]. Furthermore, they showed that

the files that have been recently involved in a bug fix are likely to contain further bugs.

Freitas [30] developed an enhanced version of this approach called Schwa, which predicts

defects in programs by using three metrics; recent changes, recent bug fixes, and recent

new authors [36] to the code.

The effectiveness of the metrics used to indicate the defect proneness of the code is

dependent on the context they are applied in [37]. For example, Nagappan et al. [36]

showed that the organisational metrics are the best indicators of the defect proneness

of the Windows Vista project. Caglayan et al. [37] demonstrated a counter-case to

this in their replication study involving a large-scale enterprise software. We propose

approaches and design studies that are not dependent on the metrics used in the defect

predictors.

Defect predictors estimate the likelihood of a package [28], file [29], class [104], method [32]

or line [27] is defective. There is plethora of defect predictors working at coarse-grained

levels such as package, file and class levels [49]. Whereas there are only few defect pre-

dictors that work at fine-grained levels such as method and line levels. This is because

obtaining bug history and features to derive defectiveness are more challenging tasks for

methods and lines compared to packages, files or classes [31, 126]. While there are many

coarse-grained defect predictors with effective predictive power, their use in practice has

limitations because of the size of the units they make predictions for [41]. In particular,

a class (or file) may have thousands of lines of code. By looking at the prediction for

such class, it is hard for a developer to find the bug through code review or manual

testing. In fact, Hata et al. [31] showed that the fine-grained predictors outperform

coarse-grained predictors in terms of the effort required to find bugs manually. Our

thesis investigates leveraging defect predictors at both coarse-grained and fine-grained

levels to inform SBST techniques of the defective areas in code in order to improve the

bug detection performance.
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Defect predictors have been shown to be effective at locating bugs in software [29,

37, 38]. In particular, defect predictors with more than 85% of recall and precision

have been reported in the literature [32, 38]. Due to their efficacy, they are used in

practice to assist developers in code reviews [39, 40] and manual testing [41]. With

the help of the defect predictors, developers can make decisions on where to prioritise

their test efforts [127]. However, finding bugs by code reviews or manual testing may

become a laborious task when the size of the code that is predicted buggy is large or

complex. Previous work proposed to use model-agnostic techniques from explainable AI

to generate explanations for the defect prediction models and their predictions, e.g., most

important characteristics that contributed to the final prediction [128]. This further

helps developers to find bugs by understanding why the code is flagged as buggy by

the predictor [127]. In this thesis, we propose to use defect prediction to inform an

automated testing technique which produces bug detecting test cases. The automated

testing step has the potential to complement or to substitute the manual testing/code

review step, hence can further reduce the workload of the developers.

Defect predictors are not perfectly accurate. While there are defect predictors with

higher recalls and precision, their performance can vary, e.g., from as low as 5% and

25% to as high as 95% and 85% for recall and precision, respectively [49]. Hosseini

et al. [50] also reported similar findings in their systematic literature review of cross-

project defect predictors. The false negatives and false positives in the predictions can

have an impact on the usefulness of defect predictors in practice. Developers may miss

bugs because of false negatives [29]. False positives, on the other hand, mislead the

developers into thinking that non-buggy code is buggy. This can result in a waste of

developers’ time and can lead them to not trust the defect predictor, especially when

the predictions go against their perceptions of the code [39, 41, 47]. When an automated

testing technique uses defect predictions, false positives may not be a significant burden

in contrast to a developer manually inspecting non-buggy code for bugs. False negatives,

on the other hand, may cause the automated techniques to completely miss the bugs.

However, there is the potential to mitigate this by allowing the automated technique to

explore the likely non-buggy code for bugs, which would be an expensive task if it is

done manually. This thesis investigates the impact of false positives and false negatives

on the bug detection performance of SBST. We propose defect prediction guided SBST

techniques that handles the potential errors in the predictions to mitigate their impact
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on the final outcome, i.e., bug detection of the test cases.

Zimmermann et al. [48] recommended a defect predictor with recall, precision and accu-

racy greater than 75% is a strong defect predictor, and vice versa. They found out that

only 21 out of 622 cross-project defect predictor combinations are strong defect predic-

tors according to this criterion. Following this recommendation, we define an acceptable

defect predictor is one that has a recall and precision greater than 75%. In particular, in

RO2, we systematically investigate the impact of imprecision of defect prediction in the

range of acceptable defect predictors. In RO3, we experimentally assess the proposed

SBST technique using acceptable defect predictors.

We use an off-the-shelf defect predictor in the proposed SBST approach in RO1 and

demonstrate real defect predictors can be leveraged to guide SBST to detect bugs effi-

ciently and effectively. In RO3, we experimentally assess the proposed SBST technique

using theoretical defect predictors with lower bound and upper bound performances in

the acceptable range. To do this, we simulate defect prediction following the assump-

tion of uniform distribution of defect prediction errors similar to Herbold [129]. The

performance of real defect predictors cannot be controlled to any desired values. To

systematically investigate the impact of defect prediction imprecision in the acceptable

range (RO2), we simulate defect prediction for different levels of performance. Using

a real defect predictor in the experimental evaluation demonstrates the viability of the

proposed approach in practice [42, 130–132]. However, it limits the findings of the study

to a specific defect predictor built with one learner and one set of metrics.

3.4 Defect Prediction in Automated Software Testing

As we discussed in Section 3.3, defect predictors have been used in the industry to

support developers in code reviews [39, 40] and in testing [41] because of their efficacy

in locating bugs in software. While the main assumption of defect prediction is to

provide useful information to developers [39], prediction outcomes have also been used

successfully in automated testing techniques [42, 131–133].

Previous work that leveraged defect prediction to guide automated software testing tech-

niques have used defect prediction either i) in the test generation phase [130, 133] or ii)
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post test generation phase [42, 131, 132]. In particular, Hershkovich et al. [130, 133] pro-

posed QUADRANT which uses defect prediction to select classes to run test generation.

G-clef [42] is a test prioritisation strategy that uses a defect predictor and prioritises

test cases in terms of their likelihood of finding bugs. FaRM [131] is a mutant selec-

tion technique that selects and ranks fault revealing mutants using prediction models.

FLUCCS [132] is a fault localisation approach that ranks methods according to their

likelihood of being faulty using defect prediction models. G-clef, FARM and FLUCCS

are applied after the test generation step, i.e., G-clef and FaRM can be used to prioritise

and select test cases, and FLUCCS can be applied to localise the fault once a bug is

detected through test generation.

QUADRANT [130] is a defect prediction guided class selection strategy to run test

generation with an automated testing technique like SBST. It uses a class level defect

predictor, and code complexity, object-oriented and change history related metrics are

used to derive the defectiveness of the code [134]. QUADRANT ranks classes according

to a score which is a combination of the probability of defectiveness and/or lines of

code in the class. Only the top-n classes are selected for test generation, and in the

experiments, they have considered n ∈ [1, 15]. Usually, the industrial projects are very

large and may have thousands of classes [45]. Selecting only a few classes for test

generation and leaving out the other classes may have consequences in terms of bug

detection. This is because defect predictors are not perfectly accurate and there is a

reasonable chance that the buggy class not to be ranked in the top-n classes when n is

significantly smaller compared to the total number of classes in a project. For example,

the average relative ranking position of the buggy classes by the defect predictor used

in G-clef is 13%, which means if the project has 1000 classes, the defect predictor ranks

the buggy classes at 130th position on average [42]. In contrast, this thesis proposes a

defect prediction guided time budget allocation approach that allocates time budgets to

classes for test generation while accounting for potential errors in the predictions.

The size of the regression test suites increases over the time as new test cases are added,

for example, when development teams add new features to the software. To reduce the

time taken to detect bugs (i.e., regressions) in software, researchers have opted for test

case prioritisation strategies. Paterson et al. [42] introduced G-clef which is a test case

prioritisation strategy that uses a class level defect predictor based on change history

related metrics [30] and prioritises test cases in terms of the buggy rank of the classes
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they cover. It was shown to be more effective at reducing the number of test cases

required to find bugs compared to the existing prioritisation strategies. We employ the

same defect predictor as used in G-clef to inform a time budget allocation approach in

this thesis. In contrast to G-clef, our thesis focuses on improving bug detection capability

of an automated test generation technique.

Mutation testing is expensive due to the larger number of mutants that need to be

analysed. FaRM is a mutant selection technique that selects and ranks fault revealing

mutants, i.e., the killable mutants and the ones that lead to test cases revealing bugs,

and aims at revealing most of the bugs by analysing the smallest possible number of

mutants [131]. FaRM uses a prediction model that captures the characteristics that

derive the ability of the mutants to reveal bugs. The prediction model used in FaRM

utilises source code metrics. It was shown to outperform the state-of-the-art mutant

selection and mutant prioritisation methods in terms of revealing bugs. FaRM can be

applied as a post-test generation task. In contrast, our thesis specifically focuses on

generating tests with the guidance of defect prediction.

Once the tests (automatically generated or manually written) detect bugs, developers

need to analyse the programs and test executions to find the root cause of the observed

failures. Fault localisation techniques help developers to reduce their debugging efforts

by highlighting the program elements (e.g., lines) which are most likely to contain the

faults. FLUCCS [132] is such fault localisation approach that combines the existing

spectrum-based fault localisation (SBFL) approach with defect prediction. They use a

method level defect predictor that utilise code size, complexity, code churns and change-

related metrics to rank methods according to their likelihood of being faulty. FLUCCS

was shown to outperform the state-of-the-art SBFL techniques in terms of locating

faults at the top and within the top ten methods. FLUCCS also works at the post-test

generation phase, for example, once the tests generated by SBST detect a bug, FLUCCS

can be applied to localise the fault with the aid of SBST generated tests.

3.5 Summary

The test generation problem is one of the main problems addressed by SBST research.

Among the studies in test generation, structural coverage of unit testing has been a main
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focus. In fact, several SBST techniques have been proposed with the aim of maximising

structural coverage of unit tests and they have shown to be effective at achieving high

code coverage, sometimes covering more code than manually written tests. However,

SBST techniques are not as effective in terms of detecting bugs as indicated by the

results of previous work. We argue that this is mainly due to SBST having no guidance

towards the defective areas in a program.

Various types of defect predictors have been proposed over the past 40 years [47]. They

give predictions at different levels of granularity, e.g., coarse-grained like file level and

fine-grained like method level. Both coarse-grained and fine-grained predictions can

provide useful information to SBST techniques in different ways. Due to their efficacy,

defect predictors have been used to support developers in preforming manual tasks like

code reviews and testing. Lack of explainability is one of the limitations in typical

defect prediction outcomes when they are used by humans. Having SBST techniques to

consume defect prediction outcomes and produce bug detecting tests has the potential

to complement or to substitute the manual tasks and will be able to reduce the workload

of the developers and the explainability issue to a certain extent. When using defect

prediction to inform SBST techniques, one of the main concerns to look for is that the

predictions are not perfectly accurate. This calls for an investigation of the impact of the

defect prediction imprecision on guiding SBST and handling for those potential errors

having a significant impact. Defect predictors have been used in automated testing

techniques to inform those techniques of the likely defective areas in programs. To the

best of our knowledge, this thesis is the first to investigate the use of defect prediction

to guide the SBST techniques towards the likely defective areas.
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Methodology

In Chapter 3, we discussed the limitations of search-based software testing (SBST) tech-

niques in the context of bug detection and the potential of defect predictors to provide

additional guidance for SBST techniques to increase the bug detection performance of

them. The ultimate goal of the thesis is to improve the bug detection capability of SBST

by incorporating defect prediction information. To achieve that, we formulate three re-

search objectives, which we introduced in Chapter 1, and conduct three research studies

to address them. This chapter presents the methodological aspects of the research con-

ducted in this thesis; the research method used to address the research objectives and

validate the solutions proposed in each research objective, and the validity threats to

the research studies conducted.

To evaluate the proposed contributions of the thesis, we design a set of experiments. The

design of experiments describes the details to run a set of experiments under controlled

conditions to evaluate the performance of SBST in terms of bug detection when using

defect prediction for guidance. The experiments consist of generating test suites for

programs containing bugs. These programs with bugs are the benchmark subjects of

the experiments, which are taken from a well-studied dataset, Defects4J benchmark.

To perform an experimental comparison between a proposed approach in the thesis and

the existing SBST approaches, we use the state-of-the-art SBST technique, DynaMOSA,

in the benchmark methods. The SBST approaches need to be allocated a time budget

for test generation. In each contribution chapter, we describe the specific time budgets

allocated in the particular experiments. The proposed approaches and the benchmark

42
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methods are implemented within the state-of-the-art SBST tool, EvoSuite, hence, any

confounding effects due to different implementations or use of tools are mitigated in the

experiments. The parameter settings for the SBST techniques, defect predictors and the

proposed approaches are described in the particular contexts under each contribution

chapter. We mainly use the number of detected bugs as the performance measure. In

addition, time to generate the first bug detecting test case is also used. To compare

the performance of the proposed approaches against the benchmark methods and draw

conclusions from the results, we conduct statistical tests.

In this thesis, we consider generating tests to detect bugs not only limited to regressions,

but also the bugs that are introduced to the system at various times. Previous work

that evaluate EvoSuite in terms of bug detection considered test suite generation for

a regression testing scenario [23, 26, 44, 135]. They assume the current version of the

software works correctly and generate test suites to capture the behaviour of that version.

Then, these test suites are used to detect regression bugs introduced in the next commit.

The bug survival time, i.e., the time between the introduction of the bug and when the

bug fix is performed, can be as long as 2 years or as short as a few days [52]. Given a

software system, there can be bugs that are introduced to the system at various times

in the past and not yet detected. Therefore, contrary to the previous works, we focus

on an application scenario of generating tests to detect bugs that exist in the system.

In the next sections, we describe the benchmark subjects, benchmark methods, perfor-

mance measures and the bug detection evaluation procedure used in this thesis. The

design of experiments is based on the research objectives, which allows us to validate

the particular approaches and test the respective hypotheses. This section describes the

aspects that are common to all the experiment designs in this thesis. The other specific

details are described under each contribution chapter.

4.1 Experimental Subjects

We use the version 1.5.0 of the Defects4J dataset [25, 136] as our benchmark subjects

to conduct experimental evaluations for our proposed approaches. It contains 438 bugs

that are from manually validated bug fixes from six real-world open source Java projects.

We remove four deprecated bugs from the original dataset [136] since they are not
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reproducible under Java 8, which is required by our test generation tool used, i.e.,

EvoSuite. This results in the following bugs that are not part of the experiments: Lang-

2, Closure-63, Closure-93 and Time-21 are removed. The 434 bugs are from the following

projects; JFreeChart (26 bugs), Closure Compiler (174 bugs), Apache commons-lang (64

bugs), Apache commons-math (106 bugs), Mockito (38 bugs), and Joda-Time (26 bugs).

For each bug, the Defects4J benchmark gives a buggy version and a fixed version of the

program. The difference between these two versions of the program is the applied patch

to fix the bug, which indicates the location of the bug. The Defects4J benchmark also

provides a test execution framework to perform tasks like running the generated tests

against the other version of the program (buggy/fixed) to check if the tests are able to

detect the bug and fixing the flaky test suites [136]. We use this framework to determine

if the test suites generated by SBST detects the bug or not (discussed in Section 4.4).

Defects4J is widely used as the benchmark subjects in research on automated unit test

generation [23, 43], automated program repair [137], fault localisation [138], test case

prioritisation [42], etc. This makes Defects4J a suitable benchmark for evaluating our

proposed approaches, as it allows us to compare our results to existing work. Defects4J

is actively maintained and more recently another 401 bugs from 11 open-source projects

were added to the existing 438 bugs. Bugs.jar [139] and Bears benchmark [140] are

another two bugs datasets that are mainly targeted to be used in automated program

repair studies. Bugs.jar contains 1158 real bugs from eight open-source Java projects

and Bears benchmark contains 251 real bugs from 72 open-source Java projects. Unlike

Defects4J, both datasets have not been used in the automated test generation stud-

ies. This can be because of their lack of support provided to fix test suites containing

flaky test cases and evaluate test suites for bug detection, whereas the test execution

framework of Defects4J enables researchers to easily perform these tasks. More recently,

Herbold et al. [141] created another bug dataset containing 2371 real bugs from 28 open-

source Java projects by manually validating bug fixes through crowd sourcing. Given

Defects4J is actively maintained, its maturity as a framework to support experiments,

and its use in a wide array of automated software testing areas including automated

test generation, we decide to use Defects4J dataset as the benchmark subjects in this

thesis. We identify validating the proposed approaches in this thesis against other bugs

datasets [139–141] as future work to support the external validity of our findings and

increase the generalisability.
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4.2 Benchmark Methods

The main objective of the thesis is to use defect prediction to guide the SBST techniques

to likely defective areas in code, which results in improved bug detection performance

of the generated test suites. To determine if the objective is achieved, we use the

state-of-the-art SBST technique, DynaMOSA, in the benchmark methods to compare

against the bug detection effectiveness and efficiency of our proposed approaches. As

discussed in Section 2.2.4, DynaMOSA is better at achieving high code coverage and

mutation coverage compared to the existing SBST techniques. In order to detect a

bug, it is necessary to reach the buggy code according to the RIP principle. Previous

work indicates that mutation coverage significantly correlates with the bug detection of

the test suites [101]. Therefore, we choose DynaMOSA in the benchmark methods to

measure the improvements by our proposed approaches. In each contribution chapter,

we describe the specific benchmark methods used in the particular contexts.

4.3 Detecting Bugs with Search-Based Software Testing

Techniques

In order to detect a bug, a test case must satisfy the conditions of the reachability,

infection and propagation (RIP) model [19–22]. In addition, it must also have a test

oracle to reveal the failure [142]. DynaMOSA and our proposed SBST technique in

RO3 are implemented in the state-of-the-art SBST tool, EvoSuite. Tests generated by

EvoSuite satisfy all three conditions of the RIP model. However, they do not have test

oracles, hence are incapable of revealing bugs without test oracle inserted by humans or

automated tools [143]. We will explain this more with an example.

Figure 4.1 shows the buggy code snippet and the applied patch for NumberUtils class

from Lang-16 bug in Defects4J [136]. The buggy method, createNumber, takes a pa-

rameter of String type, str, and returns a java.lang.Number object with the value

specified in the input str. If the value in str cannot be converted, then it throws a

NumberFormatException. For example, if the method is called with the input str="0Xa",

then it is expected to return a java.lang.Integer object with the value 10. However,

such input does not execute the true branch of the if condition at line 458 because the
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buggy method only checks for hexadecimal notations starting with "0x" and not "0X".

As a result, the execution continues along the false branch of the if condition at line

458 and throws a NumberFormatException instead of the expected java.lang.Integer

object. This bug is fixed by modifying the if condition at line 458 as shown in the diff

in Figure 4.1.

444 444 
 public static Number createNumber(String str)

 
 
             throws NumberFormatException {
445 445 
     if (str == null) {
446 446 
         return null;
447 447 
     }
448 448 
     if (StringUtils.isBlank(str)) {
449 449 
         throw new NumberFormatException("A blank string is not a valid 

 
 
             number");
450 450 
     }
451 451 
     if (str.startsWith("--")) {

 
 
         …
456 456 
         return null;
457 457 
     }
458 
 -     if (str.startsWith("0x") || str.startsWith("-0x")) {

 458 +     if (str.startsWith("0x") || str.startsWith("-0x") || str.startsWith("0X") || 

 
 
         str.startsWith("-0X")) {
459 459 
         return createInteger(str);
460 460 
     }

    …
594 594 
 }

Figure 4.1: Buggy code and patch from Lang-16 bug

Assume a test generation scenario for the buggy version of the NumberUtils class in

our example. Figure 4.2 shows a sample test case generated by EvoSuite during the

search process. The execution of the test case reaches the buggy code, i.e., line 458.

The execution of the buggy statement causes an incorrect internal program state (in-

fection), i.e., a valid argument to str (str="0Xa") must not cause the program to

throw a NumberFormatException. The incorrect internal program state is propagated

to an incorrect final state (failure) of the program, i.e., at line 3 in the test case,

createNumber("0Xa") call should output a java.lang.Integer object with the value

10, instead a NumberFormatException is thrown. EvoSuite does not have test oracles,

hence it generates assertions in the tests assuming the program under test is correct.

For example, Figure 4.3 shows the final test case generated by EvoSuite for the test case

shown in Figure 4.2, which is not able to reveal the bug since the test case does not fail

when it is executed against the buggy program.
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  1 … 
  2 String string0 = “0Xa”;
  3 NumberUtils.createNumber(string0);
  4 …

Figure 4.2: Test case generated by EvoSuite during the search for the buggy version
of NumberUtils class from Lang-16

  1 public void test001()  throws Throwable  {
  2     // time taken = 83090
  3     try {
  4         NumberUtils.createNumber("0Xa");
  5         fail("Expecting exception: NumberFormatException");
  6     } catch(NumberFormatException e) {
  7         //
  8         // 0Xa is not a valid number.
  9         //
  10       verifyException("org.apache.commons.lang3.math.NumberUtils", e);
  11     }
  12 }

Figure 4.3: Final test case with assertions by EvoSuite for the buggy version of
NumberUtils class from Lang-16

In the ideal scenario, if oracle automation [143] exists, the generated test cases can reveal

the bugs. Without oracle automation, the best EvoSuite can do is to propagate the

incorrect state of the program to the output. The scope of this thesis is to improve the

bug detection capability of the test suites generated by SBST guided by defect prediction

and not oracle automation. Therefore, in this thesis, we consider that DynaMOSA or

the proposed SBST approaches detect a bug if they generate a test case that propagates

the internal error to the output of the program. Nevertheless, we remind the readers

that neither DynaMOSA nor our proposed SBST approaches are able to reveal existing

bugs in a program without the aid of oracle automation. Finally, this limitation is not

only applicable to our proposed SBST approaches and DynaMOSA, but also to other

SBST techniques [3, 15, 51] in this space as well.

4.4 Bug Detection Evaluation Procedure

To determine if a bug is detected by a test suite generated by an SBST approach,

we perform the following procedure in the experiments. We use the test execution
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framework in Defects4J [136] for this task.

First, the flaky test cases are removed from the test suites using the ‘fix test suite’ script

in Defects4J test execution framework as described in [23]. A test case should produce

the same output when it is run against the version of the program it was created in the

first place. If not, the test case is considered a flaky test case. For example, a test case

containing an assertion that refers to the system time will produce different outputs

when it is run at different times. Hence, that test case is flaky and needs to be removed

from the test suite. To identify and remove the flaky tests from a test suite, ‘fix test

suite’ first removes all uncompilable test classes until the test suite compiles. Then,

the test suite is executed against the version of the program the test suite was created,

i.e., buggy version in our case. If the execution reveals flaky tests, then they will be

removed, and the test suite will be re-compiled and re-executed. This is repeated until

the test suite executes against the buggy version and produces the same output for five

consecutive runs (i.e., without detecting any flaky tests).

We use the fixed versions of the programs as the test oracles [131]. If a test suite running

against the buggy version of a program produces a different output compared to what

it produces when it is run against the fixed version, then it means the test suite detects

the bug. We use the ‘run bug detection’ script in Defects4J test execution framework

and fixed version of the program as the test oracle to determine if a test suite detects a

bug. EvoSuite generates assertions assuming the program under test is correct, therefore

the generated tests should always produce the same execution result when they are run

against the buggy version. A test suite is considered broken, if it is not compilable or

produces a different execution result when it is run against the buggy version. The test

suite is considered it has missed detecting the bug, if the test execution results are same

when it is run against the buggy and fixed versions of the program, if the results are

different, then it is considered as it has detected the bug.

4.5 Performance Measures

In order to compare the proposed approaches against the benchmark SBST approaches,

we define performance measures. The main performance measure used in this thesis is
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the number of bugs detected. We define the measure number of bugs detected, d(B), in

Equation. (4.1).

d(B) =
∑
bi∈B

d(bi) (4.1)

where

• B = {b1, . . . , bn} is the set of bugs from the benchmark subjects and n is the

number of bugs in the dataset.

• d(bi) denotes whether the bug bi is detected by the test suite and is calculated as

in Equation. (4.2). We consider a test suite detects a bug, if it detects the bug in

any of the buggy classes of that bug.

d(bi) =


1 if

∑
bij∈Bi

d(bij) > 1

0 if
∑

bij∈Bi

d(bij) = 0

(4.2)

where

• Bi = {bi1, . . . , b1k} is the set of buggy classes of the bug bi and k is the number of

buggy classes of bi.

• d(bij) denotes whether the test suite detects the bug bi in buggy class bij and is

calculated as in Equation. (4.3).

d(bij) =


1 if the test suite detects the bug bi in buggy class bij

0
if the test suite misses the bug bi in buggy class bij

or is broken

(4.3)

We repeat the test generation runs for each buggy class and for each approach to account

for the non-deterministic behaviour of genetic algorithms used in SBST. We use mean

and median number of bugs detected over a number of independent runs to report and
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compare the bug detection performance of the SBST approaches. We also plot the

number of bugs detected as boxplots and violin plots to visualise the distribution. We

conduct sound statistical tests to derive conclusions from the results of the experiments.

To check for statistical significance of the differences of the number of bugs detected by

two approaches, we employ non-parametric Mann-Whitney U-Test with the significance

level (α) 0.05 [144]. To compute the effect size of the differences, we conduct Vargha

and Delaney’s Â12 statistical test [145].

In the context of comparing the number of bugs detected, the Â12 statistic measures

the probability that running SBST approach A yields higher d(B) values than running

approach B. We interpret the magnitude of Â12 statistic as shown in Table 4.1 [15]. We

consider the effect size is negligible if Â12 ∈ (0.42, 0.58). If Â12 = 0.50, then the two

approaches are equivalent.

Table 4.1: Interpretation of the magnitude of Â12 statistic for approach A vs. B.

Interpretation A > B B > A

Large Â12 ≥ 0.75 Â12 ≤ 0.25

Medium 0.65 ≤ Â12 < 0.75 0.25 < Â12 ≤ 0.35

Small 0.58 ≤ Â12 < 0.65 0.35 < Â12 ≤ 0.42

We also use the measure time to generate bug detecting test to compare the proposed

SBST technique against the benchmark SBST technique in RO3. It is defined as the

time to generate the first test case that can detect a bug. We use this measure to

evaluate the SBST techniques in terms of the efficiency of detecting bugs. To check for

statistical significance of the differences of the time to generate bug detecting tests by

two approaches, we employ Wilcoxon signed-rank test [144] and its effect size, r [146].

We describe this measure in detail and the steps to calculate it and conduct statistical

tests in Section 7.4.

In RO2, we conduct two-way ANOVA test to statistically analyse the effects of recall

and precision of the defect predictor on the bug detection effectiveness of SBST. Prior

to conducting two-way ANOVA test, we conduct necessary statistical tests to check our

data holds the assumptions of the test. To check if the observed effects are of practical

significance, we compute the epsilon squared effect size (ϵ̂2) [147] of the variations in

number of bugs detected with respect to recall and precision. To further analyse which

groups of recall and precision are significantly different from each other and their effect
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size, we conduct the Tukey’s Honestly-Significant-Difference test [148] as a post hoc

test and compute the Cohen’s d effect size, respectively. We describe this in detail in

Section 6.3.

Previous work on defect prediction have used various performance measures to measure

and compare the predictive power of defect predictors such as recall, precision, accu-

racy, probability of false alarms, area under the curve (AUC), F-measure, G-measure

and Matthews correlation coefficient (MCC) [149]. Out of these measures, recall and

precision have been widely used in previous work to report the performance of defect

predictors [49, 50]. In this thesis, we mainly use recall and precision to characterise

the performance of the defect predictors used in the proposed SBST approaches. For

completeness, we report the accuracy and MCC of the defect predictors as well.

As shown in the confusion matrix in Table 4.2, a true positive is when buggy code is

correctly labelled as buggy, a true negative is when non-buggy code is correctly labelled

as non-buggy, a false positive is when non-buggy code is incorrectly labelled as buggy,

and a false negative is when buggy code is incorrectly labelled as non-buggy. Recall

is the rate of the defect predictor correctly identifying buggy code and is calculated as

in Equation. (4.4). A defect predictor with recall closer to 1 means that it identifies

most of the buggy code correctly. Recall is indicative of the false negatives by the defect

predictor. Poor recall of the defect predictor means there are higher false negatives, and

lower false negatives otherwise. Precision is the rate of the correct buggy code labels

by the defect predictor and is calculated as in Equation. (4.5). A defect predictor with

precision closer to 1 means that most of the buggy code labels produced by the defect

predictor are correct. Precision is indicative of the false positives by the defect predictor.

Poor precision of the defect predictor means there are higher false positives, and lower

false positives otherwise.

Accuracy is the rate of correct labels by the defect predictor and is calculated as in

Equation. (4.6). Accuracy can be biased in the case of highly imbalanced datasets, which

is usually a commonplace situation in the context of defect prediction [150]. Accuracy

closer to 1 means the defect predictor correctly labels most of the code. However, if

the actual buggy code is significantly smaller compared to the non-buggy code, then the

accuracy can still be closer to 1 even if the defect predictor labels all the buggy code

incorrectly. MCC is the Pearson correlation for a contingency table [151, 152]. MCC
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is an unbiased performance metric and is calculated as in Equation. (4.7). MCC closer

to +1 means the defect predictor is better at classification and equal to 0 means the

classification is random. MCC closer to -1 means it is better at perverse classification,

hence swapping the states of the output of the defect predictor will make it a better

predictor.

Table 4.2: Confusion Matrix.

Actual

buggy

Actual

non-buggy

Predicted

buggy

True Positive

(TP)

False Positive

(FP)

Predicted

non-buggy

False Negative

(FN)

True Negative

(TN)

Recall =
TP

TP + FN
(4.4)

Precision =
TP

TP + FP
(4.5)

Accuracy =
TP + TN

TP + FP + TN + FN
(4.6)

MCC =
TP × TN − FP × FN√

(TP + FP )(TP + FN)(TN + FP )(TN + FN)
(4.7)

4.6 Threats to Validity

This section discusses the validity threats to the research studies conducted to achieve

the main goal of the thesis. The types of validity threats considered in this thesis are

construct validity, internal validity, conclusion validity and external validity. In this

section, we particularly focus on the validity threats that are common across all the

studies conducted. The more specific threats to the individual studies are discussed

under each contribution chapter.
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4.6.1 Construct Validity

As we discussed in Section 4.5, we use recall and precision to characterise the perfor-

mance of the defect predictors used in our studies. Recall and precision can be biased

in the case of highly imbalanced datasets, which is usually a commonplace situation for

defect datasets as there are only a few number of buggy entities compared to non-buggy

ones [150]. Recall and precision are indicative of the false negatives and false positives

in the predictions, respectively. Hence, they are more suitable measures to characterise

defect predictors when we investigate the impact of defect prediction imprecision on

SBST in RO2. Furthermore, they have been widely used in previous work to report

the performance of defect predictors [49, 50] and often preferred by practitioners [47]

to measure the performance. For completeness, we use MCC, which is an unbiased

performance metric, to report the defect predictor performance as well.

We only consider the labelled bugs in the Defects4J dataset in our experimental studies,

which is likely smaller than the set of actual bugs in the dataset. In order to check

how many actual bugs are detected by the SBST approaches in the evaluations, we have

to manually validate all the generated test suites, which is not a feasible task given

the large number of test suites generated in the experiments. For example, there are

41, 200, 144, 600 and 36, 150 test suites generated by all the SBST approaches in the

experimental studies conducted for RO1, RO2, and RO3, respectively. Therefore, in line

with previous work [24, 43], we choose to conduct the experimental studies considering

only the labelled bugs in Defects4J dataset.

4.6.2 Internal Validity

A threat to internal validity exists from the use of the term experiment in our thesis.

According to the hallmarks characterised by Ayala et al. [153], our studies in the thesis

correspond to experiments with limited control. This is because we use a retrospective

repository (i.e., Defects4J) as the dataset, hence our experimental designs do not fully

cover the control hallmark [153]. We rely on Defects4J benchmark for the accuracy of the

dataset, hence our studies may be prone to different biases as we do not have any chance

of control over the dataset collection. The only way to guarantee the maximum level

of control is to use prospective repositories. However, all the available bugs datasets
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are retrospective repositories [25, 139–141]. In fact, in their study, Ayala et al. [153]

reported that only one out 254 studies use prospective repositories.

To limit the influence of randomness of genetic algorithm used in SBST approaches

on our results, we repeat the test generation runs, for example 25 times. The SBST

approaches are compared considering the mean and median performance and results of

the statistical tests.

The proposed SBST approaches and the baseline approaches are implemented within the

EvoSuite framework. Therefore, any confounding effects on the results due to different

implementations or use of tools are mitigated in our experimental studies.

4.6.3 Conclusion Validity

To account for any threats to the conclusion validity, we derive conclusions from the

experimental results after conducting sound statistical tests; non-parametric Mann-

Whitney U-Test, Vargha and Delaney’s Â12 statistic, two-way ANOVA test, epsilon

squared effect size, Tukey’s Honestly-Significant-Difference test, Cohen’s d effect size,

Welch ANOVA test, Games-Howell post-hoc test, Wilcoxon signed-rank test, and its

effect size, r.

4.6.4 External Validity

As we described in Section 4.1, we use real bugs from Defects4J dataset as experimental

subjects. These bugs are extracted by manually validating bug fixes from six open source

projects. These open source projects may not represent all program characteristics,

especially industrial projects. Nevertheless, Defects4J dataset has been widely used

in the related literature, including previous work in automated test generation, as a

benchmark [23, 42, 43, 137, 138, 154]. We identify validating the proposed approaches

and replicating our studies on other bugs datasets [139–141] as future work to increase

the generalisability of our results. To enable other researchers to easily replicate our

studies, replication packages and prototype tools of the proposed approaches are made

publicly available.
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As we described in Section 2.2.2, we implement the proposed SBST approaches within

the EvoSuite framework and conduct experimental studies. EvoSuite generates JUnit

test suites for Java programs. Thus, we may not be able to generalise our results to

other programming languages. However, the concept of using defect prediction to guide

SBST for improved bug detection is not language dependent and can be applied to other

programming languages as well.



Chapter 5

Time Budget Allocation

5.1 Introduction

Search-based software testing (SBST) techniques have been shown to be more effective

not only at detecting bugs, but also at achieving high code and mutation coverage

compared to other automated test generation techniques such as random search and

dynamic symbolic execution (DSE) [23, 26, 155]. SBST techniques are guided by fitness

functions based on coverage criteria such as line, branch and weak mutation coverage,

and they are good at efficiently generating test suites with high coverage. As a result,

SBST techniques are capable of detecting more bugs compared to the random search

or DSE approaches. For instance, EvoSuite detected on average 23% of the bugs from

the Defects4J dataset, and Randoop [4], a feedback-directed random test generation

technique, detected only 15% of the bugs on average while generating substantially larger

test suites than EvoSuite [23]. Similar results can be observed in the study conducted

by Almasi et al. [26] on an industrial project. More recently, EvoSuite was shown to

achieve significantly higher mutation score than EvoSuiteDSE [156], which uses a pure

dynamic symbolic execution approach [155]. Given that mutation coverage significantly

correlates with the bug detection of the test suites [101], SBST can be considered as

the better candidate for bug detection improvement among random search and dynamic

symbolic execution techniques.

SBST tools like EvoSuite generate test suites for each class in the project separately. The

time budget allocated for the genetic algorithm to search for test cases is an important

56



57

parameter that needs to be tuned carefully. The SBST technique is able to extensively

explore and exploit the search space of possible test inputs with a large time budget.

As a result, it is more likely to detect bugs with a larger time budget compared to a

smaller time budget. While it is beneficial for the genetic algorithm to have higher time

budgets allocated, the resource constrained nature in practice prevents every class in a

project from receiving higher time budgets.

In practice, the time budget allocated for test generation depends on several factors; i)

size of the project, ii) frequency of test generation runs, and iii) availability of compu-

tational resources. Industrial projects are usually very large and can have thousands of

classes [45]. To run test generation for such projects having thousands of classes, it will

take at least 16-17 CPU-hours to finish the task with spending just one minute per each

class. Modern software development practices such as agile requires faster and frequent

feedback from testing. This makes it difficult to run SBST on developer machines as it

may run frequently for a long duration and slow them down as a result [44]. Instead,

practitioners can opt for continuous integration (CI) systems to provide the opportunity

for SBST tools to cater this requirement of running frequent test generation for large

projects. However, the CI systems already have high demands from the existing pro-

cesses in the system and the available computational resources in CI systems are usually

limited in practice. This prompts the necessity of SBST using minimal resources possible

such that the practitioners will be able to run them in the developer machines or deploy

them in the CI systems without disrupting the existing processes. Therefore, this raises

the question, ‘How should we optimally utilise the available computational resources, in

this case time budget, to generate test suites for a whole project with maximising the

chances of detecting bugs?’.

Previous work that studied the bug detection performance of SBST considered SBST

approaches used in their studies to focus only on high code coverage [23, 24, 26, 135].

Hence, budget allocation for classes in a project to maximise bug detection has been

overlooked by previous studies. They allocated a fix time budget to test generation

for each buggy class. Since the buggy classes are not known prior to running tests,

in practice all the classes in the project have to be allocated the same time budget.

Usually, most classes are not buggy, hence we argue that this is a sub-optimal strategy.

Only Campos et al. [44] proposed a budget allocation approach to maximise the branch

coverage. They used the number of branches in classes to decide how much time budget
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should be allocated for each of the classes in a project. This approach will not be suitable

for the task of maximising bug detection, since high code coverage alone is not sufficient

to detect the maximum number of bugs.

Ideally, SBST should run test generation for the buggy classes and non-buggy classes

can be left out from test generation. However, the buggy classes are not known to

practitioners prior to running tests. We use defect prediction that works at class level

to get information of the probability of defectiveness of classes in a project. We differ-

entiate the classes in a project based on this information and allocate time budget to

classes accordingly. Therefore, in this chapter, we aim to achieve the following research

objective;

RO1: Develop an approach that allocates time budget to classes for test generation

based on defect prediction.

To achieve this research objective, we propose a time budget allocation approach called,

defect prediction guided SBST (SBSTDPG), and demonstrate its improved efficiency and

effectiveness in terms of detecting bugs through an experimental evaluation. SBSTDPG

leverages Schwa [30] which gives the probabilities of defectiveness of the classes in

a project. We introduce a module named budget allocation based on defect scores

(BADS), which takes the probabilities of defectiveness of classes and outputs time bud-

gets to them. Upon receiving the time budgets, SBSTDPG runs test generation for the

classes using the state-of-the-art SBST tool EvoSuite with DynaMOSA. We use De-

fects4J dataset as benchmark subjects to experimentally evaluate SBSTDPG against the

state-of-the-art SBST approach in terms of bug detection efficiency and effectiveness.

5.2 Motivation

This example illustrates the limitation of SBST focusing only on high code coverage

when using it for detecting bugs. Figure 5.1 shows the buggy code snippet and the

applied patch for MathUtils class from Math-94 bug in Defects4J. The if condition

at line 412 is placed to check if either u or v is zero. This is a classic example of a

bug due to an integer overflow. Assume the method is called with the following inputs

MathUtils.gcd(1073741824, 1032). Then, the if condition at line 412 is expected to
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be evaluated to false since both u(1073741824) and v(1032) are non-zeros. However,

the multiplication of u and v causes an integer overflow to zero, and the if condition

at line 412 is evaluated to true. As shown in the diff, the applied patch rectifies this

issue by individually checking if u or v are zero at line 412. To detect this bug, a test

should not only cover the true branch of the if condition at line 412, but also pass the

non-zero arguments u and v such that their multiplication causes an integer overflow to

zero.

411 411 
 public static int gcd(int u, int v) {
412 
 -
     if (u * v == 0) {

 412 +     if ((u == 0) || (v == 0)) {
413 413 
         return (Math.abs(u) + Math.abs(v));
414 414 
     }
415 415
 
     …
416 416 
 }         

Figure 5.1: Buggy code and patch from Math-94 bug

The fitness function for the true branch of the if condition at line 412 is u∗v/(u∗v+1),

and it tends to reward the test inputs u and v whose multiplication is closer to zero more

than the ones whose multiplication is closer to causing an integer overflow to zero. For

an example, suppose we have two test cases T1 and T2 as shown in the Figures 5.2

and 5.3, respectively, in the current iteration of the genetic algorithm. The fitness of

T1 and T2 are 6/(6 + 1) = 0.143 and 14997485/(14997485 + 1) ≈ 0.999 with respect

to the true branch at line 412. Thus, T1 is considered fitter when compared with T2,

while the T2 is closer to detect the bug than T1. An SBST technique focusing on high

code coverage is more likely to find a test case with both/either u and/or v = 0 and

consider this code as covered than find a test case with a pair of u and v causing an

integer overflow to zero.

  1 … 
  2 int int0 = 2;
  3 int int1 = 3;
  4 MathUtils.gcd(int0, int1);
  5 …

Figure 5.2: Sample test case T1

  1 … 
  2 int int0 = 12085;
  3 int int1 = 1241;
  4 MathUtils.gcd(int0, int1);
  5 …

Figure 5.3: Sample test case T2
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In a situation like this, we can increase the chances of detecting the bug by allowing the

search method to extensively explore and exploit the search space of possible test inputs

and generate more than one test case (test inputs) for such branches. We propose to

use defect predictions at class level to allocate high time budgets for highly likely to be

defective classes. Our proposed approach identifies MathUtils class as a highly likely to

be defective class with the aid of a defect predictor and allocates a large time budget for

test generation with SBST. This allows the SBST technique to extensively explore and

exploit the search space of possible test cases that cover the true branch at line 412,

which in turn increases the chances of finding test cases that can detect the bug.

5.3 Defect Prediction Guided Search-Based Software Test-

ing

Defect prediction guided SBST (SBSTDPG) (see Figure 5.4) uses defect scores of each

class produced by a defect predictor to focus the search towards the defective areas of

a program. Existing SBST approaches allocate the available time budget equally for

each class in the project [14, 23, 72, 80]. Usually, most classes are not buggy, hence we

argue that this is a sub-optimal strategy. Ideally, valuable resources should be spent in

testing classes that are likely to be buggy, hence we employ a defect predictor, known

as Schwa [30], to calculate the likelihood that a class in a project is defective. Our

approach has three main modules: i) Defect Predictor (DP), ii) Budget Allocation

Based on Defect Scores (BADS), and iii) Search-Based Software Testing (SBST).

Project
Schwa:	Defect
Predictor

Defect
Scores

Time
Budgets

EvoSuite:
SBST Test	Suite

Budget	Allocation	
Based	on	

Defect	Scores
(BADS)

Figure 5.4: Defect Prediction Guided SBST Overview

5.3.1 Defect Predictor

The defect predictor gives a probability of defectiveness (defect score) for each class in

the project. The vector s represents this output. In our implementation of SBSTDPG,
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we choose (a) the level of granularity of the defect predictor to be the class level, and

(b) the Schwa [30] as the defect predictor module.

Schwa is an enhanced version of the cache-based prediction model used by the Google

Engineering team [39, 40]. Paterson et al. [42] successfully applied Schwa as the defect

predictor in G-clef to inform a test case prioritisation strategy of the classes that are likely

to be buggy. Certainly other defect prediction approaches proposed in the literature

(e.g., FixCache [29] and Change Bursts [38]) would also be suitable for the task at hand.

A strength of Schwa is its simplicity, and that it does not require training a classifier

which makes it easy to apply to an industrial setting where training data is not always

available (like the one we study).

Schwa uses the following three measures which have been shown to be effective at pro-

ducing defect predictions in the literature (see Section 3.3); i) Revisions - timestamps

of revisions (recent changes are likely to introduce faults), ii) Fixes - timestamps of

bug fix commits (recent bug fixes are likely to introduce new faults), and iii) Authors -

timestamps of commits by new authors (recent changes by the new authors are likely

to introduce faults). The Schwa tool extracts this information through mining a version

control system such as Git [108]. The tool is readily available to use as a Python package

at Pypi [157]. Therefore, given the robustness of this tool and its approach, we decide

to use it as the defect predictor module in our approach.

Schwa [158] starts with extracting the three metrics; Revisions (Rc), Fixes (Fc), and

Authors (Ac) for all classes c ∈ C in the project. For each timestamp, it calculates a

time weighted risk (TWR) [39] using the Equation. (5.1).

TWR(ti) =
1

1 + exp(−12ti + 2 + (1− TR) ∗ 10)
(5.1)

The quantity ti is the timestamp normalised between 0 and 1, where 0 is the normalised

timestamp of the oldest commit under consideration and 1 is the normalised timestamp

of the latest commit. The number of commits that Schwa tracks back in version history

of the project (n) is a configurable parameter and it can take values from one commit

to all the commits. The parameter TR ∈ [0, 1] is called the Time Range and it allows

to change the importance given to the older commits. The time weighted risk formula

scores recent timestamps higher than the older ones (see Figure 5.5).
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Figure 5.5: Time Weighted Risk (TR = 0.4)

Once Schwa calculated the TWRs, it aggregates these TWRs per each metric, and

calculates a weighted sum sc for each class c ∈ C in the project as in Equation. (5.2).

sc = wr ∗
∑
ti∈Rc

TWR(ti) + wf ∗
∑
ti∈Fc

TWR(ti)

+ wa ∗
∑
ti∈Ac

TWR(ti)
(5.2)

The sum
∑

ti∈Rc
TWR(ti) is the total of the time weighted risks of the Revisions metric

for class c. Similarly,
∑

ti∈Fc
TWR(ti) and

∑
ti∈Ac

TWR(ti) are the sums of the TWRs

of the Fixes and Authors metrics for class c ∈ C. The quantities wr, wf , and wa are

weights that modify the TWR sum of each metric and their sum is equal to 1. The

weighted sum, sc, is called the score of class c ∈ C.

Finally, Schwa estimates the probability p(c) of that a class c is defective as given in

Equation. (5.3).

p(c) = 1− exp(−sc) (5.3)
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We refer to this probability of defectiveness p(c) as the defect score of class c ∈ C.

5.3.2 Budget Allocation Based on Defect Scores

BADS takes the defect scores (s = {p(c)|c ∈ C}) as input and decides on how to allocate

the available time budget to each class based on these scores, producing a vector t as

output. Ideally, all the defective classes in the project should get more time budget while

non-defective classes can be left out from test generation. However, the defect predictor

only gives an estimation of the probability of defectiveness. Therefore, BADS allocates

more time budget to the highly likely to be defective classes than to the less likely to

be defective classes. This way we expect SBST to get higher time budget to extensively

explore for test cases in defective classes rather than in non-defective ones.

5.3.2.1 Exponential Time Budget Allocation Based on Defect Scores

Algorithm 1 Exponential Time Budget Allocation Based on Defect Scores

Input: The set of all the classes C, where N = |C|
s = {s1, s2, . . . , sN}
T, tmin, TDP

ea, eb, ec
Output: t = {t1, t2, . . . , tN}

1: procedure AllocateTimeBudget
2: r ← Assign-Rank(s)
3: r

′ ← Normalise-Rank(r)
4: w

′ ← ∅
5: for all ci ∈ C do
6: w′

i ← ea + eb ∗ exp(ec ∗ r′i)
7: w ← Normalise-Weight(w

′
)

8: t ← ∅
9: for all ci ∈ C do

10: ti ← wi ∗ (T −N ∗ tmin − TDP ) + tmin

11: Return(t)

Algorithm 1 illustrates the proposed time budget allocation algorithm of BADS, where

s is the set of defect scores of the classes, T is the total time budget for the project, tmin

is the minimum time budget to be allocated for each class, TDP is the time spent by the

defect predictor module, and ea, eb, and ec are parameters of the exponential function
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that define the shape of the exponential curve. t is the set of time budgets allocated for

the classes.

The defect scores assignment in Figure 5.6 is a good example of the usual defect score

distribution by a defect predictor. Usually, there are only a few classes which are actually

buggy. Allocating higher time budgets for these classes would help maximise the bug

detection of the test generation tool. Following this observation and the results of our

pilot runs, we use an exponential function (line 6 in Algorithm 1) to highly favour the

budget allocation for the few highly likely to be defective classes.

Moreover, there is relatively higher number of classes which are moderately likely to

be defective (e.g., 0.5 < defect score < 0.8). It is also important to ensure there is

sufficient time budget allocated for these classes. Otherwise, neglecting test generation

for these classes could negatively affect bug detection of the test generation tool. We

introduce a minimum time budget, tmin, to all the classes because we want to ensure

that every class gets a budget allocated regardless of the defectiveness predicted by the

defect predictor. The exponential function in Algorithm 1 together with tmin allow an

adequate time budget allocation for the moderately likely to be defective classes.
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Figure 5.6: Distribution of the defect scores assigned by Schwa for the classes in
Chart-9 bug from Defects4J.

Upon receiving the defect scores (s), BADS assigns ranks (r) for all the classes according

to the defect scores. Next, the Normalise-Rank function normalises the ranks in

the range [0,1], where the rank of the most likely to be defective class is 0 and the
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least likely to be defective class is 1. Then, each class gets a weight (w
′
i) assigned

based on its normalised rank by the exponential function. The amount of time budget

allocated to class ci is proportional to w
′
i. The parameters ea, eb, and ec have to be

carefully selected such that the weights are almost equal and significantly small for the

lower-ranked classes, and the difference between the weights of adjacently ranked classes

rapidly increases towards the highly-ranked classes. The Normalise-Weight function

normalises the weights to the range [0,1], ensuring the summation is equal to 1, and

produces the normalised weights vector w. Finally, BADS allocates time budget for

each class from the remaining available time budget, T −N ∗ tmin − TDP , based on its

normalised weight (line 10 in Algorithm 1) .

5.3.2.2 The 2-Tier Approach

According to the defect predictor outcome, almost all the classes in the project get non-

zero defect scores attached to them. This gives the impression that all these classes

can be defective with at least a slight probability. However, in reality, this does not

hold true. For a given project version, there are only a few defective classes. A defect

predictor is likely to predict that non-defective classes are also defective with a non-zero

probability. While the exponential function disfavours the budget allocation for these

less likely to be defective classes, tmin guarantees a minimum time budget allocated to

them. If we decrease tmin in order to make the budget allocation negligible for the likely

to be non-defective classes, then it would risk a sufficient time budget allocation for the

moderately likely to be defective classes.

We propose the 2-Tier approach which divides the project into two tiers following the

intuition that some of the classes are defective and the others are not. BADS sorts

the classes into two tiers before the weights assignment, such that the highly likely to

be defective classes are in the first tier and the less likely to be defective classes are

in the second tier. This allows to further discriminate the less likely to be defective

classes, and favour the highly likely to be defective classes by simply allocating only a

smaller fraction of the total time budget to the second tier and allocating the rest to the

first tier. Section 5.4.1.3 provides more details on the parameter selection of the 2-Tier

approach.
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5.3.3 Search-Based Software Testing

Given the maturity of EvoSuite (as discussed in Section 2.2.2), we use it as the SBST

module in our defect prediction guided SBST approach. We use DynaMOSA as the

SBST technique in EvoSuite (described in 2.2.4.3).

5.4 Experimental Evaluation

We evaluate our approach in terms of its efficiency in detecting bugs, and the effectiveness

in detecting unique bugs, i.e., bugs that cannot be detected by the benchmark approach.

Our first research question is:

RQ1: Is SBSTDPG more efficient in detecting bugs compared to the state of the art?

To answer this research question, we run a set of experiments where we compare our

approach against the baseline method discussed in Section 5.4.1.2. All methods are

employed to generate test cases for Defects4J [136], which is a well-studied benchmark

of buggy programs described in Section 4.1. Once the test suites are generated, we check

if they detect the bugs in the programs, and report the results as the mean and median

over 20 runs. To check for statistical significance of the differences and the effect size,

we employ two-tailed non-parametric Mann-Whitney U-Test with the significance level

(α) 0.05 [144] and Vargha and Delaney’s Â12 statistic [145]. We also plot the results as

boxplots to visualise their distribution.

In addition, to analyse the effectiveness of the proposed approach, we seek to answer

the following research question:

RQ2: Does SBSTDPG detect more unique bugs?

To answer this research question, we analyse the results from the experiments in more

detail. While the first research question focuses on the overall efficiency, in the second

research question we aim to understand if SBSTDPG is capable of detecting more unique

bugs which can not be detected by the baseline method. Part of the efficiency of our

proposed method, however, could be due to its robustness, which is measured by the

success rate, hence we also report how often a bug is detected over 20 runs.
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5.4.1 Experimental Settings

5.4.1.1 Time Budget

In real world scenarios, total time budget reserved for test generation for a project

depends on how it is used in the industry. For example, a project having hundreds

of classes and running SBST 1-2 minutes per class takes several hours to finish test

generation. If an organisation wants to adapt SBST in their CI system [159], then it has

to share the resources and schedules with the processes already in the system; regression

testing, code quality checks, project builds etc. In such case, it is important that SBST

uses minimal resources possible, such that it does not idle other jobs in the system due

to resource limitations.

Panichella et al. [14] showed that DynaMOSA is capable of converging to the final

branch coverage quickly, sometimes with a lower time budget like 20 seconds. This is

particularly important since faster test generation allows more frequent runs and thereby

it makes SBST suitable to fit into the CI/CD pipeline. Therefore, we decide that 30

seconds per class is an adequate time budget for test generation and 15 seconds per

class is a tight time budget in a usual resource constrained environment. We conduct

experiments for 2 cases of total time budgets (T ); 15 ∗N and 30 ∗N seconds.

5.4.1.2 Baseline Selection

As discussed in Section 4.2, we use the current state-of-the-art SBST technique, Dy-

naMOSA [14], with equal time budget allocation, SBSTnoDPG, as our baseline for com-

parison. Previous work on bug detection capability of SBST allocated an equal time

budget for all the classes [23, 26, 135]. Even though, Campos et al. [44] proposed a

budget allocation approach targeting the maximum branch coverage, we do not consider

this as a baseline in our work as we focus on bug detection instead. As we discussed in

Chapter 4, our intended application scenario is generating tests to detect bugs not only

limited to regressions, but also the bugs that are introduced to the system in different

times. Hence, we consider generating tests to all of the classes in the project regardless

of whether they have been changed or not. Therefore, in equal budget allocation, total

time budget is equally allocated to all the classes in a project.
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5.4.1.3 Parameter Settings

There are three modules in our approach. Each module has various parameters to be

configured, and the following subsections outline the parameters and their chosen values

in our experiments.

Schwa. Schwa has five parameters to be configured; wr, wf , wa, TR, and n. We choose

the default parameter values used in Schwa [158] as follows: wr = 0.25, wf = 0.5,

wa = 0.25, and TR = 0.4. Our preliminary experiments with n = 50, 100, 500, 1000 and

all commits suggest that n = 500 gives most accurate predictions.

EvoSuite. Arcuri and Fraser [160] showed that parameter tuning of SBST techniques

is an expensive and long process, and the default values give reasonable results when

compared to tuned parameters. Therefore, we use the default parameter values used in

EvoSuite in previous work [14, 89] except for the following parameters.

Coverage criteria: We use branch coverage as coverage criterion inline with the prior

studies which investigated bug detection effectiveness of EvoSuite [23, 26]. EvoSuite

with branch coverage was shown to be the most effective coverage criterion in terms of

detecting bugs when compared with other criteria like line, output and weak mutation

coverage [24, 43].

Assertion strategy: As Shamshiri et al. [23] mentioned, mutation-based assertion filtering

can be computationally expensive and lead to timeouts sometimes. Therefore, we use

all possible assertions as the assertion strategy.

Given a coverage criterion (e.g., branch coverage), DynaMOSA explores the search space

of possible test inputs until it finds test cases that cover all of the targets (e.g., branches)

or the time runs out (i.e., time budget). These are known as stopping criteria. This

way, if the search achieves 100% coverage before the timeout, any remaining time budget

will be wasted. At the same time, DynaMOSA aims at generating only one test case to

cover each target in the class under test (CUT), since its objective is to maximise the

coverage criterion given. This also helps in minimising the test suite produced. However,

when it comes to detecting bugs in the CUT, just covering the bug does not necessarily

imply that the particular test case can detect the bug. Hence, we find that using 100%

coverage as a stopping criterion and aiming at finding only one test case for each target

deteriorate the bug detection capability of DynaMOSA. Therefore, in our approach, we
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configure DynaMOSA to generate more than one test case for each target in the CUT,

retain all these test cases, disable test suite minimisation and remove 100% coverage

from the stopping criteria. By doing this, we compromise the test suite size in order to

increase the bug detection capability of SBST.

BADS. Following the results of our pilot runs, we use the default threshold of 0.5 to

allocate the classes into the two tiers. In particular, the top half of the classes (ranked

in descending order according to defect scores) are allocated in the first tier (N1) and

the rest are in the second tier (N2). N1 and N2 are the number of classes in the first

and second tiers respectively.

Our preliminary results also suggest that allocating 90% and 10% of the total time

budget (T ) to the first tier (T1) and the second tier (T2) sufficiently favours the highly

likely to be defective classes, while not leaving out the less likely to be defective classes

from test generation. In particular, we choose T1 = 27 ∗N1 and T2 = 3 ∗N2 seconds at

T = 15 ∗N and T1 = 54 ∗N1 and T2 = 6 ∗N2 seconds at T = 30 ∗N . We choose 15 and

30 seconds as tmin for the first tier (tmin1) at T = 15 ∗N and T = 30 ∗N respectively.

The rationale behind choosing these values for tmin1 is that it guarantees the classes

in the first tier at least get a time budget of the equal budget allocation (i.e., budget

allocation without defect prediction guidance). For tmin of the second tier (tmin2), we

assign 3 and 6 seconds at T = 15 ∗ N and T = 30 ∗ N because T2 is not enough to go

for an exponential allocation.

The parameters for the exponential function are as follows: ea = 0.02393705, eb =

0.9731946, and ec = −10.47408. The rationale behind choosing the parameter values for

the exponential function is as follows. The exponential curve is almost flat and equal

to 0 for the values in the x axis from 0.5 to 1 (see Figure 5.7). Then, after x = 0.5, it

starts increasing towards x = 0. Finally, at x = 0, the output is equal to 1.

5.4.1.4 Prototype

We implement the defect prediction guided SBST approach in a prototype tool in or-

der to experimentally evaluate it. The prototyped tool is maintained and available to

download from here: https://github.com/SBST-DPG/sbst-dpg.

https://github.com/SBST-DPG/sbst-dpg
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Figure 5.7: Exponential Function of BADS. ea = 0.02393705, eb = 0.9731946, and
ec = −10.47408

5.4.1.5 Experimental Protocol

As we mentioned earlier, to answer RQ1 and RQ2, we conduct experiments for T = 15∗N

and 30 ∗N seconds.

In SBSTDPG, Schwa uses current versions of the repositories of the projects. For each

bug, Schwa predicts the defectiveness of the classes at the commit just before the bug

fixing commit. For each bug in Defects4J, there is a buggy version and a fixed version

of the project. We take each buggy version of the projects, and then generate test suites

only for the buggy class(es) of that project version using the two approaches. To take

the randomness of SBST into account, we repeat each test generation run 20 times,

and carry out statistical tests when necessary. Consequently, we have to run a total

of 2 (approaches) ∗ 511 (buggy classes) ∗ 20 (repetitions) ∗ 2 (time budgets) = 40,880

test generations. We collect the generated test suites after each test generation run.

We determine if the 40,800 generated test suites detect the bug by using the method

described in Section 4.4. Altogether, the experimental evaluation took roughly 34,600

CPU-hours.
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5.4.2 Results

We present the results for each research question following the method described in

Section 5.4. While the main aim is to evaluate if our approach is more efficient than the

state of the art, we also focus on explaining its strengths and weaknesses.

Table 5.1: Mean and median number of bugs detected by the two approaches against
different total time budgets.

Mean Median
p-value Â12T (s)

SBSTDPG SBSTnoDPG SBSTDPG SBSTnoDPG

15 ∗N 151.45 133.95 150.5 134.0 <0.0001 0.94

30 ∗N 171.45 166.9 170 167.5 0.0671 0.67

RQ1. Is SBSTDPG efficient in detecting bugs?

As described in Section 5.4, we perform 20 runs for each SBST approach and each buggy

program in Defects4J and report the results as boxplots in Figure 5.8. As we can see,

overall, our proposed method SBSTDPG detects more bugs than the baseline approach

for both 15 and 30 seconds time budgets.

We also report the means, medians and the results from the statistical analysis in Table

5.1. SBSTnoDPG detects 133.95 bugs on average at total time budget of 15 seconds per

class. SBSTDPG outperforms SBSTnoDPG, and detects 151.45 bugs on average, which is

an average improvement of 17.5 (+13.1%) more bugs than SBSTnoDPG. The difference

of the number of bugs detected by SBSTDPG and SBSTnoDPG is statistically significant

according to the Mann-Whitney U-Test (p-value < 0.0001) with a large effect size (Â12

= 0.94). Thus, we can conclude that SBSTDPG is more efficient than SBSTnoDPG.

At total time budget of 30 seconds per class, SBSTDPG detects more bugs than the

SBSTnoDPG. According to the Mann-Whitney U-Test, the difference between SBSTDPG

and SBSTnoDPG is not statistically significant, with a p-value of 0.067. However the

effect size of 0.67 suggests that SBSTDPG detects more bugs than SBSTnoDPG 67% of

the time, which is significant given how difficult it is to find bug detecting test cases [161].
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Figure 5.8: The number of bugs detected by the 2 approaches against different total
time budgets

In summary, defect prediction guided SBST (SBSTDPG) is significantly more

efficient than SBST without defect prediction guidance (SBSTnoDPG) when they

are given a tight time budget in a usual resource constrained scenario. When

there is sufficient time budget SBSTDPG is more effective than SBSTnoDPG 67%

of the time.

To further analyse the differences between the two approaches, Figure 5.9 reports the

distribution of the number of classes where a bug was detected across 20 runs for the 2

approaches grouped by the relative ranking position produced by Schwa at total time
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Figure 5.9: The number of classes where a bug was detected by the 2 approaches,
grouped by the relative ranking positions (%) of the classes in the project at T = 15∗N

seconds

Table 5.2: Summary of the bug detecting results grouped by the relative ranking
position (%) of the classes in the project at T = 15 ∗N seconds.

Rank

(%)

# Buggy

Classes

Avg.

Time

Budget

Mean number of classes

where a bug was found

SBSTDPG SBSTnoDPG

0 - 10 266 66.61 96.25 69.45

10 - 20 72 20.76 28.40 26.40

20 - 30 63 16.43 20.00 19.00

30 - 40 25 16.00 7.00 6.75

40 - 50 26 16.00 8.00 8.00

50 - 60 13 2.00 1.35 2.35

60 - 70 16 2.00 2.85 4.70

70 - 80 12 2.00 3.30 5.95

80 - 90 13 2.00 1.30 4.10

90 - 100 5 2.00 0.25 1.45

budget of 15 seconds per class. Relative ranking position is the normalised rank of the

respective class as described in Algorithm 1.

We observe that when the buggy classes are correctly ranked at the top by Schwa, and

allocated more time by BADS, the performance of SBSTDPG is significantly better than
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the baseline method. More than half of the buggy classes (52%) are ranked in the top

10% of the project by Schwa, as shown in Table 5.2, and allocated 66.61 seconds of time

budget on average by BADS. Around 36% of the buggy classes are ranked in the 10-

50% of the projects. BADS employs an exponential function to largely favour a smaller

number of highly likely to be defective classes and allocates an adequate amount of time

to the moderately defective classes.

Only 12% of the buggy classes are ranked below the first half of the project. BADS

assumes not all classes in a project are defective and follows the 2-Tier approach to

optimise the budget allocation for the project. Thus, all the classes in the second tier

which contains the classes that are ranked as less likely to be buggy, get a very small

time budget (2 seconds). Unsurprisingly, SBSTnoDPG detected more bugs out of these

59 buggy classes than SBSTDPG. This indicates that the defect predictor’s accuracy

is key to the better performance of SBSTDPG and there is potential to improve our

approach further.

For completeness, we also measure and present the number of true positives, false nega-

tives, and recall of Schwa. Based on the 0.5 threshold, i.e., if the defect score is greater

than or equal to 0.5 then the class is buggy and it is non-buggy if the defect score is

less than 0.5, Schwa labels 436 buggy classes correctly (true positives) and mislabels 75

buggy classes (false negatives). Hence, Schwa achieves a recall of 85%.

The defect predictor (i.e., Schwa) and BADS modules add an overhead to SBSTDPG.

While this overhead is accounted in the time budget allocation in SBSTDPG, we also

report the time spent by the defect predictor and BADS modules together. Schwa and

BADS spent 0.68 seconds per class on average (standard deviation = 0.4 seconds), which

translates to a 4.53% and 2.27% overhead in 15 and 30 seconds per class time budgets

respectively. Therefore, this shows the overhead introduced by Schwa and BADS in

SBSTDPG is very small and negligible. The distribution of time spent by Schwa and

BADS is reported in Appendix A as a histogram.

RQ2. Does SBSTDPG detect more unique bugs?

To investigate how our approach performs against each bug, we present an overview of

the success rates for each SBST method at total time budget of 15 seconds per class in
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Table 5.4. Success rate is the ratio of runs where the bug was detected. Due to space

limitation, we omit the entries for bugs where none of the approaches were able to detect

the bug. We also highlight the bugs that were detected by only one approach. As can be

seen from Table 5.4, our approach outperforms the benchmark in terms of the success

rates for most of the bugs.

Table 5.3: Summary of the bug detecting results at T = 15 ∗N .

Bugs

detected

Unique

bugs

Bugs detected

in every run

Bugs detected

more often

SBSTDPG 236 35 84 127

SBSTnoDPG 215 14 76 47

This observation can be confirmed with the summary of the results which we report in

Table 5.3. What is particularly interesting to observe from the more granular represen-

tation of the results in Table 5.4 is the high number of bugs where our approach has

100% success rate, which means that SBSTDPG detects the respective bugs in all the

runs. This is an indication of the robustness of our approach.

Certain bugs are harder to detect than others. Out of the 20 runs for each SBST

approach, if a bug is only detected by one of the approaches, we call it a unique bug.

The reason why we pay special attention to unique bugs is because they are an indication

of the ability of the testing technique to detect what cannot be detected otherwise in the

given time budget, which is an important strength [161]. SBSTDPG detected 236 bugs

altogether, which is 54.38% of the total bugs, whereas SBSTnoDPG detected only 215

(49.54%) bugs. SBSTDPG detected 35 unique bugs that SBSTnoDPG could not detect in

any of the runs. On the other hand, SBSTnoDPG detected only 14 such unique bugs. 30

out of these 35 bugs have buggy classes ranked in the top 10% of the project by Schwa,

and the other 5 bugs in 10-50% of the project. We observe similar results at total time

budget of 30 seconds per class as well, where SBSTDPG detected 32 unique bugs, while

SBSTnoDPG was only able to detect 13 unique bugs.

SBSTDPG detected 127 bugs more times than SBSTnoDPG, while for SBSTnoDPG, this

is only 47. 92 out of these 127 bugs have buggy classes ranked in the top 10% of the

project and the other 35 bugs in 10-50% of the project.

If we consider a bug as detected only if all the runs by an approach detect the bug

(success rate = 1.00), then the number of bugs detected by SBSTDPG and SBSTnoDPG
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become 84 and 76. There are 27 bugs which only SBSTDPG detected them in all of the

runs.

In summary, SBSTDPG detects 35 more unique bugs compared to the benchmark

approach. Furthermore, it detects a large number of bugs more frequently than

the baseline. Thus, this suggests that the superior performance of SBSTDPG is

supported by both its capability of detecting new bugs which are not detected by

the baseline and the robustness of the approach.

We pick the Math-94 bug from the motivating example in Section 5.2 and investigate

the tests generated by the two approaches. SBSTnoDPG generated 30.75 test cases on

average that cover the true branch of the if condition at line 412, yet it was not able

to detect the bug in any of the runs. Schwa ranked Math-94 bug in the top 10% of the

project and BADS allocated 37 seconds time budget to the search. Then, SBSTDPG

generated 49.8 test cases on average that cover the said branch. As a result, it was able

to detect the bug in 7 runs out of 20. Allocating a higher time budget increases the

likelihood of detecting the bug since it allows the search method to explore and exploit

the search space extensively to find the test inputs that can detect the bug.

We also pick Time-8 bug and investigate the tests generated by the two approaches.

Figure 5.10 shows the buggy code snippet and the applied patch for DateTimeZone

class from Time-8. The forOffsetHoursMinutes method takes two integer inputs

hoursOffset and minutesOffset, and returns the DateTimeZone object for the off-

set specified by the two inputs. If the method forOffsetHoursMinutes is called with

the inputs hoursOffset=0 and minutesOffset=-15, then it is expected to return a

DateTimeZone object for the offset −00 : 15. However, the if condition at line 279 is

evaluated to true and the method throws an IllegalArgumentException instead.

To detect this bug, a test case has to execute the if conditions at lines 273 and 276 to

false; that is hoursOffset ̸= 0 or minutesOffset ̸= 0 and hoursOffset ∈ [−23, 23],

and then it has to execute the if condition at line 279 to true with a minutesOffset

∈ [−59,−1]. Moreover, there is a new condition introduced at line 282 in the fixed

code to check if the hoursOffset is positive when the minutesOffset is negative (see

Figure 5.10). Thus, this adds another constraint to the possible test inputs that can

detect the bug, which is hoursOffset ≤ 0. Therefore, it is evident that it is hard not
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only to find the right test inputs to detect the bug, but also to find test inputs to at

least cover the buggy code.

As it was the case in Math-94, just covering the buggy code (true branch of the if

condition at line 279) is not sufficient to detect the Time-8 bug. For an example, test

inputs hoursOffset=-4 and minutesOffset=-150 cover the buggy code, however they

cannot detect the bug. Therefore, the search method needs more resources to generate

more test cases that cover the buggy code such that it eventually finds the right test

cases that can detect the bug.

272 272 
 public static DateTimeZone forOffsetHoursMinutes(int hoursOffset, 

 
 
             int minutesOffset) throws IllegalArgumentException {
273 273 
     if (hoursOffset == 0 && minutesOffset == 0) {
274 274 
         return DateTimeZone.UTC;
275 275 
     }
276 276 
     if (hoursOffset < -23 || hoursOffset > 23) {
277 277 
         throw new IllegalArgumentException("Hours out of range: " + 

 
 
             hoursOffset);
278 278 
     }
279 
 -     if (minutesOffset < 0 || minutesOffset > 59) {

 279 ++     if (minutesOffset < -59 || minutesOffset > 59) {
280 280 
         throw new IllegalArgumentException("Minutes out of range: " + 

 
 
             minutesOffset);
281 281 
     }

 282 +     if (hoursOffset > 0 && minutesOffset < 0) {

 283 +         throw new IllegalArgumentException("Positive hours must not 

            have negative minutes: " + minutesOffset);

 284 +     }
282 285 
     int offset = 0;

    …
295 298 
 }

Figure 5.10: Buggy code and patch from Time-8 bug

Our investigation into the tests generated by the two approaches shows that the baseline,

SBSTnoDPG, covered the buggy code in 90% of the runs. SBSTnoDPG generated 25.78

test cases on average that cover the buggy code and it was able to detect the bug in 14

runs out of 20. Whereas, SBSTDPG allocated 75 seconds time budget to the search as

Schwa ranked the bug in the top 10% of the project and generated 109.8 test cases on

average that cover the buggy code. As a result, it was able to detect the bug in all of the

runs (success rate = 1.00). Therefore, this again confirms the importance of focusing

the search more into the buggy classes to increase the likelihood of detecting the bug.
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As outlined in Section 5.4.1.3, we configure DynaMOSA to generate more than one test

case for each target in the CUT, retain all these test cases and disable test suite minimi-

sation. By doing this, we expect to compromise the test suite size in order to maximise

the bug detection of SBST. To investigate the benefit of configuring DynaMOSA in this

way, we also run the same set of experiments using DynaMOSA with test suite min-

imisation and equal budget allocation, SBSTO. We compare its performance against

SBSTnoDPG. SBSTO detects 85.75 and 93.45 bugs on average at total time budget of 15

and 30 seconds per class. SBSTnoDPG outperforms SBSTO with an average improvement

of 48.2 (+56.2%) and 73.45 (+78.6%) more bugs in each case, which are statistically

significant according to the Mann-Whitney U-Test (p-value < 0.0001) with a large effect

size (Â12 = 1.00). More details of the comparison are reported in Appendix A.

5.5 Threats to Validity

In addition to the validity threats discussed in Section 4.6, we discuss the following

threat that is specific to this study.

Internal Validity. We employ an exponential function to allocate time budgets for

classes based on the defect scores. As opposed to an exponential allocation, a direct

mapping (i.e., linear budget allocation) would have been simple and straight-forward.

However, as described in Section 5.3.2.1, there are only a few number of classes which

are actually buggy (i.e., highly likely to be defective) and they need to be allocated

more time budget to maximise the bug detection of the test generation tool. A linear

allocation approach is not able to largely favour these small number of classes like the

exponential allocation approach does.

5.6 Summary

We introduce defect prediction guided SBST (SBSTDPG) that combines class level defect

prediction and search-based software testing to efficiently detect bugs in a resource

constrained environment. SBSTDPG employs a budget allocation algorithm, budget

allocation based on defect scores (BADS), to allocate time budgets for classes based

on their likelihood of defectiveness. We validate our approach against 434 real bugs
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from Defects4J dataset. Our experimental evaluation demonstrates that in a resource

constrained environment, when given a tight time budget, SBSTDPG is significantly

more efficient than the state-of-the-art approach with a large effect size. In particular,

SBSTDPG detects 13.1% more bugs on average compared to the state-of-the-art SBST

approach when they are given a tight time budget of 15 seconds per class. Further

analysis of the results finds that the superior performance of SBSTDPG is supported by

its ability to detect more unique bugs which otherwise remain undetected.
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Table 5.4: Success rate for each method at 15 ∗ N total time budget. Bug IDs that
were detected by only one approach are highlighted with different colours; SBSTDPG

and SBSTnoDPG .

Bug ID SBSTDPG SBSTnoDPG

Lang-1 1 0.45

Lang-4 0.9 1

Lang-5 0 0.2

Lang-7 1 1

Lang-8 0.1 0.1

Lang-9 0.95 1

Lang-10 0.95 0.8

Lang-11 0.8 0.95

Lang-12 0.2 0.8

Lang-14 0.05 0

Lang-17 0.05 0

Lang-18 0.5 0.3

Lang-19 0.05 0.7

Lang-20 0.8 0.4

Lang-21 0.1 0.1

Lang-22 0.55 0.8

Lang-23 1 0.95

Lang-27 0.8 0.75

Lang-28 0.05 0.05

Lang-32 1 1

Lang-33 1 1

Lang-34 1 0.9

Lang-35 1 0.3

Lang-36 1 1

Lang-37 0.65 0.2

Lang-39 1 0.95

Lang-41 0.7 1

Lang-44 0.85 0.65

Lang-45 1 1

Lang-46 0.5 1

Lang-47 0.95 0.9

Lang-49 0.55 0.4

Lang-50 0.3 0.3

Lang-51 0.1 0.05

Lang-52 1 1

Lang-53 0.3 0.15

Lang-54 0.05 0.05

Lang-55 0.05 0

Lang-57 1 1

Lang-58 0 0.05

Lang-59 1 0.95

Lang-60 0.75 0.3

Lang-61 1 0.25

Lang-65 1 0.95

Math-1 1 1

Math-2 0 0.1

Bug ID SBSTDPG SBSTnoDPG

Math-3 0.55 1

Math-4 1 1

Math-5 0.45 0.95

Math-6 1 1

Math-9 0.7 0.6

Math-10 0.1 0

Math-11 0.95 1

Math-14 1 1

Math-16 0 0.05

Math-21 0.05 0.45

Math-22 1 1

Math-23 0.95 0.8

Math-24 0.9 0.85

Math-25 0.1 0

Math-26 1 1

Math-27 0.6 0.65

Math-28 0.05 0

Math-29 0.9 1

Math-32 1 1

Math-33 0.45 0.35

Math-35 1 1

Math-36 0.2 0.1

Math-37 1 1

Math-40 1 0.95

Math-41 0.25 0.4

Math-42 0.95 0.95

Math-43 0.45 0.55

Math-45 0 0.3

Math-46 1 1

Math-47 1 0.95

Math-48 0.65 0.75

Math-49 0.8 0.75

Math-50 0.75 0.3

Math-51 0.35 0.25

Math-52 0.65 0.6

Math-53 1 1

Math-55 1 1

Math-56 1 0.9

Math-59 1 1

Math-60 0.95 0.95

Math-61 1 1

Math-63 1 0.4

Math-64 0.05 0

Math-65 0.25 0.25

Math-66 1 1

Math-67 1 1
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Table 5.4: (continued)

Bug ID SBSTDPG SBSTnoDPG

Math-68 1 1

Math-70 1 1

Math-71 0.6 0.35

Math-72 0.5 0.45

Math-73 0.75 1

Math-75 1 0.9

Math-76 0.15 0.05

Math-77 1 1

Math-78 0.6 0.6

Math-79 0.15 0.05

Math-80 0.3 0

Math-81 0.15 0

Math-83 0.9 1

Math-84 0.15 0

Math-85 1 1

Math-86 0.95 0.85

Math-87 0.95 1

Math-88 0.75 0.7

Math-89 1 1

Math-90 1 1

Math-92 1 1

Math-93 0.35 0.25

Math-94 0.35 0

Math-95 1 1

Math-96 1 1

Math-97 1 1

Math-98 1 0.85

Math-100 1 1

Math-101 0.2 1

Math-102 0.75 0.5

Math-103 1 1

Math-104 0.5 0.4

Math-105 1 1

Math-106 0.15 0

Time-1 1 1

Time-2 0.85 1

Time-3 0.15 0.05

Time-4 0 0.3

Time-5 1 1

Time-6 1 0.8

Time-7 0.15 0

Time-8 1 0.7

Time-9 1 1

Time-10 0.1 0.1

Time-11 1 1

Time-12 1 0.55

Time-13 0.5 0.05

Time-14 0 0.95

Bug ID SBSTDPG SBSTnoDPG

Time-15 0.4 0.3

Time-16 0.15 0

Time-17 1 0.55

Time-22 0 0.25

Time-23 0 0.2

Time-24 0 0.45

Time-26 0.1 0.05

Time-27 0.15 0.5

Chart-1 0.2 0.05

Chart-2 0.05 0

Chart-3 0.9 0.15

Chart-4 0.85 0.3

Chart-5 0.35 1

Chart-6 0.8 1

Chart-7 0.3 0.25

Chart-8 1 1

Chart-10 1 1

Chart-11 0.2 1

Chart-12 0.9 0.5

Chart-13 0.9 0.2

Chart-14 1 1

Chart-15 1 0.9

Chart-16 1 1

Chart-17 1 1

Chart-18 1 1

Chart-19 1 0.15

Chart-20 0.5 0.1

Chart-21 0.55 0.05

Chart-22 1 1

Chart-23 1 1

Chart-24 0 1

Mockito-2 1 1

Mockito-17 1 1

Mockito-29 0.85 0.95

Mockito-35 1 1

Closure-6 0.05 0

Closure-7 0.35 0.1

Closure-9 0.6 0.15

Closure-12 0.3 0.1

Closure-19 0 0.1

Closure-21 0.9 0.35

Closure-22 0.5 0.5

Closure-26 0.5 0.4

Closure-27 0.25 0.1

Closure-28 1 1

Closure-30 1 0.95

Closure-33 1 0.5

Closure-34 0.05 0
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Table 5.4: (continued)

Bug ID SBSTDPG SBSTnoDPG

Closure-39 1 0.6

Closure-41 0.1 0

Closure-43 0.05 0

Closure-46 1 1

Closure-48 0.1 0

Closure-49 0.45 0.5

Closure-52 0.4 0.1

Closure-54 1 0.8

Closure-56 0.95 1

Closure-60 0.1 0

Closure-65 0.9 0.45

Closure-72 0.2 0.3

Closure-73 1 1

Closure-77 0.7 0.25

Closure-78 0.05 0

Closure-79 1 0.85

Closure-80 0.2 0

Closure-81 0.35 0

Closure-82 1 1

Closure-86 0.15 0

Closure-89 0.05 0

Closure-91 0.15 0

Closure-94 0.25 0

Closure-104 0.95 0.5

Closure-106 1 0.95

Closure-108 0.8 0.2

Closure-110 0.95 1

Closure-112 0.1 0

Closure-113 0.25 0.05

Closure-114 0 0.1

Closure-115 0.3 0.25

Bug ID SBSTDPG SBSTnoDPG

Closure-116 0.2 0.1

Closure-117 0.4 0.05

Closure-119 0.25 0

Closure-120 0.2 0.1

Closure-121 0.55 0.2

Closure-122 0.05 0

Closure-123 0.15 0.1

Closure-125 0.45 0

Closure-128 0.15 0.1

Closure-129 0.2 0.05

Closure-131 0.15 0.9

Closure-137 0.95 1

Closure-139 0.15 0.05

Closure-140 0.85 0.25

Closure-141 0.3 0

Closure-144 0.3 0.1

Closure-146 0.15 0

Closure-150 0.45 0.1

Closure-151 1 1

Closure-160 0.55 0.05

Closure-164 0.35 0.45

Closure-165 0.95 0.8

Closure-167 0.35 0

Closure-169 0 0.05

Closure-170 0.2 0.2

Closure-171 0.9 0.05

Closure-172 0.65 0.15

Closure-173 1 0.5

Closure-174 1 1

Closure-175 0.75 0.15

Closure-176 0.1 0.1



Chapter 6

Impact of Defect Predictor

Imprecision

6.1 Introduction

Often, the predictions produced by defect predictors are not perfectly accurate. In

fact, the defect predictors proposed in previous work have wavering performance. For

example, in their systematic literature review, Hall et al. [49] reported defect predictors

having recall in the range 25% to 85% and precision in the range 5% to 95%. A lower

recall and precision can significantly hamper the benefits of defect predictors for the

developers who usually manually inspect or test the predicted buggy code to find bugs.

Poor recall means there are higher false negatives in the predictions. This can lead

the developers to completely miss bugs, since they are not likely to inspect the code

with non-buggy label which usually constitute a large portion of the code base. Lower

precision means there are higher false positives in the predictions. False positives cause

developers to waste their precious time on inspecting non-buggy code, which eventually

leads to losing trust on the defect predictor [39, 41]. In the context of developers using

defect predictions, it is important the developers be informed of precise buggy locations

(i.e., higher precision) at the expense of missing out bugs (i.e., lower recall).

The impact of false negatives and false positives on guiding search-based software testing

(SBST) techniques has not been studied in previous studies. For example, in Chapter 5,

we used a single defect predictor to guide a time budget allocation approach for SBST

83
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and demonstrated the improved bug detection performance of the approach. The defect

predictor used in the study have a relatively high performance, i.e., 85% recall. We

cannot expect the same defect predictor to perform well when applied on another project

with different characteristics and at different targeted prediction level (e.g., method

level) [37]. A defect predictor with lower recall (i.e., higher false negatives) may cause

the SBST technique to not generate tests for buggy areas in code. This could lead the

SBST technique to miss bugs when it is guided by defect predictions. On the other

hand, poor precision (i.e., higher false positives) may not be as important for the SBST

technique because searching for tests to cover false positive areas in code may not be a

significant burden to a machine compared to a human manually inspecting code with

false alarms. Given such wavering performance of defect predictors and unanswered

questions about their impact on guiding SBST, we aim at systematically investigating

the impact of defect prediction imprecision on the bug detection performance of SBST.

Therefore, in this chapter, we aim to achieve the following research objective;

RO2: Understand the impact of imprecision in defect prediction for guiding

search-based software testing.

To achieve this research objective, we design a study to systematically investigate the

variations in bug detection effectiveness of SBST against imprecise defect predictions

at various levels. Through experimental evaluation, we demonstrate that the recall of

the defect predictor has a significant impact on the bug detection performance of SBST

and the impact of precision is not practically significant. According to Zimmermann

et al. [48], defect predictors with recall and precision higher than 75% are considered

acceptable defect predictors. We simulate defect predictors for different configurations

of recall and precision in the range 75% to 100%. In this study, we use fine-grained defect

prediction, i.e., method level, hence the SBST technique receive further narrowed down

locations of the bugs compared to coarse-grained defect predictions. We use the state-

of-the-art SBST technique, DynaMOSA, to incorporate buggy methods predictions in

the search process. DynaMOSA guided by defect prediction directs the search for tests

towards the likely buggy methods in the code. We experimentally evaluate the bug

detection effectiveness of SBST guided by defect prediction using 420 labelled bugs from

Defects4J dataset as benchmark subjects.



85

6.2 Methodology

Our aim is to understand how the defect prediction imprecision impacts the bug detec-

tion performance of SBST. To this end, we design a study that addresses the following

research question (RQ):

RQ: What is the impact of the imprecision of defect prediction on bug detection

performance of SBST?

To address this research question, we measure the effectiveness of SBST in terms of

detecting bugs when using defect predictors with different levels of imprecision. We

use the state-of-the-art SBST technique, DynaMOSA [14], and incorporate predictions

about buggy methods in order to guide the search for test cases towards likely buggy

methods (see Section 6.2.2), which we refer as SBST guided by DP throughout the thesis.

Fine-grained defect predictions such as method level is chosen so that the location of the

bug is narrowed down better than coarse-grained defect predictions such as class level.

Hence the defect predictors at method level provide additional information to the SBST

technique such that it can further narrow down the search for test cases to likely buggy

methods.

We measure defect predictor imprecision using recall and precision. Recall and preci-

sion have been widely used in previous work to measure the predictive power of defect

predictors [49, 50]. We consider a defect predictor with either recall or precision less

than 75% is not an acceptable defect predictor, as recommended by Zimmermann et

al. [48]. Hence, we simulate defect predictors for varying levels of recall and precision in

the range 75% to 100% (see Section 6.2.1) and measure the impact on the bug detection

performance of SBST by the prediction imprecision.

6.2.1 Defect Prediction Simulation

To measure the bug detection performance of SBST against the imprecision of defect

predictions, we simulate defect predictor outcomes at various levels of performance in the

range 75% and 100% for both precision and recall. We do not use real defect predictors in

our study because their performance cannot be controlled to systematically investigate
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the impact of imprecision of defect prediction. Recall is the rate of the defect predictor

identifying buggy methods. It is calculated as in Equation. (6.1), where tp is the number

of true positives, i.e., number of buggy methods that are correctly classified, and fn is the

number of false negatives, i.e., number of buggy methods that are incorrectly classified.

recall =
tp

tp+ fn
(6.1)

Precision is the rate of the correct buggy methods labelled by the defect predictor. It

can be calculated as in Equation (6.2), where fp is the number of false positives, i.e.,

number of non-buggy methods that are incorrectly classified as buggy methods.

precision =
tp

tp+ fp
(6.2)

We simulate defect predictions from 75% to 100% recall in 5% steps, with 75% and 100%

precision. Thus, there are altogether 12 defect predictor configurations, with the fol-

lowing values of (precision, recall): (75%, 75%), (75%, 80%), (75%, 85%), (75%, 90%),

(75%, 95%), (75, 100%), (100%, 75%), (100%, 80%), (100%, 85%), (100%, 90%), (100%,

95%), (100, 100%). Our preliminary experiments suggest that the bug detection perfor-

mance of SBST guided by DP changes by a small margin when the precision is changed

from 100% to 75%, while keeping the recall unchanged. On the other hand, the bug

detection performance of SBST guided by DP changes by a large margin when only the

recall is changed from 100% to 75%. Hence, we decide to consider only the values of 75%

and 100% for precision, while recall is sampled at 5% steps. For completeness, we report

the Matthews correlation coefficient (MCC) of each defect prediction configuration in

Appendix B.

The output of the simulated defect predictor is binary, i.e., method is buggy or not

buggy, similar to most of the existing defect predictors. Some of the existing defect

predictors output the likelihood of the components being buggy or the ranking of the

components according to their likelihood of being buggy. Since we employ a theoretical

defect predictor and not a specific one, we resort to the generic defect predictor, which

is the one that gives a binary classification.
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Algorithm 2 Defect Predictor Simulation

Input: r, p ▷ recall and precision
M = {m1, . . . ,mk} ▷ ground truth

1: procedure SimulateDefectPredictor
2: d← Count(mi) for mi ∈M s.t. mi = 1
3: nd← |M | − d
4: Mb ← {i | ∀i ∈ [1, k] ∧mi = 1}
5: Mn ← {i | ∀i ∈ [1, k] ∧mi = 0}
6: tp← d ∗ r
7: fp← tp ∗ (1− p)/p
8: Cb ← RandomChoice(Mb, tp) ∪ RandomChoice(Mn, fp)
9: C ← {ci = 1 | ∀i ∈ [1, k] ∧ i ∈ Cb, ci = 0 | ∀i ∈ [1, k] ∧ i /∈ Cb}

10: Return(C)

Algorithm 2 illustrates the steps of simulating the defect predictor outputs for a given

recall and precision combination. The procedure SimulateDefectPredictor receives

the set of methods in the project with the ground truth labels for their defectiveness,

M = {m1, . . . ,mk}, where

mi =


1 if method with index i is buggy

0 otherwise

and outputs a set of labels for each method in the project, C = {c1, . . . , ck}, where

ci =


1 if method with index i is predicted buggy

0 otherwise

First, it calculates the number of buggy (d) and non-buggy methods (nd) in the project

(lines 2-3 in Algorithm 2). Next, it finds the set of indices of all the buggy (Mb) and

non-buggy methods (Mn) in the project (lines 4-5). The true positives (tp) and false

positives (fp) are then calculated for the given recall (r) and precision (p) (lines 6-7).

The RandomChoice(Mx, n) procedure returns n number of randomly selected methods

from the set Mx, where x ∈ {b, n}. Cb is assigned a set of randomly picked tp number

of buggy and fp number of non-buggy method indices (line 8). Cb is the set of buggy

method indices as classified by the simulated defect predictor. The output is the set

C = {c1, . . . , ck}, where ci = 1 if the method with index i is labelled as buggy and ci = 0

if the method with index i is labelled as not buggy (line 9).
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6.2.2 Search-Based Software Testing Guided By Defect Prediction

SBST techniques search for test cases to cover a given set of targets of a class by spending

an allocated time budget. The set of coverage targets usually represents all of the code

in the class under test (CUT). The buggy code can be just a few lines of code in the

class and contained within a method. It is likely to be ineffective in terms detecting

bugs to spend the allocated time budget searching for tests that exercise the non-buggy

code which also constitutes a large part of the CUT. In this study, we simulate defect

predictions targeted at a more granular level, i.e., method level. This further narrows

down the location of the bug such that the SBST technique can differentiate methods in a

class based on their defectiveness. This allows us to use these buggy method predictions

to guide the search process in SBST techniques more towards the likely buggy areas

within the CUT to increase the chances of detecting bugs.

We incorporate buggy method predictions in DynaMOSA [14], the state-of-the-art SBST

technique, to guide the search for test cases towards likely buggy methods. As described

in Section 2.2.4, DynaMOSA tackles the test generation problem as a many objective

optimisation problem, where each coverage target in the program, e.g., branch and

statement, is an objective to optimise. It is more effective at achieving high branch,

statement and strong mutation coverage than previously proposed SBST techniques

([15, 51, 89]) [14]. In order to detect a bug, it is necessary to reach the buggy code

according to the reachability, infection and propagation (RIP) model [162]. Therefore,

the best choice among existing SBST techniques is the one that has higher code coverage.

In the next sections, we refer to the DynaMOSA approach guided by the defect predictor

as SBST guided by DP. SBST guided by DP is presented in Algorithm 3. It shares the

same search steps and genetic operators as DynaMOSA, except for the updated steps

shown in blue colour in Algorithm 3.

SBST guided by DP receives as input a class with methods labelled as buggy or non-

buggy, which are labels that can be obtained using existing defect predictors [31, 32]. In

our study, SBST guided by DP receives these labels from defect predictor simulations

(Section 6.2.1).

SBST guided by DP devotes all the search resources to find tests that cover likely buggy

methods, thereby increasing the chances of detecting bugs. Initially, SBST guided by

DP filters out the coverage targets that are deemed to not contain buggy methods as
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indicated by the defect prediction information, and keeps only targets that contain likely

buggy methods (as shown in line 2 of Algorithm 3 and described in Section 6.2.2.1).

In Chapter 5, we showed that DynaMOSA detects significantly more bugs when it was

configured to generate more than one test case to cover each of the coverage targets.

Following this, SBST guided by DP also generates more than one test case for all the se-

lected buggy targets, hence, further increases the chances of detecting bugs (lines 6, 7, 10

and 11 and described in Section 6.2.2.2).

To generate more than one test case for all the likely buggy targets, SBST guided by

DP does not remove a target once it is covered during the search. This is likely to cause

SBST guided by DP to miss nontrivial targets in the search and keep on generating

tests to cover more trivial targets [51]. To address this, we use a method called balanced

test coverage to dynamically disable targets from the search based on their current test

coverage and number of independent paths (lines 3 and 13). This ensures that the

nontrivial targets have an equal chance of being covered compared to the targets that

are easier to cover. Use of this method in SBST guided by DP has a minimal impact

on the conclusions of this study and it is more relevant in the proposed approach to

achieve RO3 in Chapter 7. Hence, we describe this method in detail in Chapter 7 (see

Section 7.3.3).

SBST guided by DP randomly generates a set of test cases that forms the initial popula-

tion (line 5). Then, it evolves this initial population through creating new test cases via

crossover and mutation (line 9), and selecting test cases to the next generation (line 14),

until a termination criteria, such as maximum time budget, is met.

6.2.2.1 Filtering Targets with Defect Prediction

A defect predictor classifies the methods of the CUT as buggy or non-buggy, denoted

as ci, where

ci =


1 if method with index i is predicted as buggy

0 otherwise

This information is used to filter out the likely non-buggy targets from the set of all

targets U using the classifications given (line 2). Spending the limited search resources
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Algorithm 3 SBST Guided By Defect Prediction

Input: ▷
U = {u1, . . . , uk} ▷ the set of coverage targets of CUT
G = ⟨N,E⟩ ▷ control dependency graph of the CUT
ϕ : E → U ▷ partial map between edges and targets
C = {c1, . . . , cm} ▷ the set of defectiveness classifications for methods in the CUT

1: procedure SBST
2: UB ← FilterTargets(U,C)
3: L← IndependentPaths(G) ▷ L is a vector of the number of independent

paths for each edge
4: U∗ ← targets in UB with no control dependencies
5: P0 ← RandomPopulation(M) ▷ M is the population size
6: A← UpdateArchive(P0, ∅, UB) ▷ A is the archive
7: U∗ ← UpdateTargets(U∗, G, ϕ, UB)
8: for r ← 0 ; !terminationCriteria; r++ do
9: Qr ← GenerateOffspring(Pr)

10: A← UpdateArchive(Qr, A, UB)
11: U∗ ← UpdateTargets(U∗, G, ϕ, UB)
12: Rr ← Pr ∪Qr

13: U∗ ← SwitchOffTargets(U∗, A, L, ϕ)
14: Pr+1 ← SelectPopulation(Rr, U

∗,M)

15: T ← A ▷ Update the final test suite T
16: Return(T )

on covering non-buggy targets is likely to be ineffective when it comes to detecting bugs.

Filtering out targets that are unlikely to be buggy allows the search to focus on test

cases that cover the likely buggy targets (i.e., ∀u ∈ UB), hence, generating more effective

test cases faster than other approaches which search for tests in all the targets in the

CUT.

6.2.2.2 Dynamic Selection of Targets and Archiving Tests

At the start of the search, SBST guided by DP selects the set of targets U∗ ⊆ UB that

do not have control dependencies (line 4). These are the targets SBST guided by DP

can cover without requiring to cover any other targets in the program (described in

Section 2.2.4.3). At any given time in the search, it searches for test cases to cover only

the targets in U∗.

Once a new population of test cases is generated (lines 5 and 9), the procedure Update-

Targets is executed to update U∗ by adding new targets to the search. The procedure
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UpdateTargets adds a target u ∈ UB to U∗ only if the control dependent targets of

u are covered as explained in Section 2.2.4.3.

SBST guided by DP maintains an archive of test cases found during the search which

cover the selected targets. Once the search finishes, this archive forms the final test suite.

Unlike in DynaMOSA, we configure the UpdateTargets procedure to not remove a

covered target from U∗ and the UpdateArchive procedure (lines 6 and 10) to archive

all the test cases that cover the selected targets u ∈ UB. This way, SBST guided by DP

can generate more than one test case for each target u ∈ UB, hence increasing the bug

detection capability of the generated test suites. In Chapter 5, we show that DynaMOSA

detects up to 79% more bugs when it was configured to not remove covered targets from

the search and retain all the generated tests.

6.3 Analysis of Impact of Defect Prediction Imprecision

We design a set of experiments to evaluate the effectiveness of SBST guided by DP in

terms of detecting bugs when using defect predictors with 12 different levels of impreci-

sion as described in Section 6.2.1 (RQ). We use the bugs from the Defects4J dataset as

the experimental subjects [136] (see Section 6.3.1.1).

To account for the randomness of the defect prediction simulation algorithm (Algo-

rithm 2), we repeat the simulation runs 5 times for each defect predictor configuration

(i.e., recall and precision pair). For each of these simulation runs, we repeat the test

generation runs 5 times, to account for the randomness in SBST guided by DP.

Once tests are generated and evaluated for bug detection, we conduct two-way ANOVA

test to statistically analyse the effects of recall and precision of the defect predictor on

the bug detection effectiveness of SBST guided by DP.

6.3.1 Experimental Settings

6.3.1.1 Experimental Subjects

In our experiments, we further remove 14 bugs from the Defects4J dataset (version 1.5.0)

described in Section 4.1. Those are 12 bugs that do not have buggy methods and 2 bugs
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for which SBST guided by DP generated uncompilable tests (e.g., method signature is

changed in the bug fix). This results in the following 14 bugs that are not part of the

experiments: Lang-23, 25, 30, 56, 63, Math-12, 104, Time-11, Chart-23, Closure-15, 28,

83, 111 and Mockito-26 are removed. Thus, we evaluate SBST guided by DP on a total

of 420 bugs. The number of bugs from each project is as follows; JFreeChart (25 bugs),

Closure Compiler (170 bugs), Apache commons-lang (59 bugs), Apache commons-math

(104 bugs), Mockito (37 bugs), and Joda-Time (25 bugs). The reasons to remove each

bug are reported in Appendix B.

We calculate the adequate sample size [163] for two-way ANOVA test with power=0.80,

alpha=0.05 and medium effect size (f=0.25). The required sample size with these pa-

rameters is 212, which is well below our sample size of 420 bugs.

The Defects4J benchmark gives a buggy version and a fixed version of the program for

each bug in the dataset. The fixed version is different to the buggy version by the applied

patch to fix the bug, which indicates the location of the bug. We label all the methods

that are either modified or removed in the bug fix as buggy methods [132].

6.3.1.2 Prototype

DynaMOSA is implemented in the state-of-the-art SBST tool, EvoSuite [3]. For the

experimental evaluation, we implement the changes described in Section 6.2.2 for SBST

guided by DP. The changes are implemented within EvoSuite version 1.0.7, forked from

the GitHub repository [98] on June 18th, 2019. We also implement the defect predictor

simulator as described in Section 6.2.1. The prototypes are available to download from

here: https://doi.org/10.6084/m9.figshare.16564146

6.3.1.3 Parameter Settings

We use the default parameter settings of EvoSuite [89] and DynaMOSA [14] except for

the parameters mentioned in the next part of the section. Parameter tuning of SBST

techniques is a long and expensive process [160]. According to Arcuri and Fraser [160],

EvoSuite with default parameter values performs on par compared to EvoSuite with

tuned parameters.

https://doi.org/10.6084/m9.figshare.16564146
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Time Budget: We set 2 minutes as time budget per CUT for test generation. In practice,

the time budget allocated for SBST tools depends on the size of the project, frequency

of test generation runs and availability of computational resources in the organisation.

Real world projects are usually very large and can have thousands of classes [45]. If an

SBST tool runs test generation for 2 minutes per class, then it will take at least 33 hours

to finish the task for the whole project.

To address this issue, practitioners can adapt the SBST tools in their continuous in-

tegration (CI) systems [159]. However, the introduction of new SBST tools to the CI

system should not make the existing processes in the system idle.

Thus, given the limited computational resources available in practice [44] and the expec-

tation of faster feedback cycles from testing in agile development prompt the necessity

of frequent test generation runs with limited testing budget. Therefore, we decide that

2 minutes per class is a reasonable time budget in a usual resource constrained environ-

ment.

Coverage criteria: Similar to RO1 (see Section 5.4.1.3), we use branch coverage as

coverage criterion in SBST guided by DP as it was shown to be the most effective

criterion in terms of detecting bugs [24, 43].

Termination criteria: We use only the maximum time budget as the termination crite-

rion. Stopping the search after it covers all the targets is detrimental to bug detection.

The search needs to utilise the full time budget to generate as many tests for each target

in the CUT in order to increase the chances of detecting bugs. Therefore, we terminate

the search for test cases only when the allocated time budget runs out.

Test suite minimisation: We disable test suite minimisation since all the test cases in

the archive form the final test suite (see Section 6.2.2.2).

Assertion strategy: Similar to RO1 (see Section 5.4.1.3), we choose all possible asser-

tions as the assertion strategy because the mutation-based assertion filtering can be

computationally expensive and can lead to timeouts [23].
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6.3.1.4 Experimental Protocol

We run experiments with SBST guided by DP using defect predictors with 12 different

levels of imprecision as described in Section 6.2.1. For each bug in the Defects4J dataset,

we checkout the buggy version of the project and collect the ground truth labels for the

buggy and non-buggy methods. If a method is either modified or removed in the bug

fix, we label that method as a buggy method, and non-buggy otherwise [132]. Then,

for each of the six projects in the dataset, we combine the ground truth labels from

all the bugs respective to each project. For example, for the Apache commons-math

project, we combine the labels from all the 104 bugs from that project in the dataset.

Then, we simulate defect prediction outcomes for each project using the defect prediction

algorithm described in Section 6.2.1.

As described in Chapter 4, we assume an application scenario of generating tests to

detect bugs not only limited to regressions, but also the bugs introduced to the code in

various times in development. Therefore, we run test generation on the buggy version

of the projects. We measure the bug detecting effectiveness of SBST guided by DP only

on the Defects4J bugs. Thus, we only run test generation for buggy classes, i.e., classes

that are modified in the bug fixes, in the projects.

For each level of defect predictor imprecision, we run test generation with SBST guided

by DP 25 times for each bug in the dataset. Consequently, we have to run a total of

12 (levels of defect prediction imprecision) ∗ 25 (repetitions) ∗ 482 (buggy classes) =

144,600 test generations. We collect the test suites generated from each of the 144,600

test generation runs. We determine if the 144,600 generated test suites detect the bugs

by using the method described in Section 4.4. Altogether, the experimental evaluation

took roughly 180,750 CPU-hours.

6.3.2 Results

We present the results for our research question following the method described in Sec-

tion 6.3. Our aim is to evaluate the effectiveness of bug detecting performance of SBST

guided by DP when using imprecise defect predictors.
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RQ. What is the impact of the imprecision of defect prediction on bug

detection performance of SBST?
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Figure 6.1: Distributions of the number of bugs detected by SBST guided by DP as
violin plots together with the profile plot of mean number of bugs detected by SBST

guided by DP for each combination of the groups of recall and precision.

Figure 6.1 shows the distributions of the number of bugs detected by SBST guided by

DP as violin plots and the profile plot of the mean number of bugs detected by SBST

guided by DP for each combination of the factors of six recalls and two precisions. The

two lines in our profile plot run almost parallel to each other, i.e., the two lines do not

cross each other at any point. This means that there is no observable interaction effect

between recall and precision.

The two lines descent steeply from recall 100% to 75%. This shows that recall has an

effect on number of bugs detected by SBST guided by DP. In particular, bug detection
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effectiveness decreases as recall decreases.

The precision=75% line closely follows the precision=100% line while staying slightly

above the latter, except at recall=85%, where there is a considerable gap between the

two. We can soon see if this difference is significant from the two-way ANOVA test

results. We report the mean and median number of bugs detected by SBST guided by

DP in Appendix B.

To statistically test the effect of each of the metrics, recall and precision, and their

interaction on the number of bugs detected by SBST guided by DP, we conduct the

two-way ANOVA test. Prior to conducting two-way ANOVA test, we have to make sure

that our data holds the following assumptions of the test.

1. The dependent variable should approximately follow a normal distribution for all

the combinations of groups of the two independent variables.

2. Homogeneity of variances exists for all the combinations of groups of the two

independent variables.

To check the first assumption, we conduct the Kolmogorov-Smirnov test [164] for normal-

ity of the distributions (α = 0.05) of the number of bugs detected for each combination of

the groups of recall and precision. Based on the results of the tests, we cannot reject our

null hypothesis (p-values ≥ 0.131), i.e., H0 = the number of bugs detected is normally

distributed, hence we assume all the samples come from a normal distribution (i.e., H0

is true). More details of the results of the normality tests are reported in Appendix B.

To check the second assumption, we conduct the Bartlett’s test for homogeneity of

variances (α = 0.05) in each combination of the groups of recall and precision. Based

on the results of the test, we cannot reject our null hypothesis (p-value = 0.305), i.e.,

H0 = variances of the number of bugs detected are equal across all combinations of the

groups, hence we assume the variances are equal across all samples (i.e., H0 is true).

Table 6.1 shows the summary of the two-way ANOVA test results. According to the

two-way ANOVA test, recall and precision explain a significant amount of variation in

number of bugs detected by SBST guided by DP (p-values < 0.001). The test also

indicates that we cannot reject the null hypothesis that there is no interaction effect

between recall and precision on number of bugs detected (p-value = 0.105). That means
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Df Sum Sq Mean Sq F value p-value

Recall 5 51341 10268 497.42 <0.001

Precision 1 273 273 13.21 <0.001

Recall:Precision 5 190 38 1.84 0.105

Residuals 288 5945 21

Table 6.1: Summary of the two-way ANOVA test results. Df = degrees of freedom,
Sum Sq = sum of squares and Mean sq = mean sum of squares.

we can assume the effect of recall on number of bugs detected does not depend on the

effect of precision, and vice versa.

To check if the observed differences among the groups are of practical significance, we

measure the epsilon squared effect size (ϵ̂2) [147] of the variations in number of bugs

detected with respect to recall and precision. We find that the effect of recall on bug

detection effectiveness is large with an effect size of 0.89, while the effect of precision is

very small (ϵ̂2 = 0.004) [165], which can be seen from the overlapping distributions in

the violin plots in Figure 6.1 as well.

To further analyse which groups are significantly different from each other, we conduct

the Tukey’s Honestly-Significant-Difference test [148]. The Tukey post-hoc test shows

that the number bugs detected by SBST guided by DP is significantly different between

each of the six levels of recall (p-values < 0.002). The Cohen’s d effect sizes of the

differences between the groups of recall range from medium (d = 0.77 for recall 95% and

100%) to large (d ≥ 1.33 for all other pairs of groups). The Tukey post-hoc test results

of all possible pairs of groups can be found in Appendix B.

In summary, the false negatives of the defect predictor has a significant impact

on the bug detection performance of SBST. In particular, when the recall of the

defect predictor decreases, the bug detection effectiveness significantly decreases

with a large effect size. On the other hand, we conclude that there is no mean-

ingful practical effect of precision on the bug detection performance of SBST, as

indicated by a very small effect size.
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6.3.2.1 Sensitivity to the Recall of the Defect Predictor

As shown in Figure 6.1, SBST guided by DP detects less number of bugs when using

defect predictors with a lower recall compared to using one with a higher recall. In

particular, SBST guided by DP detects 7.5 less bugs and misses test generation for 15

bugs on average (out of 420) when the recall decreases by 5% in our experiments. SBST

guided by DP completely trusts the defect predictor and only generates tests for classes

having at least one method predicted as buggy (e.g., true positive). The number of

true positives by the defect predictor decreases when the recall decreases. This results

in SBST guided by DP generating tests for a fewer number of classes as the recall

decreases, hence detecting less number of bugs when recall drops from 100% to 75%.

We identify this as a weakness of SBST when using defect predictions. To mitigate this,

SBST techniques have to take potential false negatives in the predictions into account.

The current approach fully exploits the buggy methods predicted by the defect predictor.

We recommend that SBST techniques require to explore the likely non-buggy methods

while prioritising the exploitation of likely buggy methods. One way to do this is to

always generate tests for methods that are predicted buggy, while also generating tests

for predicted non-buggy methods at least with a minimum probability. This way the

SBST technique gets a chance to search for tests in incorrectly classified buggy methods

(when recall <100%), while also giving higher priority to methods that are predicted

buggy by the defect predictor.

6.3.2.2 Number of Buggy Methods

As we discussed previously, when the recall of the defect predictor decreases, SBST

guided by DP completely misses test generation for certain bugs, hence leads to poorer

bug detection. In our experiments, SBST guided by DP misses test generation for 18.2%

of the bugs on average when recall decreases from 100% to 75%. Further analysis of

the results indicates that SBST guided by DP only misses test generation for 4.5% of

the bugs on average for the bugs that spread across multiple methods, whereas it misses

24.7% of the bugs on average for the bugs that are concentrated into only one method.

This suggests that the bugs that are found within only one method are more prone to

the impact of recall compared to bugs that are spread across multiple methods.
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To understand the effects of recall on detecting bugs which are found within only one

method and spread across multiple methods, we conduct Welch ANOVA test [166] sep-

arately for the two subsets of our dataset, i.e., bugs having only one buggy method and

bugs having more than one buggy method. The reason for carrying out Welch ANOVA

test is because our data fails the assumption of homogeneity of variances for each com-

bination of the groups of recall for bugs having only one buggy method. The results of

the normality tests can be found in Appendix B.

Num Df Denom Df F value p-value

# buggy methods > 1 5.00 137.06 67.24 <0.001

# buggy methods = 1 5.00 136.68 395.91 <0.001

Table 6.2: Summary of the Welch ANOVA test results. Num Df = degrees of freedom
of the numerator and Denom Df = degrees of freedom of the denominator.

The results of the Welch ANOVA test are shown in Table 6.2. There are 135 bugs which

have more than one buggy method. The results for these bugs show that overall recall

has a significant effect on number of bugs detected by SBST guided by DP (p-value

<0.001) with a large effect size (ϵ̂2 = 0.53) [167]. However, the Games-Howell post-hoc

test reveals that the bug detection effectiveness is not significantly different between

recall 80%, 85% and 90%, and 95% and 100%. This can be seen in the violin plots in

Figure 6.2 as well.

There are 285 bugs which have only one buggy method. The results of Welch ANOVA

test for these bugs show that recall has a significant effect on number of bugs detected by

SBST guided by DP (p-value <0.001) with a large effect size (ϵ̂2 = 0.87). The Games-

Howell post-hoc test confirms that the number of bugs detected by SBST guided by DP

is significantly different between each group of recall (p-values <0.001) with large effect

sizes (d ≥ 0.98) as can be seen in Figure 6.3. The Games-Howell post-hoc test results

for all possible pairs of recalls can be found in Appendix B.

In summary, we find that recall has a significant effect on bug detection effectiveness

of SBST guided by DP regardless of whether the bugs are found within one method or

spread across multiple methods. However, for the bugs that are spread across multiple

methods, the effect size of recall effect is smaller when compared to bugs that are found

within one method (0.53 < 0.87). In contrast to bugs that are found within one method,
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Figure 6.2: Distributions of the number of bugs detected by SBST guided by DP as
violin plots together with the means plot of number of bugs detected by SBST guided
by DP for the groups of recall. Only for the bugs that have more than one buggy

method. Total number of bugs = 135.

the effect of recall is not significant between the groups of recall 80%, 85% and 90%,

and 95% and 100% for the bugs that are spread across multiple methods.

6.3.2.3 Sensitivity to the Precision of the Defect Predictor

According to the two-way ANOVA test, the precision of the defect predictor has a statis-

tically significant effect, however with a very small effect size, which suggests the effect

is not of meaningful practical significance. Precision is associated with false positives

(Equation. (6.2)), i.e., non-buggy methods predicted as buggy by the defect predictor.

Change of precision from 100% to 75% means that there are false positives in the de-

fect prediction results. We investigate the buggy method labels produced by the defect

predictor and the bug detecting results of SBST guided by DP in our experiments to

find out if false positives have actually helped SBST guided by DP to detect more bugs.

We find that the false positives have not contributed to the bug detection performance
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Figure 6.3: Distributions of the number of bugs detected by SBST guided by DP as
violin plots together with the means plot of number of bugs detected by SBST guided
by DP for the groups of recall. Only for the bugs that have one buggy method. Total

number of bugs = 285.

of SBST guided by DP. We conclude that the impact of precision is not of practical

significance to the bug detection performance of SBST.

Effects from false positives on SBST may be different when SBST guided by DP is given

a small time budget. In particular, SBST guided by DP with a sufficient time budget

like 120 seconds may have enough time to search for tests in actual buggy methods (i.e.,

true positives) despite searching for tests in false positives. Whereas the search for tests

in actual buggy methods may be greatly impacted when SBST guided by DP is given

a small time budget like 15 or 30 seconds. Hence, we further investigate the impact of

the time budget on the conclusions about sensitivity to the defect prediction precision.

We find that the conclusions remain the same at 5, 10, 15, 30, 60 and 120 seconds time

budgets, i.e., there is no meaningful practical effect of precision on the bug detection

performance of SBST. The results of the two-way ANOVA tests along with the violin

and profile plots at each time budget are reported in the Appendix C.
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6.3.3 Discussion

Defect predictors have mainly been used to provide a list of likely defective parts of

a program (e.g., classes and methods) to programmers, who then manually inspect or

test the likely defective parts to find the bugs [39, 41]. In this context, the precision

of the defect predictor is very important [47]. Poor precision of the defect predictor

means there are higher false positives. Higher false positives can waste developers’ time

and lead to losing their trust on the prediction results [39]. However, when the defect

predictions are consumed by another automated testing technique such as SBST, this

may not be the case. In the context of SBST, our study reveals contrasting findings. We

find that the effect of precision on the bug detection performance of SBST is negligible,

while the recall of the predictor has a significant impact with a large effect size.

We recommend that programmers improve the recall of the defect predictor at the cost

of precision to achieve good performance in SBST guided by defect prediction. There is

a trade-off between recall and precision of a defect predictor [168]. Defect predictors are

usually good at detecting bugs (i.e., high recall) at the expense of false positives (i.e.,

low precision). Our study shows the bug detection effectiveness of SBST guided by DP

is highly sensitive to recall, while the effect of precision is negligible. This means that

most defect predictors proposed in the literature would be suitable for guiding SBST. As

the scope of our study is to analyse the impact of precision in the range of an acceptable

defect predictor, i.e., precision ≥ 75%, we cannot make any conclusions about defect

predictors with precision below 75%. Therefore, we can conclude that it is beneficial to

increase the recall of the defect predictor by sacrificing precision while maintaining it

above an acceptable level, e.g., 75%.

The primary actionable conclusion from this study for the research community is to

define recall-at-precision measure to be 75% for defect predictors in the context of com-

bining defect prediction and SBST. Defect predictors having recall and precision greater

than or equal to 75% are considered acceptable defect predictors [48]. Currently the

defect prediction community is targeting to increase both precision and recall. We rec-

ommend the researchers to target higher recall while having a sufficiently high precision,

which is 75%. This approach is widely used in training machine learning classifiers,

where there is a particular precision level required to meet to avoid false positives, such

that any classifier that fails to meet this criterion is considered unacceptable. When the
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criterion for minimum precision level is met, increasing recall at the minimum precision

or above becomes the goal.

6.4 Threats to Validity

In Section 4.6, we discussed the validity threats that are common to the three research

studies conducted in this thesis. In addition, we discuss the following threats that are

specific to this study.

Construct Validity. To systematically investigate the impact of defect prediction

imprecision, we simulate the predictions by assuming a uniform distribution of defect

prediction errors which is similar to previous work [129]. This means in our simulations,

every method has an equal chance of being labelled incorrectly independent of each

other. However, real defect predictors may have different distributions of their predic-

tions depending on the underlying characteristics and nature of the prediction problem,

which may impact the realism of a simulated defect predictor. Nevertheless, in the ab-

sence of prior knowledge about empirical or theoretical defect prediction distributions,

it is reasonable to assume a uniform distribution of predictions in the defect prediction

simulation.

SBST guided by DP generates more than one test case for each target in the CUT. This

increases the chances of detecting bugs at the cost of larger test suites. Larger test suites

are associated with a higher number of assertions in the tests generated by EvoSuite,

which need to be manually adapted by developers in practice. This may increase the

labelling cost for developers, the impact of which needs to be investigated in future work.

Internal Validity. To account for the randomness in the defect prediction simulation,

we repeat the simulations 5 times for each combination of the groups of recall and

precision. For each simulation, we repeat the test generation 5 times to account for

the non-deterministic behaviour of SBST guided by DP. In total, we conduct 25 test

generation runs for each bug and for each level of defect prediction imprecision.

External Validity. We investigate the impact of defect prediction imprecision only in

the range of 75% to 100% for recall and precision. Therefore, our findings may not be

generalised to the defect predictors which have recall or precision less than 75%. While
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this choice of performance sampling in our simulation is a threat to external validity, it is

also a threat to construct validity for lack of characterising all possible defect predictors.

However, we opted to use this range with the justification that this is the range for

an acceptable performance for a defect predictor as recommended by Zimmermann et

al. [48].

6.5 Summary

We study the impact of imprecision in defect prediction on the bug detection performance

of SBST. We use simulated defect predictors to systematically sample defect predictors

in the range of 75% to 100% for recall and precision. We use the state-of-the-art SBST

technique, DynaMOSA, and incorporate predictions about buggy methods as given by

the simulated defect predictor to guide the search for test cases towards likely buggy

methods. Through a comprehensive experimental evaluation on 420 bugs from the

Defects4J dataset, we find that the recall of the defect predictor has a significant impact

on the bug detection effectiveness of SBST with a large effect size. More specifically,

SBST guided by DP finds 7.5 less bugs on average (out of 420 bugs) for every 5%

decrements of recall. On the other hand, the impact of precision is not of practical

significance as indicated by a very small effect size, hence we conclude that the precision

of defect predictors has negligible impact on the bug detection effectiveness of SBST, as

long as one uses a defect predictor with acceptable performance, i.e., with precision and

recall greater than 75%. Further analysis of the results shows that the impact of the

recall for the bugs that are spread across multiple methods is smaller compared to the

bugs that are found within only one method.

Based on the results of our study, we make the following recommendations:

1. SBST techniques must take potential errors in the predictions into account, in par-

ticular the false negatives. Currently, the search for tests exploits the likely buggy

targets, however, we recommend that SBST techniques also require to explore the

likely non-buggy targets at least with a minimum probability. One possible solu-

tion is to prioritise predicted buggy parts of the program, while guiding the search

with a certain probability towards locations that are predicted as not buggy.
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2. In the context of combining defect prediction and SBST, it is beneficial to increase

the recall of the defect predictor by sacrificing precision, while maintaining the

precision above an acceptable level, e.g., 75%. When the predictions are used by

SBST, an acceptable amount of false positives are not a problem. For SBST, it

is important to be informed of most of the buggy targets even at the expense of

acceptable level of false alarms. We recommend the researchers to target higher

recall while having a sufficiently high precision, instead of trying to elevate both

recall and precision.



Chapter 7

Guiding the Search Process with

Defect Prediction

7.1 Introduction

Search-based software testing (SBST) techniques often aim at maximising code coverage,

which is often used to define the objective functions used in them. For example, SBST

techniques that formulate the test generation problem as a single objective formulation

aggregate all the coverage targets of the class under test (CUT) into a single objective

function (see Section 2.2.3). Many objective sorting algorithms simultaneously optimise

test cases to meet multiple objectives where each of them represents each coverage

target in the CUT (see Section 2.2.4). The existing SBST techniques treat all the

coverage targets as equally important to cover, since covering any target increases the

code coverage by an equal amount and rewards the search equally. In particular, for

SBST techniques with a single objective function, covering any of the uncovered targets

increases the fitness by an equal amount. For many objective sorting algorithms, covering

any of the uncovered targets means the respective objective score is set to zero and the

objective is removed from the set of uncovered objectives.

Only one or a few methods are buggy in a class. Hence, only a subset of all the coverage

targets contains the buggy methods. It is likely to be ineffective in terms of bug detection

to optimise test cases/suites to satisfy coverage targets that do not contain the buggy

methods. In fact, the test suites generated by the existing SBST techniques have only

106
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a few test cases that cover the buggy methods despite having high code coverage. We

identify this as a main limitation in SBST techniques guided only by coverage. In the

context of detecting bugs, the set of coverage targets that contain the buggy methods

are likely to be more important to cover than the other targets.

We hypothesise that augmenting coverage information used by SBST techniques with

defect prediction information in the search process improves the bug detection per-

formance of SBST. We argue that SBST techniques should increase the test coverage

towards buggy methods within the CUT to increase the chances of detecting bugs. We

use defect prediction that works at method level to get information on which methods

are likely to be buggy within a class. SBST technique can then identify the coverage

targets that are likely to contain buggy methods to direct the test coverage. Our goal is

to develop an SBST technique that guides the search for test cases towards likely buggy

coverage targets in the class by using information from defect prediction. Therefore, in

this chapter, we aim to achieve the following research objective;

RO3: Develop an SBST technique that uses defect prediction to guide the search

process to likely defective areas.

To achieve this research objective, we propose predictive many objective sorting algo-

rithm (PreMOSA) and demonstrate its improved effectiveness and efficiency in terms of

detecting bugs through an experimental assessment using theoretical defect predictors.

PreMOSA is a many objective solver that uses information from a method level defect

predictor and guides the search for tests towards the likely buggy methods. PreMOSA

prioritises exploiting the coverage targets that contain likely buggy methods. It han-

dles potential errors in the predictions by exploring the coverage targets that contain

likely non-buggy methods with a lesser priority. In order to ensure trivial and nontrivial

targets have a fair opportunity to be covered, PreMOSA employs a method to balance

the test coverage among all the targets in the search. We use Defects4J dataset as

benchmark subjects to experimentally evaluate PreMOSA against the state-of-the-art

DynaMOSA in terms of bug detection effectiveness and efficiency. In the experimental

assessment, we use theoretical (i.e., simulated) defect predictors that can be replaced

with any real defect predictor in practice [31, 32]. We intentionally abstract the defect

predictor component to avoid potential confounding effects that can be caused by using

specific defect predictors.
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7.2 Motivation

Figure 5.10 shows a buggy code snippet and the applied patch for DateTimeZone class

from Time-8 bug in Defects4J [136]. The buggy method, forOffsetHoursMinutes, takes

two integer inputs, hoursOffset and minutesOffset, and returns the DateTimeZone

object for the offset specified by the two inputs. For example, if the method is called

with the inputs hoursOffset=0 and minutesOffset=-30, then it is expected to return

a DateTimeZone object for the offset −00 : 30. However, such inputs execute the true

branch of the if condition at line 279 and the method throws an IllegalArgumentException

instead of the expected DateTimeZone object. This bug is fixed by modifying the if

condition at line 279 and adding a new condition at line 282 as shown in the diff in

Figure 5.10.

To detect this bug, test cases have to execute the false branches of the if conditions

at line 273 and 276; that is hoursOffset ̸= 0 or minutesOffset ̸= 0 and hoursOffset

∈ [−23, 23]. They also have to execute the true branch at line 279 with an additional

constraint; minutesOffset ∈ [−59,−1]. Furthermore, the newly added if condition at

line 282 adds another constraint on the input hoursOffset; that is hoursOffset ≤ 0.

In summary, only the test inputs sampled from the space where hoursOffset ∈ [−23, 0]

and minutesOffset ∈ [−59,−1] can detect the bug.

It is evident that just covering the buggy code (i.e., the true branch of the if condition

at line 279) is not sufficient to detect the bug. For example, the inputs hoursOffset=12

and minutesOffset=-60 cover the buggy code, however, they do not detect the bug. As

shown in Figure 7.1, the space of all possible test inputs that cover the buggy code (i.e.,

hoursOffset ∈ [−23, 23] and minutesOffset /∈ [0, 59]) is larger than the space of test

inputs that can detect the bug. The existing SBST techniques that aim at maximising

code coverage, such as DynaMOSA are more likely to sample test inputs from the larger

space of inputs that cover the buggy code without detecting the bug, and then terminate

without actually detecting the bug.

The existing SBST approaches can be configured to generate many tests for each cover-

age target in the DateTimeZone class, and it will increase the chances of detecting the

bug. However, there are 54 methods in the class and only one method is buggy. If we

assume the test adequacy criterion to be branch coverage, then there are 201 coverage
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Figure 7.1: Search space of test inputs for covering the buggy code and detecting the
bug for Time-8 bug

targets in total, while only 14 of them actually contain the buggy method. Thus, we find

it is ineffective to spend all the critical search resources on covering all the 201 targets,

when only a few of them leads to the buggy code. We propose to use buggy methods

predictions from a defect predictor to decide where to increase the coverage within the

class. Thus, our novel SBST approach concentrates the search for test cases more on

the only buggy method in the project, forOffsetHoursMinutes.

7.3 Predictive Many-Objective Sorting Algorithm

Predictive many objective sorting algorithm (PreMOSA) is a novel search-based soft-

ware testing approach that incorporates guidance from a defect predictor. PreMOSA

receives as input a buggy program with methods labelled as buggy or non-buggy, which

are labels that can be obtained using existing defect predictors [31, 32]. PreMOSA is

not specific to a certain defect predictor. Hence, we use the most commonly used defect

predictor output type in PreMOSA, which is binary classification [50]. PreMOSA uses

this information to start searching for test inputs that cover targets that are deemed

to contain buggy methods as indicated by the defect prediction information (see Sec-

tion 7.3.1). This helps focus the search initially on covering the likely buggy targets

rather than the likely non-buggy targets.
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Most of the time, defect predictors are not 100% accurate, which means that they may

label actual buggy methods as non-buggy. PreMOSA starts searching for test cases

to cover the targets that contain predicted non-buggy methods, once the likely buggy

targets coverage does not improve for a pre-defined number of consecutive iterations (see

Section 7.3.1).

PreMOSA also generates more than one test case for all the selected targets, hence,

increases the chances of detecting bugs (see Section 7.3.2).

Finally, to balance the test coverage among all the targets in the search, we introduce a

method to dynamically disable coverage targets from the search based on their current

test coverage and number of independent paths (see Section 7.3.3). This ensures that

the non-trivial targets have an equal chance of being covered compared to the targets

that are easier to cover.

PreMOSA is presented in Algorithm 4. It is based on a genetic algorithm (GA). Pre-

MOSA creates an initial population of randomly generated test cases (line 9 in Algo-

rithm 4). Then, it evolves this initial population through creating new test cases via

crossover and mutation (line 13) and selecting test cases to the next generation (line 18),

until a termination criterion, such as maximum time budget, is met.

7.3.1 Filtering Targets with Defect Prediction

A defect predictor classifies the methods of the CUT as buggy or non-buggy, denoted

as ci, where

ci =


1 if mi is predicted as buggy

0 otherwise

where mi denotes method with index i. PreMOSA starts with filtering the likely buggy

and likely non-buggy targets, UB and UN respectively, from the set of all targets U using

the classifications given (line 2 in Algorithm 4). The procedure FilterTargets labels

targets as buggy if they belong to a likely buggy method and non-buggy otherwise.

Initially, PreMOSA finds tests to cover only the likely buggy targets, hence, only the

likely buggy targets are selected to be included in the search process in the beginning

(line 5). This way, PreMOSA can extensively search for test cases that cover likely buggy
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Algorithm 4 PreMOSA

Input:
U = {u1, . . . , uk} ▷ the set of coverage targets of CUT
G = ⟨N,E⟩ ▷ control dependency graph of the CUT
ϕ : E → U ▷ partial map between edges and targets
C = {c1, . . . , cm} ▷ the set of defectiveness classifications for methods in the CUT

1: procedure PreMOSA
2: UB, UN ← FilterTargets(U,C)
3: L← IndependentPaths(G) ▷ L is a vector of the number of independent

paths for each edge
4: if UB is not empty then
5: U ← UB

6: else
7: U ← UN

8: U∗ ← targets in U with no control dependencies
9: P0 ← RandomPopulation(M) ▷ M is the population size

10: A← UpdateArchive(P0, ∅) ▷ A is the archive
11: U∗ ← UpdateTargets(U∗, G, ϕ)
12: for r ← 0 ; !terminationCriteria; r++ do
13: Qr ← GenerateOffspring(Pr)
14: A← UpdateArchive(Qr, A)
15: U∗ ← UpdateTargets(U∗, G, ϕ)
16: Rr ← Pr ∪Qr

17: U∗ ← SwitchOffTargets(U∗, A, L, ϕ)
18: Pr+1 ← SelectPopulation(Rr, U

∗,M)
19: U∗ ← AddNonBuggyTargets
20: T ← A ▷ Update the final test suite T
21: Return(T )

22: procedure AddNonBuggyTargets
23: if trigger not fired to add non-buggy targets then
24: if # covered goals = prev. # covered goals then
25: w++
26: else
27: w = 0
28: if w = I then ▷ I is max. # iterations without coverage improvement
29: U ← U ∪ UN

30: U∗ ← U∗ ∪ {u ∈ UN |u has no control dependencies}
31: Return(U∗)

targets, which leads to generating more effective test cases faster than other approaches

by increasing the chances of reaching the buggy code.

Defect predictors often are not 100% accurate, and it is likely that buggy methods

may be labelled as non-buggy. To address this issue, PreMOSA considers targets that

do not contain any methods that are predicted as buggy if it deems to have searched

enough for tests that cover the likely buggy targets (line 19). If PreMOSA resorts to
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searching for tests to cover only the likely buggy targets, then it will miss actual buggy

targets that are incorrectly classified. Thus, PreMOSA starts finding tests to cover

likely non-buggy targets once the coverage of likely buggy targets does not improve for

a predefined number of consecutive iterations (I) in GA (line 28). This way, PreMOSA

expects to account for the errors present in the predictions. Finally, if there are no likely

buggy targets, either because the class is not buggy or the defect predictor is inaccurate,

PreMOSA considers all targets from the start (line 7).

7.3.2 Updating Targets and Archiving Tests

PreMOSA generates more than one test case for all the selected targets in order to

increase the chances of infection and propagation of the bugs. When updating targets

in each iteration (lines 11 and 15), it does not remove covered targets from U∗, allowing

it to keep generating more tests to cover those targets as well.

PreMOSA keeps an archive of all the test cases that cover the selected targets u ∈ U

during the search (lines 10 and 14). This archive of test cases form the final test suite.

Thus, the final test suite is more likely to detect the bugs as it contains all the generated

test cases which cover the potentially buggy targets.

Removing covered targets from U∗ and archiving only the shortest test case for each

covered target are beneficial for achieving high code coverage with a minimal test suite

size [14]. However, just covering the buggy code is not sufficient to detect the bug. In

Chapter 5, we showed that there was an average improvement of up to 79% in terms of

detecting bugs when the state-of-the-art DynaMOSA was configured to not to remove

covered targets from the search and retain all the generated tests. Therefore, we decide

to archive all the test cases that cover the selected targets u ∈ U and not to remove the

covered targets from the search in PreMOSA.

7.3.3 Balanced Test Coverage of Targets

Figure 7.2 shows the control dependency graph (CDG) of the method forOffsetHoursMinutes

from the motivating example in Section 7.2. Nodes denote the predicates and leaves de-

note the exit points of the program. For example, node 279-1 denotes the minutesOffset
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< 0 predicate at line 279 and leaf 280 denote the return statement at line 280. Lines be-

tween nodes denote the control dependency edges. For example, b5,T is the true branch

of the minutesOffset < 0 predicate. For simplicity, we do not include the nodes that

are not predicates of the program.

273-1

273-2

276-1274

277

276-2

279-1

280

279-2

285

294

b1,T

b1,F

b2,T b2,F

b3,T

b3,F

b4,T b4,F

b5,T

b5,F

b6,T b6,F

b7,T b7,F

Figure 7.2: Control dependency graph of the method forOffsetHoursMinutes from
Time-8 bug

In our running example, assume the branch coverage is the optimisation criterion. An
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SBST technique that does not remove covered targets from the search is more likely to

keep on generating test cases which cover more trivial branches like b3,T or b4,T rather

than a less trivial branch b5,T (Figure 7.2). This is detrimental to the bug detection

performance of SBST since it is necessary to find tests that exercise the branch b5,T in

order to detect the bug, and also, to increase the chances of detecting the bug, SBST

has to find as many tests as possible that cover b5,T .

We introduce a new method to dynamically remove coverage targets from the search

based on their current test coverage and number of independent paths, in order to

balance the test coverage among all the targets. A balanced test coverage means that

all the targets receive an equitable test coverage. This ensures that, in PreMOSA, the

less trivial targets also get a good coverage in the presence of more trivial targets.

A balanced test coverage is achieved when the number of tests generated per an in-

dependent path of a target is equal for all of the targets. We measure the number of

independent paths of a target by assuming the paths start at the control dependent edge

of that target (line 3). An independent path is one that traverses one or more new edges

in the control dependency graph.

In general, for each target u ∈ U∗, PreMOSA checks the current test coverage (i.e.,

number of tests in the archive that cover u), and then temporarily removes u from U∗

in the current iteration, if the test coverage per an independent path from u is higher

than the other targets (line 17).

7.3.3.1 Independent Paths

We use the number of independent paths of a target to determine how much of a test

coverage a target should receive compared to other targets, in order to achieve a balanced

test coverage for all targets. For a target u ∈ U∗, if there are many independent paths

that start from u, then PreMOSA should generate more tests to cover u than the other

targets which have few independent paths. In our running example, the target b2,F

should receive more test coverage than b2,T because there are more independent paths

leading up from b2,F (6) compared to b2,T (1).

In the beginning of the search, PreMOSA finds the number of independent paths of

each edge in the control dependency graph G of the program (line 3). The control
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dependency graph G = ⟨N,E⟩ consists of nodes n ∈ N and edges e ∈ E ⊆ N ×N . The

nodes represent statements in the program. The edges represent control dependencies

between the statements. For each edge e ∈ E, the procedure IndependentPaths

calculates the number of independent paths starting from e using the graph G. The

actual executions of the paths start at the root node, however, in the calculation of

number of independent paths of e, we assume the paths start at e. All the coverage

targets that are directly control dependent by e have the same number of independent

paths as that of e.

In the motivating example, the edges b2,T , b3,T , b4,T , b5,T , b6,T , b7,T and b7,F have

only one path each that start from those edges. There are 2 independent paths from

the edge b6,F , those are b6,F − b7,T and b6,F − b7,F . Likewise, there are 7, 6, 6, 5, 4

and 3 independent paths that start from edges b1,T , b1,F , b2,F , b3,F , b4,F and b5,F ,

respectively. If the optimisation problem is maximising the branch coverage, then these

edges become the coverage targets in the search.

7.3.3.2 Temporarily Disabling Targets from the Search

In many objective optimisation, test cases are optimised simultaneously to satisfy all

the coverage targets. Thus, the search resources (e.g., time budget) are not allocated to

each coverage target individually. To focus the search differently on covering each target,

PreMOSA dynamically switches off targets during the evolution. In every iteration in

GA, for each target u ∈ U∗, the procedure SwitchOffTargets checks the current

test coverage of u, and then removes u from U∗, if the test coverage per an independent

path of u is higher than that of the other targets. Therefore, after calling the procedure

SwitchOffTargets, only the targets which are having a low test coverage (per an

independent path) remain in U∗. Then, the procedure SelectPopulation selects test

cases to the next generation considering only these remaining targets in U∗. This paves

the way for the search to find more test cases in the next generation that cover these

targets, thereby guiding the search to a balanced test coverage for all the targets.

First, the procedure SwitchOffTargets finds the set of nodes with predicates NP

in G (line 2 in Algorithm 5). Next, for each node n ∈ NP , it fetches the number of

independent paths from the outgoing edges of n (lines 5-6). Then, it randomly selects

a control dependent target from each outgoing edge of n (lines 7-8). We consider all
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Algorithm 5 Temporarily Removal of Targets to Balance Test Coverage

1: procedure SwitchOffTargets(U∗, A, L, ϕ)
2: NP ← NodesWithPredicates(G)
3: for n ∈ NP do
4: {en,T , en,F } ← outgoing edges in G from node n
5: ln,T ← GetIndependentPaths(L, en,T )
6: ln,F ← GetIndependentPaths(L, en,F )
7: un,T ← RandomChoice({ϕ(en,T )})
8: un,F ← RandomChoice({ϕ(en,F )})
9: An,T ← GetTests(A, un,T )

10: An,F ← GetTests(A, un,F )

11: if
|An,T |
ln,T

>
|An,F |
ln,F

then

12: U∗ ← U∗ − {ϕ(en,T )}

13: else if
|An,T |
ln,T

<
|An,F |
ln,F

then

14: U∗ ← U∗ − {ϕ(en,F )}
15: Return(U∗)

the control dependent targets of an edge receive the same test coverage. Hence, the test

coverage of a randomly selected target of an edge is equal to the test coverage of that

edge. Finally, it finds the edge which has the largest number of tests in the archive per

an independent path, and removes all the control dependent targets of that edge from

U∗ (lines 9-14).

In the running example, if we consider the node 276-2, the outgoing edges are b4,T and

b4,F , and the number of independent paths from these edges are 1 and 4, respectively.

Assume the coverage criterion is maximise branch coverage, hence b4,T and b4,F are also

targets in the search, and there are currently 30 and 20 tests in the archive covering b4,T

and b4,F , respectively. Thus, b4,T has 30 (= 30/1) tests in the archive per an independent

path, while b4,F has only 5 (= 20/4) tests per a path. Hence SwitchOffTargets

temporarily removes the target b4,T from U∗, and paves way for the search to find more

test cases that cover b4,F . Overall, this encourages the search to have a balanced test

coverage for all the targets rather an excessive coverage of more trivial targets like b3,T

and b4,T . As a result, a less trivial target like b5,T , which contains the buggy code,

receives a good coverage in the presence of other more trivial targets.
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7.4 Experimental Evaluation

We design a set of experiments to evaluate PreMOSA in terms of its effectiveness and

efficiency in detecting bugs compared to the state-of-the-art DynaMOSA. Through these

experiments, we aim to investigate if augmenting coverage information with defect pre-

diction information in the search process of SBST indeed helps to improve the bug

detection performance of the generated test suites. Our first research question is:

RQ1: Is PreMOSA more effective in detecting bugs compared to the state-of-the-art

DynaMOSA?

To answer this research question, we compare the number of bugs detected by PreMOSA

against DynaMOSA, which we discuss in Section 7.4.1.3. We run test generation on De-

fects4J bugs [136] (discussed in Section 7.4.1.2) using both PreMOSA and the baseline.

To account for randomness in PreMOSA and DynaMOSA, we repeat the test generation

for 25 runs for each bug and testing approach. Once test cases are generated and evalu-

ated for bug detection, we report the bug detection results as means and medians over

25 runs. To check if PreMOSA significantly detects more bugs than DynaMOSA and the

effect size of the difference, we employ one-tailed non-parametric Mann-Whitney U-Test

with the significance level (α) 0.05 [144] and Vargha and Delaney’s Â12 statistic [145].

To analyse the efficiency of PreMOSA, we seek to answer the following research question:

RQ2: Is PreMOSA more efficient at generating test cases that can detect bugs

compared to the state-of-the-art DynaMOSA?

To answer this research question, we measure the time to generate the first test case that

can detect a bug by the two approaches over 25 runs. As we described in Section 4.3, a

test case detects a bug if it satisfies all the three conditions of the reachability, infection

and propagation (RIP) model, and we call such test cases bug detecting tests throughout

the chapter. For each bug that is detected by both approaches, we calculate the difference

of the mean time to generate the first test case that detects the particular bug by the

two approaches. If the difference is positive, that means PreMOSA generates a test case

to detect the bug in a shorter time. A negative difference means otherwise. To check
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if PreMOSA generates a bug detecting test in a significantly shorter time, we employ

one-tailed Wilcoxon signed-rank test [144] and its effect size, r [146]. We remind the

reader that the time taken to generate the first bug detecting test is not equal to time

taken to reveal the bug. The latter happens only after the test generation is completed.

Zimmermann et al. [48] argues that a defect predictor is strong if, and only if, all

recall, precision and accuracy are greater than 75%. Therefore, we consider defect

predictors having both recall and precision in the range 75% to 100% as acceptable

defect predictors. In RQ1 and RQ2, we simulate defect predictor outcomes for two

levels of performance for PreMOSA; i) most conservative and acceptable defect predictor

(recall=precision=75%) and ii) ideal defect predictor (recall=precision=100%). We will

discuss this more in Section 7.4.1.1. We expect PreMOSA to perform best with the

latter defect prediction simulation, and with the former simulation, we can see the most

conservative performance of PreMOSA when using acceptable defect predictors.

In addition, to analyse the effects of the balanced test coverage of targets method, we

seek to answer the following research question:

RQ3: How does the balanced test coverage of targets affect the coverage and bug

detection of SBST?

To answer this research question, we extend the state-of-the-art SBST, DynaMOSA, to

use the balanced test coverage of targets method described in Section 7.3.3 and refer

to this as DynaMOSA+b throughout the chapter. We compare the number of bugs

detected (effectiveness) and the time to generate bug detecting tests (efficiency) by

DynaMOSA+b against DynaMOSA. We run test generation on Defects4J bugs using

DynaMOSA+b and repeat the test generation for 25 runs. To measure and compare the

effectiveness and the efficiency of detecting bugs of DynaMOSA+b against DynaMOSA,

we follow the same procedure as described in RQ1 and RQ2.

We expect DynaMOSA+b to cover more targets since it encourages the search method

to find test cases that cover nontrivial targets by dynamically disabling trivial targets

from the search. We compare branch coverage achieved by DynaMOSA+b against

DynaMOSA for each bug. To check for statistical significance of the difference and

the effect size, we employ two-tailed non-parametric Mann-Whitney U-Test with the

significance level (α) 0.05 and Vargha and Delaney’s Â12 statistic.
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Ideally, balanced test coverage should make all the branches in the CUT have an equal

number of tests per independent path, which means that the distribution of the num-

ber of tests per independent path of branches in a CUT should have a zero variance.

Therefore, we compare the variation in the distributions of the number of tests per inde-

pendent path of DynaMOSA+b and DynaMOSA. An approach with smaller variation

indicates that it has achieved a better balance of test coverage compared to the approach

that has larger variation. To do this, for each buggy class in Defects4J, we measure the

number of tests that cover a branch at the end of the search for all the branches in the

CUT by DynaMOSA+b and DynaMOSA. Then, we calculate the number of tests per

an independent path for each branch in the CUT. Using this, we calculate the coefficient

of variation (CV) of the number of tests per an independent path. CV is the ratio of the

standard deviation to the mean of number of tests per an independent path. A smaller

CV indicates a smaller variation of number of tests per an independent path, hence a

better balance of test coverage. To check for statistical significance of the difference

and the effect size of CV by DynaMOSA+b and DynaMOSA, we employ two-tailed

non-parametric Mann-Whitney U-Test with the significance level (α) 0.05 and Vargha

and Delaney’s Â12 statistic.

7.4.1 Experimental Settings

7.4.1.1 Defect Prediction Simulation

We simulate defect predictor outcomes at two levels of recall and precision, which cor-

respond to the theoretical upper bound and lower bound performance of an acceptable

defect predictor. This would not be possible with real defect predictors since their per-

formance cannot be controlled. Using a real defect predictor would have demonstrated

the viability of PreMOSA in practice. However, it would then have the disadvantage of

limiting the findings of our study to one single defect predictor, e.g., a specific defect

predictor built with one learner and one set of metrics. Therefore, we abstract the defect

predictor component in the experimental evaluation.

To simulate the defect predictions, we use the defect prediction simulation algorithm

introduced in Chapter 6 (Section 6.2.1).
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7.4.1.2 Experimental Subjects

We use the same set of experimental subjects used in the experimental evaluation in

Chapter 6 (Section 6.3.1.1). That is a total of 420 manually validated real bugs from

six real-world open source Java projects. Similar to Chapter 6, we label all the methods

that are either modified or removed in the bug fix as buggy methods [132].

7.4.1.3 Baseline

As described in Section 4.2, we use the current state-of-the-art SBST technique, Dy-

naMOSA [14], as the baseline. It is more effective at achieving high branch, statement

and strong mutation coverage than previously proposed SBST techniques ([15, 51, 89])

[14].

We configure DynaMOSA to not remove the covered targets from the search, retain all

the test cases generated, and continue the search until the full time budget is consumed

in our experimental evaluation. DynaMOSA primarily focuses on achieving high code

coverage with a minimal test suite size. Hence, it aims at generating only one short

test case to cover each target in the program. However, just covering the buggy code

is not sufficient to detect the bug. In Chapter 5, we showed that DynaMOSA detects

79% more bugs on average when it is configured to not remove covered targets from the

search, use the full time budget, and retain all the generated tests in the final test suite

(i.e., disable test suite minimisation).

7.4.1.4 Prototype

We implement PreMOSA in the state-of-the-art SBST tool, EvoSuite [3], within version

1.0.7, forked from the GitHub repository [98] on June 18th, 2019. The prototype is

available to download from here: https://github.com/premosa-sbst

7.4.1.5 Parameter Settings

There are several parameters that need to be configured in PreMOSA. Parameter tuning

of search algorithms is a long and expensive process [160]. Arcuri and Fraser [160] showed

https://github.com/premosa-sbst
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that the default parameter values in EvoSuite give reasonable results when compared to

tuned parameters. Moreover, Panichella et al. [14] also used these default values in the

state-of-the-art DynaMOSA. Therefore, we decide to use the default parameter values

used in EvoSuite [89] and DynaMOSA [14] except for the following parameters.

Time Budget: Similar to Chapter 6, we set 2 minutes as the time budget for test

generation per class as it is a reasonable time budget in a usual resource constrained

environment (see Section 6.3.1.3).

Coverage criteria: Similar to Chapters 5 and 6 (see Sections 5.4.1.3 and 6.3.1.3), we

use branch coverage as coverage criterion in PreMOSA as it was shown to be the most

effective criterion in terms of detecting bugs when used in EvoSuite [24, 43].

Termination criteria: Similar to Chapter 6 (see Section 6.3.1.3), we use only the maxi-

mum time budget as the termination criterion since PreMOSA can increase the chances

of detecting bugs by utilising the full time budget.

Test suite minimisation: We disable test suite minimisation since all the test cases in

the archive form the final test suite (see Section 7.3.2).

Assertion strategy: Mutation-based assertion filtering can be computationally expensive

and can lead to timeouts. Therefore, following a similar approach to previous work [23],

we choose all possible assertions as the assertion strategy.

Similar to PreMOSA, we configure the baseline technique, DynaMOSA, as described

above.

Finally, following the results of our pilot runs, we use 50 consecutive iterations for the

parameter maximum number of iterations without coverage improvement (I) in Pre-

MOSA. Furthermore, we configure PreMOSA to add non-buggy targets to the search if

it cannot cover any buggy target in the first 25 iterations in the search. For some of the

classes, PreMOSA cannot find a test that covers the buggy targets until the trigger is

fired to add non-buggy targets to the search. Thus, all the search resources spent until

this point are ineffective in terms of detecting bugs. Our preliminary results suggest

that for a significant number of classes, PreMOSA covers the first buggy target within

the first 25 iterations. Therefore, we decide to add non-buggy targets to the search if

PreMOSA fails to cover at least one target after 25 iterations.
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7.4.1.6 Experimental Protocol

We run experiments with PreMOSA using 2 instances of simulated defect predictors and

DynaMOSA on 420 bugs. For each bug in the Defects4J dataset, we take the buggy

version of the project and collect the ground truth labels for the buggy and non-buggy

methods. Next, for each of the six projects in Defects4J, we combine all the ground truth

labels from the bugs of those projects. For example, for Apache commons-lang project,

we combine the labels from all the 59 bugs. Then, we simulate the defect predictor

outcomes using the Algorithm 2 for each of the six projects in separate.

As described in Chapter 4, our intended application scenario is generating tests to detect

bugs that already exist in the system. Hence, we run test generation on the buggy version

of the projects. Since we are measuring the bug detection capability of both approaches

only on the Defects4J bugs, we do not run test generation on the non-buggy classes, i.e.,

classes that are not modified in the bug fixes of the Defects4J bugs.

To take the randomness of SBST into account, we repeat each test generation run

25 times. Due to the randomness of the Defect Prediction Simulation Algorithm, we

repeat the simulation runs 5 times for the recall=precision=75% experiments. For each

of these simulated defect predictor instances, we repeat test generation runs 5 times.

Consequently, we have to run a total of 3 (approaches) ∗ 25 (repetitions) ∗ 482 (buggy

classes) = 36,150 test generations. We collect the generated test suites at the end of

each test generation run. We evaluate if the 36,150 generated test suites detect the

selected Defects4J bugs by following the method described in Section 4.4. Altogether,

the experimental evaluation took roughly 48,800 CPU-hours.

The ‘run bug detection’ script from the test execution framework in Defects4J logs the

test cases that produce different test execution results when run against the buggy and

fixed versions. We configure both PreMOSA and DynaMOSA to log the time taken to

generate each test case since the start of the search (in milliseconds). Figure 7.3 shows

a sample test case with the time taken to generate it logged as a comment. Hence, we

can find the time taken to generate test cases that detect the bugs by each approach,

which will be used to evaluate the efficiency of the two approaches (RQ2 ).
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Figure 7.3: A sample test case with the time taken to generate.

7.4.2 Results

We present the results for our research questions following the method described in

Section 7.4. Our main aim is to evaluate if PreMOSA is more effective and efficient than

the state-of-the-art DynaMOSA.

RQ1: Is PreMOSA effective at detecting bugs?

As we described in Section 7.4, we perform 25 runs of PreMOSA using defect predictions

at recall=precision=75% (PreMOSA-75) and recall=precision=100% (PreMOSA-100),

and DynaMOSA against each buggy program in Defects4J (Section 7.4.1.2) and report

the bug detection results as boxplots in Figure 7.4. As we can see, both PreMOSA-100

and PreMOSA-75 detect more bugs than DynaMOSA.

We report the means and medians of the number of bugs detected and the results from

the statistical analysis in Table 7.1. DynaMOSA detects 197.16 bugs on average in 2

minutes. PreMOSA-100 and PreMOSA-75 outperform DynaMOSA, and detect 213.56

and 212.6 bugs on average, which are average improvements of 16.4 (+8.3%) and 15.44

(+7.8%) more bugs than DynaMOSA, respectively. The differences of the number of

bugs detected by PreMOSA-100/PreMOSA-75 and DynaMOSA are statistically signif-

icant according to the Mann-Whitney U-Test (p-value <0.0001) with large effect sizes
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(Â12 ≥ 0.98). Thus, we conclude that PreMOSA is significantly more effective than

DynaMOSA when using any acceptable defect predictor (i.e., recall, precision ≥ 75%).

PreMOSA-75 detects only 0.96 (-0.4%) less bugs on average than PreMOSA-100. Ac-

cording to the one-tailed Mann-Whitney U-Test, this difference is not statistically sig-

nificant (p-value = 0.5512), and the Â12 statistic indicates a negligible effect size of 0.53.

Therefore, we can confirm PreMOSA successfully accounts for errors in the predictions

of defect predictors in the acceptable range.

Certain bugs are harder to detect than others. Similar to Chapter 5, we identify a bug as

a unique bug if it is only detected by one approach, i.e., PreMOSA or DynaMOSA (see

Section 5.4.2). The number of unique bugs detected by an approach is an indication

of the ability of that approach to detect the bugs that are not detected otherwise in

the given time budget, which is an important strength given how hard it is to detect a

bug [161].

Table 7.2 shows a summary of the bug detection results of PreMOSA and DynaMOSA.

PreMOSA-100 and PreMOSA-75 detect 287 and 292 bugs altogether, which is 68.3%

and 69.5% of the total bugs respectively, whereas DynaMOSA detects only 280 (66.7%)

bugs. PreMOSA-100 detects 17 unique bugs that DynaMOSA cannot detect in any of

the runs, whereas DynaMOSA only detects 10 such unique bugs. Similarly, PreMOSA-75

detects 22 unique bugs that are not detected by DynaMOSA, whereas DynaMOSA only

detects 10 unique bugs that PreMOSA-75 cannot detect in any of the runs. This shows

that PreMOSA is capable of detecting more bugs that are not detected by DynaMOSA.

We find that PreMOSA-100 detects less bugs in total and less unique bugs than PreMOSA-

75 when the bugs are isolated in buggy methods with private access modifier (i.e., private

buggy methods). For example, PreMOSA-75 detects Closure-25, 50, 55, 57, 67, 68, 143,

154 bugs, which all have only private buggy methods, while PreMOSA-100 detects none

of them. PreMOSA-100 starts the search for test cases to cover only the buggy targets.

When all the buggy targets are in private methods, PreMOSA-100 has only limited

guidance to cover these targets since it cannot directly call the private buggy methods.

PreMOSA-100 will get further guidance to cover these targets only after the non-buggy

targets are added to the search (line 19 in Algorithm 4). It will be able to indirectly

call the buggy targets in private methods through non-buggy methods with non-private

access modifier. In contrast, PreMOSA-75 is more likely to start with non-buggy targets
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incorrectly predicted as buggy or all likely non-buggy targets (line 7 in Algorithm 4).

This means PreMOSA-75 has a better chance of having more guidance to cover buggy

targets in private methods from the beginning of the search compared to PreMOSA-

100, and as a result, it is able to detect more bugs in total and more unique bugs than

PreMOSA-100.

If we consider a bug as detected only if all the 25 runs by an approach detect that

bug (i.e., success rate = 1.0), then the number of bugs detected by PreMOSA-100

and PreMOSA-75 becomes 140 and 127 respectively, whereas it is only 114 bugs for

DynaMOSA. We further find that PreMOSA-100 detects 108 bugs more times than

DynaMOSA, while for DynaMOSA, this is only 62 bugs. Similarly, PreMOSA-75 detects

124 bugs more times than DynaMOSA, whereas it is only 61 bugs for DynaMOSA.

Altogether, this demonstrates that PreMOSA is also more robust in detecting bugs

when compared to DynaMOSA. More details on the success rates by PreMOSA-100,

PreMOSA-75 and DynaMOSA are reported in Appendix D.

Table 7.1: Mean and median number of bugs detected by PreMOSA and DynaMOSA
in 2 minutes time budget.

Mean Median p-value Â12

PreMOSA-100 213.56 213
PreMOSA-100 vs.

DynaMOSA
<0.0001 0.99

PreMOSA-75 212.6 212
PreMOSA-75 vs.

DynaMOSA
<0.0001 0.98

DynaMOSA 197.16 197
PreMOSA-100 vs.

PreMOSA-75
0.5512 0.53

Table 7.2: Summary of the bug detection results at 2 minutes.

Bugs

detected

Bugs detected

in every run

Unique

bugs

PreMOSA-100 287 140 17

PreMOSA-75 292 127 22

DynaMOSA 280 114 10
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Figure 7.4: The number of bugs detected by PreMOSA and DynaMOSA in 2 minutes
time budget

In summary, PreMOSA is significantly more effective than the state-of-the-art

DynaMOSA with large effect sizes when using any acceptable defect predictor.

The superior performance of PreMOSA is supported by both its capability to

detect new bugs that are not detected by DynaMOSA and the robustness of the

approach.

RQ2: Is PreMOSA efficient at generating test cases that can detect

bugs?

As described in Section 7.4, for each approach, we calculate the mean time to generate

the first test case that detects each bug. In the case of a bug that is detected by both

PreMOSA-100 and DynaMOSA, we then calculate the difference of the mean times to
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generate the first bug detecting test by the two approaches, i.e., mean time to generate

the first bug detecting test by DynaMOSA - mean time to generate the first bug detecting

test by PreMOSA-100. We repeat the same procedure for PreMOSA-75 and DynaMOSA

as well. If the difference is positive, that means PreMOSA generates a bug detecting

test in a shorter time on average. A negative difference means PreMOSA has a worst

performance.

We report the means and medians of the differences of the time taken to generate bug

detecting tests and the results from the statistical analysis in Table 7.3. The average

difference of mean time to generate bug detecting tests between PreMOSA-100 and Dy-

naMOSA is 2.59 seconds, and it is 2.02 seconds between PreMOSA-75 and DynaMOSA.

According to the one-tailed Wilcoxon signed-rank test, these differences are statistically

significant with p-values <0.05. However, we find that the effect sizes (i.e., r) estimated

using the Wilcoxon signed-rank test are small. The effect size of the difference of mean

time to generate bug detecting tests between PreMOSA-100 and DynaMOSA is 0.18,

which translates to approximately 60% probability of PreMOSA-100 generating a bug

detecting test faster than DynaMOSA [146]. The effect size of 0.11 between PreMOSA-

75 and DynaMOSA suggests that PreMOSA-75 generates a bug detecting test faster

than DynaMOSA approximately 56% of the time. Therefore, we can conclude Pre-

MOSA is significantly faster than DynaMOSA to generate a bug detecting test when

using any acceptable defect predictor.

Table 7.3: Mean and median difference of time taken to generate bug detecting tests
by PreMOSA and DynaMOSA.

Mean (s) Median (s) p-value r

PreMOSA-100 vs.

DynaMOSA
2.59 0.22 0.0016 0.18

PreMOSA-75 vs.

DynaMOSA
2.02 0.05 0.0347 0.11

The above analysis is carried out with respect to the time to generate bug detecting test

for each bug that is detected by all the approaches in the comparison. In addition, we

also analyse the efficiency of PreMOSA and DynaMOSA with respect to the number of

bugs detected over the time budget spent, which includes all the bugs in the dataset.

Figure 7.5 shows the median number of bugs detected by each approach over the time
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Figure 7.5: The number of bugs detected by PreMOSA and DynaMOSA over the
time budget spent

budget spent. The number of bugs detected by an approach x (x ∈ {PreMOSA, Dy-

naMOSA}) at time t (t ∈ [0, 120]) is equal to the number of bugs that can be detected by

the tests generated by x after t seconds of test generation. The shaded area around the

curves depicts the interquartile range. The dashed lines depict the average improvements

of PreMOSA-100 and PreMOSA-75 relative to the baseline DynaMOSA.

In the first 2 seconds, DynaMOSA has a head start, due to the slight additional over-

head of PreMOSA in filtering targets and calculating number of independent paths

(Sections 7.3.1 and 7.3.3). However, both PreMOSA-100 and PreMOSA-75 outperform

DynaMOSA after 2 seconds.

According to the Mann-Whitney U-Test (α = 0.05), PreMOSA-100 and PreMOSA-75

detect significantly more bugs than DynaMOSA with large effect sizes (Â12 ≥ 0.87) at

any time after 3 seconds. This confirms that PreMOSA not only detects more bugs

than DynaMOSA at the end of 120 seconds, but also is ahead of DynaMOSA from the
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very beginning of the search (i.e., after 2 seconds). More details on the number of bugs

detected by PreMOSA-100, PreMOSA-75 and DynaMOSA over the time budget spent

are reported in Appendix D.

The relative improvement by PreMOSA using any acceptable defect predictor is much

higher when it is given a tight time budget. In particular, the average relative improve-

ments of PreMOSA-100 and PreMOSA-75 reach maximums of 16.1% and 13.0% at 11

seconds respectively. We also find that both PreMOSA-100 and PreMOSA-75 have an

average improvement more than 10% in the interval of 6 and 38 seconds. This further

demonstrates the increased efficiency of PreMOSA compared to DynaMOSA, such that

the large improvements of PreMOSA occur when it is given tight time budgets like in a

usual resource constrained scenario.

In summary, PreMOSA is significantly more efficient than the state-of-the-art

DynaMOSA with small effect sizes when using any acceptable defect predictor.

Overall, PreMOSA not only detects more bugs than DynaMOSA when they are

given a reasonably large time budget, but also when they are given tight time

budgets like in a resource constrained environment.

RQ3: How does the balanced test coverage affect the coverage and bug

detection of SBST?

As we described in Section 7.4, we perform 25 runs of DynaMOSA+b against each

buggy program in Defects4J. We report the bug detection results of DynaMOSA+b and

DynaMOSA as boxplots in Figure 7.6. As we can see, DynaMOSA+b detects more bugs

than DynaMOSA.

We report the means and medians of the number of bugs detected and the results

from the statistical analysis in Table 7.4. DynaMOSA+b outperforms DynaMOSA,

and detects 203.64 bugs on average, which is an average improvement of 6.48 (+3.3%)

more bugs than DynaMOSA. The difference of the number of bugs detected by Dy-

naMOSA+b and DynaMOSA is statistically significant according to the Mann-Whitney

U-Test (p-value = 0.0004) with a large effect size (Â12 = 0.79). Thus, we conclude that

DynaMOSA+b is significantly more effective than DynaMOSA.
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Figure 7.6: The number of bugs detected by DynaMOSA+b and DynaMOSA in 2
minutes time budget

Table 7.4: Mean and median number of bugs detected by DynaMOSA+b and Dy-
naMOSA in 2 minutes time budget.

Mean Median p-value Â12

DynaMOSA+b 203.64 203
DynaMOSA+b vs.

DynaMOSA
0.0004 0.79

DynaMOSA 197.16 197

Table 7.5 shows a summary of the bug detection results of DynaMOSA+b and Dy-

naMOSA. As we discussed in RQ1, a unique bug is a bug that is detected by only one

approach and we consider such bugs are harder to detect. DynaMOSA+b detects 26

unique bugs that DynaMOSA cannot detect in any of the runs, whereas DynaMOSA

only detects 14 such unique bugs. This shows that DynaMOSA+b is capable of detecting

more bugs that are not detected by DynaMOSA.

If we consider a bug as detected only if all the 25 runs by an approach detect that bug

(i.e., success rate = 1.0), then the number of bugs detected by DynaMOSA+b becomes

127, whereas it is only 114 bugs for DynaMOSA. DynaMOSA+b detects 114 bugs more
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times than DynaMOSA, while for DynaMOSA, this is only 69 bugs. Altogether, this

demonstrates that DynaMOSA+b is also more robust in detecting bugs when compared

to DynaMOSA. More details on the success rates by DynaMOSA+b are reported in

Appendix E.

Table 7.5: Summary of the bug detection results of DynaMOSA+b and DynaMOSA
at 2 minutes.

Unique

bugs

Bugs detected

in every run

Bugs detected

more often

DynaMOSA+b 26 127 114

DynaMOSA 14 114 69

In summary, balanced test coverage significantly improves the bug detection effec-

tiveness of SBST with a large effect size. The improved effectiveness is supported

by the capability of SBST with balanced test coverage to detect new bugs that

are not detected by SBST without balanced test coverage and the robustness of

the approach.

Similar to RQ2, we evaluate the efficiency of DynaMOSA+b against DynaMOSA in two

ways; i) with respect to the time to generate bug detecting test for each bug that is

detected by both approaches, and ii) with respect to the number of bugs detected over

the time budget spent, which includes all the bugs in the dataset.

In the first analysis, we calculate the mean time to generate the first bug detecting test

by DynaMOSA+b for each bug. For each bug that is detected by both DynaMOSA+b

and DynaMOSA, we then calculate the difference of the mean times to generate the

first bug detecting test by the two approaches, i.e., mean time to generate the first bug

detecting test by DynaMOSA - mean time to generate the first bug detecting test by

DynaMOSA+b. If the difference is positive, that means DynaMOSA+b generates a bug

detecting test in a shorter time on average. A negative difference means DynaMOSA+b

has a worst performance.

We report the means and medians of the differences of the time taken to generate bug

detecting tests and the results from the statistical analysis in Table 7.6. The average

difference of mean time to generate bug detecting tests between DynaMOSA+b and

DynaMOSA is only 0.69 seconds. According to the one-tailed Wilcoxon signed-rank
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test, this difference is not statistically significant with a p-value = 0.4890. We cannot

reject the null hypothesis, i.e., H0 = mean time to generate bug detecting tests by

DynaMOSA+b is greater than or equal to that of DynaMOSA. Therefore, we assume

DynaMOSA+b is not significantly faster than DynaMOSA to generate a bug detecting

test.

Table 7.6: Mean and median difference of time taken to generate bug detecting tests
by DynaMOSA+b and DynaMOSA.

Mean (s) Median (s) p-value r

DynaMOSA+b vs.

DynaMOSA
0.69 -0.02 0.4890 0.002

In the second analysis, we look at the number of bugs detected over the time budget

spent considering all the bugs in the dataset. Figure 7.7 shows the median number of

bugs detected by DynaMOSA+b and DynaMOSA over the time budget spent. The

number of bugs detected by an approach x (x ∈ {DynaMOSA+b, DynaMOSA}) at

time t (t ∈ [0, 120]) is equal to the number of bugs that can be detected by the tests

generated by x after t seconds of test generation. The shaded area around the curves

depicts the interquartile range. The dashed lines depict the average improvements of

DynaMOSA+b relative to DynaMOSA.

Only at the second and third seconds, DynaMOSA detects significantly more bugs than

DynaMOSA+b. This is due to the slight additional overhead of DynaMOSA+b in cal-

culating number of independent paths for the method balanced test coverage. From

fourth to 25th second, the number of bugs detected by DynaMOSA+b and DynaMOSA

is not significantly different. According to the Mann-Whitney U-Test (α = 0.05), Dy-

naMOSA+b detects significantly more bugs than DynaMOSA with medium to large

effect sizes after the 26th second. This confirms that DynaMOSA+b not only detects

more bugs than DynaMOSA at the end of 120 seconds, but also is ahead of DynaMOSA

after 26 seconds from the start of the search. More details on the number of bugs

detected by DynaMOSA+b over the time budget spent are reported in Appendix E.
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Figure 7.7: The number of bugs detected by DynaMOSA+b and DynaMOSA over
the time budget spent

In summary, balanced test coverage does not significantly shorten the time taken

to generate bug detecting tests. However, SBST with balanced test coverage

detects significantly more bugs than SBST without balanced test coverage not

only when they are given a reasonably large time budget, but also when they are

given fairly tight time budgets like in a resource constrained environment.

As described in Section 7.4, we analyse the effect on coverage by the balanced test

coverage method in two ways; i) with respect to branch coverage, and ii) with respect

to coefficient of variation of number of tests per an independent path of the branches.

In the first analysis, we measure and compare the branch coverage by DynaMOSA+b

and DynaMOSA for each buggy class in Defects4J. According to the two-tailed non-

parametric Mann-Whitney U-Test, the branch coverage achieved by DynaMOSA+b

and DynaMOSA are significantly different for 93 out of 482 buggy classes. Out of those

93 buggy classes, DynaMOSA+b achieves a significantly higher branch coverage for 65
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buggy classes, while DynaMOSA achieves a significantly higher branch coverage for 28

buggy classes.

To check for the effect size of the difference of branch coverage, we calculate the Vargha

and Delaney’s Â12 statistic. We categorise the buggy classes, for which DynaMOSA+b

and DynaMOSA achieved significantly different branch coverage, according to the size

of the effect size, i.e., large, medium and small (described in Section 4.5). As seen in

Table 7.7, DynaMOSA+b achieves significantly higher branch coverage with large and

medium effect sizes for more buggy classes than DynaMOSA.

Table 7.7: Summary of the effect sizes of the differences of branch coverage by Dy-
naMOSA+b and DynaMOSA.

Large Medium Small

DynaMOSA+b 19 41 5

DynaMOSA 8 13 7

In summary, balanced test coverage significantly improves the branch coverage by

SBST with large and medium effect sizes for higher number of classes.

In the second analysis, we calculate and compare the coefficient of variation of the

number of tests per an independent path by DynaMOSA+b and DynaMOSA for each

buggy class in Defects4J. According to the two-tailed non-parametric Mann-Whitney

U-Test, the CV of the test suites generated by DynaMOSA+b and DynaMOSA are

significantly different for 249 out of 482 buggy classes. Out of those 249 buggy classes,

DynaMOSA+b has a significantly smaller CV of number of tests per an independent

path for 148 buggy classes, while DynaMOSA has a significantly smaller CV for 101

buggy classes.

To check for the effect size of the difference of CV by DynaMOSA+b and DynaMOSA,

we calculate the Vargha and Delaney’s Â12 statistic. We categorise the buggy classes,

for which DynaMOSA+b and DynaMOSA have significantly different CV of number

of tests per an independent path, according to the size of the effect size, i.e., large,

medium and small (described in Section 4.5). As seen in Table 7.8, DynaMOSA+b has

a significantly smaller CV of number of tests per an independent path with large effect

sizes for more buggy classes than DynaMOSA.
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Table 7.8: Summary of the effect sizes of the differences of CV of number of tests per
an independent path by DynaMOSA+b and DynaMOSA.

Large Medium Small

DynaMOSA+b 123 25 0

DynaMOSA 76 25 0

In summary, SBST with balanced test coverage method achieves a significantly

better balance of test coverage of targets with large effect sizes for higher number

of classes.

7.4.3 Discussion

The execution time of PreMOSA is comprised of the time taken by the defect predictor

and the execution time of the search process. With simulated defect predictors, it is not

possible to know the execution time of an actual defect predictor. Also, the run-time of

an actual defect predictor changes from one model to another model depending on several

factors like the classifier used in the model. Therefore, in the experimental evaluation,

we do not account for the time taken by the defect predictor, and allocate the full time

budget of 2 minutes to the search process. However, we find that PreMOSA with an

acceptable defect predictor reaches the final number of bugs detected by DynaMOSA in

79.2 seconds on average. This suggests that even if the defect predictor takes 40.8 seconds

to run on average per CUT, PreMOSA will still perform on par with DynaMOSA.

Furthermore, the defect predictor used in Chapter 5, Schwa, spent 0.68 seconds per

class on average (with a standard deviation of 0.4 seconds). Therefore, the execution

time of an actual defect predictor is not expected to affect the conclusions of this study.

We pick the Time-8 bug from the motivating example in Section 7.2 and investigate

the bug detection results by PreMOSA and DynaMOSA. PreMOSA-100, PreMOSA-75

and DynaMOSA are able to detect the bug in all the 25 runs within the allocated two

minutes time budget. However, DynaMOSA takes 18.6 seconds on average to generate

the first bug detecting test, whereas PreMOSA-100 and PreMOSA-75 only take 7.1 and

10.2 seconds on average for the task. This means PreMOSA-100 and PreMOSA-75

reduce the time to generate bug detecting tests by 62% and 45% on average for Time-8

bug. This shows that in a resource constrained environment, when time budgets are
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tight, PreMOSA is more likely to detect a bug compared to DynaMOSA which is not

guided by defect prediction.

PreMOSA is guided by coverage and defect prediction information. It first attempts to

cover the likely buggy targets and starts finding tests to cover likely non-buggy targets

once it deems to have searched enough in likely buggy targets. On the other hand,

DynaMOSA is only guided by coverage and aims at maximising code coverage. In our

experiments, PreMOSA-100, PreMOSA-75 and DynaMOSA achieved 57.89%, 59.14%

and 62.94% branch coverage of the classes under test on average, respectively.

In the experimental evaluation, we do not consider additional cost factors such as the

effort required to insert test oracles manually or automatically and the execution time of

test suites. PreMOSA generates more than one test case for each target in the CUT and

retains all these test cases. DynaMOSA is also configured to do the same as described

in Section 7.4.1.3. In our experiments, PreMOSA-100, PreMOSA-75 and DynaMOSA

generate 12548, 13004 and 14344 test cases on average per test suite, respectively. Both

PreMOSA and DynaMOSA are implemented in EvoSuite, which generates assertions in

the tests assuming the program under test is correct. EvoSuite uses a mutation-based

assertion filtering strategy to minimise the number of assertions in the generated test

suites. However, we disable this in our experiments since it can be computationally

expensive and can lead to timeouts. Therefore, in the experiments, there are 1,416,817,

1,462,391 and 1,277,024 assertions generated on average per test suite by PreMOSA-

100, PreMOSA-75 and DynaMOSA, respectively. In practice, these assertions need to

be updated manually or automatically for generated tests to reveal the bugs, which can

be problematic when the test suites become large. Appropriate test suite minimisation

techniques can be applied to the test suites generated by PreMOSA to mitigate this

problem.

For completeness, we report the accuracy and Matthews correlation coefficient (MCC) [151]

of the defect predictors used in PreMOSA. For recall=precision=100%, the accuracy of

the defect predictor is 100%, and for recall=precision=75%, the accuracy is on average

99.97%. A high accuracy is observed for the defect predictor with recall=precision=75%

because of the highly imbalanced nature of the Defects4J dataset, which we discussed

in threats to construct validity in Section 4.6. MCC of the recall=precision=100% and

recall=precision=75% predictors are 1.0 and 0.75 on average, respectively.
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The baseline method, DynaMOSA, does not use a defect predictor and aims to cover

all the targets in the CUT equally. This means that in the eyes of DynaMOSA, all the

methods in a class are likely buggy, which translates to a 100% recall and precision per

project as follows; Lang - 0.06%, Math - 0.03%, Time - 0.05%, Chart - 0.02%, Closure

- 0.02% and Mockito - 0.15%.

7.5 Threats to Validity

In this section, we discuss the threats that are specific to this study, in addition to the

validity threats discussed in Section 4.6.

Construct Validity. We use the defect prediction simulation algorithm introduced in

Chapter 6 (see Section 7.4.1.1). There exists a construct threat to validity from the

assumption of uniform distribution of predictions in the defect prediction simulation,

which we discussed in Section 6.4.

Internal Validity. To account for the randomness of the simulated defect predictor,

we repeat the simulations for 5 times for recall=precision=75% configuration. Then,

for each simulation, we repeat the test generation for 5 times to account for the non-

deterministic behaviour of PreMOSA. For PreMOSA-100 and DynaMOSA, we repeat

the test generation runs for 25 times to account for the non-deterministic behaviour of

the two techniques.

External Validity. Our findings may not be generalised to the defect predictors which

have recall or precision less than 75%. We experimentally assess the bug detection per-

formance of PreMOSA when using theoretically most conservative and acceptable defect

predictors (recall=precision=75%) and ideal defect predictor (recall=precision=100%).

The experimental results demonstrate the improved performance of PreMOSA when

using either of the defect predictors, which suggest PreMOSA is significantly better at

detecting bugs than DynaMOSA when using defect predictors having recall and pre-

cision greater than 75%. We choose 75% recall and precision as the lower bound for

an acceptable defect predictor with the justification that Zimmermann et al. [48] rec-

ommended only the defect predictors having recall and precision more than 75% as

acceptable defect predictors.
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7.6 Summary

We show that augmenting coverage information with defect prediction information in

the search process of SBST improves the bug detection performance of the generated

test suites. We develop a many-objective optimisation approach for test generation

called predictive many objective sorting algorithm (PreMOSA) that uses buggy meth-

ods predictions to decide where to increase the test coverage in the CUT. PreMOSA

is equipped with a new method called balanced test coverage to allow the nontrivial

targets to have an equal chance of being covered compared to the more trivial targets.

We experimentally assess the performance of PreMOSA when using defect predictors

having the theoretical upper and lower bound performance of acceptable defect predic-

tors. We validate our technique against 420 labelled bugs from Defects4J dataset. Our

experimental evaluation demonstrates that PreMOSA is significantly more effective than

the state-of-the-art DynaMOSA with large effect sizes when using any acceptable defect

predictor. In particular, it detects 8.3% and 7.8% more labelled bugs on average than

DynaMOSA when using an ideal defect predictor and most conservative and acceptable

defect predictor, respectively. We also find PreMOSA is significantly more efficient than

DynaMOSA.

The performance of PreMOSA does not decrease significantly when replacing the ideal

defect predictor (i.e., recall=precision=100%) with the most conservative defect predic-

tor in the acceptable range (i.e., recall=precision=75%). On the other hand, if defect

predictions with errors, i.e., false positives and false negatives, are directly used by de-

velopers, e.g., in code reviews and manual testing, it can lead to waste of developer time,

miss important bugs, etc. [39]. Our results show that PreMOSA successfully accounts

for errors in the predictions of defect predictors that are considered acceptable [34].

We find that after 60 seconds of time budget, there is no significant difference in the

performances of PreMOSA with an ideal defect predictor and with the most conser-

vative defect predictor. When using PreMOSA, we recommend practitioners to not

focus on improving the defect predictor performance beyond 75% recall and precision

if their testing resources allow reasonably large time budget for test generation. On

the other hand, if there is a tight time budget for test generation, then improving the

defect predictor performance would further improve the bug detection performance of

PreMOSA. A statistical summary and a statistical comparison of the number of bugs
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detected by PreMOSA-100 against PreMOSA-75 over the time budget spent is available

in Appendix D.



Chapter 8

Conclusions

The main goal of this thesis is to improve the bug detection capability of search-based

software testing (SBST) by incorporating defect prediction information. We devise three

research objectives to achieve the main goal and conduct three studies to address them.

The contributions made from the three studies demonstrate that defect prediction can

successfully be used to guide SBST to effectively and efficiently detect bugs. While

defect prediction guidance is beneficial for SBST, we find that the bugs missed by the

defect predictor impacts the bug detection performance of SBST significantly. This can

be mitigated by designing SBST techniques to handle the potential false negatives in

the defect predictions. This chapter presents the findings from our studies along using

defect prediction to improve the bug detection performance of SBST (Section 8.1) and

impact of defect prediction imprecision on SBST and handling of them (Section 8.2).

Figure 8.1, together with Table 8.1, show how the contributions, the findings of the

studies, publications, the research objectives, and the main research objective are linked

together.

8.1 Using Defect Prediction to Improve the Bug Detection

Performance

The primary finding of this thesis is that defect prediction improves the effectiveness and

efficiency of SBST in terms of detecting bugs. Modern fast-paced software development

140
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Figure 8.1: Overall mapping of the research

practices like agile require fast and frequent feedback from testing. With software sys-

tems becoming sophisticated and large, SBST techniques need to optimally utilise the

available limited computational resources. When it comes to detecting bugs, the need

arises for the SBST techniques to prioritise the search for tests towards the likely defec-

tive areas in software to increase the chances of detecting bugs. This thesis demonstrates

that class level defect prediction can successfully be used to allocate time budgets to

classes for SBST to run test generation with improved bug detection performance and

method level defect prediction can successfully be used to guide the search process in

SBST along with coverage information to increase the bug detection performance.

Running test generation for a project requires a large time budget since usually the

industrial projects are very large containing thousands of classes. Given the usual re-

source constrained nature in development environments, generating tests for an entire

project by allocating a large time budget for every class may not be feasible. For ex-

ample, if a development team wants to run SBST in the continuous integration (CI)

system, then the SBST tool needs to use as minimal resources as possible while max-

imising the chances of detecting bugs. This is because the CI systems already have high
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demands from the existing processes in the system like code quality checks, dynamic

analyses, project builds, integration testing and regression testing. In Chapter 5, we

introduce defect prediction guided SBST (SBSTDPG) which allocates time budgets for

classes based on their likelihood of defectiveness as given by a class level defect predictor

and runs test generation with SBST. SBSTDPG ensures higher time budgets for highly

likely to be defective classes at the expense of lower time budgets for the less likely to

be defective classes. The results from the experimental evaluation demonstrate that

it is beneficial to use class level defect prediction to guide time budget allocation for

SBST (SBSTDPG) when there are limited resources available to run test generation, for

example in CI systems or developer machines.

The existing SBST techniques aim at maximising code coverage and are guided by

coverage only. For example, SBSTDPG uses the state-of-the-art SBST technique, Dy-

naMOSA, as the SBST module and it treats all the coverage targets in the class are

equally important to cover. This is detrimental to the bug detection since there are only

a few targets that contain the buggy code and covering a large number of non-buggy

targets in the class is likely to be ineffective in terms of detecting bugs. The allocated

time budget for the SBST technique needs to be spent more to search for tests to cover

buggy targets than the non-buggy ones. In Chapter 7, we introduce predictive many-

objective sorting algorithm (PreMOSA) that augments coverage information with defect

prediction information in the search process. PreMOSA uses buggy methods predictions

to decide where to prioritise and increase the test coverage in the class. Based on the

results of the experimental evaluation, we recommend practitioners that it is beneficial

to use PreMOSA with a method level defect predictor having an acceptable performance

(i.e., recall and precision ≥ 75%) in place of an SBST technique only guided by coverage.

Our recommendation applies to scenarios where both tight and large time budgets are

available in resource constrained environments.

PreMOSA and SBSTDPG are orthogonal to each other in terms of how they use defect

prediction to guide the search for test cases. In particular, SBSTDPG uses class level

defect prediction and PreMOSA uses method level defect prediction. Defect prediction

is used outside of the search process in SBSTDPG and PreMOSA uses defect prediction

information inside the search process. SBSTDPG allocates time budgets for classes and

PreMOSA runs test generation for a class by spending a given time budget. Therefore,
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PreMOSA and SBSTDPG can be used together by simply replacing the SBST module

in SBSTDPG with PreMOSA to further improve the performance of them.

In practice, we recommend the practitioners to use PreMOSA and SBSTDPG with an

oracle automation strategy [143] as a post test generation step to reveal bugs. As we

discussed in Section 4.3, the test suites can reveal the bugs once the assertions are checked

by an oracle automation strategy. In the absence of such a strategy, practitioners can

check the assertions manually, and to reduce the cost of manual work, they can adapt

an appropriate test suite reduction technique such as a test suite minimisation or a

prioritisation strategy with the number of test cases capped to an acceptable size.

8.2 Impact and Handling of Defect Prediction Imprecision

There is a plethora of defect predictors developed over the past 40 years and they have

a wavering performance. A defect predictor that works well for a certain project may

not have the same performance when it is applied to another project with different

characteristics to the previous. Both SBST and defect prediction researchers need to

know the impact of the variation of defect predictor performance on guiding SBST. For

SBST researchers, it is important to know which types of errors in predictions need to

be handled when using the predictions for guiding SBST. In the context of combining

defect prediction and SBST, defect prediction researchers should target to minimise the

significantly impactful errors in predictions rather than minimising them all.

In Chapter 6, we study the impact of imprecision in defect prediction on the bug detec-

tion performance of SBST and demonstrate that the recall of the defect predictor has a

significant impact on the bug detection effectiveness of SBST while the impact of pre-

cision is not of practical significance. Based on the results of the study, we recommend

SBST researchers to design SBST techniques that handle the potential false negatives

in the predictions. One way to do this is to explore the likely non-buggy parts of the

program at least with a minimum probability, while prioritising the exploitation of the

likely buggy parts. SBST is able to afford a reasonable amount of false positives on

its own. For SBST, it is important to be informed of the most of the buggy code even

at the expense of an acceptable amount of false positives. If the SBST technique does

not handle the potential false negatives, our recommendation to the defect prediction
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researchers is to target higher recall while having a sufficiently high precision, instead

of trying to elevate both recall and precision. This can be done by defining recall-at-

precision measure to 75% and aiming to increase recall while maintaining precision at

an acceptable level, i.e., 75%.

PreMOSA, which we introduced in Chapter 7, is designed to handle the false negatives

in predictions, i.e., buggy methods that are incorrectly labelled as non-buggy meth-

ods. It prioritises exploiting the likely buggy targets and explores the likely non-buggy

targets with a lesser priority. The bug detection performance of PreMOSA does not

decrease significantly when an ideal defect predictor (i.e., recall=precision=100%) is

replaced with the most conservative defect predictor in the acceptable range (i.e., re-

call=precision=75%), if there is a reasonably large time budget for test generation. This

highlights the importance of accounting for errors in the defect predictions. We suggest

that when the potential false negatives are handled by the SBST technique (e.g., Pre-

MOSA), it is not necessary to further improve the defect predictor performance beyond

an acceptable level, e.g., recall and precision ≥ 75%, if the testing resources allow rea-

sonably large time budget for test generation. On the other hand, if there is a tight

time budget for test generation, then it can be beneficial to further improve the defect

predictor performance for the bug detection performance of the SBST technique.

8.3 Summary

This thesis demonstrates that it is beneficial in terms of bug detection for the SBST

approaches to focus the test generation more on the buggy code as guided by defect

prediction. The existing SBST approaches are not that effective in terms of bug detection

and their bug detection capability has been studied by previous work along the lines of

different coverage criteria and time budgets. We identify the gap that SBST performs

rather poorly in terms of detecting bugs because there is no guidance for SBST in

terms of where the buggy code is. In particular, coverage has always been used as the

only guidance for SBST when searching for test cases and we argue coverage alone is not

sufficient to guide SBST to detect bugs effectively and efficiently. This thesis investigates

the idea of using defect prediction to inform SBST of the likely buggy areas in code in

order to improve the bug detection capability of SBST. In conclusion, defect prediction
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can be used successfully to guide SBST along with the coverage guidance to detect bugs

effectively and efficiently.

Previous research shows that practitioners prefer precise defect predictions when they

are used to assist manual tasks like code reviews or testing. Contrary to the existing

knowledge, we find that SBST techniques can afford less precise defect predictors. For

SBST, it is more important to be informed of the most of the buggy code, even at the

expense of a reasonable amount of false alarms. Combining defect prediction and SBST

is not straight-forward. Missing to correctly label buggy code is significantly detrimental

to the bug detection of SBST. Unless there is a defect predictor that can label nearly all

the buggy code correctly at most with an acceptable amount of false alarms, SBST must

handle the cases where the defect predictor misses buggy code in order to effectively and

efficiently detect bugs. Otherwise, using defect prediction can be a disadvantage for

SBST rather than an advantage.
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Table 8.1: Summary of the definitions of the main research objective, research objec-
tives, papers, findings, and contributions.

Type ID Definition

Main

Research

Objective

1
Improve the bug detection capability of SBST by incorporating

defect prediction information.

1
Develop an approach that allocates time budget to classes for

test generation based on defect prediction.
Research

Objective 2
Understand the impact of imprecision in defect prediction for

guiding search-based software testing.

3
Develop an SBST technique that uses defect prediction to guide

the search process to likely defective areas.

I Defect prediction guided search-based software testing

Paper
II

On the impact of imprecision in defect prediction for guiding

search-based software testing

III
An experimental assessment of using theoretical defect

predictors to guide search-based software testing

I Using defect prediction to improve the bug detection performance

Finding
A

Use class level defect prediction to allocate time budgets for

test generation with SBST such as SBSTDPG.

B
Use method level defect prediction to guide the search process

in SBST such as PreMOSA.

II Impact and handling of defect prediction imprecision

C
SBST techniques must handle the potential false negatives

in the predictions.

D

In the context of combining defect prediction and SBST,

increase recall while maintaining precision at an acceptable

level, e.g., 75%, if the SBST technique does not handle the

potential false negatives in the predictions.

E

If the potential false negatives are handled by the SBST

technique (e.g., PreMOSA), then it is beneficial to further

improve the defect predictor performance only when there is

a tight time budget for test generation.

F

When there is a reasonably large time budget and SBST

handles the potential false negatives (e.g., PreMOSA), do not

focus on improving the defect predictor performance beyond

an acceptable level, e.g., recall and precision ≥ 75%.
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Table 8.1: (continued)

Type ID Definition

a

Class level defect prediction can be used to guide SBST to

efficiently and effectively detect bugs through time budget

allocation in a resource constrained environment.

Contribution
b

A novel time budget allocation approach for SBST to run test

generation with improved bug detection performance (SBSTDPG).

c

The recall of the defect predictor has a significant impact on the

bug detection performance of SBST and the impact of the

precision is not practically significant.

d

Method level defect prediction can be used to guide the search

process in SBST along with coverage information to improve the

bug detection performance of SBST.

e

A novel SBST technique that augments defect prediction

information with coverage information to guide the search process

towards buggy areas in the class under test with improved bug

detection performance of SBST (PreMOSA).



Chapter 9

Future Work

It would be interesting for the defect prediction research community to investigate im-

proving the defect predictor performance by using the tests generated by SBST as feed-

back for the defect predictor. In particular, a feedback loop can be designed with defect

prediction and SBST, so that the defect prediction model is reconstructed (e.g., re-

trained) with the outcomes (i.e., detects a bug or does not detect any bugs) of the tests

generated by SBST until a stopping criteria is met (i.e., defect predictor performance

saturates or reaches an expected level of performance).

We introduce a method called balanced test coverage to ensure all the coverage targets

receive an equitable test coverage. Since there is no information to further differen-

tiate targets within a method, the balanced test coverage method currently follows a

binary approach. In particular, it switches-off targets if they have higher test coverage

and switches-on otherwise. There is the potential to further guide the search for tests

to interesting targets within a method by parameterising balanced test coverage. For

example, it can switch-on and off targets with some probabilities rather than a binary

approach. More recently, Wattanakriengkrai et al. [27] introduced a defect predictor

that gives predictions at line level, LINE-DP, and it was shown to achieve a 61% recall

with however a very low precision. A possible direction for future work is to guide the

parameterised balanced test coverage method by using LINE-DP.

We use Defects4J dataset as the benchmark subjects to conduct the experimental eval-

uations in the thesis. It contains 438 bugs that are from manually validated bug fixes

148
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from six real-world open source Java projects. We identify validating the proposed ap-

proaches in this thesis against other bugs datasets [139–141] as future work to support

the external validity of our findings and increase the generalisability. The source code

of the proposed approaches and replication packages are made available to enable other

researchers to easily replicate our research work.

Generating more than one test case to cover each of the coverage targets is highly

beneficial for bug detection. This can also increase the test suite size and as a result

the cost of inserting oracles manually or automatically and the execution time of test

suites can go high. To reduce this cost, appropriate test suite minimisation techniques

can be adapted. A potential direction for future work could be to use defect prediction

to complement existing test suite minimisation strategies, so that the test suite size is

reduced without significantly losing the bug detection performance of the original test

suites.

Defect prediction guided SBST approaches, e.g., SBSTDPG and PreMOSA, have the

potential to provide assistance to developers when they manually inspect the defect

predictions or to completely substitute the manual step. One of main limitations in

defect prediction is that they do not explain why a certain entity is flagged as buggy,

hence it can be a time consuming task for the developers to manually examine the

likely buggy entity to find the bug. Another limitation is the false positives, which can

cause the developers to waste their precious time. The test suites generated by SBST

(containing bug detecting tests) can be handed down to developers with the predictions

to make it easier for them to find and identify the root cause of the bugs. This may

mitigate the explainability issue of defect predictions as the bug detecting tests can

expose the buggy behaviour of the likely buggy entity. The developers are shielded

from the effect of false positives since SBST uses the predictions directly and handles

them. We identify investigating the potential benefits of defect prediction guided SBST

approaches for the humans involved in defect prediction as future work to extend this

research.

The concept of using defect prediction to guide SBST can be extended to other au-

tomated test generation techniques as well. For instance, the time budget allocation

approach proposed in Chapter 5 can be used with random search [4] or dynamic sym-

bolic execution [169] techniques instead of the SBST technique as they can benefit from
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larger time budgets. We identify studying the bug detection improvements of other test

generation techniques guided by defect prediction as future work.



Appendix A

Time Budget Allocation

A.1 Distribution of time spent by Schwa and BADS

Figure A.1 shows the distribution of the time spent per class by Schwa and BADS for the

bugs in Defects4J. The mean time spent by Schwa and BADS per class is 0.68 seconds

and the standard deviation is 0.4 seconds.

Time Spent per Class by Schwa and BADS (seconds)
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Figure A.1: Distribution of the time spent per class by Schwa and BADS for the bugs
in Defects4J.
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A.2 Bug detection performance comparison of SBSTnoDPG

and SBSTO

In Chapter 5, DynaMOSA is configured to generate more than one test case for each

target in the class under test (CUT), retain all these test cases and disable test suite

minimisation (see Section 5.4.1.3). In Section 5.4.2, we investigate the benefit of con-

figuring DynaMOSA this way by comparing the bug detection results of DynaMOSA

with the configuration as outlined in Section 5.4.1.3 (SBSTnoDPG) and DynaMOSA with

test suite minimisation (SBSTO). In this appendix, we report the bug detection results

of SBSTnoDPG and SBSTO as boxplots (Figure A.2), the statistical summary and the

results of the statistical tests (Table A.1), overview of the success rates (Table A.2) and

summary of the bug detection results (Table A.3).

Table A.1: Mean and median number of bugs detected by SBSTnoDPG and SBSTO

against different total time budgets.

Mean Median
p-value Â12T (s)

SBSTnoDPG SBSTO SBSTnoDPG SBSTO

15 ∗N 133.95 85.75 134.0 85.0 <0.0001 1.00

30 ∗N 166.9 93.45 167.5 92.5 <0.0001 1.00
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Table A.2: Success rate for SBSTnoDPG and SBSTO at 15 ∗ N total time budget.
Bug IDs that were detected by only one approach are highlighted with different colours;

SBSTnoDPG and SBSTO .

Bug ID SBSTnoDPG SBSTO

Lang-1 0.45 0.05

Lang-4 1 0.3

Lang-5 0.2 0

Lang-7 1 1

Lang-8 0.1 0

Lang-9 1 1

Lang-10 0.8 0.15

Lang-11 0.95 0.75

Lang-12 0.8 0.65

Lang-18 0.3 0.5

Lang-19 0.7 0.65

Lang-20 0.4 0.1

Lang-21 0.1 0

Lang-22 0.8 0.5

Lang-23 0.95 0.1

Lang-27 0.75 0.05

Lang-28 0.05 0

Lang-32 1 1

Lang-33 1 0.5

Lang-34 0.9 0.4

Lang-35 0.3 0.8

Lang-36 1 0.6

Lang-37 0.2 0.05

Lang-39 0.95 0.65

Lang-41 1 0.55

Lang-44 0.65 0.2

Lang-45 1 0.95

Lang-46 1 0.8

Lang-47 0.9 1

Lang-49 0.4 0

Lang-50 0.3 0

Lang-51 0.05 0.05

Lang-52 1 0.55

Lang-53 0.15 0

Lang-54 0.05 0.05

Lang-57 1 0.15

Lang-58 0.05 0.15

Lang-59 0.95 0.55

Lang-60 0.3 0.1

Lang-61 0.25 0.1

Lang-63 0 0.05

Lang-65 0.95 0.75

Math-1 1 0.85

Math-2 0.1 0

Math-3 1 0.2

Math-4 1 0.6

Bug ID SBSTnoDPG SBSTO

Math-5 0.95 0.95

Math-6 1 1

Math-9 0.6 0.05

Math-11 1 0.55

Math-14 1 1

Math-16 0.05 0

Math-21 0.45 0.1

Math-22 1 1

Math-23 0.8 0.6

Math-24 0.85 0.8

Math-26 1 0.05

Math-27 0.65 0.1

Math-29 1 0.45

Math-32 1 0.8

Math-33 0.35 0.1

Math-35 1 1

Math-36 0.1 0

Math-37 1 0.85

Math-40 0.95 0.8

Math-41 0.4 0

Math-42 0.95 0.95

Math-43 0.55 0

Math-45 0.3 0

Math-46 1 1

Math-47 0.95 1

Math-48 0.75 0.1

Math-49 0.75 0.3

Math-50 0.3 0.2

Math-51 0.25 0.1

Math-52 0.6 0

Math-53 1 0.85

Math-55 1 0.5

Math-56 0.9 0.85

Math-59 1 1

Math-60 0.95 0.15

Math-61 1 1

Math-63 0.4 0.4

Math-65 0.25 0.45

Math-66 1 1

Math-67 1 1

Math-68 1 0

Math-70 1 0.15

Math-71 0.35 0.4

Math-72 0.45 0.15

Math-73 1 0.9

Math-75 0.9 0
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Table A.2: (continued)

Bug ID SBSTnoDPG SBSTO

Math-76 0.05 0.05

Math-77 1 1

Math-78 0.6 0.1

Math-79 0.05 0

Math-80 0 0.1

Math-81 0 0.2

Math-83 1 0.45

Math-85 1 0.75

Math-86 0.85 0.45

Math-87 1 0.9

Math-88 0.7 0.3

Math-89 1 0.85

Math-90 1 0.5

Math-92 1 1

Math-93 0.25 0.2

Math-95 1 0.65

Math-96 1 0.6

Math-97 1 0.8

Math-98 0.85 0.35

Math-100 1 0.45

Math-101 1 0.15

Math-102 0.5 0.6

Math-103 1 0.85

Math-104 0.4 0.25

Math-105 1 0.15

Time-1 1 1

Time-2 1 0.65

Time-3 0.05 0

Time-4 0.3 0.2

Time-5 1 0.6

Time-6 0.8 0.25

Time-8 0.7 0.4

Time-9 1 0.85

Time-10 0.1 0

Time-11 1 0.8

Time-12 0.55 0.2

Time-13 0.05 0.15

Time-14 0.95 0.25

Time-15 0.3 0

Time-17 0.55 0.05

Time-22 0.25 0

Time-23 0.2 0

Time-24 0.45 0.05

Time-26 0.05 0

Time-27 0.5 0.1

Chart-1 0.05 0.05

Chart-3 0.15 0.1

Chart-4 0.3 0.3

Bug ID SBSTnoDPG SBSTO

Chart-5 1 0.85

Chart-6 1 0

Chart-7 0.25 0

Chart-8 1 0.3

Chart-10 1 0.4

Chart-11 1 0.25

Chart-12 0.5 0

Chart-13 0.2 0.1

Chart-14 1 1

Chart-15 0.9 0.95

Chart-16 1 0.8

Chart-17 1 1

Chart-18 1 1

Chart-19 0.15 0.45

Chart-20 0.1 0

Chart-21 0.05 0.05

Chart-22 1 1

Chart-23 1 0.3

Chart-24 1 0.8

Mockito-2 1 1

Mockito-17 1 0.15

Mockito-29 0.95 0.35

Mockito-35 1 1

Closure-7 0.1 0.35

Closure-9 0.15 0

Closure-12 0.1 0

Closure-19 0.1 0

Closure-21 0.35 0.2

Closure-22 0.5 0.75

Closure-26 0.4 0.7

Closure-27 0.1 0.1

Closure-28 1 0.75

Closure-30 0.95 0.9

Closure-33 0.5 0.4

Closure-39 0.6 0.65

Closure-46 1 1

Closure-49 0.5 0.1

Closure-52 0.1 0.1

Closure-54 0.8 0.9

Closure-56 1 1

Closure-65 0.45 0

Closure-72 0.3 0

Closure-73 1 0.6

Closure-77 0.25 0.05

Closure-79 0.85 0.2

Closure-81 0 0.05

Closure-82 1 0.85

Closure-100 0 0.15



156

Table A.2: (continued)

Bug ID SBSTnoDPG SBSTO

Closure-104 0.5 1

Closure-106 0.95 0.9

Closure-108 0.2 0

Closure-110 1 1

Closure-113 0.05 0

Closure-114 0.1 0

Closure-115 0.25 0

Closure-116 0.1 0

Closure-117 0.05 0

Closure-119 0 0.05

Closure-120 0.1 0

Closure-121 0.2 0

Closure-123 0.1 0

Closure-128 0.1 0

Closure-129 0.05 0

Closure-131 0.9 0

Closure-137 1 0.3

Closure-139 0.05 0

Bug ID SBSTnoDPG SBSTO

Closure-140 0.25 0.35

Closure-141 0 0.05

Closure-144 0.1 0.05

Closure-148 0 0.35

Closure-150 0.1 0.1

Closure-151 1 0

Closure-160 0.05 0

Closure-164 0.45 0.3

Closure-165 0.8 1

Closure-167 0 0.05

Closure-169 0.05 0

Closure-170 0.2 0

Closure-171 0.05 0

Closure-172 0.15 0

Closure-173 0.5 0

Closure-174 1 0.9

Closure-175 0.15 0

Closure-176 0.1 0

Table A.3: Summary of the bug detecting results of SBSTnoDPG and SBSTO at T =
15 ∗N .

Bugs

detected

Unique

bugs

Bugs detected

in every run

Bugs detected

more often

SBSTnoDPG 215 54 76 160

SBSTO 170 9 28 28



Appendix B

Impact of Defect Predictor

Imprecision

B.1 MCC of the defect prediction configurations

As we discussed in Section 4.6, for completeness, Table B.1 reports MCC (calculated as

in Equation. (4.7)) of the 12 defect prediction configurations used in Chapter 6.

Table B.1: MCC of each defect prediction configuration.

Recall (%) Precision (%) MCC

100
100 1.0

75 0.87

95
100 0.98

75 0.85

90
100 0.95

75 0.83

85
100 0.93

75 0.80

80
100 0.90

75 0.78

75
100 0.87

75 0.75
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B.2 Bugs excluded from Defects4J dataset

Table B.2 shows the bugs that are excluded from the Defects4J dataset in the experi-

ments in Chapters 6 and 7 with the reasons to remove them.

Table B.2: Reasons for removing bugs from the dataset.

Bug ID Reason

Lang-2 Deprecated

Lang-23 No buggy methods

Lang-25 No buggy methods

Lang-30 EvoSuite generates uncompilable tests

Lang-56 No buggy methods

Lang-63 EvoSuite generates uncompilable tests

Math-12 No buggy methods

Math-104 No buggy methods

Time-11 No buggy methods

Time-21 Deprecated

Chart-23 No buggy methods

Closure-15 No buggy methods

Closure-28 No buggy methods

Closure-63 Deprecated

Closure-93 Deprecated

Closure-111 No buggy methods

Mockito-26 No buggy methods

B.3 A statistical summary of the bug detection by SBST

guided by DP

Table B.3 reports the number of bugs detected by SBST guided by DP when using the

12 defect predictor configurations studied in Chapter 6.

B.4 Results of the normality tests

Table B.4 reports the results of the Kolmogorov-Smirnov test for normality of the dis-

tributions of the number of bugs detected by SBST guided by DP when using 12 defect

predictor configurations.
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Table B.3: A statistical summary of the number of bugs detected by SBST guided
by DP when using defect predictors with different recall and precision.

Recall (%) Precision (%) Mean Median

100
100 203.96 204

75 205.16 205

95
100 200.36 200

75 201.72 200

90
100 191.4 192

75 191.52 192

85
100 180.76 182

75 186 187

80
100 176.48 177

75 178.08 178

75
100 166.16 167

75 168.08 169

Table B.4: The results of the Kolmogorov-Smirnov test for normality of the distribu-
tions (α = 0.05) of the number of bugs detected for each combination of the groups of

recall and precision.

Recall (%) Precision (%) Statistic p-value Conclusion

100
100 0.1328 0.7616 Do not reject H0

75 0.1192 0.8694 Do not reject H0

95
100 0.1709 0.4153 Do not reject H0

75 0.1899 0.2908 Do not reject H0

90
100 0.0881 0.9901 Do not reject H0

75 0.1147 0.8974 Do not reject H0

85
100 0.2266 0.1307 Do not reject H0

75 0.1340 0.7484 Do not reject H0

80
100 0.0972 0.9723 Do not reject H0

75 0.1189 0.8712 Do not reject H0

75
100 0.1399 0.6881 Do not reject H0

75 0.1319 0.7705 Do not reject H0

Figure B.1 shows the Q-Q plots of the distributions of the number of bugs detected by

SBST guided by DP for 12 defect predictor configurations.

B.4.1 Bugs having only one buggy method

Table B.5 reports the results of the Kolmogorov-Smirnov test for normality of the dis-

tributions of the number of bugs detected by SBST guided by DP for the six groups of

recall. Only the bugs that have one buggy method are considered.
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Figure B.1: Q-Q plots of the distributions of the number of bugs detected for each
combination of the groups of recall and precision. R = Recall and P = Precision.

Table B.5: The results of the Kolmogorov-Smirnov test for normality of the distribu-
tions (α = 0.05) of the number of bugs detected for the groups of recall. For the bugs

that have one buggy method.

Recall (%) Statistic p-value Conclusion

100 0.1090 0.5685 Do not reject H0

95 0.1427 0.2372 Do not reject H0

90 0.0985 0.7116 Do not reject H0

85 0.1255 0.3812 Do not reject H0

80 0.0835 0.8770 Do not reject H0

75 0.0893 0.8206 Do not reject H0

Figure B.2 shows the Q-Q plots of the distributions of the number of bugs detected by

SBST guided by DP for the six groups of recall. Only the bugs that have one buggy

method are considered.
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Figure B.2: Q-Q plots of the distributions of the number of bugs detected for the
groups of recall. For the bugs that have one buggy method.

B.4.2 Bugs having more than one buggy method

Table B.6 reports the results of the Kolmogorov-Smirnov test for normality of the dis-

tributions of the number of bugs detected by SBST guided by DP for the six groups of

recall. Only the bugs that have more than one buggy method are considered.

Table B.6: The results of the Kolmogorov-Smirnov test for normality of the distribu-
tions (α = 0.05) of the number of bugs detected for the groups of recall. For the bugs

that have more than one buggy method.

Recall (%) Statistic p-value Conclusion

100 0.1885 0.0499 Reject H0

95 0.1366 0.2826 Do not reject H0

90 0.1166 0.4758 Do not reject H0

85 0.1250 0.3864 Do not reject H0

80 0.1685 0.1039 Do not reject H0

75 0.1360 0.2871 Do not reject H0

Figure B.3 shows the Q-Q plots of the distributions of the number of bugs detected by

SBST guided by DP for the six groups of recall. Only the bugs that have more than

one buggy method are considered.
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Figure B.3: Q-Q plots of the distributions of the number of bugs detected for the
groups of recall. For the bugs that have more than one buggy method.

B.5 Results of the Tukey post-hoc test

Table B.7 reports the results of the Tukey’s Honestly-Significant-Difference test with the

Cohen’s d effect sizes for all possible pairs of defect predictor configurations.

B.6 Results of the Games-Howell post-hoc test

Tables B.8 and B.9 report the results of the Games-Howell post-hoc test with the Cohen’s

d effect sizes for all possible pairs of recalls for the bugs having only one buggy method

and the bugs having more than one buggy method, respectively.
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Table B.7: The results of the Tukey’s Honestly-Significant-Difference test with the
Cohen’s d effect sizes for all possible pairs. Diff is the difference in means. Lower and
Upper denote the 95% family-wise confidence levels. R = Recall and P = Precision.

Diff Lower Upper
p-value

adj.

Cohen’s

d

Recall

R=95%-R=100% -3.52 -6.13 -0.91 0.0018 0.77

R=90%-R=100% -13.10 -15.71 -10.49 <0.0001 2.89

R=85%-R=100% -21.18 -23.79 -18.57 <0.0001 4.67

R=80%-R=100% -27.28 -29.89 -24.67 <0.0001 6.01

R=75%-R=100% -37.44 -40.05 -34.83 <0.0001 8.25

R=90%-R=95% -9.58 -12.19 -6.97 <0.0001 2.11

R=85%-R=95% -17.66 -20.27 -15.05 <0.0001 3.89

R=80%-R=95% -23.76 -26.37 -21.15 <0.0001 5.23

R=75%-R=95% -33.92 -36.53 -31.31 <0.0001 7.47

R=85%-R=90% -8.08 -10.69 -5.47 <0.0001 1.78

R=80%-R=90% -14.18 -16.79 -11.57 <0.0001 3.12

R=75%-R=90% -24.34 -26.95 -21.73 <0.0001 5.36

R=80%-R=85% -6.10 -8.71 -3.49 <0.0001 1.34

R=75%-R=85% -16.26 -18.87 -13.65 <0.0001 3.58

R=75%-R=80% -10.16 -12.77 -7.55 <0.0001 2.24

Precision

P=75%-P=100% 1.91 0.87 2.94 0.0003 0.42

Recall:Precision

R=95%:P=100%-R=100%:P=100% -3.60 -7.83 0.63 0.1850 -

R=90%:P=100%-R=100%:P=100% -12.56 -16.79 -8.33 <0.0001 2.77

R=85%:P=100%-R=100%:P=100% -23.20 -27.43 -18.97 <0.0001 5.11

R=80%:P=100%-R=100%:P=100% -27.48 -31.71 -23.25 <0.0001 6.05

R=75%:P=100%-R=100%:P=100% -37.80 -42.03 -33.57 <0.0001 8.33

R=100%:P=75%-R=100%:P=100% 1.20 -3.03 5.43 0.9987 -

R=95%:P=75%-R=100%:P=100% -2.24 -6.47 1.99 0.8465 -

R=90%:P=75%-R=100%:P=100% -12.44 -16.67 -8.21 <0.0001 2.74

R=85%:P=75%-R=100%:P=100% -17.96 -22.19 -13.73 <0.0001 3.96

R=80%:P=75%-R=100%:P=100% -25.88 -30.11 -21.65 <0.0001 5.70

R=75%:P=75%-R=100%:P=100% -35.88 -40.11 -31.65 <0.0001 7.90

R=90%:P=100%-R=95%:P=100% -8.96 -13.19 -4.73 <0.0001 1.97

R=85%:P=100%-R=95%:P=100% -19.60 -23.83 -15.37 <0.0001 4.32

R=80%:P=100%-R=95%:P=100% -23.88 -28.11 -19.65 <0.0001 5.26

R=75%:P=100%-R=95%:P=100% -34.20 -38.43 -29.97 <0.0001 7.53

R=100%:P=75%-R=95%:P=100% 4.80 0.57 9.03 0.0119 1.06

R=95%:P=75%-R=95%:P=100% 1.36 -2.87 5.59 0.9961 -

R=90%:P=75%-R=95%:P=100% -8.84 -13.07 -4.61 <0.0001 1.95

R=85%:P=75%-R=95%:P=100% -14.36 -18.59 -10.13 <0.0001 3.16

R=80%:P=75%-R=95%:P=100% -22.28 -26.51 -18.05 <0.0001 4.91

R=75%:P=75%-R=95%:P=100% -32.28 -36.51 -28.05 <0.0001 7.11
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Table B.7: (continued)

Diff Lower Upper
p-value

adj.

Cohen’s

d

R=85%:P=100%-R=90%:P=100% -10.64 -14.87 -6.41 <0.0001 2.34

R=80%:P=100%-R=90%:P=100% -14.92 -19.15 -10.69 <0.0001 3.29

R=75%:P=100%-R=90%:P=100% -25.24 -29.47 -21.01 <0.0001 5.56

R=100%:P=75%-R=90%:P=100% 13.76 9.53 17.99 <0.0001 3.03

R=95%:P=75%-R=90%:P=100% 10.32 6.09 14.55 <0.0001 2.27

R=90%:P=75%-R=90%:P=100% 0.12 -4.11 4.35 1.0000 -

R=85%:P=75%-R=90%:P=100% -5.40 -9.63 -1.17 0.0021 1.19

R=80%:P=75%-R=90%:P=100% -13.32 -17.55 -9.09 <0.0001 2.93

R=75%:P=75%-R=90%:P=100% -23.32 -27.55 -19.09 <0.0001 5.14

R=80%:P=100%-R=85%:P=100% -4.28 -8.51 -0.05 0.0450 0.94

R=75%:P=100%-R=85%:P=100% -14.60 -18.83 -10.37 <0.0001 3.22

R=100%:P=75%-R=85%:P=100% 24.40 20.17 28.63 <0.0001 5.37

R=95%:P=75%-R=85%:P=100% 20.96 16.73 25.19 <0.0001 4.62

R=90%:P=75%-R=85%:P=100% 10.76 6.53 14.99 <0.0001 2.37

R=85%:P=75%-R=85%:P=100% 5.24 1.01 9.47 0.0034 1.15

R=80%:P=75%-R=85%:P=100% -2.68 -6.91 1.55 0.6336 -

R=75%:P=75%-R=85%:P=100% -12.68 -16.91 -8.45 <0.0001 2.79

R=75%:P=100%-R=80%:P=100% -10.32 -14.55 -6.09 <0.0001 2.27

R=100%:P=75%-R=80%:P=100% 28.68 24.45 32.91 <0.0001 6.32

R=95%:P=75%-R=80%:P=100% 25.24 21.01 29.47 <0.0001 5.56

R=90%:P=75%-R=80%:P=100% 15.04 10.81 19.27 <0.0001 3.31

R=85%:P=75%-R=80%:P=100% 9.52 5.29 13.75 <0.0001 2.10

R=80%:P=75%-R=80%:P=100% 1.60 -2.63 5.83 0.9848 -

R=75%:P=75%-R=80%:P=100% -8.40 -12.63 -4.17 <0.0001 1.85

R=100%:P=75%-R=75%:P=100% 39.00 34.77 43.23 <0.0001 8.59

R=95%:P=75%-R=75%:P=100% 35.56 31.33 39.79 <0.0001 7.83

R=90%:P=75%-R=75%:P=100% 25.36 21.12 29.59 <0.0001 5.59

R=85%:P=75%-R=75%:P=100% 19.84 15.61 24.07 <0.0001 4.37

R=80%:P=75%-R=75%:P=100% 11.92 7.69 16.15 <0.0001 2.63

R=75%:P=75%-R=75%:P=100% 1.92 -2.31 6.15 0.9413 -

R=95%:P=75%-R=100%:P=75% -3.44 -7.67 0.79 0.2433 -

R=90%:P=75%-R=100%:P=75% -13.64 -17.87 -9.41 <0.0001 3.00

R=85%:P=75%-R=100%:P=75% -19.16 -23.39 -14.93 <0.0001 4.22

R=80%:P=75%-R=100%:P=75% -27.08 -31.31 -22.85 <0.0001 5.96

R=75%:P=75%-R=100%:P=75% -37.08 -41.31 -32.85 <0.0001 8.17

R=90%:P=75%-R=95%:P=75% -10.20 -14.43 -5.97 <0.0001 2.25

R=85%:P=75%-R=95%:P=75% -15.72 -19.95 -11.49 <0.0001 3.46

R=80%:P=75%-R=95%:P=75% -23.64 -27.87 -19.41 <0.0001 5.21

R=75%:P=75%-R=95%:P=75% -33.64 -37.87 -29.41 <0.0001 7.41

R=85%:P=75%-R=90%:P=75% -5.52 -9.75 -1.29 0.0014 1.22

R=80%:P=75%-R=90%:P=75% -13.44 -17.67 -9.21 <0.0001 2.96

R=75%:P=75%-R=90%:P=75% -23.44 -27.67 -19.21 <0.0001 5.16
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Table B.7: (continued)

Diff Lower Upper
p-value

adj.

Cohen’s

d

R=80%:P=75%-R=85%:P=75% -7.92 -12.15 -3.69 <0.0001 1.74

R=75%:P=75%-R=85%:P=75% -17.92 -22.15 -13.69 <0.0001 3.95

R=75%:P=75%-R=80%:P=75% -10.00 -14.23 -5.77 <0.0001 2.20

Table B.8: The results of the Games-Howell post-hoc test with the Cohen’s d effect
sizes for all possible pairs. For the bugs that have one buggy method. Mean Diff is
the difference in means. Df is the degree of freedom. Lower and Upper denote the 95%

family-wise confidence levels. R = Recall.

Group
Mean

Diff

Std.

Error
t-value Df p-value Upper Lower

Cohen’s

d

R=100%-

R=95%
-3.70 0.54 4.895 94.79 <0.001 -1.50 -5.90 0.98

R=100%-

R=90%
-10.76 0.48 15.906 97.97 <0.001 -8.79 -12.73 3.18

R=100%-

R=85%
-17.82 0.60 21.195 87.82 <0.001 -15.37 -20.27 4.24

R=100%-

R=80%
-23.84 0.51 33.180 97.09 <0.001 -21.75 -25.93 6.64

R=100%-

R=75%
-30.24 0.62 34.580 85.04 <0.001 -27.69 -32.79 6.92

R=95%-

R=90%
-7.06 0.53 9.411 94.15 <0.001 -4.88 -9.24 1.88

R=95%-

R=85%
-14.12 0.64 15.669 95.35 <0.001 -11.50 -16.74 3.13

R=95%-

R=80%
-20.14 0.56 25.548 97.23 <0.001 -17.85 -22.43 5.11

R=95%-

R=75%
-26.54 0.66 28.455 93.39 <0.001 -23.83 -29.25 5.69

R=90%-

R=85%
-7.06 0.59 8.449 86.92 <0.001 -4.63 -9.50 1.69

R=90%-

R=80%
-13.08 0.50 18.358 96.71 <0.001 -11.01 -15.15 3.67

R=90%-

R=75%
-19.48 0.62 22.402 84.12 <0.001 -16.94 -22.02 4.48

R=85%-

R=80%
-6.02 0.62 6.919 92.15 <0.001 -3.49 -8.55 1.38

R=85%-

R=75%
-12.42 0.71 12.386 97.68 <0.001 -9.51 -15.34 2.48

R=80%-

R=75%
-6.40 0.64 7.090 89.66 <0.001 -3.77 -9.03 1.42
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Table B.9: The results of the Games-Howell post-hoc test with the Cohen’s d effect
sizes for all possible pairs. For the bugs that have more than one buggy method. Mean
Diff is the difference in means. Df is the degree of freedom. Lower and Upper denote

the 95% family-wise confidence levels. R = Recall.

Group
Mean

Diff

Std.

Error
t-value Df p-value Upper Lower

Cohen’s

d

R=100%-

R=95%
0.18 0.34 0.373 97.84 0.999 1.59 -1.23 -

R=100%-

R=90%
-2.34 0.38 4.414 96.27 <0.001 -0.80 -3.88 0.88

R=100%-

R=85%
-3.36 0.36 6.583 97.57 <0.001 -1.88 -4.84 1.32

R=100%-

R=80%
-3.44 0.37 6.620 97.05 <0.001 -1.93 -4.95 1.32

R=100%-

R=75%
-7.20 0.33 15.280 97.11 <0.001 -5.83 -8.57 3.06

R=95%-

R=90%
-2.52 0.37 4.836 95.14 <0.001 -1.00 -4.04 0.97

R=95%-

R=85%
-3.54 0.35 7.064 96.91 <0.001 -2.08 -5.00 1.41

R=95%-

R=80%
-3.62 0.36 7.091 96.15 <0.001 -2.14 -5.11 1.42

R=95%-

R=75%
-7.38 0.33 16.004 97.70 <0.001 -6.04 -8.72 3.20

R=90%-

R=85%
-1.02 0.39 1.868 97.54 0.568 0.43 -2.61 -

R=90%-

R=80%
-1.10 0.39 1.983 97.88 0.360 0.51 -2.71 -

R=90%-

R=75%
-4.86 0.36 9.536 93.20 <0.001 -3.38 -6.34 1.91

R=85%-

R=80%
-0.08 0.38 0.149 97.89 1.000 1.48 -1.64 -

R=85%-

R=75%
-3.84 0.35 7.850 95.53 <0.001 -2.42 -5.26 1.57

R=80%-

R=75%
-3.76 0.35 7.538 94.49 <0.001 -2.31 -5.21 1.51



Appendix C

Impact of Precision for Different

Time Budgets

In Chapter 6, we investigate the impact of the time budget on the conclusions about

sensitivity to the defect prediction precision (see Section 6.3.2.3). In this appendix, we

report the two-way ANOVA test results along with violin and profile plots at various

time budgets from 5 to 60 seconds.

Tables C.1, C.2, C.3, C.4 and C.5 show the summary of the two-way ANOVA test results,

and Figures C.1, C.2, C.3, C.4 and C.5 show the distributions of the number of bugs

detected by SBST guided by DP as violin plots and the profile plot of the mean number

of bugs detected by SBST guided by DP for each combination of the factors of six recalls

and two precisions at time budgets of 5, 10, 15, 30 and 60 seconds, respectively.

C.1 Time Budget = 5 seconds

According to the two-way ANOVA test (Table C.1), recall explains a significant amount

of variation in number of bugs detected by SBST (p-value < 0.001) at 5 seconds time

budget. The effect of recall on bug detection effectiveness is large with an effect size

(ϵ̂2) of 0.68. The test indicates that we cannot reject the null hypothesis that there is

no effect from precision on number of bugs detected (p-value = 0.104). That means we

can assume there is no effect from precision on number of bugs detected at 5 seconds

time budget. These results are consistent with the results at 120 seconds time budget.
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Df Sum Sq Mean Sq F value p-value

Recall 5 15689 3138 133.76 <0.001

Precision 1 63 63 2.67 0.104

Recall:Precision 5 260 52 2.21 0.053

Residuals 288 6756 23.5

Table C.1: Summary of the two-way ANOVA test results. Time Budget = 5 seconds.
Df = degrees of freedom, Sum Sq = sum of squares and Mean sq = mean sum of

squares.

C.2 Time Budget = 10 seconds

According to the two-way ANOVA test (Table C.2), recall explains a significant amount

of variation in number of bugs detected by SBST (p-value < 0.001) at 10 seconds time

budget. The effect of recall on bug detection effectiveness is large with an effect size (ϵ̂2)

of 0.72. The test indicates that we cannot reject the null hypothesis that there is no

effect from precision on number of bugs detected (p-value = 0.336). That means we can

assume there is no effect from precision on number of bugs detected at 10 seconds time

budget. There is an interaction effect between recall and precision on the number of

bugs detected (p-value = 0.026), however this is not practically significant as explained

by a very small effect size of 0.007 (ϵ̂2). These results are consistent with the results at

120 seconds time budget.

Df Sum Sq Mean Sq F value p-value

Recall 5 21468 4294 157.94 <0.001

Precision 1 25 25 0.93 0.336

Recall:Precision 5 353 71 2.60 0.026

Residuals 288 7829 27

Table C.2: Summary of the two-way ANOVA test results. Time Budget = 10 seconds.
Df = degrees of freedom, Sum Sq = sum of squares and Mean sq = mean sum of squares.

C.3 Time Budget = 15 seconds

According to the two-way ANOVA test (Table C.3), recall (p-value < 0.001) and pre-

cision (p-value = 0.010) explain a significant amount of variation in number of bugs

detected by SBST at 15 seconds time budget. The effect of recall on bug detection

effectiveness is large with an effect size (ϵ̂2) of 0.75. The effect of precision at 15 seconds
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Figure C.1: Distributions of the number of bugs detected by SBST guided by DP as
violin plots together with the profile plot of mean number of bugs detected by SBST
guided by DP for each combination of the groups of recall and precision. Time Budget

= 5 seconds.

time budget is not of practical significance as indicated by a very small effect size (ϵ̂2)

of 0.005. There is an interaction effect between recall and precision on the number of

bugs detected (p-value = 0.016), however this is not practically significant as explained

by a very small effect size of 0.007 (ϵ̂2). These results are consistent with the results at

120 seconds time budget.

C.4 Time Budget = 30 seconds

According to the two-way ANOVA test (Table C.4), recall (p-value < 0.001) and pre-

cision (p-value = 0.006) explain a significant amount of variation in number of bugs
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Figure C.2: Distributions of the number of bugs detected by SBST guided by DP as
violin plots together with the profile plot of mean number of bugs detected by SBST
guided by DP for each combination of the groups of recall and precision. Time Budget

= 10 seconds.

detected by SBST at 30 seconds time budget. The effect of recall on bug detection

effectiveness is large with an effect size (ϵ̂2) of 0.83. The effect of precision at 30 seconds

time budget is not of practical significance as indicated by a very small effect size (ϵ̂2)

of 0.004. There is an interaction effect between recall and precision on the number of

bugs detected (p-value = 0.034), however this is not practically significant as explained

by a very small effect size of 0.004 (ϵ̂2). These results are consistent with the results at

120 seconds time budget.
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Df Sum Sq Mean Sq F value p-value

Recall 5 26849 5370 189.64 <0.001

Precision 1 190 190 6.72 0.010

Recall:Precision 5 403 81 2.85 0.016

Residuals 288 8155 28

Table C.3: Summary of the two-way ANOVA test results. Time Budget = 15 seconds.
Df = degrees of freedom, Sum Sq = sum of squares and Mean sq = mean sum of squares.

Df Sum Sq Mean Sq F value p-value

Recall 5 37820 7564 297.38 <0.001

Precision 1 197 197 7.74 0.006

Recall:Precision 5 312 62 2.45 0.034

Residuals 288 7325 25

Table C.4: Summary of the two-way ANOVA test results. Time Budget = 30 seconds.
Df = degrees of freedom, Sum Sq = sum of squares and Mean sq = mean sum of squares.

C.5 Time Budget = 60 seconds

According to the two-way ANOVA test (Table C.5), recall (p-value < 0.001) and pre-

cision (p-value = 0.003) explain a significant amount of variation in number of bugs

detected by SBST at 60 seconds time budget. The effect of recall on bug detection

effectiveness is large with an effect size (ϵ̂2) of 0.86. The effect of precision at 60 seconds

time budget is not of practical significance as indicated by a very small effect size (ϵ̂2)

of 0.004. There is an interaction effect between recall and precision on the number of

bugs detected (p-value = 0.041), however this is not practically significant as explained

by a very small effect size of 0.003 (ϵ̂2). These results are consistent with the results at

120 seconds time budget.

Df Sum Sq Mean Sq F value p-value

Recall 5 43529 8706 385.22 <0.001

Precision 1 203 203 9.00 0.003

Recall:Precision 5 265 53 2.35 0.041

Residuals 288 6509 23

Table C.5: Summary of the two-way ANOVA test results. Time Budget = 60 seconds.
Df = degrees of freedom, Sum Sq = sum of squares and Mean sq = mean sum of squares.
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Figure C.3: Distributions of the number of bugs detected by SBST guided by DP as
violin plots together with the profile plot of mean number of bugs detected by SBST
guided by DP for each combination of the groups of recall and precision. Time Budget

= 15 seconds.
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Figure C.4: Distributions of the number of bugs detected by SBST guided by DP as
violin plots together with the profile plot of mean number of bugs detected by SBST
guided by DP for each combination of the groups of recall and precision. Time Budget

= 30 seconds.
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Figure C.5: Distributions of the number of bugs detected by SBST guided by DP as
violin plots together with the profile plot of mean number of bugs detected by SBST
guided by DP for each combination of the groups of recall and precision. Time Budget

= 60 seconds.



Appendix D

Guiding the Search Process with

Defect Prediction

D.1 Overview of the success rates of PreMOSA and Dy-

naMOSA

Tables D.1 and D.2 show comparisons of the success rates for each bug by PreMOSA-100

against DynaMOSA and PreMOSA-75 against DynaMOSA, respectively.

D.2 Bug detection results of PreMOSA and DynaMOSA

over the time budget spent

Tables D.3 and D.4 report statistical summary and the results of the statistical tests of

the comparisons of the number of bugs detected by PreMOSA-100 against DynaMOSA

and PreMOSA-75 against DynaMOSA over the time budget spent.

D.3 Bug detection results comparison of PreMOSA-100

against PreMOSA-75 over the time budget spent

Table D.5 reports a statistical summary and the results of the one-tailed Mann-Whitney

U-Test of the comparison of the number of bugs detected by PreMOSA-100 against

175
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PreMOSA-75 over the time budget spent.
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Table D.1: Success rate for PreMOSA-100 and DynaMOSA at 2 minutes. Bug
IDs that were detected by only one approach are highlighted with different colours;

PreMOSA-100 and DynaMOSA .

Bug ID PreMOSA-100 DynaMOSA

Lang-1 1 1

Lang-4 1 1

Lang-5 0.64 0.88

Lang-7 1 1

Lang-8 0.8 0.8

Lang-9 1 1

Lang-10 1 1

Lang-11 1 1

Lang-12 0.92 0.96

Lang-14 0.84 0.08

Lang-16 0.6 0.52

Lang-17 0 0.04

Lang-18 1 1

Lang-19 1 0.72

Lang-20 1 0.56

Lang-21 0.36 0.68

Lang-22 1 1

Lang-24 0.04 0.08

Lang-27 1 1

Lang-28 0.04 0

Lang-32 0.32 0.12

Lang-33 1 1

Lang-34 0.24 0.32

Lang-35 1 0.96

Lang-36 1 1

Lang-37 0.6 0.68

Lang-39 1 1

Lang-41 1 1

Lang-44 1 1

Lang-45 1 1

Lang-46 1 1

Lang-47 0.96 0.96

Lang-49 0.96 0.88

Lang-50 0.96 0.88

Lang-51 0.68 0.8

Lang-52 1 1

Lang-53 1 0.84

Lang-54 0.4 0.4

Lang-55 0.92 0.24

Lang-57 1 1

Lang-58 0.92 0.8

Lang-59 0.96 1

Lang-60 1 0.88

Lang-61 1 1

Lang-65 1 1

Math-1 1 1

Bug ID PreMOSA-100 DynaMOSA

Math-2 0.36 0.4

Math-3 1 1

Math-4 1 1

Math-5 1 1

Math-6 1 1

Math-9 1 0.96

Math-10 0.08 0.04

Math-11 0.76 0.8

Math-14 1 1

Math-15 0.28 0.12

Math-16 0.52 0.24

Math-21 0.8 0.84

Math-22 1 1

Math-23 0.8 0.84

Math-24 0.88 0.88

Math-25 0.32 0.4

Math-26 1 1

Math-27 1 1

Math-28 0.04 0.04

Math-29 1 1

Math-32 1 1

Math-33 1 0.8

Math-35 1 1

Math-36 0.72 0.44

Math-37 1 1

Math-38 0.04 0.04

Math-40 1 1

Math-41 0.92 0.8

Math-42 1 0.96

Math-43 0.96 0.8

Math-45 0.88 0.8

Math-46 1 1

Math-47 1 1

Math-48 0.84 1

Math-49 1 0.84

Math-50 0.96 0.84

Math-51 0.68 0.76

Math-52 1 1

Math-53 1 1

Math-55 1 1

Math-56 1 1

Math-59 1 1

Math-60 1 0.96

Math-61 1 1

Math-63 1 0.96

Math-64 0.04 0
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Table D.1: (continued)

Bug ID PreMOSA-100 DynaMOSA

Math-65 1 0.84

Math-66 1 1

Math-67 1 1

Math-68 1 1

Math-69 0.16 0

Math-70 1 1

Math-71 0.92 0.96

Math-72 1 1

Math-73 1 1

Math-74 0.24 0.04

Math-75 1 1

Math-76 0.64 0.52

Math-77 1 1

Math-78 0.88 1

Math-79 0.96 0.28

Math-80 0.68 0.2

Math-81 0.52 0.2

Math-82 0.48 0.48

Math-83 1 0.96

Math-84 0.24 0.16

Math-85 1 1

Math-86 0.92 0.92

Math-87 1 1

Math-88 1 0.92

Math-89 1 1

Math-90 1 1

Math-92 1 1

Math-93 0.88 0.6

Math-94 0.84 0.72

Math-95 1 1

Math-96 1 1

Math-97 1 1

Math-98 1 1

Math-99 0.32 0.04

Math-100 1 1

Math-101 1 1

Math-102 1 1

Math-103 1 1

Math-105 1 1

Math-106 0.08 0.12

Time-1 1 1

Time-2 1 1

Time-3 0.88 0.32

Time-4 1 1

Time-5 1 1

Time-6 1 1

Time-7 0.32 0.2

Time-8 1 1

Bug ID PreMOSA-100 DynaMOSA

Time-9 1 1

Time-10 1 1

Time-12 1 1

Time-13 0.72 0.84

Time-14 1 1

Time-15 1 0.96

Time-16 0.48 0.08

Time-17 1 1

Time-20 0.2 0

Time-23 1 0.2

Time-24 1 1

Time-25 0.48 0.08

Time-26 0.36 0.48

Time-27 1 1

Chart-1 1 0.44

Chart-2 0.32 0.16

Chart-3 0.88 1

Chart-4 1 0.96

Chart-5 1 1

Chart-6 1 1

Chart-7 1 0.88

Chart-8 1 1

Chart-9 0.24 0.28

Chart-10 1 1

Chart-11 1 1

Chart-12 1 0.92

Chart-13 0.92 1

Chart-14 1 1

Chart-15 1 1

Chart-16 1 1

Chart-17 1 1

Chart-18 1 1

Chart-19 0.96 0.96

Chart-20 0.88 0.72

Chart-21 1 0.84

Chart-22 1 1

Chart-24 1 1

Chart-25 0.12 0

Chart-26 0.64 0.2

Closure-4 0.04 0

Closure-6 0.12 0.56

Closure-7 0.88 0.6

Closure-9 0.48 0.48

Closure-12 0.84 0.92

Closure-13 0.08 0.04

Closure-18 0.32 0.04

Closure-19 0.92 0.36

Closure-21 1 0.92
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Table D.1: (continued)

Bug ID PreMOSA-100 DynaMOSA

Closure-22 1 0.92

Closure-26 1 0.96

Closure-27 1 1

Closure-30 1 1

Closure-33 0.96 1

Closure-34 0.24 0.08

Closure-39 1 1

Closure-40 0 0.08

Closure-41 0.76 0.8

Closure-42 0 0.08

Closure-43 0.12 0.12

Closure-45 0.04 0.16

Closure-46 1 1

Closure-48 0.04 0.04

Closure-49 0.8 0.92

Closure-52 1 0.92

Closure-54 1 1

Closure-55 0 0.04

Closure-56 1 1

Closure-57 0 0.04

Closure-58 0.04 0.04

Closure-60 0.84 0.12

Closure-65 0.92 0.96

Closure-68 0 0.04

Closure-69 0.04 0

Closure-70 0.04 0

Closure-71 0.04 0.04

Closure-72 1 1

Closure-73 0.92 0.96

Closure-75 0.64 0

Closure-76 0.04 0.12

Closure-77 0.96 0.88

Closure-79 1 1

Closure-80 1 0.52

Closure-81 0.6 0.36

Closure-82 1 0.96

Closure-85 0.08 0

Closure-86 1 0.04

Closure-89 0.04 0.04

Closure-91 0.92 0.76

Closure-92 0.12 0.04

Closure-94 0.88 0.36

Closure-95 0.12 0

Closure-99 0.2 0.2

Closure-100 1 0.96

Closure-101 0.04 0

Closure-102 0.36 0.2

Closure-103 0.12 0.04

Bug ID PreMOSA-100 DynaMOSA

Closure-104 1 0.84

Closure-106 1 1

Closure-107 0 0.04

Closure-108 0.6 0.52

Closure-110 1 1

Closure-112 0.12 0.28

Closure-113 0.64 0.84

Closure-114 0.6 0.88

Closure-115 0.76 0.8

Closure-116 0.64 0.72

Closure-117 0.44 0.52

Closure-118 0.08 0.24

Closure-119 0.52 0.88

Closure-120 0.64 0.76

Closure-121 0.92 0.88

Closure-122 0.04 0.08

Closure-123 0.44 0.4

Closure-124 0.84 0.6

Closure-125 0.28 0.6

Closure-128 0.8 0.48

Closure-129 0.44 0.48

Closure-131 1 1

Closure-136 0.12 0.12

Closure-137 1 0.92

Closure-139 0.24 0.24

Closure-140 1 0.96

Closure-141 1 0.72

Closure-142 0 0.04

Closure-143 0 0.04

Closure-144 0.6 0.4

Closure-146 0.36 0.24

Closure-147 0.04 0.2

Closure-148 0.04 0.04

Closure-150 0.84 1

Closure-151 1 0.4

Closure-152 0.04 0.08

Closure-153 0.08 0

Closure-155 0.64 0.28

Closure-156 0.12 0.12

Closure-157 0.16 0.04

Closure-158 0.04 0

Closure-160 0.68 0.24

Closure-162 0.04 0.04

Closure-164 0.96 1

Closure-165 1 1

Closure-166 0.04 0

Closure-167 0.4 0.44

Closure-170 0.84 1
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Table D.1: (continued)

Bug ID PreMOSA-100 DynaMOSA

Closure-171 0.84 0.88

Closure-172 0.6 0.8

Closure-173 1 0.92

Closure-174 1 1

Closure-175 0.76 0.4

Closure-176 0.2 0.2

Mockito-2 1 1

Bug ID PreMOSA-100 DynaMOSA

Mockito-4 0.12 0

Mockito-9 0.4 0

Mockito-17 1 1

Mockito-23 0 0.04

Mockito-29 0.76 0.68

Mockito-35 1 1
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Table D.2: Success rate for PreMOSA-75 and DynaMOSA at 2 minutes. Bug IDs that
were detected by only one approach are highlighted with different colours; PreMOSA-75

and DynaMOSA .

Bug ID PreMOSA-75 DynaMOSA

Lang-1 1 1

Lang-4 1 1

Lang-5 0.76 0.88

Lang-7 1 1

Lang-8 0.84 0.8

Lang-9 1 1

Lang-10 1 1

Lang-11 0.96 1

Lang-12 1 0.96

Lang-14 0.72 0.08

Lang-16 0.72 0.52

Lang-17 0.08 0.04

Lang-18 1 1

Lang-19 1 0.72

Lang-20 1 0.56

Lang-21 0.28 0.68

Lang-22 1 1

Lang-24 0 0.08

Lang-27 1 1

Lang-32 0.24 0.12

Lang-33 1 1

Lang-34 0.36 0.32

Lang-35 1 0.96

Lang-36 1 1

Lang-37 0.6 0.68

Lang-39 1 1

Lang-41 1 1

Lang-44 1 1

Lang-45 1 1

Lang-46 1 1

Lang-47 0.96 0.96

Lang-49 1 0.88

Lang-50 0.96 0.88

Lang-51 0.8 0.8

Lang-52 1 1

Lang-53 1 0.84

Lang-54 0.4 0.4

Lang-55 0.88 0.24

Lang-57 1 1

Lang-58 0.92 0.8

Lang-59 0.92 1

Lang-60 1 0.88

Lang-61 0.96 1

Lang-65 1 1

Math-1 1 1

Math-2 0.44 0.4

Bug ID PreMOSA-75 DynaMOSA

Math-3 1 1

Math-4 1 1

Math-5 1 1

Math-6 1 1

Math-8 0.08 0

Math-9 1 0.96

Math-10 0.04 0.04

Math-11 0.84 0.8

Math-14 1 1

Math-15 0.16 0.12

Math-16 0.16 0.24

Math-21 0.8 0.84

Math-22 1 1

Math-23 0.72 0.84

Math-24 0.88 0.88

Math-25 0.28 0.4

Math-26 1 1

Math-27 1 1

Math-28 0.04 0.04

Math-29 1 1

Math-32 1 1

Math-33 0.92 0.8

Math-35 1 1

Math-36 0.72 0.44

Math-37 1 1

Math-38 0 0.04

Math-39 0.08 0

Math-40 1 1

Math-41 0.92 0.8

Math-42 1 0.96

Math-43 0.84 0.8

Math-45 0.92 0.8

Math-46 1 1

Math-47 1 1

Math-48 0.84 1

Math-49 1 0.84

Math-50 0.88 0.84

Math-51 0.68 0.76

Math-52 1 1

Math-53 1 1

Math-55 1 1

Math-56 1 1

Math-59 1 1

Math-60 1 0.96

Math-61 1 1

Math-63 0.96 0.96
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Table D.2: (continued)

Bug ID PreMOSA-75 DynaMOSA

Math-64 0.08 0

Math-65 0.88 0.84

Math-66 1 1

Math-67 1 1

Math-68 1 1

Math-69 0.12 0

Math-70 1 1

Math-71 0.92 0.96

Math-72 1 1

Math-73 1 1

Math-74 0.28 0.04

Math-75 1 1

Math-76 0.48 0.52

Math-77 1 1

Math-78 0.88 1

Math-79 0.92 0.28

Math-80 0.32 0.2

Math-81 0.44 0.2

Math-82 0.68 0.48

Math-83 1 0.96

Math-84 0.36 0.16

Math-85 1 1

Math-86 1 0.92

Math-87 1 1

Math-88 0.96 0.92

Math-89 1 1

Math-90 1 1

Math-92 1 1

Math-93 0.8 0.6

Math-94 0.92 0.72

Math-95 1 1

Math-96 1 1

Math-97 1 1

Math-98 1 1

Math-99 0.16 0.04

Math-100 1 1

Math-101 1 1

Math-102 1 1

Math-103 1 1

Math-105 1 1

Math-106 0.08 0.12

Time-1 1 1

Time-2 1 1

Time-3 0.92 0.32

Time-4 1 1

Time-5 1 1

Time-6 1 1

Time-7 0.16 0.2

Bug ID PreMOSA-75 DynaMOSA

Time-8 1 1

Time-9 1 1

Time-10 0.88 1

Time-12 1 1

Time-13 0.72 0.84

Time-14 1 1

Time-15 1 0.96

Time-16 0.36 0.08

Time-17 1 1

Time-20 0.24 0

Time-23 0.96 0.2

Time-24 1 1

Time-25 0.2 0.08

Time-26 0.6 0.48

Time-27 1 1

Chart-1 0.92 0.44

Chart-2 0.68 0.16

Chart-3 0.96 1

Chart-4 1 0.96

Chart-5 1 1

Chart-6 1 1

Chart-7 1 0.88

Chart-8 1 1

Chart-9 0.16 0.28

Chart-10 1 1

Chart-11 0.96 1

Chart-12 0.96 0.92

Chart-13 0.68 1

Chart-14 1 1

Chart-15 1 1

Chart-16 1 1

Chart-17 1 1

Chart-18 1 1

Chart-19 1 0.96

Chart-20 0.76 0.72

Chart-21 0.96 0.84

Chart-22 1 1

Chart-24 1 1

Chart-25 0.12 0

Chart-26 0.28 0.2

Closure-4 0.12 0

Closure-6 0.2 0.56

Closure-7 0.72 0.6

Closure-9 0.68 0.48

Closure-10 0.04 0

Closure-12 0.84 0.92

Closure-13 0.16 0.04

Closure-18 0.12 0.04
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Table D.2: (continued)

Bug ID PreMOSA-75 DynaMOSA

Closure-19 0.72 0.36

Closure-21 1 0.92

Closure-22 1 0.92

Closure-25 0.04 0

Closure-26 1 0.96

Closure-27 0.84 1

Closure-30 1 1

Closure-33 0.96 1

Closure-34 0.4 0.08

Closure-39 1 1

Closure-40 0 0.08

Closure-41 0.72 0.8

Closure-42 0 0.08

Closure-43 0.08 0.12

Closure-45 0.04 0.16

Closure-46 1 1

Closure-48 0.08 0.04

Closure-49 0.8 0.92

Closure-50 0.04 0

Closure-52 1 0.92

Closure-54 1 1

Closure-55 0.08 0.04

Closure-56 1 1

Closure-57 0.04 0.04

Closure-58 0 0.04

Closure-60 0.8 0.12

Closure-65 1 0.96

Closure-66 0.04 0

Closure-67 0.04 0

Closure-68 0.04 0.04

Closure-70 0.16 0

Closure-71 0.12 0.04

Closure-72 1 1

Closure-73 1 0.96

Closure-75 0.72 0

Closure-76 0.04 0.12

Closure-77 0.88 0.88

Closure-79 1 1

Closure-80 1 0.52

Closure-81 0.4 0.36

Closure-82 1 0.96

Closure-85 0.04 0

Closure-86 0.6 0.04

Closure-89 0.08 0.04

Closure-90 0.04 0

Closure-91 0.72 0.76

Closure-92 0 0.04

Closure-94 0.84 0.36

Bug ID PreMOSA-75 DynaMOSA

Closure-95 0.12 0

Closure-99 0.08 0.2

Closure-100 0.96 0.96

Closure-102 0.16 0.2

Closure-103 0.12 0.04

Closure-104 1 0.84

Closure-106 0.96 1

Closure-107 0 0.04

Closure-108 0.64 0.52

Closure-110 1 1

Closure-112 0.28 0.28

Closure-113 0.76 0.84

Closure-114 0.8 0.88

Closure-115 0.76 0.8

Closure-116 0.72 0.72

Closure-117 0.36 0.52

Closure-118 0.08 0.24

Closure-119 0.76 0.88

Closure-120 0.68 0.76

Closure-121 0.92 0.88

Closure-122 0.28 0.08

Closure-123 0.44 0.4

Closure-124 0.64 0.6

Closure-125 0.28 0.6

Closure-128 0.8 0.48

Closure-129 0.44 0.48

Closure-131 1 1

Closure-136 0.24 0.12

Closure-137 0.96 0.92

Closure-139 0.24 0.24

Closure-140 0.88 0.96

Closure-141 0.96 0.72

Closure-142 0 0.04

Closure-143 0.04 0.04

Closure-144 0.48 0.4

Closure-146 0.44 0.24

Closure-147 0.24 0.2

Closure-148 0.28 0.04

Closure-150 0.84 1

Closure-151 0.8 0.4

Closure-152 0.04 0.08

Closure-153 0.12 0

Closure-154 0.04 0

Closure-155 0.6 0.28

Closure-156 0.12 0.12

Closure-157 0.2 0.04

Closure-160 0.88 0.24

Closure-162 0 0.04
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Table D.2: (continued)

Bug ID PreMOSA-75 DynaMOSA

Closure-164 1 1

Closure-165 1 1

Closure-166 0.04 0

Closure-167 0.6 0.44

Closure-170 0.88 1

Closure-171 0.72 0.88

Closure-172 0.64 0.8

Closure-173 1 0.92

Closure-174 1 1

Bug ID PreMOSA-75 DynaMOSA

Closure-175 0.88 0.4

Closure-176 0.2 0.2

Mockito-2 1 1

Mockito-4 0.16 0

Mockito-9 0.6 0

Mockito-17 1 1

Mockito-23 0 0.04

Mockito-29 0.84 0.68

Mockito-35 1 1
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Table D.3: Mean and median number of bugs detected by PreMOSA-100 and Dy-
naMOSA over the time budget spent.

Time (s)
Mean Median

p-value Â12
PreMOSA

-100

Dyna-

MOSA

PreMOSA

-100

Dyna-

MOSA

1 42.88 51.60 42 52 <0.0001 0.03

2 62.40 64.28 63 64 0.0487 0.34

3 78.16 75.28 79 74 0.0239 0.69

4 89.52 82.80 90 82 <0.0001 0.88

5 99.48 89.36 99 89 <0.0001 0.96

6 108.12 95.56 108 97 <0.0001 0.97

7 116.00 100.64 116 101 <0.0001 0.99

8 121.68 105.00 123 105 <0.0001 1.00

9 125.92 109.28 127 109 <0.0001 1.00

10 129.48 112.40 130 112 <0.0001 1.00

11 133.28 114.80 134 114 <0.0001 1.00

12 136.48 118.08 137 118 <0.0001 1.00

13 139.68 121.04 140 121 <0.0001 1.00

14 142.48 123.48 143 124 <0.0001 1.00

15 145.20 126.00 146 127 <0.0001 1.00

16 147.32 128.20 148 128 <0.0001 1.00

17 149.28 130.36 149 131 <0.0001 1.00

18 151.44 132.24 152 132 <0.0001 1.00

19 153.32 134.00 153 134 <0.0001 1.00

20 155.40 135.60 155 135 <0.0001 1.00

21 157.08 137.48 156 138 <0.0001 1.00

22 159.16 139.16 159 139 <0.0001 1.00

23 161.00 140.48 160 140 <0.0001 1.00

24 162.68 142.16 163 142 <0.0001 1.00

25 164.12 143.80 164 144 <0.0001 1.00

26 165.12 144.76 165 145 <0.0001 1.00

27 166.36 145.88 167 145 <0.0001 1.00

28 167.32 147.12 168 147 <0.0001 1.00

29 168.28 148.32 169 149 <0.0001 1.00

30 169.48 149.56 170 150 <0.0001 1.00

31 170.52 150.76 171 152 <0.0001 1.00

32 171.36 152.04 172 153 <0.0001 1.00

33 172.04 152.92 172 154 <0.0001 1.00

34 172.72 153.96 174 155 <0.0001 1.00

35 173.36 155.56 174 156 <0.0001 1.00

36 174.92 156.16 175 156 <0.0001 1.00

37 175.48 157.00 177 157 <0.0001 1.00

38 176.48 158.08 177 159 <0.0001 1.00

39 177.32 158.84 178 161 <0.0001 1.00

40 178.20 159.88 179 161 <0.0001 1.00
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Table D.3: (continued)

Time (s)
Mean Median

p-value Â12
PreMOSA

-100

Dyna-

MOSA

PreMOSA

-100

Dyna-

MOSA

41 178.88 160.60 180 162 <0.0001 1.00

42 179.80 161.56 181 163 <0.0001 1.00

43 180.68 162.20 181 164 <0.0001 1.00

44 181.28 162.72 182 164 <0.0001 1.00

45 181.84 163.64 183 165 <0.0001 1.00

46 182.32 164.40 183 166 <0.0001 1.00

47 183.12 164.96 183 166 <0.0001 1.00

48 183.80 165.64 184 167 <0.0001 1.00

49 184.36 166.72 185 167 <0.0001 1.00

50 184.80 167.64 185 168 <0.0001 1.00

51 185.48 168.00 186 169 <0.0001 1.00

52 186.04 168.80 186 170 <0.0001 1.00

53 186.84 169.24 186 170 <0.0001 1.00

54 187.52 169.96 187 171 <0.0001 1.00

55 188.20 170.56 188 171 <0.0001 1.00

56 188.80 171.48 189 172 <0.0001 1.00

57 189.20 172.08 189 172 <0.0001 1.00

58 190.00 172.72 190 172 <0.0001 1.00

59 190.68 173.24 191 173 <0.0001 1.00

60 190.96 173.80 191 174 <0.0001 1.00

61 191.52 174.40 192 174 <0.0001 1.00

62 192.08 175.04 193 174 <0.0001 1.00

63 192.48 175.64 193 174 <0.0001 1.00

64 193.04 176.24 193 175 <0.0001 1.00

65 193.48 176.64 193 175 <0.0001 1.00

66 193.76 177.04 193 176 <0.0001 1.00

67 194.00 177.44 193 176 <0.0001 1.00

68 194.36 178.04 194 177 <0.0001 1.00

69 195.04 178.52 195 177 <0.0001 1.00

70 195.52 179.20 195 179 <0.0001 1.00

71 195.84 179.76 195 179 <0.0001 1.00

72 196.16 180.20 196 181 <0.0001 1.00

73 196.68 180.68 197 181 <0.0001 1.00

74 197.04 181.08 197 181 <0.0001 1.00

75 197.52 181.56 198 181 <0.0001 1.00

76 197.92 182.12 198 182 <0.0001 0.99

77 198.24 182.36 198 182 <0.0001 0.99

78 198.60 183.08 198 182 <0.0001 1.00

79 199.04 183.40 198 182 <0.0001 1.00

80 199.36 183.80 198 183 <0.0001 0.99

81 199.52 184.36 198 184 <0.0001 0.99
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Table D.3: (continued)

Time (s)
Mean Median

p-value Â12
PreMOSA

-100

Dyna-

MOSA

PreMOSA

-100

Dyna-

MOSA

82 199.84 184.80 199 184 <0.0001 0.99

83 200.28 185.24 199 185 <0.0001 0.98

84 200.68 185.76 200 185 <0.0001 0.98

85 200.88 186.08 200 185 <0.0001 0.98

86 201.16 186.28 201 186 <0.0001 0.98

87 201.56 186.60 201 186 <0.0001 0.99

88 202.08 186.80 202 187 <0.0001 0.99

89 202.56 187.00 202 187 <0.0001 0.99

90 203.16 187.32 203 187 <0.0001 0.99

91 203.40 187.44 203 187 <0.0001 0.99

92 203.72 187.84 203 187 <0.0001 0.99

93 204.00 188.24 203 187 <0.0001 0.99

94 204.52 188.68 203 188 <0.0001 0.99

95 204.88 189.16 204 189 <0.0001 0.99

96 205.16 189.48 204 189 <0.0001 0.99

97 205.48 189.92 205 191 <0.0001 0.99

98 205.92 190.20 205 191 <0.0001 0.99

99 206.12 190.56 205 191 <0.0001 0.99

100 206.44 190.76 205 191 <0.0001 0.99

101 206.88 191.04 206 191 <0.0001 0.99

102 207.08 191.24 206 191 <0.0001 0.99

103 207.20 191.52 206 191 <0.0001 0.99

104 207.64 192.08 206 192 <0.0001 0.99

105 208.00 192.56 208 192 <0.0001 0.99

106 208.32 192.88 208 192 <0.0001 0.99

107 208.76 193.28 208 193 <0.0001 0.99

108 209.20 193.52 210 193 <0.0001 0.99

109 209.32 193.72 210 193 <0.0001 0.99

110 209.64 194.16 210 194 <0.0001 0.99

111 210.32 194.32 210 194 <0.0001 0.99

112 210.64 194.68 210 195 <0.0001 1.00

113 210.96 194.76 210 195 <0.0001 1.00

114 211.44 194.96 210 196 <0.0001 0.99

115 211.76 195.36 211 196 <0.0001 0.99

116 212.04 195.72 212 196 <0.0001 0.99

117 212.44 196.20 213 197 <0.0001 0.99

118 212.76 196.40 213 197 <0.0001 0.99

119 213.12 196.68 213 197 <0.0001 1.00

120 213.56 197.16 213 197 <0.0001 0.99
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Table D.4: Mean and median number of bugs detected by PreMOSA-75 and Dy-
naMOSA over the time budget spent.

Time (s)
Mean Median

p-value Â12
PreMOSA

-75

Dyna-

MOSA

PreMOSA

-75

Dyna-

MOSA

1 43.60 51.60 43 52 <0.0001 0.08

2 62.96 64.28 63 64 0.2792 0.41

3 77.76 75.28 78 74 0.0336 0.67

4 88.28 82.80 88 82 <0.0001 0.87

5 97.64 89.36 98 89 <0.0001 0.94

6 106.28 95.56 107 97 <0.0001 0.94

7 112.84 100.64 113 101 <0.0001 0.97

8 117.68 105.00 118 105 <0.0001 0.97

9 122.56 109.28 123 109 <0.0001 0.99

10 126.44 112.40 127 112 <0.0001 0.98

11 129.76 114.80 130 114 <0.0001 0.99

12 133.08 118.08 134 118 <0.0001 0.99

13 136.44 121.04 137 121 <0.0001 0.99

14 138.72 123.48 139 124 <0.0001 0.99

15 141.36 126.00 141 127 <0.0001 1.00

16 143.76 128.20 143 128 <0.0001 1.00

17 145.92 130.36 145 131 <0.0001 1.00

18 148.32 132.24 147 132 <0.0001 1.00

19 150.12 134.00 149 134 <0.0001 1.00

20 151.76 135.60 151 135 <0.0001 1.00

21 153.96 137.48 153 138 <0.0001 1.00

22 155.88 139.16 155 139 <0.0001 1.00

23 157.12 140.48 156 140 <0.0001 1.00

24 158.36 142.16 158 142 <0.0001 1.00

25 159.40 143.80 160 144 <0.0001 1.00

26 160.72 144.76 160 145 <0.0001 1.00

27 161.72 145.88 161 145 <0.0001 1.00

28 163.08 147.12 162 147 <0.0001 1.00

29 164.16 148.32 164 149 <0.0001 1.00

30 165.44 149.56 165 150 <0.0001 1.00

31 166.60 150.76 166 152 <0.0001 1.00

32 167.48 152.04 166 153 <0.0001 1.00

33 168.44 152.92 167 154 <0.0001 1.00

34 169.68 153.96 170 155 <0.0001 1.00

35 171.12 155.56 171 156 <0.0001 1.00

36 172.04 156.16 172 156 <0.0001 1.00

37 172.92 157.00 173 157 <0.0001 1.00

38 173.84 158.08 175 159 <0.0001 1.00

39 174.88 158.84 176 161 <0.0001 1.00

40 175.48 159.88 176 161 <0.0001 1.00
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Table D.4: (continued)

Time (s)
Mean Median

p-value Â12
PreMOSA

-75

Dyna-

MOSA

PreMOSA

-75

Dyna-

MOSA

41 176.44 160.60 178 162 <0.0001 1.00

42 177.44 161.56 178 163 <0.0001 1.00

43 178.12 162.20 179 164 <0.0001 1.00

44 178.88 162.72 179 164 <0.0001 1.00

45 179.36 163.64 179 165 <0.0001 1.00

46 180.12 164.40 180 166 <0.0001 1.00

47 180.68 164.96 181 166 <0.0001 1.00

48 181.32 165.64 181 167 <0.0001 1.00

49 181.92 166.72 183 167 <0.0001 1.00

50 182.56 167.64 183 168 <0.0001 1.00

51 183.12 168.00 184 169 <0.0001 1.00

52 183.72 168.80 185 170 <0.0001 0.99

53 184.44 169.24 185 170 <0.0001 1.00

54 185.12 169.96 186 171 <0.0001 0.99

55 185.72 170.56 186 171 <0.0001 0.99

56 186.40 171.48 187 172 <0.0001 0.99

57 186.96 172.08 188 172 <0.0001 0.99

58 187.32 172.72 188 172 <0.0001 0.99

59 188.00 173.24 190 173 <0.0001 0.99

60 188.52 173.80 190 174 <0.0001 0.99

61 189.28 174.40 190 174 <0.0001 0.99

62 189.80 175.04 191 174 <0.0001 0.99

63 190.28 175.64 191 174 <0.0001 0.98

64 190.92 176.24 192 175 <0.0001 0.98

65 191.64 176.64 192 175 <0.0001 0.98

66 192.08 177.04 192 176 <0.0001 0.98

67 192.60 177.44 193 176 <0.0001 0.99

68 192.92 178.04 194 177 <0.0001 0.99

69 193.44 178.52 194 177 <0.0001 0.98

70 194.08 179.20 195 179 <0.0001 0.97

71 194.44 179.76 195 179 <0.0001 0.98

72 194.80 180.20 196 181 <0.0001 0.98

73 195.20 180.68 196 181 <0.0001 0.97

74 195.92 181.08 196 181 <0.0001 0.97

75 196.44 181.56 196 181 <0.0001 0.97

76 196.88 182.12 197 182 <0.0001 0.97

77 197.56 182.36 199 182 <0.0001 0.97

78 197.88 183.08 199 182 <0.0001 0.96

79 198.24 183.40 199 182 <0.0001 0.96

80 198.56 183.80 199 183 <0.0001 0.96

81 198.88 184.36 200 184 <0.0001 0.96
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Table D.4: (continued)

Time (s)
Mean Median

p-value Â12
PreMOSA

-75

Dyna-

MOSA

PreMOSA

-75

Dyna-

MOSA

82 199.12 184.80 201 184 <0.0001 0.95

83 199.68 185.24 201 185 <0.0001 0.95

84 200.04 185.76 201 185 <0.0001 0.95

85 200.36 186.08 201 185 <0.0001 0.95

86 200.92 186.28 201 186 <0.0001 0.96

87 201.32 186.60 201 186 <0.0001 0.96

88 201.76 186.80 201 187 <0.0001 0.97

89 202.20 187.00 201 187 <0.0001 0.97

90 202.56 187.32 202 187 <0.0001 0.97

91 202.76 187.44 203 187 <0.0001 0.97

92 203.28 187.84 204 187 <0.0001 0.97

93 203.72 188.24 205 187 <0.0001 0.97

94 204.16 188.68 205 188 <0.0001 0.97

95 204.32 189.16 205 189 <0.0001 0.97

96 204.48 189.48 205 189 <0.0001 0.97

97 204.88 189.92 206 191 <0.0001 0.97

98 205.32 190.20 206 191 <0.0001 0.98

99 205.64 190.56 207 191 <0.0001 0.98

100 206.08 190.76 208 191 <0.0001 0.98

101 206.48 191.04 208 191 <0.0001 0.98

102 206.80 191.24 208 191 <0.0001 0.98

103 207.08 191.52 208 191 <0.0001 0.98

104 207.44 192.08 208 192 <0.0001 0.98

105 207.92 192.56 209 192 <0.0001 0.98

106 208.16 192.88 210 192 <0.0001 0.98

107 208.68 193.28 210 193 <0.0001 0.98

108 209.12 193.52 210 193 <0.0001 0.99

109 209.32 193.72 211 193 <0.0001 0.99

110 209.48 194.16 211 194 <0.0001 0.98

111 209.76 194.32 211 194 <0.0001 0.98

112 209.96 194.68 211 195 <0.0001 0.98

113 210.24 194.76 211 195 <0.0001 0.98

114 210.72 194.96 211 196 <0.0001 0.99

115 211.00 195.36 211 196 <0.0001 0.99

116 211.24 195.72 211 196 <0.0001 0.99

117 211.48 196.20 211 197 <0.0001 0.98

118 211.96 196.40 211 197 <0.0001 0.98

119 212.32 196.68 212 197 <0.0001 0.98

120 212.60 197.16 212 197 <0.0001 0.98
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Table D.5: Mean and median number of bugs detected by PreMOSA-100 and
PreMOSA-75 over the time budget spent.

Time (s)
Mean Median

p-value Â12
PreMOSA

-100

PreMOSA

-75

PreMOSA

-100

PreMOSA

-75

1 42.88 43.60 42 43 0.6554 0.47

2 62.40 62.96 63 63 0.6942 0.46

3 78.16 77.76 79 78 0.3665 0.53

4 89.52 88.28 90 88 0.1355 0.59

5 99.48 97.64 99 98 0.0433 0.64

6 108.12 106.28 108 107 0.1357 0.59

7 116.00 112.84 116 113 0.0157 0.68

8 121.68 117.68 123 118 0.0030 0.73

9 125.92 122.56 127 123 0.0047 0.71

10 129.48 126.44 130 127 0.0045 0.71

11 133.28 129.76 134 130 0.0030 0.73

12 136.48 133.08 137 134 0.0029 0.73

13 139.68 136.44 140 137 0.0110 0.69

14 142.48 138.72 143 139 0.0048 0.71

15 145.20 141.36 146 141 0.0019 0.74

16 147.32 143.76 148 143 0.0039 0.72

17 149.28 145.92 149 145 0.0048 0.71

18 151.44 148.32 152 147 0.0100 0.69

19 153.32 150.12 153 149 0.0117 0.69

20 155.40 151.76 155 151 0.0036 0.72

21 157.08 153.96 156 153 0.0108 0.69

22 159.16 155.88 159 155 0.0066 0.70

23 161.00 157.12 160 156 0.0013 0.75

24 162.68 158.36 163 158 0.0008 0.76

25 164.12 159.40 164 160 0.0005 0.77

26 165.12 160.72 165 160 0.0005 0.77

27 166.36 161.72 167 161 0.0004 0.77

28 167.32 163.08 168 162 0.0012 0.75

29 168.28 164.16 169 164 0.0021 0.74

30 169.48 165.44 170 165 0.0015 0.74

31 170.52 166.60 171 166 0.0014 0.75

32 171.36 167.48 172 166 0.0014 0.75

33 172.04 168.44 172 167 0.0028 0.73

34 172.72 169.68 174 170 0.0062 0.71

35 173.36 171.12 174 171 0.0225 0.66

36 174.92 172.04 175 172 0.0120 0.69

37 175.48 172.92 177 173 0.0153 0.68

38 176.48 173.84 177 175 0.0103 0.69

39 177.32 174.88 178 176 0.0160 0.68

40 178.20 175.48 179 176 0.0132 0.68
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Table D.5: (continued)

Time (s)
Mean Median

p-value Â12
PreMOSA

-100

PreMOSA

-75

PreMOSA

-100

PreMOSA

-75

41 178.88 176.44 180 178 0.0229 0.66

42 179.80 177.44 181 178 0.0283 0.66

43 180.68 178.12 181 179 0.0281 0.66

44 181.28 178.88 182 179 0.0391 0.64

45 181.84 179.36 183 179 0.0336 0.65

46 182.32 180.12 183 180 0.0358 0.65

47 183.12 180.68 183 181 0.0359 0.65

48 183.80 181.32 184 181 0.0329 0.65

49 184.36 181.92 185 183 0.0316 0.65

50 184.80 182.56 185 183 0.0407 0.64

51 185.48 183.12 186 184 0.0275 0.66

52 186.04 183.72 186 185 0.0375 0.65

53 186.84 184.44 186 185 0.0389 0.64

54 187.52 185.12 187 186 0.0390 0.64

55 188.20 185.72 188 186 0.0350 0.65

56 188.80 186.40 189 187 0.0408 0.64

57 189.20 186.96 189 188 0.0520 0.63

58 190.00 187.32 190 188 0.0351 0.65

59 190.68 188.00 191 190 0.0293 0.66

60 190.96 188.52 191 190 0.0458 0.64

61 191.52 189.28 192 190 0.0732 0.62

62 192.08 189.80 193 191 0.0562 0.63

63 192.48 190.28 193 191 0.0693 0.62

64 193.04 190.92 193 192 0.0994 0.61

65 193.48 191.64 193 192 0.1603 0.58

66 193.76 192.08 193 192 0.1652 0.58

67 194.00 192.60 193 193 0.2265 0.56

68 194.36 192.92 194 194 0.2448 0.56

69 195.04 193.44 195 194 0.1752 0.58

70 195.52 194.08 195 195 0.2153 0.56

71 195.84 194.44 195 195 0.2268 0.56

72 196.16 194.80 196 196 0.2181 0.56

73 196.68 195.20 197 196 0.1959 0.57

74 197.04 195.92 197 196 0.2701 0.55

75 197.52 196.44 198 196 0.3272 0.54

76 197.92 196.88 198 197 0.3378 0.53

77 198.24 197.56 198 199 0.4305 0.51

78 198.60 197.88 198 199 0.4420 0.51

79 199.04 198.24 198 199 0.3889 0.52

80 199.36 198.56 198 199 0.3927 0.52

81 199.52 198.88 198 200 0.4497 0.51
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Table D.5: (continued)

Time (s)
Mean Median

p-value Â12
PreMOSA

-100

PreMOSA

-75

PreMOSA

-100

PreMOSA

-75

82 199.84 199.12 199 201 0.3852 0.52

83 200.28 199.68 199 201 0.4152 0.52

84 200.68 200.04 200 201 0.3778 0.53

85 200.88 200.36 200 201 0.4115 0.52

86 201.16 200.92 201 201 0.4961 0.50

87 201.56 201.32 201 201 0.5116 0.50

88 202.08 201.76 202 201 0.4574 0.51

89 202.56 202.20 202 201 0.4267 0.52

90 203.16 202.56 203 202 0.3343 0.54

91 203.40 202.76 203 203 0.3414 0.53

92 203.72 203.28 203 204 0.4190 0.52

93 204.00 203.72 203 205 0.4729 0.51

94 204.52 204.16 203 205 0.4418 0.51

95 204.88 204.32 204 205 0.3852 0.52

96 205.16 204.48 204 205 0.3668 0.53

97 205.48 204.88 205 206 0.4002 0.52

98 205.92 205.32 205 206 0.3927 0.52

99 206.12 205.64 205 207 0.4229 0.52

100 206.44 206.08 205 208 0.4573 0.51

101 206.88 206.48 206 208 0.4039 0.52

102 207.08 206.80 206 208 0.4458 0.51

103 207.20 207.08 206 208 0.4922 0.50

104 207.64 207.44 206 208 0.4690 0.51

105 208.00 207.92 208 209 0.5078 0.50

106 208.32 208.16 208 210 0.5155 0.50

107 208.76 208.68 208 210 0.5388 0.49

108 209.20 209.12 210 210 0.5116 0.50

109 209.32 209.32 210 211 0.5155 0.50

110 209.64 209.48 210 211 0.4304 0.51

111 210.32 209.76 210 211 0.3521 0.53

112 210.64 209.96 210 211 0.3522 0.53

113 210.96 210.24 210 211 0.3486 0.53

114 211.44 210.72 210 211 0.3414 0.53

115 211.76 211.00 211 211 0.3100 0.54

116 212.04 211.24 212 211 0.2898 0.55

117 212.44 211.48 213 211 0.2732 0.55

118 212.76 211.96 213 211 0.3167 0.54

119 213.12 212.32 213 212 0.3559 0.53

120 213.56 212.60 213 212 0.2666 0.55



Appendix E

Balanced Test Coverage of

Targets

E.1 Overview of the success rates of DynaMOSA+b and

DynaMOSA

Table E.1 shows a comparison of the success rates for each bug by DynaMOSA+b against

DynaMOSA.

E.2 Bug detection results of PreMOSA and DynaMOSA

over the time budget spent

Table E.2 reports a statistical summary and the results of the statistical tests of the

comparison of the number of bugs detected by DynaMOSA+b against DynaMOSA over

the time budget spent.
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Table E.1: Success rate for DynaMOSA+b and DynaMOSA at 2 minutes. Bug
IDs that were detected by only one approach are highlighted with different colours;

DynaMOSA+b and DynaMOSA .

Bug ID DynaMOSA+b DynaMOSA

Lang-1 1 1

Lang-4 1 1

Lang-5 0.72 0.88

Lang-7 1 1

Lang-8 0.88 0.8

Lang-9 1 1

Lang-10 1 1

Lang-11 1 1

Lang-12 1 0.96

Lang-14 0.16 0.08

Lang-16 0.6 0.52

Lang-17 0.08 0.04

Lang-18 0.96 1

Lang-19 1 0.72

Lang-20 0.8 0.56

Lang-21 0.32 0.68

Lang-22 1 1

Lang-24 0.16 0.08

Lang-27 1 1

Lang-28 0.12 0

Lang-32 0.4 0.12

Lang-33 1 1

Lang-34 0.28 0.32

Lang-35 0.96 0.96

Lang-36 1 1

Lang-37 0.88 0.68

Lang-39 1 1

Lang-40 0.04 0

Lang-41 1 1

Lang-44 1 1

Lang-45 1 1

Lang-46 1 1

Lang-47 1 0.96

Lang-49 0.8 0.88

Lang-50 0.56 0.88

Lang-51 0.6 0.8

Lang-52 1 1

Lang-53 1 0.84

Lang-54 0.28 0.4

Lang-55 0.8 0.24

Lang-57 1 1

Lang-58 0.88 0.8

Lang-59 1 1

Lang-60 0.84 0.88

Lang-61 1 1

Lang-65 1 1

Bug ID DynaMOSA+b DynaMOSA

Math-1 1 1

Math-2 0.48 0.4

Math-3 0.84 1

Math-4 1 1

Math-5 1 1

Math-6 1 1

Math-8 0.04 0

Math-9 1 0.96

Math-10 0.08 0.04

Math-11 0.88 0.8

Math-14 1 1

Math-15 0.08 0.12

Math-16 0.08 0.24

Math-21 0.88 0.84

Math-22 1 1

Math-23 1 0.84

Math-24 0.72 0.88

Math-25 0.44 0.4

Math-26 1 1

Math-27 1 1

Math-28 0 0.04

Math-29 0.96 1

Math-30 0.04 0

Math-32 1 1

Math-33 0.8 0.8

Math-35 1 1

Math-36 0.52 0.44

Math-37 1 1

Math-38 0.04 0.04

Math-39 0.04 0

Math-40 1 1

Math-41 0.68 0.8

Math-42 1 0.96

Math-43 0.92 0.8

Math-45 1 0.8

Math-46 1 1

Math-47 1 1

Math-48 0.68 1

Math-49 1 0.84

Math-50 0.8 0.84

Math-51 0.52 0.76

Math-52 1 1

Math-53 1 1

Math-55 1 1

Math-56 1 1

Math-59 1 1
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Table E.1: (continued)

Bug ID DynaMOSA+b DynaMOSA

Math-60 1 0.96

Math-61 1 1

Math-63 1 0.96

Math-64 0.04 0

Math-65 0.88 0.84

Math-66 1 1

Math-67 1 1

Math-68 1 1

Math-70 1 1

Math-71 0.88 0.96

Math-72 0.88 1

Math-73 1 1

Math-74 0.12 0.04

Math-75 1 1

Math-76 0.36 0.52

Math-77 1 1

Math-78 1 1

Math-79 0.2 0.28

Math-80 0.32 0.2

Math-81 0.16 0.2

Math-82 0.56 0.48

Math-83 1 0.96

Math-84 0.24 0.16

Math-85 1 1

Math-86 0.92 0.92

Math-87 1 1

Math-88 0.96 0.92

Math-89 1 1

Math-90 1 1

Math-92 1 1

Math-93 0.48 0.6

Math-94 0.96 0.72

Math-95 1 1

Math-96 1 1

Math-97 1 1

Math-98 1 1

Math-99 0.52 0.04

Math-100 1 1

Math-101 1 1

Math-102 1 1

Math-103 1 1

Math-105 1 1

Math-106 0.04 0.12

Time-1 1 1

Time-2 1 1

Time-3 0.76 0.32

Time-4 1 1

Time-5 1 1

Bug ID DynaMOSA+b DynaMOSA

Time-6 1 1

Time-7 0.24 0.2

Time-8 1 1

Time-9 1 1

Time-10 1 1

Time-12 1 1

Time-13 0.56 0.84

Time-14 1 1

Time-15 1 0.96

Time-16 0.08 0.08

Time-17 1 1

Time-20 0.08 0

Time-23 0.96 0.2

Time-24 1 1

Time-25 0.2 0.08

Time-26 0.52 0.48

Time-27 0.96 1

Chart-1 0.48 0.44

Chart-2 0.12 0.16

Chart-3 0.96 1

Chart-4 0.96 0.96

Chart-5 1 1

Chart-6 1 1

Chart-7 0.56 0.88

Chart-8 1 1

Chart-9 0.12 0.28

Chart-10 1 1

Chart-11 1 1

Chart-12 0.92 0.92

Chart-13 0.72 1

Chart-14 1 1

Chart-15 1 1

Chart-16 1 1

Chart-17 1 1

Chart-18 1 1

Chart-19 0.92 0.96

Chart-20 0.8 0.72

Chart-21 0.88 0.84

Chart-22 1 1

Chart-24 1 1

Chart-25 0.04 0

Chart-26 0.36 0.2

Closure-1 0.04 0

Closure-6 0.44 0.56

Closure-7 0.84 0.6

Closure-9 0.32 0.48

Closure-12 0.92 0.92

Closure-13 0.16 0.04
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Table E.1: (continued)

Bug ID DynaMOSA+b DynaMOSA

Closure-18 0 0.04

Closure-19 0.56 0.36

Closure-21 1 0.92

Closure-22 1 0.92

Closure-26 1 0.96

Closure-27 1 1

Closure-30 1 1

Closure-33 1 1

Closure-34 0.16 0.08

Closure-39 1 1

Closure-40 0.12 0.08

Closure-41 0.92 0.8

Closure-42 0 0.08

Closure-43 0 0.12

Closure-45 0.16 0.16

Closure-46 1 1

Closure-48 0.2 0.04

Closure-49 1 0.92

Closure-52 0.88 0.92

Closure-53 0.04 0

Closure-54 1 1

Closure-55 0.04 0.04

Closure-56 1 1

Closure-57 0 0.04

Closure-58 0 0.04

Closure-60 0 0.12

Closure-65 1 0.96

Closure-66 0.04 0

Closure-67 0.04 0

Closure-68 0 0.04

Closure-70 0.12 0

Closure-71 0.12 0.04

Closure-72 0.96 1

Closure-73 1 0.96

Closure-75 0.12 0

Closure-76 0.04 0.12

Closure-77 0.96 0.88

Closure-78 0.04 0

Closure-79 1 1

Closure-80 0.6 0.52

Closure-81 0.32 0.36

Closure-82 1 0.96

Closure-85 0.08 0

Closure-86 0.16 0.04

Closure-88 0.04 0

Closure-89 0.04 0.04

Closure-91 0.76 0.76

Closure-92 0 0.04

Bug ID DynaMOSA+b DynaMOSA

Closure-94 0.48 0.36

Closure-96 0.04 0

Closure-99 0.32 0.2

Closure-100 0.96 0.96

Closure-102 0.28 0.2

Closure-103 0.08 0.04

Closure-104 1 0.84

Closure-106 1 1

Closure-107 0 0.04

Closure-108 0.72 0.52

Closure-109 0.04 0

Closure-110 1 1

Closure-112 0.2 0.28

Closure-113 0.84 0.84

Closure-114 0.76 0.88

Closure-115 0.76 0.8

Closure-116 0.8 0.72

Closure-117 0.6 0.52

Closure-118 0.32 0.24

Closure-119 0.84 0.88

Closure-120 0.6 0.76

Closure-121 1 0.88

Closure-122 0.04 0.08

Closure-123 0.6 0.4

Closure-124 0.72 0.6

Closure-125 0.36 0.6

Closure-126 0.04 0

Closure-128 0.48 0.48

Closure-129 0.2 0.48

Closure-131 1 1

Closure-136 0.32 0.12

Closure-137 1 0.92

Closure-139 0.4 0.24

Closure-140 0.96 0.96

Closure-141 0.68 0.72

Closure-142 0.04 0.04

Closure-143 0.04 0.04

Closure-144 0.2 0.4

Closure-146 0.44 0.24

Closure-147 0.24 0.2

Closure-148 0 0.04

Closure-150 0.96 1

Closure-151 1 0.4

Closure-152 0 0.08

Closure-153 0.04 0

Closure-154 0.04 0

Closure-155 0.32 0.28

Closure-156 0.04 0.12
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Table E.1: (continued)

Bug ID DynaMOSA+b DynaMOSA

Closure-157 0.2 0.04

Closure-158 0.08 0

Closure-160 0.68 0.24

Closure-162 0 0.04

Closure-163 0.04 0

Closure-164 1 1

Closure-165 1 1

Closure-167 0.56 0.44

Closure-170 0.92 1

Closure-171 0.84 0.88

Closure-172 0.76 0.8

Bug ID DynaMOSA+b DynaMOSA

Closure-173 0.92 0.92

Closure-174 1 1

Closure-175 0.96 0.4

Closure-176 0.2 0.2

Mockito-2 1 1

Mockito-9 0.48 0

Mockito-17 1 1

Mockito-23 0 0.04

Mockito-29 0.56 0.68

Mockito-35 1 1

Mockito-36 0.04 0
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Table E.2: Mean and median number of bugs detected by DynaMOSA+b and Dy-
naMOSA over the time budget spent.

Time (s)
Mean Median

p-value Â12
Dyna-

MOSA+b

Dyna-

MOSA

Dyna-

MOSA+b

Dyna-

MOSA

1 50.04 51.60 50 52 0.1234 0.37

2 61.40 64.28 62 64 0.0079 0.28

3 72.56 75.28 71 74 0.0278 0.32

4 81.00 82.80 79 82 0.0577 0.34

5 87.56 89.36 87 89 0.0922 0.36

6 94.12 95.56 94 97 0.2273 0.40

7 99.40 100.64 99 101 0.2755 0.41

8 104.52 105.00 104 105 0.7114 0.47

9 108.88 109.28 108 109 0.6265 0.46

10 112.56 112.40 112 112 0.9845 0.50

11 116.12 114.80 116 114 0.2624 0.59

12 119.04 118.08 119 118 0.2971 0.59

13 121.64 121.04 122 121 0.5520 0.55

14 123.84 123.48 124 124 0.6194 0.54

15 125.92 126.00 126 127 0.9922 0.50

16 128.56 128.20 129 128 0.6680 0.54

17 130.88 130.36 132 131 0.5207 0.55

18 132.96 132.24 133 132 0.4881 0.56

19 135.20 134.00 136 134 0.2758 0.59

20 137.36 135.60 138 135 0.0887 0.64

21 139.20 137.48 139 138 0.0574 0.66

22 140.84 139.16 141 139 0.0603 0.65

23 142.72 140.48 143 140 0.0615 0.65

24 144.64 142.16 145 142 0.0590 0.66

25 146.20 143.80 146 144 0.0780 0.64

26 147.80 144.76 147 145 0.0145 0.70

27 149.48 145.88 149 145 0.0081 0.72

28 150.64 147.12 150 147 0.0088 0.72

29 151.76 148.32 152 149 0.0070 0.72

30 152.68 149.56 152 150 0.0199 0.69

31 153.92 150.76 153 152 0.0244 0.68

32 155.24 152.04 156 153 0.0160 0.70

33 156.44 152.92 157 154 0.0045 0.73

34 157.24 153.96 158 155 0.0085 0.72

35 158.28 155.56 159 156 0.0271 0.68

36 159.28 156.16 161 156 0.0154 0.70

37 160.24 157.00 161 157 0.0105 0.71

38 161.24 158.08 162 159 0.0162 0.70

39 162.08 158.84 163 161 0.0200 0.69

40 163.12 159.88 163 161 0.0189 0.69
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Table E.2: (continued)

Time (s)
Mean Median

p-value Â12
Dyna-

MOSA+b

Dyna-

MOSA

Dyna-

MOSA+b

Dyna-

MOSA

41 163.88 160.60 165 162 0.0217 0.69

42 164.76 161.56 165 163 0.0293 0.68

43 165.68 162.20 165 164 0.0170 0.70

44 166.52 162.72 166 164 0.0108 0.71

45 167.36 163.64 167 165 0.0102 0.71

46 168.16 164.40 169 166 0.0067 0.72

47 168.96 164.96 170 166 0.0061 0.73

48 169.76 165.64 171 167 0.0075 0.72

49 170.60 166.72 172 167 0.0106 0.71

50 171.40 167.64 173 168 0.0149 0.70

51 172.80 168.00 175 169 0.0051 0.73

52 173.44 168.80 175 170 0.0073 0.72

53 174.08 169.24 175 170 0.0044 0.73

54 174.88 169.96 177 171 0.0031 0.74

55 175.60 170.56 179 171 0.0021 0.75

56 176.28 171.48 179 172 0.0031 0.74

57 176.96 172.08 179 172 0.0034 0.74

58 177.56 172.72 179 172 0.0027 0.75

59 178.48 173.24 181 173 0.0009 0.77

60 179.44 173.80 182 174 0.0006 0.78

61 179.84 174.40 182 174 0.0006 0.78

62 180.44 175.04 182 174 0.0007 0.78

63 181.16 175.64 183 174 0.0004 0.79

64 181.64 176.24 184 175 0.0006 0.78

65 182.08 176.64 184 175 0.0003 0.79

66 182.44 177.04 185 176 0.0004 0.79

67 183.00 177.44 185 176 0.0003 0.79

68 183.40 178.04 185 177 0.0004 0.79

69 183.72 178.52 186 177 0.0004 0.79

70 184.20 179.20 186 179 0.0006 0.78

71 184.68 179.76 186 179 0.0004 0.79

72 185.28 180.20 187 181 0.0006 0.78

73 185.72 180.68 187 181 0.0008 0.78

74 186.28 181.08 188 181 0.0005 0.79

75 186.80 181.56 188 181 0.0004 0.79

76 187.32 182.12 189 182 0.0009 0.77

77 188.00 182.36 189 182 0.0006 0.78

78 188.64 183.08 190 182 0.0012 0.77

79 189.28 183.40 191 182 0.0012 0.77

80 189.84 183.80 191 183 0.0007 0.78

81 190.32 184.36 191 184 0.0013 0.76
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Table E.2: (continued)

Time (s)
Mean Median

p-value Â12
Dyna-

MOSA+b

Dyna-

MOSA

Dyna-

MOSA+b

Dyna-

MOSA

82 190.68 184.80 192 184 0.0019 0.76

83 191.08 185.24 192 185 0.0026 0.75

84 191.48 185.76 192 185 0.0036 0.74

85 191.92 186.08 193 185 0.0031 0.74

86 192.28 186.28 193 186 0.0020 0.75

87 192.84 186.60 193 186 0.0012 0.77

88 193.12 186.80 194 187 0.0008 0.78

89 193.68 187.00 194 187 0.0004 0.79

90 194.12 187.32 195 187 0.0004 0.79

91 194.52 187.44 195 187 0.0003 0.80

92 194.96 187.84 196 187 0.0003 0.80

93 195.24 188.24 196 187 0.0003 0.79

94 195.60 188.68 196 188 0.0004 0.79

95 196.04 189.16 197 189 0.0006 0.78

96 196.44 189.48 198 189 0.0004 0.79

97 196.88 189.92 198 191 0.0003 0.80

98 197.16 190.20 198 191 0.0004 0.79

99 197.40 190.56 198 191 0.0005 0.79

100 197.68 190.76 199 191 0.0003 0.79

101 198.04 191.04 199 191 0.0003 0.80

102 198.36 191.24 199 191 0.0002 0.80

103 198.80 191.52 199 191 0.0002 0.81

104 199.20 192.08 200 192 0.0002 0.81

105 199.72 192.56 201 192 0.0002 0.80

106 200.00 192.88 201 192 0.0002 0.81

107 200.40 193.28 201 193 0.0001 0.82

108 200.72 193.52 202 193 0.0001 0.82

109 201.00 193.72 202 193 0.0001 0.82

110 201.08 194.16 202 194 0.0002 0.81

111 201.36 194.32 202 194 0.0002 0.81

112 201.52 194.68 202 195 0.0003 0.80

113 201.68 194.76 202 195 0.0002 0.81

114 201.92 194.96 202 196 0.0002 0.81

115 202.12 195.36 202 196 0.0003 0.80

116 202.44 195.72 202 196 0.0002 0.80

117 202.68 196.20 202 197 0.0004 0.79

118 202.92 196.40 203 197 0.0003 0.79

119 203.32 196.68 203 197 0.0002 0.80

120 203.64 197.16 203 197 0.0004 0.79
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tecting protocol errors using particle swarm optimization with java pathfinder.

In Proceedings of the High Performance Computing & Simulation Conference

(HPCS’08), pages 319–325. Citeseer, 2008.

[57] Salah Bouktif, Houari Sahraoui, and Giuliano Antoniol. Simulated annealing for

improving software quality prediction. In Proceedings of the 8th annual conference

on Genetic and evolutionary computation, pages 1893–1900, 2006.

[58] Yi Bian, Serkan Kirbas, Mark Harman, Yue Jia, and Zheng Li. Regression test

case prioritisation for guava. In International Symposium on Search Based Software

Engineering, pages 221–227. Springer, 2015.
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[91] Andrea Arcuri, José Campos, and Gordon Fraser. Unit test generation during

software development: Evosuite plugins for maven, intellij and jenkins. In 2016

IEEE International Conference on Software Testing, Verification and Validation

(ICST), pages 401–408. IEEE, 2016.



Bibliography 212
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