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ABSTRACT

Multi-agent system technologies have earned substantial research interest over

the past two decades due to its potential for a wide variety of engineering and

industrial applications. A promising application is to realise autonomous multi-

vehicle and multi-robot systems. Traditionally, multi-agent control research fo-

cuses on the design of centralised, decentralised or distributed systems. However,

an upcoming and different perspective of control technique termed the Broad-

cast Control (BC) has been proposed for multi-agent systems. BC is a stochastic

gradient-based method and advantageous because it greatly decreases the com-

munication volume of the whole system. A variant of BC, Pseudo-perturbation-

based Broadcast Control (PBC) showcases higher performance compared to the

BC scheme. This thesis proposes the further enhancement of existing BC schemes

and explores the scheme’s possibilities for applications for physical agents in a

coverage task. The first part of the thesis develops a broadcast control scheme

named Multi-step Broadcast Control (MBC) that incorporates virtual multi-steps

along a horizon. This scheme differs from PBC in the literature, which incorpo-

rates virtual multi-steps from the current location. The second part of the thesis

aims to test the adaptability of the MBC scheme and its suitability for physical

agents. The MBC scheme has been developed to include agent path constraints to

achieve this. Finally, a novel predictive BC scheme named Receding Horizon based

Broadcast Control (RHBC) that samples multiple horizons in the virtual layer in

a cyber-physical model is developed. The proposed enhancements stand as the

best performing BC scheme to date for the coverage task of multi-agent systems.

The enhancements are also adaptable for coverage applications involving physical

agents.
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1 | Introduction

1.1 Introduction and Motivation

Multi-agent systems encompass multiple entities known as agents that collaborate

to achieve predefined individual or collective objectives in a shared environment [1].

The term agent has been traditionally used in the field of software engineering and

computer science to mean "an encapsulated computer system that is situated in

some environment and is capable of flexible, autonomous action in that environ-

ment in order to meet its design objectives" [2]. Examples of multi-agent systems

are prevalent in nature and can be seen in flocks of birds flying in migration,

schools of fish swimming and in groups of ants transporting food.

Multi-agent systems play an essential role in both defence and civilian sectors,

potentially affecting areas such as search and rescue, transportation, and surveil-

lance. Individual agents (e.g., unmanned aerial/ground/underwater vehicles) in

those systems have restricted capabilities owing to short sensing and communi-

cation ranges and small processing capacity. However, compared to a single in-

telligent agent, their collective behaviour has substantial benefits, such as high

scalability, large-scale spatial distribution, robustness, and low cost [3]. The de-

ployment of large-scale multi-agent systems with restricted costs and smaller sizes

1
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can accomplish tasks that would otherwise be impossible to do by a single agent.

Multi-agent systems are helpful in a variety of applications, including search and

rescue [4], surveillance [5, 6], space exploration [7], tracking/classification [8–10],

and radiation shielding and site cleaning [11].

Multi-agent systems have also been studied and used in fields such as cooper-

ative mobile robotics [12], wireless sensor networks [13], distributed artificial in-

telligence and computing [14,15], social studies [16], biology [17], smart grids [18],

traffic management [19,20], and supply-chain management [21]. Coverage control

is an appealing coordination strategy for many of the aforementioned applications

as it allows a group of mobile robots to spatially distribute themselves based on

the relative importance of different areas within a domain, which is classically

defined by spatial fields and denoted in the literature as density functions.

Figure 1.1: Types of communication network (a) centralized, (b) decentralised
and (c) distributed by Baran [22].

In the literature, three types of prevalent control techniques for multi-agent

systems are: (a) centralised [23], (b) decentralised [24], and (c) distributed multi-

agent control [3]. The communication network of these techniques can be visu-

alised as in Fig. 1.1. The centralised control approach assumes global knowledge
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of the multi-agent system. It attempts to achieve some control target while con-

sidering all agents’ states, which necessarily suffers from scalability issues. The

decentralised control scheme computes control actions based only on an agent’s

local information. In contrast, the distributed control scheme computes control

actions based on both the agent’s knowledge and the surrounding agents’ infor-

mation.

Figure 1.2: Multi-agent system based on broadcast proposed by Azuma et al. [25]

Both decentralised and distributed control algorithms provide scalable solu-

tions and may be applied with little connectivity. All centralised, decentralised,

and distributed systems focus on agent-to-agent communication; however, a new

approach or outlook has been recently proposed for multi-agent systems, known

as Broadcast Control (BC) (Fig. 1.2). BC aims to solve the multi-agent problem

with a one-to-all broadcast system where the group performance is observed, and

the same signal is sent to all agents indiscriminately. It is relatively new in the

research field, and hence there is much unexplored in BC schemes for multi-agent

systems. Therefore the study of the BC schemes is the primary interest and focus

of this thesis.
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This thesis proposes enhancements for the BC scheme. The proposed ap-

proaches are twofold as follows:

• Firstly, individual agents take virtual multi-steps along a horizon before a

physical step is taken. This scheme is named Multi-step Broadcast Con-

trol (MBC). Through this, the agents are capable of a foresighted target

of the environment, and it is useful considering uncertainties in a complex

environment.

• Secondly, a complete BC scheme is run multiple times in a receding horizon

manner within a cloud framework (cyber layer) before positional data is

transmitted to physical agents in the physical layer. This scheme is named

Receding Horizon based Broadcast Control (RHBC).

In RHBC the virtual agents in the clouds are connected to their respective

physical world agents in the environment via wireless transmission. Specifically,

the physical agents are considered to be seamlessly integrated into the cloud net-

work. They can be controlled remotely and act as points of access to the physical

world from the virtual world. This setup places the intelligent processing workload

(control scheme) in cloud architecture.

The choice between MBC or RHBC scheme lies in the type and scale of the

problem, the number of agents and the resources available to the users. As BC

schemes in the literature do not include agent motion constraints, this aspect

is explored in this thesis. A decision-making scheme incorporated into the BC

scheme considering agent path constraints will produce less erratic, continuous

and realistic manoeuvres for the agents.
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1.2 Thesis Structure

This thesis is organised as follows. Chapter 2 presents a survey of the literature

that underlies the thesis. First, the multi-agent coverage coordination task is

introduced. Next, the origins of broadcast control are explored. The integration of

BC and the receding horizon control (RHC) method are also explored. Finally, the

possibility of combining BC and RHC in a cyber-physical system (CPS) framework

is reviewed.

In Chapter 3, the proposed MBC scheme is introduced. The necessary back-

ground material on existing BC schemes is presented to assist the interpretation

of the proposed MBC. The performance of the proposed MBC scheme is tested

against existing BC schemes in a coverage problem with varying density. The work

in this chapter has been published; its details are as follows: S. Darmaraju, M.

A. S. Kamal, M. Shanmugavel, and C.P. Tan, “Coverage control of mobile agents

using multi-step broadcast control,” Robotica, pp. 1–16, 2022 and S. Darmaraju,

M.A.S. Kamal, M. Shanmugavel and C.P. Tan, “Coverage Control of a Mobile

Multi-Agent Serving System in Dynamical Environment,” in 2018 Joint 7th Inter-

national Conference on Informatics, Electronics and Vision (ICIEV) and 2018 2nd

International Conference on Imaging, Vision and Pattern Recognition (icIVPR),

Kitakyushu, Japan, pp. 508-513, 2018.

The decision-making process to incorporate agent path constraints into the

MBC scheme is presented in Chapter 4. The agent path is designed as a subset of

Dubin’s model, and its effect on the travel path is studied in the coverage problem

using varying Gaussian density functions. Furthermore, the scheme’s adaptability
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is tested by varying the number of agents in the MBC scheme. The work in

this chapter has been published; its details are as follows: S. Darmaraju, M.A.S.

Kamal, M. Shanmugavel and C.P. Tan, “Area coverage by a group of UAVs using

the broadcast control framework,” IFAC-PapersOnLine, 52(12), pp. 370-375, 2019.

In Chapter 5, a different approach to predictive BC is developed as the RHBC

scheme. In this version, the BC scheme is entirely run in the cyber layer of a CPS

infrastructure and results from a coverage control study are presented.

Finally, Chapter 6 summarises the contributions of the thesis and provides

suggestions for future research directions in this area.



2 | Literature Review

2.1 Introduction

The deployment of a large group of agents for various applications using multi-

robot and multi-vehicle systems is becoming increasingly popular. They are inher-

ently robust to failures of single-agent systems or communication links. Coverage

coordination is one of the fundamental tasks used to test such multi-agent sys-

tems’ efficiency. Coverage coordination tasks deal with how agents are deployed

over a domain of interest and are capable of various challenging applications such

as search and rescue, surveillance and environmental monitoring. The details of

the coverage task and control approaches utilised for agent deployment will be

reviewed in this chapter. In literature, a recent stochastic optimisation technique,

the broadcast control (BC) scheme, and its variant has been introduced as a low

communication-based paradigm for multi-agent systems and were shown to be ap-

plicable to coverage tasks. The origins of BC and its extensions are discussed as

part of the literature survey for the thesis’s work.

7
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(a) (b)

Figure 2.1: The coverage environment partitioned to Voronoi cells for a set of 20
agents. (a) Non-optimal coverage (b) Optimal coverage.

2.2 Multi-agent Coverage Coordination Task

Coverage is a coordination task that deals with how to deploy agents in order to

optimise surveillance of a domain of interest. The domain of interest is typically

represented in Voronoi diagrams, and each agent will be in charge of a partitioned

Voronoi cell. For the given finite set of points x1, ..xn, each point, xk, has a

corresponding Voronoi cell, Rk, that consists of every point in the plane whose

distance to xk are less than or equal to its distance to any other point from the

set. It makes sense to prescribe an equal division among the agents in the scenario

of homogeneous teams when the mass of each region is the same for all. Figure

2.1 shows the conditions of non-optimal and optimal coverage of agents for a
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given domain. Gage [26] introduced the notion of coverage as one of the ensemble

motion behaviour models of multi-robot systems. Gage defines three basic types

of coverage:

• blanket coverage, where the goal is to achieve a static arrangement of nodes

that maximises the total detection area;

• barrier coverage, where the goal is to minimise the probability of undetected

penetration through the barrier;

• sweep coverage, which is more-or-less equivalent to a moving barrier.

According to taxonomy by Gage [26], the deployment task discussed in the

thesis is a blanket coverage problem. An example of an application using blanket

coverage is a communications relay task. Similarly, distributing submerged robots

equally across a coral reef to monitor coral health, deployment of wheeled robots

with cameras to cover a room for surveillance, groups of robots deployed to perform

clean-up over an oil spill or demining robots positioned to service a minefield are

examples of coverage applications for multi-robots [27].

On the other hand, the coverage problem is similar to the conventional art

gallery problem in computational geometry [28]. The art gallery issue aims to

identify the smallest number of cameras that may be put in a polygonal setting

to observe the complete gallery environment. While there are several techniques

for solving the art gallery problem, they all presume previous solid knowledge of

the domain.

The objective of the coverage task is to guide networked mobile agents to the

final configuration by optimising a cost function. The coverage cost (objective)
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function is frequently used in coverage tasks to quantify how successfully agent

networks cover a mission field [27, 29–31]. Various coverage cost functions have

been considered in the literature; the total sensing performance of a sensor network

[32–36], the joint event detection probability [37–39], and as well as the reaction

time from a sensor network to any location in a mission field [40–42].

Cortés et al. [32] proposed a controller for multi-robot sensor coverage that

drives the robots continuously toward the centroids of Voronoi cells. This fun-

damentally geometric technique is a seminal work and has been widely used. It

has been extended to robots with a restricted sensing radius [40], heterogeneous

groups of robots and non-convex settings [43,44], and to integrate learning in un-

familiar situations [34]. Bullo et al. [45] and Martinez et al. [46] provide much of

the literature on distributed coverage systems in a unified manner, while Schwager

et al. [47,48] successfully built coverage controllers for robotic systems. Recently,

Inoue et al. [49] have proposed a generalised Voronoi-tesselation method in an

optimal transport framework, which was shown to achieve better control than the

basic Voronoi-tesselation method [32].

Li and Cassandras [37], for example, offer a method for placing robots to opti-

mise the probability of detecting an event in the environment. Another common

technique is for robots to drive away from or toward one another by following the

negative gradient of artificial potential fields. These have been utilised for sensor

coverage [50]. Probability-based control methods for coverage were put forward

by Izumi et al. [51] and Inoue et al. [52]. Though geometric, potential field, and

probabilistic approaches to multi-agent/robot coverage have different models and

purposes, they are all based on optimisation and controlled by controllers that

solve this optimisation through the evolution of a dynamical system [27].
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The work by Sunan et al. [53], is the latest review for coverage tasks with a

particular focus on unmanned aerial vehicles. In their work, they have categorised

previous work into ten classes; search space-based, sensing function, potential

function, spherical model, Voronoi partition, sensed space partition, detection

probability, and Markov decision-based methods. In the work of Sunan et al. [53],

there was no obvious category stated for broadcast control. The application of

broadcast control is minimal for coverage control and has been only shown in the

works of Azuma et al. [25] and Ito et al. [54]. The BC method is relatively new

in multi-agent systems as it provides a new outlook away from most literature.

However, the BC control framework as a technique viable for task coordination

of multi-agent systems has been acknowledged in review works of [55, 56] and

in [49,57].

2.3 Broadcast Control

The concept of broadcast control was first conceived by Ueda et al. [58], which

showed that their broadcast feedback approach was inspired by biological muscle

control. Specifically, the control architecture was designed for skeletal muscles

comprising a vast number of tiny functional units, called sarcomeres. The actuator

system’s output is an aggregate effect of many cellular units, each with a bistable

ON-OFF state. The error between the aggregate output and a reference input is

"broadcast" by a central controller. Instead of commanding individual units to

perform specific actions, the central controller uniformly broadcast the total error

signal to all cellular units. Each cellular unit then takes a stochastic decision with

a state transition probability that is influenced by the broadcasted error.
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Results of [58] show that even though no individual commands are sent to the

individual cells when their state transition probabilities are adjusted in propor-

tion to the broadcasted error signal, the ensemble of cells can track the desired

trajectory. No addressing method is required for broadcast control because the

information is given to all cells rather than a specific cell. As a result, the ap-

proach was highly scalable to a wide range of cellular control systems. It is to be

noted that the cells were designed as a two-state discrete-time, non-homogeneous

Markov process. Julius et al. [59] applied a similar idea of [58] for the lactose

regulation system of the E.coli bacteria. Here the bacteria were also modelled

as a two-state Markov chain model. The feedback information is read from the

bacterial colony as a global quantity, which was considered the control system’s

output.

Unlike in [58, 59], where broadcast control was proposed for Markov models,

Das and Ghose [60, 61] proposed for multi-agent systems. However, the proposed

scheme was specialised only for the positional consensus problem. An excellent

example of consensus problems is when the agents want to converge to a point.

The work of Das and Ghose was inspired by Bretl [62], where a second-order

cone programming method technique [63–65] was used to show consensus for two

agents. When the number of agents was increased, the agents could only come close

within a certain distance to each other. Das and Ghose formulated their strategy

using a linear programming technique based on the basic Bretl’s model with an

additional randomisation feature [66] that aids in dislodging the solution from local

minima. Their approach allowed many agents to achieve positional consensus or

point convergence on repeated algorithm applications without jeopardising the

broadcast constraint on the control command.
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Azuma et al. [25] introduced a stochastic gradient-based broadcast control

(BC) framework for multi-agent coordination. The scheme’s goal was to design

the information to be broadcasted and the local actions of the agents to complete a

specified motion-coordination task. It is demonstrated that the local actions must

incorporate randomness to realise the broadcast control. The task achievement

degree is broadcasted to achieve this approach, and the agents alternate between

random and deterministic walks. The BC has been shown to asymptotically ac-

complish the goal with probability 1. In their work, Azuma et al. conducted both

numerical simulation and experimentation to demonstrate the proposed scheme’s

effectiveness. Unlike in [61], BC offers a general framework that can handle any

multi-agent coordination tasks such as coverage, rendezvous and assignment. BC

only requires observing the group performance (the achievement degree and highly

compressed information). In [61] complete observation of agents is required, and

the framework was specified as a consensus problem. Other examples, such as

Berman et al. [67] and Mesquita et al. [68] developed stochastic control techniques

for multi-agent systems and mentioned the use of broadcast controllers. Never-

theless, these works are different compared to the work of [25] and the component

regarded as broadcast controllers are not feedback controllers which utilise data

based on agents’ states.

Several studies have extended the BC framework for: quantised environments

[69], instability studies [70], Markovian environment [71] and even consensus prob-

lem with agent-to-agent communication – broadcast mixed environment [72]. An

advanced BC theory was proposed by Ito et al. [54] as Pseudo-perturbation-based

Broadcast Control (PBC). The PBC showed improved control performance com-

pared to the BC law. As the BC scheme is based on stochastic optimisation tech-
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niques, the agents take numerous random actions. Such random actions degrade

control performance for coordinating tasks and lead to unsafe circumstances.

To overcome these shortcomings, the PBC is designed to employ multiple vir-

tual random actions rather than the single physical action of the BC scheme. Like

BC, the PBC also realises coordination tasks with probability 1. Altogether, in

PBC, unavailing actions are minimised, and agents’ states converge at least twice

as rapidly as under the BC scheme. Additionally, increasing the number of mul-

tiple virtual actions enhances control performance even further since averaging

several actions decreases randomness. The PBC has also been successfully ap-

plied as a coordination method for vehicles on merging roads to realise smooth

traffic merging [73, 74]. Specific metrics had to be designed to solve the merging

task using PBC. Mainly a suitable time-invariant objective function which is also

locally convex to be globally minimised. The BC methods have been combined

with other elements such as the receding horizon technique and implemented in a

cyber-physical framework for better performance. These works will be reviewed

in the following subsections.

2.3.1 Combined Broadcast Control and Receding Horizon

Technique

In this section, literature that combines broadcast control for multi-agent systems

and the concept of receding horizon control is discussed. Kumar and Kothare

[75] proposed a broadcast stochastic receding horizon control scheme for multi-

agent systems. Like the general broadcast idea for closed-loop control systems,

the suggested strategy’s primary vision is to generate and broadcast the optimal
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control input to all the agents in a swarm utilising aggregate agent behaviour

as the sole available feedback information. Their main addition was integrating

the broadcast concept with current probabilistic tools and the theory of optimum

control policy based on a finite receding horizon. In this work, the dynamical

behaviour of individual agents is represented as a discrete-time finite-state Markov

chain model. The controller employs the measured aggregate system error as the

solely available feedback information and designs the optimal control inputs in a

predictive framework. The computed control inputs are the agents’ state transition

probabilities, subsequently broadcast to the entire swarm to accomplish the desired

system behaviour.

Using the same broadcast and receding horizon control framework, Kumar and

Kothare [76] have also shown the system can be executed for trappings of Brownian

ensemble. Their framework creates a control input independent of the number of

particles and broadcasts it to all particles in the ensemble using measurements from

a single particle as the only available feedback information. Using the suggested

control action, they demonstrate the existence of a minimal zone in which all

particles may be pushed and confined indefinitely.

As BC schemes are implemented through wireless communication, vehicular

networking, based on wireless communications between vehicles and with other

infrastructures, has been an area highly sought after for applications of BC theory.

Accordingly, literature that combines BC with receding horizon control techniques

for vehicles is explored next. Kianfar et al. [77] presented a distributed receding

horizon approach adopted for active steering control of a cooperative vehicle pla-

toon in the lateral direction. Here, the vehicle computes its control action locally

and broadcasts its intention to its follower. Any deviation from the projected



CHAPTER 2. LITERATURE REVIEW 16

states from each vehicle’s intention is penalised and constrained in the optimisa-

tion problem, which is addressed locally by the vehicles. The proposed system

was applied to the double lane change scenario.

In the case of cooperative vehicle safety systems, which rely on the periodic

broadcast of each vehicle state information to track neighbours’ positions and

hence to predict likely collisions, Zhang et al. [78] have utilised a predictive model

to predict in a dynamic and receding-horizon fashion, the ideal information dissem-

ination rate by considering the dynamics of vehicle density. The model predicted

the state of information dissemination rate in a short-term manner and minimised

the prediction errors.

A work by Kamal et al. [79] provided a unique adaptive traffic signal man-

agement strategy for a mixed manual-automated traffic situation in a typically

isolated intersection. The traffic lights are optimised in a receding horizon control

framework that minimises all vehicles’ overall crossing time while accounting for

their dynamical states. By keeping the core elements of standard signal manage-

ment systems, the control method allows the comfortable crossing of manually

operated vehicles. The ideal signal change timings are broadcast one cycle ahead,

allowing autonomous vehicles to adjust their speed to cross the junction with the

least stop delay.
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2.3.2 Combined Broadcast Control and Receding Horizon

Technique in a Cyber-physical Framework

In a recent work, Kamal et al. [80] implemented broadcast and receding horizon

control for traffic control in a cyber-physical framework to facilitate real-time

implementation of the traffic control scheme. The receding horizon control (RHC)

approach performed robustly against uncertain traffic factors. The application

in this work to determine the crossing time of vehicles can be taken as a one-

dimensional coverage problem as a Gaussian density shaped distribution was used

as a desirability function of green light for the traffic signals.

Multi-agent systems and cyber-physical systems (CPS) have a lot in com-

mon. They may help each other accomplish complexity management, decentrali-

sation, intelligence, modularity, flexibility, resilience, adaptability, and responsive-

ness [81]. CPS blends two worlds: 1) embedded systems, which display real-time

and tightly deterministic behaviour, and 2) cloud systems, which exhibit highly

probabilistic and optimal behaviour with no rigid time restrictions [82]. The work

of Fortino et al. [83, 84] proposes smart objects-oriented Internet of Things (IoT)

systems based on cloud and agents. On the other hand, Bradley and Atkins [85]

cover research on co-optimisation and co-regulation methods using both cyber and

physical resources, with applications to mobile robotic and vehicle systems.
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2.4 Summary

In this chapter, the literature on multi-agent coverage tasks and broadcast control

as a control technique for multi-agent systems were reviewed. Studies on coverage

tasks show that it is a fundamental coordination task employed to test the effec-

tiveness of multi-agent control algorithms. Correspondingly, the coverage task is

applicable for many real-life coordination tasks for multi-robot and multi-vehicle

systems. Though many coordination algorithms for multi-agent systems focus on

a distributed fashion, a new paradigm has been recently proposed in the literature,

termed Broadcast Control (BC).

The BC framework is based on a stochastic optimisation method that aims to

reduce the communication volume of the multi-agent system without any agent-

to-agent based communication. The work in this thesis is inspired by this control

scheme applicable to multi-agent systems. As BC has only been tested very spar-

ingly for coverage tasks of multi-agent systems, this thesis aims to address this

gap by proposing enhancements to the existing BC schemes using a few predictive

approaches to improve the coverage coordination tasks. The enhancements are

inspired by work in the literature that focused on combining broadcast control

with receding horizon techniques in a CPS framework for improved performance.



3 | Development of Multi-step
Broadcast Control (MBC) Scheme

3.1 Introduction

The previous chapter (Chapter 2) reviewed the literature on coverage tasks of

multi-agent systems, Broadcast Control (BC) schemes and its extensions using

the receding horizon technique and cyber-physical framework. This chapter in-

troduces the development of the Multi-step Broadcast Control (MBC) scheme

for multi-agent systems. In order to design a broadcast communication based

stochastic control scheme that is able to anticipate the target environment, two

main principles are used. First, the theory of simultaneous perturbation stochastic

approximation (SPSA) represents the randomness inherent in the agent’s move-

ments. Secondly, the Broadcast Control (BC) scheme demonstrates how the con-

vergence of the collective dynamics of the multi-agent system can converge using

SPSA.

Section 3.2 begins by providing the theory of SPSA, which are fundamental to

developing the proposed MBC scheme. Section 3.3 describes the coverage problem

formulation applicable to the MBC scheme. Section 3.4 reviews the existing BC

19
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schemes. The development of the proposed MBC and the convergence properties

is outlined in Section 3.5. The numerical simulations using the MBC scheme

and its analysis are presented and discussed in Section 3.6. Finally, Section 3.7

summarizes the entire chapter with its findings and limitations.

3.2 Simultaneous Perturbation Stochastic Approx-

imation (SPSA)

Stochastic approximation (SA) is an established recursive procedure for finding the

roots of equations in the presence of noisy measurements. SA can be implemented

to obtain the extremas of functions in stochastic optimisation problems such as in

this thesis.

The standard SA procedure depends on p-dimensional algorithms based on

standard finite-difference gradient approximations. On the other hand, the simul-

taneous perturbation stochastic approximation (SPSA) utilises the “simultaneous

perturbation" gradient approximation which uses 1/pth of the amount of data

needed as in the standard approach to reach the same level of estimation accu-

racy.

Considering the problem of finding the root, θ∗ of the gradient function,

g(θ) =
∂L(θ)

∂θ
= 0 (3.1)

for some differential loss function L =: Rp → R1. When L and g are observed
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directly, methods such as steepest descent, Newton-Raphson and scoring can be

used to find θ∗. Where L is observed in the presence of noise, an SA algorithm of

the generic Kiefer-Wolfowitz/Blum type is suitable. In contrast to SA algorithms

based on finite difference methods, which necessitate 2p (noisy) measurements of

L at each iteration, the simultaneous perturbation algorithm only requires 2q,

q ≥ 1, measurements of L at each iteration, where for large p we typically have

q. Therefore through SPSA, there is potential for a significant improvement in

efficiency provided that the number of iterations does not increase to negate the

reduced amount of data per iteration.

For standard form for SPSA, the estimate for θ at the kth iteration is given as

θ̂k+1 = θ̂k − akĝk(θ̂k) (3.2)

where the gain sequence a satisfies certain well-known conditions. The difference

being that in the method of steepest descent g(·) replaces ĝk(·). The term “simul-

taneous perturbation” as applied to Eq. (3.2) arises from the fact that all elements

of the θ̂k vector are being varied simultaneously.

Though the stochastic approximation is not a solution for multi-agent prob-

lems but for static optimisation problems in a centralised manner, the Broadcast

Control (BC) schemes discussed in Section 3.4 have successfully implemented this

for stochastic multi-agent systems.
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3.3 Coverage Problem Formulation

Figure 3.1: Mobile agents provide coverage service over a bounded area (field).
The bounded area consists of densely and sparsely populated sections.

Consider an area with sections of varying density, with some being densely popu-

lated and some sparsely populated. To fairly and equitably serve the population

within the bounded area, multiple mobile agents need to be deployed optimally

depending on the number of available agents and population density pattern over

the area (Fig. 3.1). By allocating a portion of the area to each agent, the entire

area should be covered fully by all the agents. Such a deployment of multiple

agents is known as the coverage task.

Traditionally, coverage problems involve deploying a set of agents to provide

equal coverage distribution over the bounded area, where agents are distributed at

an equal distance from each other. However, in this paper, the final distribution

of agents varies according to population density; i.e. not all agents are placed at

an equal distance to each other. For example, more agents need to be deployed to

dense sections than to sparsely populated sections.
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The objective function of the coverage task is [32]

Jobj(x) =

∫
Q

min
i∈1,2,..N

f(|| q − xi ||)φ(q)(dq) (3.3)

where f is the coverage performance function. The term q represents the uniformly

distributed points in the environment, Q and φ represents a weighting function

that determines the relative importance of points in Q. Also, xi is the position of

the i-th agent in the domain where xi = [x1, x2, ...xn]T ∈ Rn. The total number of

agents is N . The objective function, J(x(t)) aims to reduce J , which is indicative

of the global coverage performance of the multi-agent system, given as

J(x(t)) = min
x∈RnN

J(x) (3.4)

The minimum of J is achieved when N agents are placed optimally in the

space. The Voronoi tessellation method [86], which partitions the entire area into

sub-areas, is used to compute and visualize the coverage achievement. Created by

points (p1, ...pn), the optimal partition of Q follows the Voronoi partition V (P ) =

{V1, ...Vn} that is given by

Vi = {q ∈ Q| ‖ q − xi ‖≤‖ q − xj ‖,∀j 6= i} (3.5)
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Figure 3.2: Framework of BC/PBC/MBC of a multi-agent system. The broadcast
system consists of N agents Ai, local controllers Li, and a global controller GC .
In the BC scheme, no local controller Li has to send its state ζi to the global
controller, GC .

3.4 Broadcast Control Schemes

3.4.1 Broadcast Control (BC)

In this section, an overview of the BC [25] control scheme is given. The BC multi-

agent scheme consists of a global controller, GC , with N agents, each denoted as

Ai, i = 1, 2, ...N , and the respective local controllers, Li. The connectivity between

the agents and the controllers is shown in Fig. 3.2.

Here, step is defined as the physical move at time, t; the next physical move is

at t + 1 and so forth. In BC, at each consecutive step, agents alternate between

taking a randomly generated move and a deterministic move (Fig. 3.3(a)). The

global controller GC computes the collective performance of the whole system at

each step by evaluating the objective function, J(x). Using the difference between

the objective function of random and deterministic moves, GC calculates and
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broadcasts this value as a scalar control signal, σB to all agents. Using σB, the

local controller Li calculates and determines the control action ui(t). The state

equation of an agent is represented as follows:

Ai : xi(t+ 1) = xi(t) + ui(t), i = 1, 2, . . . , N (3.6)

where xi(t) ∈ Rn is the position in the n-dimensional space and ui(t) ∈ Rn is the

control input.

The local controller Li of agent Ai produces the control signal based on the

information received from GC , as follows:

Li :


ζi(t+ 1) = α(ζi(t), σB(t), t)

ui(t) = β(ζi(t), σB(t), t)

(3.7)

where ζi(t) ∈ Rnζ and ui(t) ∈ Rn are the state and output of the local con-

troller, Li, respectively. The initial state of Li is set to ζi(0) = 0. σB(t) ∈ R is the

broadcast signal provided by GC .

The controller functions α : Rnζ×RnσB×N→ Rnζ and β : Rnζ×RnσB×N→ Rn

are defined as follows:

α(ζi(t), σB(t), t) := [∆i(t)
T , σB(t)]T (3.8)

β(ζi(t), σB(t), t) :=
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c(t)∆i(t), if t ∈ {0, 2, 4, . . .},

−c(t)ζi1(t)− a(t)

(
σB(t)− ζi2(t)

c(t)

)
ζ
[−1]
i1 (t) if t ∈ {1, 3, 5, . . .}

(3.9)

where ζi(t) := [ζi1(t)
T , ζi2(t)]

T , ζi1 ∈ {−1, 1}n with ζi2 ∈ R. ζ [−1]i1 denoting the

element-wise inverse of ζi1, namely ζ
[−1]
i1 := [1/ζi1,1, ..., 1/ζi1,n]T . Also, ζi1(t) =

∆i(t− 1) and ζi2(t) = σB(t− 1).

The random variable is defined as

∆i(t) =


∆i,1(t)

...

∆i,n(t)

 ∈ {−1, 1}n (3.10)

where each ∆i,j(t)(i ∈ {1, ..., n}, j ∈ {1, ..., N}, t ∈ {0, 1, ...}) is represented as

a Bernoulli distribution with outcome ±1 with equal probabilities. Additionally,

a(t) ∈ R+ and c(t) ∈ R+ are the time-varying gains of controller Li.

The broadcast signal from GC is described as

GC : σB(t) = J(x(t)) ∈ R (3.11)

where

x(t) :=


x1

...

xN

 ∈ RnN (3.12)

is the collective state of all agents in the system. As time t tends to infinity, the
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multi-agent system approaches the optimal J as follows:

lim
t→∞

J(x(t)) = min
x∈RnN

J(x) (3.13)

where J : RnN → R. The optimization process is based on the gradient of the

objective function with respect to each individual action. However, the objective

function is not known to individual agents; this is an advantageous feature of

the BC scheme where it accomplishes a task without providing the task details

or objective to the individual agents. Therefore, in the BC system, agents take

random and deterministic control actions alternately. At even time steps t ∈

0, 2, 4, ..., agents take random moves, and at odd time steps t ∈ 1, 3, 5, ..., they

take deterministic moves. This is shown in Fig. 3.3(a).

Figure 3.3: (a) Two-step agent movements in the BC framework. Depending on
the feedback on the random move (∆J), an agent continues to move in the same
or opposite direction in the next step. The process repeats until the convergence.
(b) Single-step agent movement in the PBC framework.

In BC, the random movement of agents incurs movement cost and considerable

time for convergence. Ito et al. [54] introduced the Pseudo-perturbation based
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Broadcast Control (PBC). In the PBC scheme, each agent takes multiple virtual

random moves (Fig. 3.3(b)) within a single physical step. K is the total number

of multiple virtual random moves taken by an agent within a step. Through this,

an agent omits the costly single physical random move as taken by the agent in

the BC scheme. This causes PBC agents to accomplish a similar outcome in a

single step compared to two steps taken by agents using BC.

3.4.2 Pseudo-perturbation based Broadcast Control (PBC)

Next, the PBC [54] is reviewed. The state-space equation of agent i in PBC is

given as

x̂
(k)
i (t+ 1) := xi(t) + û

(k)
i (t) for k=1,2,. . . ,K (3.14)

û
(k)
i (t) := c(t)∆

(k)
i (t) for k=1,2,. . . ,K (3.15)

where x̂(k)i (t+ 1), û(k)i (t) and ∆
(k)
i (t) are the virtual input, virtual predictive state

and random action of agents Ai at each step. Each component of ∆
(k)
i (t) ∈

{−1, 1}n (for each i ∈ {1, ..., N}, k ∈ {1, ..., K} and t ∈ {0, 1, ...}) independently

obeys the Bernoulli distribution with outcome ±1 with equal probabilities. The

global controller, GC , calculates û
(k)
i (t) and x̂(k)i (t + 1) using (xi(t), ∆

(k)
i (t)) sent

from the agent Ai. Additionally, x̂(k) and ∆(k)(t) are given as

x̂(k) :=


x̂
(k)
1

...

x̂
(k)
N

 ∈ RnN (3.16)
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and

∆(k)(t) :=


∆

(k)
1 (t)

...

∆
(k)
N (t)

 (3.17)

The GC in PBC calculates the objective function, J for all virtual steps taken

as follows:

σP (t) :=



J(x̂(1)(t+ 1))− J(x(t))

J(x̂(2)(t+ 1))− J(x(t))

...

J(x̂(K)(t+ 1))− J(x(t))


∈ RK (3.18)

where σP (k)(t) := J(x̂(k)(t+ 1))− J(x(t)) and σP (t) is given as

σP (t) =


σ
(1)
P (t)

...

σ
(K)
P (t)

 (3.19)

In PBC, the local controller, Li determines its state, ζi(t) and the control

output, ui(t) as

ζi(t) := [∆i
(1)(t)T , . . . ,∆i

(K)(t)T ]T ∈ {−1, 1}nK (3.20)

ui(t) := −a(t)
1

K

K∑
k=1

σP
(k)(t)

c(t)
∆

(k)[−1]
i (t) (3.21)

where ∆
(k)[−1]
i denotes the element-wise inverse of vector ∆

(k)
i . Compared to (3.9),
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we can notice that the term c(t)∆i(t) (which represents the physical random ac-

tion) is removed in PBC.

In PBC, the global controller, GC , also receives the predicted random state ζi

from the local controller, Li, whereas in BC, Li does not share its state with GC .

Even with this extra cost of communication, PBC converges to the optimal point

twice as fast as BC. To date, the PBC framework has been effectively applied for

the real-time coordination of vehicles at a merging road [74].

3.5 Development of Multi-step Broadcast Control

(MBC) Scheme

This section presents the novel scheme proposed in this research, the Multi-step

Broadcast Control (MBC) scheme, which incorporates a predictive multi-step

move in a horizon within a single physical step. The multiple steps taken is

useful to predict uncertainties several steps ahead, which could be a dense section

to move towards to. Figure 3.4 depicts the concept of the action taken under the

proposed scheme. The inspiration behind this concept comes from the theory of

model predictive control (MPC). Like MPC, the proposed multi-steps are driven

along a horizon to anticipate and consider future events to optimise the current

iteration/time.

In the case of MBC, K denotes the maximum number of predictive virtual steps

taken along the horizon. At each iteration, an agent provides its current state

xi(t) and its random action, ∆
(k)
i , k = 0, 1, 2, . . . , K − 1, and using that the global
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Figure 3.4: Agent movement taking multi-steps along a horizon in the MBC
scheme.

controller, GC , calculates the future virtual states x̂(k)i with x̂(0)i = xi(t) as

x̂
(k+1)
i (t) := x̂

(k)
i (t) + û

(k)
i (t) for k=0,1,2,. . . ,K -1 (3.22)

û
(k)
i (t) := c(t)∆

(k)
i (t) for k=0,1,2,. . . ,K -1 (3.23)

where û(k)i is the corresponding virtual input. The collective states of all agents

at k is defined as

x̂(k) :=


x̂
(k)
1

...

x̂
(k)
N

 ∈ RnN (3.24)

resulting from corresponding collective random variables defined as

∆(k)(t) :=


∆

(k)
1 (t)

...

∆
(k)
N (t)

 (3.25)
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The global controller computes the broadcast signal, σM , through a compound-

ing method as follows:

σM(t) :=



J(x̂(1)(t))− J(x̂(0)(t))

J(x̂(2)(t))− J(x̂(1)(t))

...

J(x̂(K)(t))− J(x̂(K−1)(t))


∈ RK (3.26)

where σM (k)(t) := J(x̂(k+1)(t))− J(x̂(k)(t)) and σM(t) is given as

σM(t) =


σ
(0)
M (t)

...

σ
(K−1)
M (t)

 (3.27)

The state, ζi(t), and the control output, ui(t), of the local controller, Li, are

given as

ζi(t) := [∆
(0)
i (t)T , . . . ,∆

(K−1)
i (t)T ]T ∈ {−1, 1}nK (3.28)

ui(t) := −a(t)
1∑K−1

k=0 λ
(k)

K−1∑
k=0

σM
(k)(t)λ(k)

c(t)
∆

(k)[−1]
i (t), (3.29)

where ∆
(k)[−1]
i denotes the element-wise inverse of vector ∆

(k)
i and λ ∈ (0, 1) is a

discount factor of a weighted average technique. Through the use of λ, immediate

action is given a higher weight, and as the number of steps increases, the respec-

tive weightage is decreased gradually. The reduction in weights is designed as

such because the probability of accurate prediction in an uncertain environment

decreases with an increase in steps in forward prediction. While the use of the
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arithmetic average technique is a quick general representation of a data set (as

used in PBC), the use of the weighted average technique in (3.26)-(3.29) is more

descriptive of a specific problem and is capable of yielding better accuracy.

The computing complexity of BC schemes can be expressed in terms of com-

munication volume. The MBC scheme will have similar communication data with

that of PBC if the number of steps, K, is the same. It is shown in Ito et al [87] that

the communication volume of the PBC scheme is about half of that of centralized

unicast protocols. On the other hand, BC will have slightly lower communication

volume than both MBC and PBC as it does not transmit random variable (K vir-

tual steps). Nevertheless, both MBC and PBC have better control performance

than the BC scheme as random physical action is eliminated, and agents’ state

converges quicker.

3.5.1 Convergence analysis

Theorem 1 (Convergence of the MBC Scheme)

Consider the multi-agent system shown in Fig. 3.2, an objective function J(x),

and the MBC scheme in (3.26), (3.28) and (3.29) with K > 1. If the following

conditions (c1)-(c3) hold, then x(t) in (3.12) converges to a (possibly sample-path-

dependent) solution set to ∂xJ(x) = 0 with probability 1.

(c1) The objective function J(x) : RnN → R is defined as

J(x(t)) := ρ(‖x‖)Jobj(x) + (1− ρ(‖x‖))xTx, (3.30)
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ρ(‖x‖) :=


1(‖x‖ ≤ l1)

0(‖x‖ ≥ l2)

(3.31)

where J(x) and Jobj(x) in (3.3) is nonnegative C2 continuous on RnN , and there

exists a solution to ∂xJ(x) = 0. xTx is a nondecreasing function with respect

to the distance from the origin, and ρ is the switching function where l1 and l2

specifies the environment.

(c2) The compact connected internally chain transitive invariant sets of a gradi-

ent system ż(τ) = −∂zJ(z(τ)) are included in the solution set to the equation

∂zJz = 0 (i.e., to ∂xJ(x) = 0), and there exists an asymptotically stable equi-

librium for the gradient system, where z(τ) ∈ RnN and the stability are in the

Lyapunov sense [25].

(c3) limt→∞ a(t) = 0,
∑∞

t=0 a(t) = ∞, limt→∞ c(t) = 0,
∑∞

t=0(a(t)/c(t))2 < ∞

and
∑∞

t=0(a(t)c(t))2 <∞.

Remark 2

Convergence of the proposed MBC scheme is proven by showing that the transi-

tion of the MBC scheme converges to ∂xJ(x) = 0, which implies that the system

of x(t) in (3.12) has and reaches a local minimum value for the coverage problem.

Remark 3

Condition (c1) holds as Jobj in (3.3) is twice differentiable and xTx is a quadratic
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potential function, resulting in J(x(t)) which is sufficiently smooth. Condition

(c2) holds as the Hessian matrix of J(x) is nonsingular at each x satisfying

∂xJ(x) = 0 [88]. Condition (c3) is applied to prevent gains a(t) and c(t) from

reaching a very low value; in Section 3.6 (Numerical Simulations and Analysis),

the gains will be designed as in (3.41) to satisfy condition (c3).

Proof

The local controller output, ui(t) of BC as in (3.9) performs a two-stage state

transition as follows:

x(t+ 2) = x(t)− a(t)
σB(t+ 1)− σB(t)

c(t)
∆[−1](t) (3.32)

where

σB(t) = J(x(t)) (3.33)

σB(t+ 1) = J(x(t) + c(t)∆(t)) (3.34)

hold for t ∈ {0, 2, 4, ...}. Then the system (3.32) becomes

x(t+ 2) = x(t)− a(t)g(t,∆(t)), t ∈ {0, 2, 4, ...} (3.35)

where the stochastic function g(t,∆) is defined as

g(t,∆) :=

(
J(x(t) + c(t)∆)− J(x(t))

c(t)

)
∆[−1](t) (3.36)

If J(x) is a C2 continuous function with c(t) → 0 (as implied by conditions

(c1) and (c3)), then the expected value of g(t,∆(t)) (which is E in (3.37)) reduces
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to a stochastic approximate gradient of J(x) based on simultaneous perturbation

stochastic approximation (SPSA) [89] as follows:

E[g(t,∆(t))|x(t)] = ∂xJ(x(t)) +O(c(t)) (3.37)

Similarly, following (3.35), the state transition of multi-steps in the MBC scheme

is given by

x(t+ 1) = x(t)− a(t)
1∑K−1

k=0 λ
(k)

K−1∑
k=0

g(t,∆(k)(t))λ(k),∀t (3.38)

Next, we define the following function e(t) for brief notation:

e(t) :=
1∑K−1

k=0 λ
(k)

K−1∑
k=0

g(t,∆(k)(t))λ(k) − E

[
1∑K−1

k=0 λ
(k)

K−1∑
k=0

g(t,∆(k)(t))λ(k)|x(t)

]
(3.39)

Substituting (3.37) and (3.39) into (3.38), then as c(t)→ 0, the transition of x(t)

under the MBC scheme is given by

x(t+ 1) = x(t)− a(t){∂Jx(x(t)) + e(t) +O(c(t))} (3.40)

The system (3.40) is identical to the stochastic approximation algorithm in

equation (A.1) (in Appendix A.1) of Azuma et al [25]. Then, Lemma 2 of Azuma

et al [25] shows that (A.1) converges to a (possibly sample path dependent) com-

pact connected internally chain transitive invariant set of the gradient system,
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ż(τ) = −∂zJ(z(τ)). Conditions (c1) and c(3) imply the conditions for the almost-

sure convergence of Lemma 2 [25] for (30), and thus if (c1) and (c3) hold, then it

follows that (3.40) converges to a compact connected internally chain transitive in-

variant set ż(τ) = −∂zJ(z(τ)); then, if (c2) holds, (3.40) converges to ∂xJ(x) = 0

and the proof is complete. �

3.6 Numerical Simulations and Analysis

The number of agents in the two-dimensional state space is set to N = 25, i.e.

n = 2. The size of the coverage work area is fixed at 200 x 200 square units.

Initially, all agents are evenly distributed within the x-coordinate (80: 120) and y-

coordinate (0:40). The terminal simulation time is set to 5,000 iterations, and the

number of multi-steps used is K = 10. The controller gains a and c are determined

as follows:
a(t)|MBC =

a0(
t

2
+ 1 + av

)ap ,

c(t)|MBC =
c0(

t

2
+ 1

)cp ,

(3.41)

for t ∈ {0, 1, 2, ...} where a0 > 0 and c0 > 0 hold to satisfy a(t) > 0 and c(t) > 0.

The performance study to evaluate the effectiveness of MBC against BC and

PBC is conducted through three different scenarios. The first scenario is for a

single dense section, secondly for two dense sections and thirdly for an increased

number of agents, from 15 to 25 agents.
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3.6.1 Coverage with a single dense section

The performance of MBC for a single dense section is first discussed. For this

scenario, the value of ao and co are 1.2 and 14.5, respectively. av, ap and cp are set

as 15.5, 0.7 and 0.16 for all scenarios. Figure 3.5 shows the corresponding agent

distributions during specific intervals of iteration of 500, 1,500, 2,500 and 5,000

in all three schemes. BC is represented by the left column, followed by PBC in

the middle and proposed MBC in the right column. As the number of iterations

increase, it can be observed that the agents begin to disperse from their initial

positions and distribute themselves equally in the environment. The number of

agents in the dense section increases as the iteration progresses. The dense shaded

section holds two agents by iteration 5,000 for all the three schemes. However, it

is clear that MBC achieves this first by iteration 1,500, followed by PBC by 2,500

and lastly by BC by iteration 5,000. These show that the schemes can achieve the

same allocated number of agents in the dense section, making them comparable

for convergence study.

Figure 3.6 shows the evolution of the objective function for BC, PBC and

MBC. From the chart, it can be observed that both PBC and MBC have similar

initial steeper gradient descent compared to BC. However, after the initial drop,

MBC shows the quickest convergence to the final value, followed by PBC and

finally by BC.
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BC PBC MBC

(a) Iteration=500

(b) Iteration=1,500

(c) Iteration=2,500

(d) Iteration=5,000

Figure 3.5: The coverage task’s achievement with a single dense section is shown
by agents’ positions in the Voronoi diagram at various iterations. Comparison of
three different schemes: BC (left), PBC (middle), and proposed MBC (right).

This confirms that the proposed MBC shows better convergence performance

than the PBC scheme based on the execution difference (23) and (24). The per-

formance of BC is very different compared to both PBC and MBC as it takes

two physical steps to accomplish what PBC and MBC achieve through a single

physical step with multiple virtual steps. Therefore, for the subsequent scenarios,
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Figure 3.6: Evolution of objective function for BC, PBC and MBC for coverage
task with a dense section.

a comparison study will be conducted only for PBC and MBC. (Note: BC is able

to reach the same performance albeit much more slowly).

3.6.2 Coverage with two dense sections

The earlier section’s coverage study can be expanded to multiple dense sections,

and here two dense sections are studied. For this specific study, the value of ao is

0.55 and co is 12.5.

Figure 3.7 shows the comparison between PBC agent distribution on the left

column and MBC on the right column for iteration 1,000, 2,000 and 4,000. At

iteration 1,000, both PBC and MBC have equally acquired a single agent in the

right dense section. By iteration 2,000, MBC has managed to allocate two agents

in both the dense sections, while PBC only manages two agents in the left dense

section. However, by iteration 4,000, PBC has managed to catch up and converge
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similarly to MBC.

The objective function in Fig. 3.8 shows these results clearly where MBC has

converged faster by iteration 1,500 and PBC at about iteration 3,000. This shows

the MBC outperforms PBC in a coverage task with double dense sections.

3.6.3 Coverage for an increased number of agents

The two scenarios discussed above for single and double dense sections utilise 15

agents. This section studies the performance of the proposed MBC scheme with

an increased number of agents. Here, 25 agents are used, and the initial positions

of the agents are now five rows. Two extra rows of agents are included in the

existing three rows of agents. The values of initial gain utilised are ao = 0.3 and

co = 7.5.

With an increased number of agents for coverage with a single dense section,

the comparison of agent distribution for PBC and MBC is shown in Fig. 3.9. The

distribution is captured at iterations 1,500, 2,500 and 4,000. Intuitively, we can

expect that by using dense sections of the same size and increasing the number

of agents, more agents will be allocated in the sections. Figure 3.9 shows that

this is true, as now at convergence, there are three agents in the dense section.

Referring to the same figure, by iteration 1,500, MBC has two agents allocated

in the dense section compared with PBC, which has one. At iteration 2,500, the

number of agents for MBC within the dense section has increased to three, where

else for PBC, it has increased to two. Finally, by iteration 4,000, both methods

show similar distribution. This is presented in Fig. 3.10 where the MBC scheme
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PBC MBC

(a) Iteration=1,000

(b) Iteration=2,000

(c) Iteration=4,000

Figure 3.7: The coverage task’s achievement with double dense sections is shown
by agents’ positions in the Voronoi diagram at various iterations. Comparison of
two different schemes: PBC (left) and proposed MBC (right).
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Figure 3.8: Evolution of objective function for PBC and MBC for coverage task
with double dense sections.

displays quicker convergence performance than PBC.

In addition, the initial BC scheme proposed by Azuma [25] was tested exper-

imentally for uniform coverage task using mobile ground robots, and the results

showed that the numerical scheme is transferable to physical execution. On the

same note, the MBC scheme is expected to perform experimentally with similar

success as it follows a similar physical execution protocol. The only difference here

is the additional virtual computation load and decrease in physical steps taken by

each robot. This, alongside the numerical simulations conducted in this paper,

validates the proposed scheme for successful implementation in a coverage control

task.
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PBC MBC

(a) Iteration=1,500

(b) Iteration=2,500

(c) Iteration=4,000

Figure 3.9: The achievement of 25 agents in a coverage task with a single dense
section is shown by agents’ positions in the Voronoi diagram at various iterations.
Comparison of two different schemes: PBC (left) and proposed MBC (right).
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Figure 3.10: Evolution of objective function for PBC and MBC for coverage task
with a single dense section using 25 agents.

3.7 Summary

In this chapter, a novel broadcast control-based scheme called Multi-step Broad-

cast Control (MBC) was developed. This scheme is designed to overcome the

limited one-step look-ahead of the existing BC schemes. This was achieved by

introducing several virtual random stages along the horizon. By using λ, immedi-

ate action is given a higher weight, and the weighting is gradually reduced as the

number of steps increases.

Convergence of the proposed MBC scheme is proven by showing that the tran-

sition of the MBC scheme converges to ∂xJ(x) = 0, which implies that the system

(collective agent dynamics) has and reaches a local minimum value for the cover-

age problem. While using the arithmetic averaging technique is a quick general

representation of a data set (as used in PBC), in MBC, the local controller output

has been calculated using a weighted averaging technique that better describes a
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specific problem and is capable of better accuracy.

The performance of the proposed MBC has been tested in terms of the coverage

problem with single and double density sections and for an increasing number

of agents. The results of the study suggest that the introduction of multiple

virtual steps in a horizon increases task fulfilment and deployment efficiency. It

is noteworthy that MBC outperforms the existing BC schemes and converges the

fastest as the gradient is calculated from several steps along the horizon where

the dense sections appear earlier to the agents compared to BC and PBC. In this

chapter, path constraints experienced by physical agents are not modelled into

the MBC scheme. Therefore, the next chapter will focus on developing the MBC

scheme to accommodate the path constraints of the agents.



4 | Development of MBC scheme
considering Agent Path
Constraints

4.1 Introduction

The previous chapter (Chapter 3) introduced the Multi-step Broadcast Control

(MBC) scheme. The MBC scheme is a novel Broadcast Control (BC) scheme

employing a weighted averaging technique of multiple virtual steps along a horizon

to increase performance parameters in a coverage problem with non-uniformity in

the importance of coverage area. However, in the previous chapter, it was assumed

that the agents can always reach the predicted position at the future time step from

the initial time step. This is not always feasible in a realistic/practical scenario

where agents are physical autonomous robots or vehicles.

Any real physical agent is constrained in its motions along the travel path. For

example, physical agents are limited in their motion based on its turning limit and

heading direction. The original BC scheme does not consider these constraints of

the agents. Ideally, control schemes must reflect the actual position that an agent

reaches as the starting point for the next iteration.

47
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This chapter develops an integrated framework that outlines how an agent’s

path constraints can be taken into consideration in the development of the MBC

scheme. Here, agents will be assumed as fixed-wing autonomous unmanned aerial

vehicles (UAVs). Section 4.2 describes the path constraints for UAVs using subsets

Dubin’s curve [90]. The following section, Section 4.3, outlines the decision making

procedure for trajectory planning. Section 4.4 describes the coverage task suited

for UAVs. Nextly, Section 4.5 demonstrates the effectiveness of the developed

scheme via numerical simulation of the integrated framework and its corresponding

analysis. Finally, Section 4.6 summarises the chapter with its findings and possible

improvements for better overall performance.

4.2 Agent Path Constraints

The previous chapter showed that the MBC scheme produces the desired point for

each agent at every iteration. Agents were assumed to travel between the points

following straight-line paths. Figure 4.1 illustrate these paths.

However, paths of straight-line segments result in discontinuous trajectories,

which is not realistic in a physical system. The main assumption presuming agents

can always reach the predicted point at each step is unrealistic. This assumption

concludes that the agent’s heading direction is always in the direction of the pre-

dicted point. This requires the physical agents to rotate in the current position

to face the new direction before travelling to the desired point following a straight

path.
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Figure 4.1: Straight-line paths of agents using the BC/PBC/MBC scheme. Paths
are shown for 2 agents.

This section describes the path constraints that are introduced for the agents.

Two main constraints are introduced; the agent’s heading direction and path de-

sign. The constraints are detailed as follows.

Heading direction

• The heading direction of each agent is set at the start of the simulation.

• The heading direction is expected to change after each step.

• The heading of an agent is expected to remain the same as the previous step

only if the agent travels in straight-ahead motion.

• The heading direction of the agents are logged into the simulation at every

iteration continuously.
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Path design

• The available paths for the agents are; straight-ahead motion, clockwise

(right) turn or an anticlockwise (left) turn.

• The paths are designed as subsets of Dubin’s path planning.

• Paths are planned for each iteration.

• The shortest path between the computed and possible points is selected.

Typical path planning procedures in literature are performed differently from

the current study. Typically for each agent, the path planning connects a known

start position and direction to the desired final position and direction by a path.

The goal locations and the initial position of the task is usually determined before

the start of the mission. The shortest route between these two points is computed,

and the full trajectory of the mission is planned ahead. Examples of these are pre-

sented in the works of Shanmugavel et al. [91–93] for multiple UAVs. One of these

works is shown in Fig. 4.2. The figure shows that paths designed for the UAVs

consist of circular arcs and straight lines connecting the start position(bottom of

figure to the goal position(top of figure). Such a path design is known as Dubin’s

curve [90].
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Figure 4.2: Travel paths for multiple UAVs by Shanmugavel et al. [91]

Figure 4.3: Dubin curve’s CLC and CCC paths [94]
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A Dubins path is the shortest path that connects two configurations in a plane

under the restriction of a curvature [90]. In a 2D plane, a line represents the

shortest distance between two points, while an arc is the shortest curve of constant

curvature—the combination of these two results in the shortest route. Typically

the Dubins path is formed by linking two circular arcs with common tangents

or three successive tangential circular arcs. The former is a CLC path, and the

latter is a CCC path, where C stands for arc and L for the line segment. These

paths are depicted in Fig. 4.3. This work focuses on a subset of Dubins’s path;

either a line or a circular arc. The theory of Dubin state that the path must be a

continuously differentiable curve that consists of not more than three pieces, each

of which is either a straight line segment or an arc of a circle of radius R. The use

of subsets of Dubins curves allows obtaining smooth paths compliant with flight

mechanics constraints for the case of UAVs.

Integrating heading direction and path design constraints into to MBC scheme

will produce a continuous and feasible path for fixed-wing UAVs. Additionally, in

this thesis, the path planning procedure will be conducted for every iteration, as

the goal position of the coverage task is not immediately known. For each iteration,

the shortest path will also be computed and selected. The method employed to

decide on the shortest path will be discussed in the next section.
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4.3 Decision Making Procedure for Trajectory Plan-

ning

Figure 4.4: UAV taking multi-steps along a horizon in the Multi-step Broadcast
Control scheme.

This section describes the process of decision making used to choose between the

available paths, which were earlier discussed as path constraints. The alternating

virtual and deterministic UAV motion following the MBC scheme is depicted in

Fig. 4.4.

Each UAV position in space x, y, z is xi(t) and its yaw angle (heading) is ψi(t).

Throughout the mission, the UAV altitudes are maintained. Therefore, there is

no change in z of the UAV pose. The possible paths that the UAV can take are

constrained to either a straight-ahead direction, a clockwise (right) or an anti-

clockwise (left) turn. The UAV computes the future position of all three path

possibilities to make this decision. It calculates the Euclidean distance from these

possible points to the point computed by the mission control framework. The path

with the shortest difference in distance, dis, is selected. Figure 4.5 illustrates the

possible manoeuvres for an UAV.
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Figure 4.5: Schematic diagram of UAV decision making for 3 possible manoeuvres.

The path for each UAV is calculated following the below steps.

1. Based on the UAV heading, the final pose of the UAV for all three paths of

possible manoeuvres is computed.

2. Euclidean distance from all three poses to the predicted point in space com-

puted by the UAV flight controller is determined.

3. The path with the shortest difference in Euclidean distance is selected.

4. UAV performs the selected manoeuvre in Step 3.

5. UAV returns current coordinate to integrated MBC system and the next

iteration is repeated.

Following Fig. 4.6, the UAV flies with the selected manoeuvre, and the pose

will be either one from the below.
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Figure 4.6: Manoeuvre of the UAV : Current position and heading (xi(t),ψi(t)) to
next position and heading (xi(t+ 1),ψi(t+ 1)).

Pose of UAV at xi(t+ 1) for forward motion:

Ai : xi(t+ 1) = xi(t) + r cos(ψi(t)),

yi(t+ 1) = yi(t) + r sin(ψi(t)).

(4.1)

Pose of UAV at xi(t+ 1) for clockwise manoeuvres:

Ai : xi(t+ 1) = xi(t) + r cos(ψi(t)− (π/2)) + r cos(ψi(t)),

yi(t+ 1) = yi(t) + r sin(ψi(t)− (π/2)) + r sin(ψi(t)).

(4.2)

Pose of UAV at xi(t+ 1) for anti-clockwise manoeuvres:

Ai : xi(t+ 1) = xi(t) + r cos(ψi(t) + (π/2)) + r cos(ψi(t)),

yi(t+ 1) = yi(t) + r sin(ψi(t) + (π/2)) + r sin(ψi(t)).

(4.3)
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4.4 Coverage Problem for a Group of UAVs

Figure 4.7: Multiple UAVs provide coverage for a region with varying distribution
of ground users/IoT devices.

Consider a group of N fixed-wing UAVs (Ui, i = 1, 2, ..., N) equipped with wireless

ad-hoc capabilities and airborne sensors performing a cooperative area coverage

mission in a region, Q such as in Fig. 4.7. The multi-UAVs aim to efficiently

provide network coverage for the whole environment considering the ground users

(or IoT devices) density distributions. The search environment is taken as a

rectangular plane of size lx x ly in a two-dimensional Euclidean space.

The following assumptions and requirements about the multi-UAV systems are

made for the coverage control problem.

• All the UAVs are homogeneous and fly at the same altitude, H.

• The ground users’ position or IoT devices is only known to the cloud/global

controller.
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• Each UAV calculates its trajectory and flight parameters (heading angles)

in real-time.

• To decrease communication load, the UAVs are not connected.

• Mission goal is not made known to individual UAVs to maintain confiden-

tially and security in case of random UAV hijack or loss.

For practical execution of the above assumptions, a cloud system must fully

observe the coverage region. Hence, the coverage task can be realistically executed

in a smart city environment.

4.4.1 Integration of Loiter Manoeuvre into Coverage Func-

tion

Figure 4.8: Design of loiter manoeuvre.
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When the UAVs reach their final positions, they are set to enter a loiter phase.

This is done so that the UAVs can fly around their coverage region to provide their

services as required to the respective ground users or IoT devices. The UAVs will

loiter at the same altitude the loiter was entered into.

Additionally, the loiter phase serves as a transitional phase before the UAVs

are assigned to return to the base or to continue towards their next mission.

The loiter manoeuvre as represented in Fig. 4.8 can be modelled as a sinusoidal

approximation model. This loiter model is included as an additional term in the

coverage cost function and is executable at the end of the task. The coverage

function inclusive of the loiter model can be represented as:

J(x(t)) = J(x(t))min + Asin(t) (4.4)

The path taken by a UAV will be a combination of subsets of Dubins’ curve

and the loiter manoeuvre.

4.5 Results and Discussions

This section presents the results of the integrated MBC scheme with agent con-

straints. The UAV path trajectories, the evolution of the objective function and

the coverage distribution are discussed. The importance of certain sections of the

coverage domain is designed using Gaussian density functions. Furthermore, the

increase of agents is also modelled to test the adaptability of the scheme.
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To begin with, the path taken by a UAV which is a combination of subsets of

Dubins’ curve and the loiter manoeuvre, is shown in Fig. 4.9. The resulting path

travelled by the UAV is continuous and realistic. This is attributed to the fact

that the agents (UAVs) are now constrained to move in only two different modes

(straight lines or circular arcs) from its heading direction. Therefore, compared

to the earlier straight-line paths as in Fig. 4.1 the overall trajectory becomes

continuous and less erratic. Figure 4.10 shows the path courses for 4 UAVs.
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Figure 4.9: Sample path taken by an UAV during the coverage mission. The
path’s direction is from bottom to top. The circular manoeuvre represents the
loiter maneuver of the UAV at the end of the task.

Next, numerical simulations conducted to validate the developed MBC scheme

inclusive of path constraints are discussed. Here, four different scenarios are tested.

The number of agents in the two-dimensional state space is set to N = 20, i.e.

n = 2. The size of the coverage area is fixed at 100 x 100 square units. The

controller gains a and c are determined using the formula below:
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a(t)|MBC =
a0(

t

2
+ 1 + av

)ap ,

c(t)|MBC =
c0(

t

2
+ 1

)cp ,

(4.5)

for t ∈ {0, 1, 2, ...} where a0 > 0 and c0 > 0 hold to satisfy a(t) > 0 and c(t) > 0.

For all scenarios, the value of ao and co are 9.5 and 0.15, respectively. Additionally,

the values of av, ap and cp are set as 15.5, 0.7 and 0.16.
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Figure 4.10: Travel path of four UAVs during coverage mission.
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1. Uniform density distribution of ground users.

In this task, 20 UAVs are assigned to provide uniform coverage. The UAVs be-

gin from their initial position that is evenly distributed within the x-coordinate

(20:70) and y-coordinate (0:100) as shown in Fig. 4.11(a). The UAVs begin to

converge to a Voronoi distribution to provide full coverage of the environment

from the initial position. The final distribution at convergence is shown in Fig.

4.11(b). Figure 4.11(c) shows that the objective function decreases smoothly. The

smooth decrease shows that the MBC scheme can perform seamlessly even when

the agents’ constraints are applied. From the same figure, minor perturbations of

the objective function can be observed from t = 400 to t = 450, which illustrate

loiter manoeuvre being executed.
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Figure 4.11: a) Initial Voronoi configuration of 20 UAVs in an environment with a
uniform density of ground users/IoT devices. (b) Final centroidal Voronoi config-
uration of 20 UAVs in an environment with a uniform density of ground users/IoT
devices. (c) Mission cost function.
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Figure 4.12: Trajectories of UAVs during coverage task with uniform density of
ground users/IoT devices.

The complete path trajectory taken by the UAVs is presented in Fig. 4.12.

Even with additional decision-making components integrated into the MBC scheme,

the UAVs can follow a continuous travel path to reach their final goal.

2. Gaussian density distribution of ground users.

In this task, 20 UAVs are assigned to provide coverage for an area following a

Gaussian density distribution function. The distribution used is described as

f(x) = 50 exp(−0.5(((X − 100)/40)2)− 0.5(((Y − 100)/40)2)) (4.6)
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This distribution is illustrated in Fig. 4.13.

Figure 4.13: Gaussian density distribution.

The UAVs begin from their initial position that is evenly distributed within the

x-coordinate (40:60) and y-coordinate (40:60) as shown in Fig. 4.14(a). The UAVs

begin to converge to a Voronoi distribution to provide full coverage of the environ-

ment from the initial position. The final distribution at convergence is shown in

Fig. 4.14(b). Figure 4.14(c) shows that the objective function decreases smoothly.

The smooth decrease shows that the MBC scheme can perform seamlessly even

when the agent constraints are applied for the case of non-uniform coverage of the

domain of interest. Similar in nature to Fig. 4.11(c), minor perturbations of the

objective function can be observed from t = 800 to t = 850 as it illustrates the

loiter manoeuvre being performed.

The entire path trajectory taken by the UAVs is presented in Fig. 4.15. The

paths show that the UAVs have successfully orientated themselves through their

heading direction to move towards the denser part of the coverage environment,

located at the top right of the domain, to achieve the coverage mission successfully.
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Figure 4.14: (a) Initial Voronoi configuration of 20 UAVs in a non-uniform density
of ground users/IoT devices; (b) Final centroidal Voronoi configuration of 20 UAVs
in an environment with Gaussian density distribution of ground users/IoT devices;
(c) Mission cost function.
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Figure 4.15: Trajectories of UAVs during coverage task with a non-uniform density
of ground users/IoT devices expressed using Gaussian function.

3. Increased number of UAVs (scalability test).

The scalability of the developed scheme in this chapter is validated in this scenario.

Here, the number of UAVs being tested is increased to 30. The UAVs begin from

their initial position that is evenly distributed within the x-coordinate (30:70)

and y-coordinate (40:60) as shown in Fig. 4.16(a). A similar Gaussian density

distribution as in Eq. 4.6 is applied to the coverage domain.

The UAVs begin to converge to a Voronoi distribution to provide full coverage

of the environment from the initial position. The final distribution at convergence

is shown in Fig. 4.16(b). As expected, the number of agents distributed at the

denser section at the top right of the domain has increased compared to the earlier

scenario consisting of 20 UAVs.
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Figure 4.16: (a) Initial Voronoi configuration of 30 UAVs in an environment with
a non-uniform density of ground users/IoT devices; (b) Final centroidal Voronoi
configuration of 30 UAVs in an environment with Gaussian density distribution of
ground users/IoT devices; (c) Mission cost function.
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Figure 4.17: Trajectories of UAVs during coverage task with a non-uniform density
of ground users/IoT devices expressed using Gaussian function with increased
number of agents.

Figure 4.16(c) shows that the objective function decreased smoothly. The

smooth decrease shows that the MBC scheme can perform well despite the increase

in number of agents in the task. The minor perturbations caused by the loiter

manoeuvre can be observed from t = 800 to t = 850 in Fig. 4.16(c).

The complete path trajectory taken by the UAVs is presented in Fig. 4.17.

The paths show that even with the increase in the number of UAVs, the devel-

oped MBC scheme can successfully orientate the UAVs to move toward the denser

part of the coverage environment while maintaining good coverage throughout the

whole domain. However, Fig. 4.15 with 20 UAVs shows visually smoother paths

compared to Fig, 4.17 with 30 UAVs.
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4. Multiple density distribution of ground users.

The fourth scenario involves varying the density distribution to include multiple

centres of densities. Specifically, 20 UAVs are assigned for a mission to provide

coverage for an area following a Gaussian density function described as

f(x) = 50 exp(−0.5 ∗ (((X − 60)/40)2)− 0.5 ∗ (((Y − 60)/40)2))

+ 50 exp(−0.5 ∗ (((X + 60)/40)2)− 0.5 ∗ (((Y + 60)/40)2))

(4.7)

This density function is depicted in Fig. 4.18. The corresponding final cover-

age distribution of the UAVs following the Gaussian function is as shown in Fig.

4.19(a). The coverage distribution shows a good match to the density function

used. This shows that the MBC scheme is adaptable to varying the Gaussian

functions and is able to provide optimal coverage for the multiple areas in the

domain of interest.

Figure 4.18: Double Gaussian density distribution.
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Figure 4.19: (a) Final centroidal Voronoi configuration of 20 UAVs in an envi-
ronment with double Gaussian density of ground users/IOT devices; (b) UAVs’
trajectories.

The complete travel path to reach the final distribution is reflected in Fig.

4.19(b). The paths show that the scheme can execute coverage tasks successfully

with multiple density centres. This result can be translated to mean that the

MBC scheme can effectively allocate the UAVs to the various density distribution

of ground users and targets during a practical application.
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4.6 Summary

Existing BC schemes have been applied for agents who are flexible in their motions.

However, many scenarios require a different outlook if BC schemes were to be

used for physical agents. Practical agents are limited in their path constraints.

As previous BC schemes did not consider the effect of path constraints on its

agents, for the first time in the class of BC algorithms, agent path constraints

were introduced in this chapter. Agent path constraints were integrated into the

MBC scheme assuming agents as fixed-wing UAVs.

The findings from this chapter show that the integrated MBC scheme is adapt-

able to changes in path constraints experienced by the agents. For example, con-

straints such as the heading orientation of agents and the path it takes to reach

the desired point have been successfully adapted into the system. The path con-

straints are able to create a feasible and continuous path for the agents. Contrary

to step changes in non-uniformity of the coverage area, as in the previous chapter,

continuous distribution functions represent gradual changes in the non-uniformity

in the coverage area. The MBC system was shown to be adaptable to such non-

uniformity using Gaussian functions and even with the increase in the number of

Gaussian centres in an environment.

The numerical simulations also show that the MBC scheme can effectively

deploy multiple UAVs, provide coverage uniformly over the mission environment,

and adapt to an increased number of UAVs. The next chapter will study the

methods to decrease agents’ travel distance and aim to reduce execution time.



5 | Development of Receding
Horizon based Broadcast
Control (RHBC) Scheme

5.1 Introduction

In the previous chapter (Chapter 4), an MBC framework that considers the path

constraints of physical agents was established using the Dubins curve and head-

ing control. The results demonstrated that the MBC control scheme is adaptable

to changes in path constraints experienced by physical vehicle-like agents. How-

ever, the agent’s travel distance and execution time can be further optimised.

Therefore, this chapter aims to achieve both these goals by integrating the re-

ceding horizon control technique and momentum-based learning into the existing

scheme by proposing an advanced predictive scheme named Receding Horizon

based Broadcast Control (RHBC).

In Chapter 3, the Multi-step Broadcast Control (MBC) scheme was proposed.

The MBC scheme gives agents views of multiple steps ahead along a predictive

virtual horizon. To extend the multi-step concept in a renewed way, a Receding

Horizon based Broadcast Control (RHBC) scheme is introduced. The proposed

72
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method is another form of multi-step control. The scheme will be repeated multiple

times into the future (prediction horizon) virtually before an optimised direction

is obtained from the final prediction horizon. This will significantly reduce the

computation time of the BC schemes. The momentum method [95] is a technique

for accelerating gradient descent that accumulates a velocity vector in directions

of persistent reduction in the objective across iterations. Hence, momentum-based

learning will be incorporated into the developed RHBC scheme to decrease the

total travel distance of the agents and improve the overall performance of the

scheme. The RHBC scheme can be considered a Cyber-physical System (CPS)

where the global coordinator and a set of virtual agents perform the computation in

the cyber layer. The positional data will be transmitted wirelessly to the physical

agents located in the physical layer.

Section 5.2 will introduce the background theories relevant to the proposed

scheme. The development of the RHBC scheme will be detailed in Section 5.3.

The numerical simulations and analysis will be presented in Section 5.4. Finally,

Section 5.5 will summarise the outcome of the RHBC scheme and its contributions.

5.2 Background Theories

5.2.1 Receding Horizon Control (RHC)

Receding horizon control (RHC) is a feedback control technique that became well

known in the 1980s. Receding horizon control is also referred to as model predictive

control (MPC) in the chemical process control community. The term “model
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predictive" refers to the use of the model to predict system behaviour over the

planning horizon at each update. Specifically, RHC is a general-purpose control

scheme that repeatedly solves a constrained optimisation problem and selects the

control action based on predictions of future costs, disturbances, and constraints

over a moving time horizon [96].

In RHC, an optimisation problem is solved at each time step in order to es-

tablish an action plan over a fixed time horizon. The current control action in

receding horizon control is determined by solving a finite horizon optimal control

problem online at each sampling instant. Each optimisation produces an optimal

control trajectory, also known as an optimal control plan, and the first sample of

the plan is used to control the system until the next sampling instant. The con-

trol policy includes feedback as real-time measurements are used to determine the

control input. The resample and replan action provide feedback to minimise the

effects of system uncertainty. A common source of uncertainty is the mismatch

between the system model used for planning and the actual system dynamics.

The term “receding horizon" refers to the fact that the planning horizon, which is

typically fixed, recedes with each update.

RHC has the ability to include generic models, linear and nonlinear, and con-

straints in the optimal control problem. Therefore, RHC is a good control candi-

date, suitable for multi-agent systems as it can handle generic state and control

constraints.
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5.2.2 Momentum-based learning

There is extensive literature on modifications to the stochastic gradient descent

algorithms to improve its theoretical and empirical performance using momentum-

based learning. The idea of momentum is derived from physical mechanics, which

models object inertia. The goal behind using momentum in stochastic gradient

descent is to keep the influence of the previous update direction on the following

iteration to some extent. The momentum approach can accelerate convergence

when dealing with high curvature, small but constant gradients, or noisy gradi-

ents [97]. The most notable momentum-based learning methods are the Heavy

Ball Method (HB) by Polyak [95] and Nesterov’s Accelerated Gradient Method

(NAG) [98]. The application of HB to training neural networks can be found in

Rumelhart et al. [99] and recently Sutskever et al. [100], have highlighted the im-

portance of such momentum-based methods in the field of deep learning. Such a

modification involves the addition of a momentum factor which defines the cur-

rent search direction gk as a combination of the current stochastic gradient dk and

previous search directions, gk−1. The stochastic gradient method is represented in

the form

θk+1 = θk − akgk (5.1)

where θ ∈ Rn represents the parameters of a learning model and ak > 0 is the

step size or learning rate. The stochastic variant of Polyak’s Heavy Ball method

[26] can be represented as
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gk = dk +mfg
k−1 (5.2)

where mf is the momentum factor ranging between [0, 1], whereas, Gupal and

Bazhenov had presented a normalised version of (5.1) and (5.2) as

gk = (1−mf )dk +mfg
k−1 (5.3)

Directions with a low curvature have a slower local change in their rate of

reduction. Therefore, they tend to persist over iterations and are amplified by the

momentum factor. Second-order methods, like first-order methods, amplify steps

in low curvature directions. Still, instead of accumulating changes, they reweight

the update along each eigen direction of the curvature matrix by reversing the

associated curvature. Similarly, it has been shown that in HB, the momentum

factor can significantly accelerate convergence to a local minimum, requiring
√
R

times fewer iterations than the steepest descent to achieve the same degree of

accuracy. The term R is the condition number of the curvature at the minimum

and mf is set to (
√
R− 1)/(

√
R + 1).

The general influence of the momentum factor on the convergence properties

is as follows :

• If the current gradient is parallel to the previous search direction, then the

previous search direction can help to accelerate this search.

• If the current gradient is the inverse of the previous search direction, then

the previous search direction delays this search.
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• When the learning rate is small, the right momentum can help to accelerate

convergence.

• When the learning rate is large, the momentum factor helps to reduce the

convergence oscillation.

• When the current stochastic gradient derivative reaches zero, it continues to

update the current search direction to achieve equilibrium and is dampened

by friction factor, mfg
k−1.

It is advantageous to depart from the local minimum during the training process

for the search process to converge faster [95, 100]. Choosing the appropriate size

of the momentum factor is also a challenge. When the momentum factor is small,

it is difficult to achieve the effect of faster convergence. The current point can

deviate from the optimal value point when the momentum factor is large. Several

experiments have empirically confirmed that 0.9 [101] is the best setting for the

momentum factor.

5.2.3 Cyber-Physical System (CPS)

Systems that bridge the cyber world of computers and communication with the

physical world are called cyber-physical systems (CPS) [102]. Operations of CPS

are coordinated and controlled by a computing centre through networks. The

embedded computer and network networks monitor and control the physical pro-

cesses, usually with feedback loops, where physical processes affect the compu-

tation and vice versa. The CPS concept is envisioned as a new paradigm for

future control systems. It has attracted research attention from both the aca-
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demic and industry. Examples of applications of CPS include intelligent vehicles,

aerospace systems, robotic systems, precision agriculture, medical devices and sys-

tems, smart spaces, defence systems, process control, building and environmental

control, and factory automation.

Multi-agent systems and CPS have a lot in common. In the case of broadcast

control applicable to multi-agent systems, the design is comparable to a smart

factory for industry 4.0. Industrial processes must achieve high flexibility and

efficiency in addition to low energy consumption and costs. The multi-agents

system is the most representative of the advanced manufacturing schemes proposed

to overcome the drawback of current production lines. Here, the manufacturing

resources are described as intelligent agents that negotiate with each other to

adopt dynamic reconfiguration to attain flexibility.

Nevertheless, due to the lack of some global coordination, the planned multi-

agent schemes are not able to efficiently handle complex manufacturing systems.

To overcome this, CPS offers a tremendous opportunity to apply smart manufac-

turing. The CPS can support the multi-agent systems with emerging technologies

such as wireless sensor networks, big data, cloud computing, embedded systems,

mobile internet and the Internet of Things (IoT).
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5.3 Development of Receding Horizon based Broad-

cast Control (RHBC) Scheme

This section presents the novel scheme proposed in this research, the Receding

Horizon based Broadcast Control (RHBC) scheme. The RHBC is inspired by

the technique of receding horizon control and incorporates multiple predictive

horizons within an iteration. The multiple predictive horizons can reduce system

uncertainty and decrease convergence time, t, significantly.

In RHBC, H denotes the number of predictive horizons. At each iteration, the

scheme is repeated multiple times, i.e. for a certain number of horizons, H. The

state equation of an agent in the physical layer is represented as follows:

Ai : xi(t+ 1) = xi(t) + ui(t), i = 1, 2, . . . , N (5.4)

where xi(t) ∈ Rn is the position in the n-dimensional space and ui(t) ∈ Rn is the

control input generated in the cyber layer. The control input, ui(t) is represented

as

ui(t) = γ[xHi (t)− xi(t)] (5.5)

where γ represents the “trustworthiness factor”. Only a certain percentage of the

direction of gradient from the predicted horizon is “trusted” and taken into account

for the computation for the physical step. This is because of the limited horizon,

there are uncertainties in the system. Only if the predicted horizon is infinite,
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100% of its value can be fully trustworthy. The notation xHi (t) represents the final

state of the agents at horizon H.

The state-space equation of agent i within the cyber layer is given as

x̂
(h+1)
i (t) := x̂

(h)
i (t) + û

(h)
i (t) for h=0,1,2,. . . ,H -1 (5.6)

û
(h)
i (t) := c(t)∆

(h)
i (t) for h=0,1,2,. . . ,H -1 (5.7)

where x̂(h+1)
i (t) and û

(h)
i (t) are the virtual predictive state and virtual input of

agents Ai at each horizon.

The Global Controller, GC, in RHBC calculates the objective function, J , for

the virtual step as follows:

σR
h(t) := J(x̂(h+1)(t))− J(x̂(h)(t))

(5.8)

where J(x̂(h+1)(t)) = J(x̂h(t) + c(t)∆
(h)
i (t)).

While, the control output, ui(t), of the local controller, Li, at each horizon

which is also predictive is given as

ûi
h(t) := −a(t)

σR
(h)(t)

c(t)
∆

(h)[−1]
i (t), (5.9)

Next, applying the momentum factor mf , ui(t) is transformed into

ûhi (t) = (1−mf )ûi
(h)(t) +mf ûi

(h−1)(t) (5.10)
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Eq. 5.6 to Eq. 5.10 is repeated until h = H. The final agent state xiH(t) will be

used in Eq. 5.5 before the control input ui(t) is transmitted to agents in physical

layer as in Eq. 5.4.

The RHBC scheme can be summarised as follows.

1. At time t and the current state xi, the BC scheme is repeated virtually a

number of times, i.e., for the number of horizons, h = 1, ..H.

2. The final agent state, xiH at H is computed.

3. The final agent state is used to compute the local controller output, ui(t).

4. The local controller output, ui(t) is transmitted to physical agents for exe-

cution.

5. Repeat the fixed horizon optimisation at time t+1 for future virtual horizons,

H, starting from the current state xi(t+ 1).

The RHBC is proposed as a CPS model with the control scheme situated in

the cyber layer and the physical agents in the physical layer. The position data is

broadcasted to the physical agents after multiple iterations in the cyber layer to

be executed in the physical layer by the agents. The cyber layer is assumed to be

able to observe the physical layer with appropriate sensors and collect positional

data from each agent individually. This automation hierarchy is presented in Fig.

5.1 and the detailed CPS model for RHBC is given in Fig. 5.2.
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Figure 5.1: The automation hierarchy for the proposed RHBC scheme in a CPS
setting.

Figure 5.2: The CPS model of RHBC with numerical computation by the global
controller and virtual agents in the cyber layer communicating positional data to
physical agents in the physical layer.
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5.4 Numerical Simulations and Analysis

This section evaluates the effectiveness of the proposed RHBC scheme. The RHBC

scheme was developed as an extension to the multi-step BC scheme proposed

in Chapter 3. It can be generally considered a multi-step design because, in

RHBC, the multi-step is running the whole scheme virtually for a certain number

of iterations into the future, i.e. for a certain number of horizons, H. Besides the

virtual horizons, a momentum factor, mf has been introduced and varied. The

effect of these two parameters on the computation time and the travel distance of

the agents are investigated.

The number of agents in the two-dimensional state space is set to N = 25,

i.e. n = 2. The size of the coverage work area is fixed at 200 x 200 square units.

Initially, all agents are evenly distributed within the x-coordinate (75:125) and

y-coordinate (0:25). The values of horizon used are H = [4, 8, 12, 16, 20] and the

values of momentum factor used are mf = [0.0, 0.3, 0.5, 0.7, 0.9]. The controller

gains a and c are determined using the formula as below:

a(t)|MBC =
a0(

t

2
+ 1 + av

)ap ,

c(t)|MBC =
c0(

t

2
+ 1

)cp ,

(5.11)

for t ∈ {0, 1, 2, ...} where a0 > 0 and c0 > 0 hold to satisfy a(t) > 0 and c(t) > 0.

For all scenarios, the value of ao and co are 8.5 and 0.1, respectively. Additionally,

the values of av, ap and cp are set as 15.5, 0.45 and 0.1.
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Table 5.1 presents the performance of the proposed RHBC scheme against the

existing BC schemes, namely the BC and PBC schemes. The total travel distance,

time of convergence (t), computation time per step and total computation time

are tabulated. The table shows that the RHBC has the lowest travel distance

compared to PBC and BC. It is expected for BC to have more than twice the

distance travelled as all the steps taken are taken physically, including the ran-

dom steps; this is unlike PBC and RHBC, where all random steps are computed

virtually, and hence virtual distance is not calculated.

RHBC also shows significant improvement in terms of the time of convergence,

where the scheme converges the quickest at t = 130, while PBC converges at

t = 450 and BC at t = 860. The BC scheme is the fastest in terms of computation

time per step, followed by PBC and RHBC. However, all three schemes still per-

form in the range of milliseconds and the differences can be considered negligible.

Table 5.1: Comparison between BC schemes

Scheme Total Travel Distance
(unit distance)

Convergence at
Iteration

Computation Time
per Step (ms)

BC 5.26×104 860 4
PBC (K=10) 1.73×104 450 23
RHBC (H=10) 1.32×104 130 36
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Figure 5.3: Comparison between BC schemes. The proposed RHBC scheme con-
vergences to the solution at the most optimal rate, which is by t = 130, followed
by PBC and BC respectively at t = 450 and t = 860.

Figure 5.3 shows the evolution of the objective function, which illustrates the

objective function against the time taken for convergence for the BC schemes being

compared. It is evident from the figure that the developed RHBC scheme shows

the quickest convergence, hence achieving the best performance.

Table 5.2 compares the communication volume between BC, MBC and RHBC.

For N number of agents, BC send 2N + 1 data. Typically both-way communica-

tion volume of BC is almost half of that of centralised systems employing unicast

protocols. For either PBC or MBC, the data amount is multiplied by the amount

of virtual predictive steps sent to the global controller, and therefore the com-

munication volume will be 2NK + 1. Since the RHBC scheme operates within

a cyber-physical layer, the both-way communication volume is greatly reduced

compared to PBC and MBC and stands at 4N .
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Table 5.2: Comparison between BC schemes for Communication Volume

Scheme Communication Volume per Step
(N agents)

BC 2N+1
PBC/MBC (K virtual steps) 2NK+1

RHBC 4N

Table 5.3 shows the relation between the change in the number of horizons

and the momentum factor. The trend in results illustrates that the travel dis-

tance decreases with the increase in momentum factor used. This is in line with

the expected performance as the introduction of momentum factor to the gradi-

ent computation has increased the scheme’s accuracy and hence lowered the total

distance travelled by the agents. With the increase of horizon number, the compu-

tation time per step for the agents will increase. Nevertheless, these values ranging

from 14ms for H = 4 to 65ms for H = 20 can be considered a minimal increase.
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Table 5.3: Performance based on change of number of horizons, H and momentum
factor, mf

Horizon Number : 4
Momentum Factor

(mf )
Total Travel Distance

(unit length)
Computation Time

per Step (ms)

0.0 1.60×104

14

0.1 1.51×104 (-6%)
0.3 1.15×104 (-27%)
0.5 8.09×103 (-30%)
0.7 6.19×103 (-21%)
0.9 5.37×103 (-13%)

Horizon Number : 8
Momentum Factor

(mf )
Total Travel Distance

(unit length)
Computation Time

per Step (ms)

0.0 1.41×104

27

0.1 1.26×104 (-11%)
0.3 9.09×103 (-28%)
0.5 7.07×103 (-22%)
0.7 5.41×103 (-24%)
0.9 4.15×103 (-23%)

Horizon Number : 12
Momentum Factor

(mf )
Total Travel Distance

(unit length)
Computation Time

per Step (ms)

0.0 1.22×104

41

0.1 1.12×104 (-8%)
0.3 8.46×103 (-26%)
0.5 6.74×103 (-20%)
0.7 4.85×103 (-28%)
0.9 3.93×103 (-19%)
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Horizon Number : 16
Momentum Factor

(mf )
Total Travel Distance

(unit length)
Computation Time

per Step (ms)

0.0 1.21×104

55

0.1 1.09×104 (-10%)
0.3 8.72×103 (-20%)
0.5 6.75×103 (-23%)
0.7 5.00×103 (-24%)
0.9 3.86×103 (-23%)

Horizon Number : 20
Momentum Factor

(mf )
Total Travel Distance

(unit length)
Computation Time

per Step (ms)

0.1 1.19×104

65

0.1 1.09×104 (-8%)
0.3 8.41×103 (-23%)
0.5 6.34×103 (-30%)
0.7 4.90×103 (-23%)
0.9 3.64×103 (-26%)

Table 5.3 also shows that the performance varies greatly between horizon 4

and 12. Performances of horizons 12, 16 and 20 can be considered similar. This

implies that the increase in horizon does not need to be infinite, and after a given

horizon number, the performance will tend to plateau. The horizon number where

the system’s performance will plateau can be identified and selected. Here, the

optimal value for the horizon will be H = 12. Figure 5.4 presents this result

clearly, where we can see that performance of H = 12, H = 16 and H = 20 are

similar. A noticeable difference between H = 4, H = 8 and H = 12 can be seen

in the figure.
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Figure 5.4: Comparison of the evolution of coverage objective function for different
horizon numbers, H.

Figure 5.5 shows the travel path agents take to reach their final position for

varying horizon numbers from 4 to 20 and a fixed momentum factor of 0.5. Here,

through some careful observance, the path travelled by the agents is seen to be

becoming smoother (lower in distance value) with horizon number as denoted

in Table 5.3. A significant decrease in distance travelled by the agents can be

visualised by maintaining a horizon number and varying the momentum factor.

This is presented in Fig. 5.6.
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Figure 5.5: Effect of a varying number of horizons, H on agent travel path. The
final agent distribution and travel path at convergence are shown for mf = 0.5



CHAPTER 5. DEVELOPMENT OF RHBC SCHEME 91

0 50 100 150 200

X

0

50

100

150

200

Y

0 50 100 150 200

X

0

50

100

150

200

Y

(a) mf = 0.0 (b) mf = 0.1

0 50 100 150 200

X

0

50

100

150

200

Y

0 50 100 150 200

X

0

50

100

150

200

Y

(c) mf = 0.3 (d) mf = 0.5

0 50 100 150 200

X

0

50

100

150

200

Y

0 50 100 150 200

X

0

50

100

150

200

Y

(e) mf = 0.7 (f) mf = 0.9

Figure 5.6: Effect of varying momentum factor, mf on agent travel path. The
final agent distribution and travel path at convergence is shown for H = 12
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Figure 5.6 incrementally illustrates that the agent travel path becomes less

erratic as mf increases from 0 to 0.9, which infers the agents travel a shorter

distance. In this study, the horizon number is set to be 12, as chosen by the

convergence performance in Fig. 5.4. Momentum factor, mf value of 0.9 gives the

smoothest path and hence the lowest value of total travel distance of 3.93 × 103

in unit length, as shown in Table 5.3 for H = 12. Table 5.3 also presents the

percentage decrease in the amount of distance travelled for each horizon number

as the value of the momentum factor is increased. A substantial reduction in unit

distance travelled can be noted from the tabulated data. This indicates that the

inclusion of the momentum factor in the proposed RHBC scheme has contributed

significantly to the optimal performance of the scheme. The evolution of the

coverage objective function is shown in Fig. 5.7.
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Figure 5.7: Comparison of the evolution of coverage objective function for different
momentum factors, mf .
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5.5 Summary

In this chapter, a novel and optimal RHBC scheme was developed. The RHBC

supersedes the performance of existing BC schemes in the literature, mainly BC

and PBC schemes. The main component that contributed to the success of the

RHBC scheme is the inclusion of multiple forward views of the system, inspired by

the receding horizon control (RHC) technique, a well-established feedback control

technique. Furthermore, the inclusion of the momentum-based learning technique

in the proposed RHBC scheme demonstrated superior capability in reducing the

distance travelled by the agents.

The RHC technique incorporated into the RHBC scheme includes sampling

multiple horizons (multiple repeats of the BC scheme) in the virtual space in a

cyber-physical model. The increase of horizon reduces system uncertainty, thus

increasing system accuracy. Since the RHC is suitable for generic systems, it is

ideal for BC’s multi-agent system scheme. The results demonstrated that increas-

ing the horizon increases optimisation accuracy. Horizon number 12 offers the best

performance for the scheme as the performance reaches a plateau after a significant

increase in horizon number. This shows that the horizon number does not need

to be increased infinitely. As expected, the computation time increases with the

rise in horizon number. However, the increase from 14ms to 65ms is acceptable

and negligible.

Momentum based learning incorporated in the RHBC system has accelerated

the direction towards the final gradient direction and reduced the distance trav-

elled. An increase in the momentum factor significantly reduces the total distance
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travelled by the agents. Key findings indicate a decrease of at least 20% of unit

distance for a rise in 20% of the value of the momentum factor. This shows that

the inclusion of momentum-based learning effectively improves the performance of

existing BC systems. The proposed RHBC scheme stands as the most optimised

BC scheme to date.
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6.1 Summary of Main Results

In Chapter 2, multi-agent systems and particularly their application in coverage

coordination task was introduced. Then, a review of a Broadcast Control (BC)

scheme that admits a general multi-agent state-space model was given. Next, a

review of predominant examples of successful implementation of broadcast control

combined with the receding horizon technique was explored. Finally, applications

of BC-based Cyber-Physical System (CPS) infrastructure were explored.

The inspiration for this thesis is the application of the predictive nature of the

receding horizon technique. The generality of the receding horizon control tech-

nique made it easy to be modified and adaptable to the broadcast control scheme.

As BC schemes themselves operate as a low communication volume problem, the

inclusion of the receding horizon technique into the BC scheme improved the per-

formance without a significant increase in computation time. This could assist in

adding many agents into the system, and the system will configure even better.

In Chapter 3, the development of the MBC scheme was introduced and anal-

ysed. The MBC scheme is generated to allow individual agents to take multiple

95
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predictive virtual steps along a horizon before a physical step is executed. Through

this, the agents were capable of predicting a foresighted target of the environment.

This scheme is designed to overcome the limited one-step look-ahead of the exist-

ing BC schemes. Using λ, the immediate predictive step is given a higher weight,

and the weighting is gradually reduced as the number of steps increases. Conver-

gence of the proposed MBC scheme is proven by showing that the transition of the

MBC scheme converges to ∂J(x) = 0, which implies that the system (collective

agent dynamics) has and reaches a local minimum value for the coverage problem.

In MBC, the local controller output has been calculated using a weighted av-

eraging technique that better describes a specific problem and has better accuracy

than PBC, which uses the arithmetic averaging technique as a quick general was

tested in terms of the coverage problem with single and double varying density

sections and for an increasing number of agents. The study results suggest that

the introduction of multiple virtual steps in a horizon increases task fulfilment and

deployment efficiency. It is noteworthy that MBC outperforms the existing BC

schemes and converges the fastest as the gradient is calculated from several steps

along the horizon where the dense sections appear earlier to the agents compared

to BC and PBC.

As previous BC schemes did not consider the effect of applying path constraints

to their agents, in Chapter 4, this thesis introduced agent path constraints for the

first time in the class of BC algorithms. Using fixed-wing unmanned aerial vehicles

(UAVs) as agents, path constraints were designed and integrated as subsets of the

Dubins model into the MBC scheme. Agent heading orientation was also included

as a new feature in the class of BC algorithms. The findings from this chapter show

that the MBC scheme is adaptable to changes in path constraints experienced by



CHAPTER 6. CONCLUSIONS AND FUTURE WORK 97

the agents.

The path constraints created a feasible and continuous path for the UAVs.

Chapter 4 also showed that the MBC scheme is adaptable for varying density dis-

tribution using continuous distribution functions such as Gaussian density distri-

bution. Contrary to step changes in non-continuous density distribution as studied

in Chapter 3, continuous distribution functions show a constant and smooth de-

crease in the coverage loss function. The numerical simulations show that the

proposed framework can effectively deploy multiple UAVs and provide coverage

uniformly over the mission environment and is adaptable to an increased number

of UAVs and an increase in the number of Gaussian centres in an environment.

In Chapter 5, a novel and optimal BC scheme, the Receding Horizon based

Broadcast Control (RHBC), was proposed and developed. The scheme was ex-

ecuted by sampling multiple horizons (multiple repeats of the BC scheme) in a

cyber-physical system framework. Moreover, the momentum-based learning tech-

nique integrated into the developed RHBC scheme demonstrated superior capa-

bility in reducing the distance travelled by the agents. The proposed RHBC

supersedes the performance of existing BC schemes in the literature, mainly BC

and PBC schemes. The results show that the increase of horizon reduces system

uncertainty, thus increasing optimisation accuracy. The results showed that the

horizon number does not need to be increased infinitely for the scheme as the

performance reaches a plateau after a significant increase in horizon number. As

expected, the computation time increases with the rise in horizon number.

However, the increase of computation time in milliseconds can be considered

negligible with the upcoming 5G and 6G technology which offers better bandwidth
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and lower latency. Momentum based learning incorporated in the RHBC scheme

has accelerated the direction towards the final gradient direction and reduced the

distance travelled. An increase in the momentum factor significantly reduces the

total distance travelled by the agents. Key findings indicate a decrease of at least

20% of unit distance for a rise of 20% of the value of the momentum factor. The

proposed RHBC scheme stands as the most optimised BC scheme to date.

6.2 Future Work

The development in this thesis leads to the advancement of Broadcast Control

(BC) schemes and its application in multi-agent systems. However, there are

several exciting extensions of the work presented in this thesis – and within the

context of multi-agent/robot/vehicle in general.

Regarding the use of coverage control for analysis of the scheme, the cover-

age density function was assumed to be stationary. Future work can extend the

analysis to dynamic density function or moving targets in the environment. The

same framework can include the presence of moving obstacles in the coverage en-

vironment. Furthermore, homogeneous agents in this thesis could be extended to

heterogeneous agents with varying sensing capabilities. Additionally, packet losses

in the data transfer process and the other interesting outlooks such as security of

the shared information to the agents can be explored.

As there is an increasing number of engineering challenges that can employ

receding horizon control due to the utility of the predictive mechanism and the

flexibility to include generic constraints and performance objectives, the contribu-
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tions of the thesis through the proposed MBC and RHBC schemes bear relevance

for multi-agent systems. Other multi-agent algorithms are yet to be evaluated

with the same outlook. Nevertheless, the BC schemes for multi-agent systems

and its applications remain primarily unexplored, with endless possibilities to be

developed in this domain.
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