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Abstract 

The magnitude of Australian-average maximum temperatures in spring (September-October-November) 

may not reach that of summer, but anomalously high maximum temperatures can negatively impact 

people, agriculture, and infrastructure.  Australian spring temperatures are also rapidly increasing in 

response to anthropogenic climate change. As such, there is a strong need to understand how anomalously 

high maximum temperatures develop in today’s climate. However, studies generally focus on drivers of 

spring rainfall rather than temperature. Further, as spring lies in the transition from the winter to summer 

seasons, there are many seasonal changes to the large-scale drivers of variability and atmospheric 

circulation that may impact anomalously high maximum temperature evolution that require further 

investigation. The atmospheric teleconnection from the Indian Ocean Dipole to Australia develops through 

winter to peak in spring before rapidly decaying in early summer. This thesis aims to fill these gaps in our 

knowledge by exploring the drivers, particularly in relation to the tropical Indian Ocean, of the atmospheric 

circulation and dynamical heat mechanisms that contribute to anomalously high Australian maximum 

temperatures through spring. 

 

We address this aim by analysing atmospheric circulation anomalies and dynamical heat mechanisms in 

reanalyses and in a seasonal prediction model, POAMA. We explore three of Australia’s most extreme 

month- and two-month- long spring heat events and identify atmospheric circulation features that were 

key during each event. We then compare the influence of the tropics and extratropics on the monthly 

atmospheric circulation and dynamical heat mechanisms associated with high Australian maximum 

temperature through spring. Finally, we run a suite of experiments with POAMA to explore the relative 

influence of the tropical Indian Ocean on Australia’s spring-average maximum temperatures and compare 

these results to hindcasts of three other subseasonal prediction systems. 

  

Overall, this thesis helps isolate the atmospheric circulation patterns and the roles of the tropics and 

extratropics that drive high maximum temperatures in Australia during spring. We find that a combination 

of a quasi-stationary Rossby wave train comprised of an upper-tropospheric anticyclone over southern 

Australia and barotropic cyclone near New Zealand, as well as a second equivalent barotropic cyclone to 

Australia’s southwest support high maximum temperature development through spring. We also find that 

there is a shift through spring from extratropical to tropical forcing of these atmospheric circulation 

features, heat mechanisms, and the consequent development of Australian high maximum temperatures. 

The atmospheric circulation over the Indian Ocean appears important for helping set up heat-conducive 

conditions over Australia, highlighting the role of the tropical Indian Ocean in Australia's spring climate. 

However, we identify biases in how quickly Indian Ocean initial conditions decay in POAMA, resulting in 

weaker tropical Indian Ocean teleconnections than found in reanalysis. As such, future work could build on 
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the findings of this thesis to fully assess the role of the tropical Indian Ocean in Australian spring maximum 

temperature variability. 
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1 Introduction to thesis 
 
Anomalous heat outside the tropics in Australia during spring (September-October-November) may not 

reach the magnitudes of a summer (December-January-February) heatwave, but can still have devastating 

impacts. Particularly in association with the ongoing warming trend associated with anthropogenic climate 

change (Collins et al., 2013; Eyring et al., in press), anomalous and increasing high spring maximum 

temperatures in Australia are linked to decreases in length of the pasture growing season (Cullen et al., 

2009), lower wheat crop yields (Taylor et al., 2018), earlier ripening and shorter harvesting season of wine 

grapes (Jarvis et al., 2019), an increase in fire weather danger in spring (Dowdy, 2018) and pre-conditioning 

of the summer wildfire season (Abram et al., 2021). Anomalously high spring maximum temperatures can 

also adversely impact human health due to lack of acclimatisation following winter (Loughnan et al., 2014; 

Nairn & Fawcett, 2014). Temperatures in spring have been increasing (e.g. Bureau of Meteorology & CSIRO, 

2020; Fig. 1-1) and maximum temperatures in recent springs have exceeded historical records (e.g. 

Arblaster et al., 2014; Hope et al., 2015, 2016; Gallant and Lewis, 2016). It is likely that more extreme heat 

records will fall as the background warming trend continues (Alexander & Arblaster, 2009, 2017; Power & 

Delage, 2019; Fischer et al., 2021). However, despite the potentially devastating impacts, Australian spring 

maximum temperatures have received relatively little attention as most studies assessing variability and 

trends in spring have focused on rainfall.  

 

Australian rainfall and maximum temperature are inversely correlated (e.g. Hope & Watterson, 2018), and 

Australia’s tropical and extratropical remote modes of variability generally promote either wetter and 

cooler or drier and hotter conditions in spring (e.g. Jones & Trewin, 2000; Risbey et al., 2009a; Min et al., 

2013). However, studies often focus on the statistical relationships between remote drivers and Australia’s 

spring climate. Further, studies that do attempt to physically explain these relationships by exploring 

atmospheric teleconnections between the remote drivers and Australia generally do so to understand 

spring rainfall, not temperature. While, we can expect atmospheric teleconnection pathways that promote 

high rainfall to also drive low temperatures, it is inappropriate to assume from this statistical relationship 

that the teleconnections are identical without verification. As such, there is a clear need to better 

understand what drives interannual changes in the atmospheric circulation that are conducive to 

anomalous high Australian maximum temperatures in spring.  
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Atmospheric circulation anomalies, e.g. in the form of quasi-stationary Rossby waves, connect remote 

variability with changes to Australian spring rainfall (e.g. Hendon et al., 2014; Cai et al., 2011a; McIntosh & 

Hendon, 2018). Rossby waves generated by anomalies in the tropical Indian Ocean have been linked with 

atmospheric circulation anomalies that contributed to recent extreme spring maximum temperatures 

(Hope et al., 2015). However, it is not always obvious what drives these atmospheric teleconnections or 

how they work. Inter-ocean basin interactions make it difficult to isolate the specific influence of individual 

tropical basins on global teleconnections (e.g. Li, X. et al., 2016; Cai et al., 2019). The seasonal Indo-Pacific 

subtropical jet (e.g. Koch et al., 2006; Gillett et al., 2021) should prevent Rossby wave teleconnections from 

the tropical Indian Ocean to the southern hemisphere extratropics in winter, but also spring, (e.g. Hoskins 

& Ambrizzi, 1993; Simpkins et al., 2014). While multiple studies have progressed our understanding of how 

these atmospheric teleconnections are able to promote rainfall, the lack of corresponding studies 

associated with high maximum temperatures is a clear gap in the literature. 

 

In the context of rising maximum temperatures and the associated impacts, it is critical to improve our 

understanding in the atmospheric circulation that drives high spring maximum temperature. Improving our 

understanding of the atmospheric teleconnections and mechanisms that lead to anomalous Australian 

spring heat in the current climate will lead to better preparedness and resilience in the future climate. As 

such, this thesis has the following aim: 

Figure 1-1 Australian spring temperature anomalies 
Australian area-averaged spring (SON) maximum temperature anomalies (°C) 
during the period 1910 to 2020, relative to a 1961-1990 climatology. From the 
Bureau of Meteorology: www.bom.gov.au/climate, accessed on 27 August, 2021. 
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1.1 Thesis aim: 

To understand the drivers of atmospheric circulation associated with anomalous high maximum 

temperatures in Australia in spring. 

 

The remainder of this chapter describes the current understanding of atmospheric teleconnections and 

drivers that lead to high Australian spring maximum temperatures. I highlight gaps in the literature that 

lead to three research questions that guide this thesis and outline how I will address the aim. 

 
1.2 Australian spring temperature in the context of the global atmospheric circulation 

This section starts with a description of Australia’s spring maximum temperature climatology and then sets 

up the context for why monthly or seasonal circulation anomalies during spring are relevant for anomalous 

high spring maximum temperatures. 

 

1.2.1 Australian maximum temperature climatology 

The Australian continent is in the southern hemisphere and extends from the mid-latitudes into the tropics, 

resulting in a wide range of climate types that vary across the continent and through the year (e.g. Nicholls 

et al., 1997). Broadly, the warmer tropical regions are dominated by a cycle between wet (December to 

March) and dry seasons (April to November). The cooler higher latitudes’ climate cycles through summer 

(December-January-February; DJF), autumn (March-April-May; MAM), winter (June-July-August; JJA), and 

spring (September-October-November; SON) seasons (e.g. Karoly et al., 1998; see Fig. 1-2a for Australian 

spring maximum temperature climatology). The transition from winter to summer leads to highly variable 

spring weather, particularly in the south and southeast of Australia, where the maximum temperature 

standard deviation is higher than in the north (Fig. 1-2b). 
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On a monthly to seasonal time-scale in spring, temperatures have long correlation lengths: when it is hot 

somewhere in Australia, it tends to be hot everywhere (e.g. Jones & Trewin, 2000; Winter et al., 2016). The 

exception is tropical north Australia, which has relatively low maximum temperature variability through 

September-November (Fig. 1-2b) and can behave differently with different interannual drivers of variability 

(e.g. Sharmila & Hendon, 2020). Overall, however, the majority of Australian monthly to seasonal spring 

maximum temperatures behave in concert and can broadly be studied simultaneously. Note that much of 

the spring maximum temperature signal is dominated by the central and south-east. This thesis is limited to 

the austral spring season as monthly to spring-season maximum temperatures are coherent across the 

majority of the country, have received less attention compared to in winter or summer temperatures, and 

several of the strongest drivers of interannual variability peak in this season. 

1.2.2 Heat mechanisms on sub-seasonal and seasonal time scales 

Monthly to seasonal atmospheric anomaly patterns reflect the synoptic weather systems that occurred 

during that time, and consequently, should be consistent with the corresponding monthly temperature 

anomalies (e.g. Hauser et al., 2020). As such, positive height anomalies (or synonymously anticyclonic 

vorticity) over southern Australia are linked to positive spring temperature anomalies (e.g. Hope et al., 

2015; Gallant & Lewis, 2016; Risbey et al., 2018; Lim et al., 2019a). This anticyclone can enhance warming 

by increasing adiabatic warming via sinking motion and diabatic heating via insolation (e.g. Hendon et al., 

2014; Quinting & Reeder, 2017; Lim et al., 2019a, 2021a), or deflect wetting weather systems away from 

Australia (Cai, et al., 2011a,b; Pook et al., 2013; Timbal & Hendon, 2011; McIntosh & Hendon, 2018; Hauser 

et al., 2020). At the surface, anomalous northerly winds and warm air advection from the interior of the 

Figure 1-2 Maximum temperature SON climatology and standard deviation 
Maps of Australian spring maximum temperature climatology (a) and standard deviation (b). The 
spring climatology was calculated over a 1981 to 2010 period. Standard deviation was calculated 
from over linearly detrended1979-2019 spring anomalies relative to climatology. Australian 
maximum temperature data from AWAP dataset (Jones et al., 2009) 
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continent (e.g. Boschat et al., 2015) would also contribute to higher temperatures, particularly if 

anticyclonic blocking in the Tasman Sea, directly to the east of southern Australia, is also present (Marshall 

et al., 2014). Understanding how and why the atmospheric circulation promotes these patterns will lead to 

better understanding of how maximum temperature develops. 

 

Note that changes to the land-atmosphere heat fluxes associated with dry-conditions also follow sustained 

periods of warming and drying atmospheric circulations in the lead up to spring can further enhance high 

maximum temperatures (Arblaster et al., 2014; Loughran et al., 2019; Hirsch & King, 2020). While the 

importance of the land-surface feedbacks for heat generation is an important factor in spring maximum 

temperatures, the focus in this thesis is on the component of heat driven by the atmospheric circulation. As 

such, this thesis focuses primarily on the dynamic, rather than thermodynamic, mechanisms that drive heat 

and how that relates to the broader atmospheric circulation. 

 

1.3 Spring Teleconnections to Australia  

This section provides an overview of Australia’s key remote modes of variability and how they generate 

Rossby wave teleconnections that influence Australia’s spring climate.  

 

1.3.1 Remote drivers of variability 

Tropical variability across the ocean basins can influence the climate in extratropical Australia. El Niño 

Southern Oscillation (ENSO) in the tropical Pacific, and the Indian Ocean Dipole (IOD) are two of Australia’s 

strongest climate modes of variability (e.g. Meyers et al., 2007; Risbey, et al., 2009a). Both IOD and ENSO 

are coupled atmosphere-ocean interactions, where changes to the equatorial thermocline enhance or 

suppress convection in the east and west of each tropical ocean basin that in turn change the zonal Walker 

Circulation and promote global climatic teleconnections (e.g. Meyers et al., 2007; Fig. 1-3). The positive 

phase of the IOD and warm phase (El Niño) of ENSO are associated with drier and warmer conditions over 

north, east and southern Australia in spring (e.g. Risbey, et al. 2009a; Min et al., 2013). Both the IOD and 

ENSO develop through austral winter, but the IOD’s magnitude and influence on Australia’s maximum 

temperature peaks in SON (Saji et al., 2005) and then quickly dies off as the monsoon winds along coast of 

Java-Sumatra change direction (e.g. Meyers et al., 2007). ENSO, on the other hand, persists through 

summer and its peak influence on Australian temperature and rainfall is in NDJ (Jones & Trewin, 2000). 

 

ENSO and IOD variability correlate closely (e.g. Meyers et al., 2007; Risbey, et al., 2009a; Min et al., 2013), 

making it difficult to separate the influence of one from the other. ENSO also strongly influences IOD 

development (e.g. Klein et al., 1999; Shinoda et al., 2004) and to first order the IOD appears forced by ENSO 

(Stuecker et al., 2017; Zhao et al., 2019). predominantly via an atmospheric bridge (Klein et al., 1999). ENSO 
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heating in the Pacific alters the Walker Circulation (grey arrows right-hand column of Fig. 1-3), contributing 

to cooling or warming of the sea surface temperatures (SSTs) around the Maritime Continent (blue and red 

shading in Fig 1-3). These changes induce anomalous heat fluxes and winds in the tropical Indian Ocean 

that promote (SSTs, red and blue shading in left-column of Fig 1-3) and anomalous atmospheric circulation 

(grey arrows in Fig. 1-3) that then lead to IOD events from JJA to SON (Klein et al., 1999; Shinoda, et al., 

2004). This atmospheric bridge also promotes warming across the tropical Indian Ocean basin that 

continues through summer and acts as a ‘capacitor’ (Xie et al., 2009) that extends ENSO’s influence on 

regional and global climate beyond an event’s lifetime (Taschetto et al., 2011; Guo et al., 2018) or 

precondition ENSO and IOD events in the following seasons (e.g. Kug et al., 2005; Wang, H. et al., 2019). 
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However, IOD events can occur independently of ENSO events (e.g. Meyers et al., 2007; Risbey, et al., 

2009a) and Australia’s worst droughts are linked with both an absence of La Niña and negative IOD events 

(Ummenhofer et al., 2009a; King et al., 2020a). The IOD also influences ENSO development and 

predictability (Kug, 2005; Wu & Kirtman, 2004; Luo et al., 2010; Lim & Hendon, 2017), consistent with the 

importance of inter-tropical basin relationships (Li X. et al., 2016; Cai et al., 2019) for global 

teleconnections. Tropical SSTs close to Australia can also influence Australia’s spring rainfall, regardless of 

Figure 1-3 IOD and ENSO ocean, atmosphere, and land impacts 
Schematic of atmospheric and ocean responses to IOD and ENSO neutral, positive/El 
Niño, and negative/La Niña phases, and associated rainfall response in Australia. The 
grey arrows show mean and anomalous Walker Circulation. Anomalously warm SSTs 
are coloured red, cold SSTs are coloured blue. Orange indicated anomalously low 
rainfall in Australia and green indicates anomalously high rainfall. Adapted from Bureau 
of Meteorology (www.bom.gov.au/climate, accessed on 27 August, 2021). 

http://www.bom.gov.au/climate
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ENSO or IOD phase (van Rensch et al., 2019; Holgate et al., 2020a). The interactions between near and 

remote tropical oceans are complex and result in complex teleconnections to Australia. However, much of 

Australia’s sub-seasonal and seasonal maximum temperature variability in spring can be linked with the 

tropical Indian and Pacific Oceans. 

 

The Madden-Julian Oscillation is another remote driver of variability in the tropics that influences 

Australia’s climate. It can be marked by regions of enhanced or suppressed convection across 8 different 

quadrants (phases) of the tropical Oceans (Wheeler and Hendon, 2004). Phases 2-3 (active convection in 

the tropical Indian Ocean) are associated with reduced rainfall and higher spring maximum temperatures in 

Australia (Wheeler et al., 2009; Marshall et al., 2014, 2021a). The MJO operates at a higher frequency 

(weeks) than the IOD and ENSO (seasons) and is an important source of sub-seasonal predictability 

(Merryfield et al., 2020; Meehl et al., 2021), though the IOD has also been noted as influencing sub-

seasonal climate variability (Shinoda & Han, 2005). Recent work has identified atmospheric circulation 

teleconnections initiated by the MJO (Wang & Hendon, 2020) in winter that promote cooler minimum 

temperatures. Further, the MJO can interfere with the influence of ENSO on Australia’s spring climate (Lim 

et al., 2021c). While the MJO plays a role in the atmospheric circulation associated with Australia’s spring 

maximum temperature variability, and merits further investigation, this thesis focuses on the lower 

frequency contributions of the tropical SST variability.  

 

While tropical ENSO and the IOD are two of the strongest Australian climate drivers (e.g. Meyers et al., 

2007; Risbey et al., 2009a; Min et al., 2013), extratropical variability also impacts the Australian climate. 

The Southern Annular Mode (SAM) (Thompson & Wallace, 2000) is the principal mode of variability in the 

extratropics and accounts for approximately 10 to 15% of the rainfall and temperature variability in 

Australia in spring (Hendon et al., 2007). SAM is divided into two phases that correspond to shifts in the 

eddy-driven jet from stronger and poleward (positive SAM) to weaker and equatorward (negative) 

(Thompson & Wallace, 2000; Hendon et al., 2007, 2014; Marshall et al., 2012; Fogt & Marshall, 2020). 

While ENSO and the IOD are coupled processes, SAM is an internally driven atmospheric process that has a 

decorrelation time of about two weeks. Negative SAM is associated with higher temperatures across 

central-southern Australia during spring (Hendon et al., 2007; Risbey et al., 2009a; Marshall et al., 2012; 

Min et al., 2013), that can be promoted and extended through the austral warm seasons due to a strong 

link with ENSO (e.g L’Heureux & Thompson, 2006; Hendon et al., 2007; Lim et al., 2019b) and the Southern 

Hemisphere stratospheric vortex variations (Lim et al., 2018, 2019a, 2021a). 



9 
 

A 

schematic showing the IOD, ENSO, the MJO, and SAM and how they relate to the large-scale circulation and 

weather across Australia is shown in Fig. 1-4 (from Risbey et al., 2009a) 

 

Low frequency natural variability modulates the strength of the relationships of the interannual and lower 

frequency variables on Australia’s climate. In particular, the Interdecadal Pacific Oscillation (IPO) in the 

tropical to subtropical Pacific Ocean (Power et al. 1999a, 2006; Arblaster et al. 2002; Cai & van Rensch 

2012; King et al. 2013; Henley et al. 2015) influences the strength and spatial patterns of ENSO and the IOD, 

and how they relate to both each other and southeast Australia’s climate (Zhao et al. 2016; Lim et al. 2017). 

Further, the negative phase of the IPO promotes the positive phase of SAM and associated poleward shift 

of the eddy driven jet EDJ (Yang et al., 2020). Paleo-records suggest that positive phases of the IPO are 

associated with megadroughts in eastern Australia (Vance et al., 2015) and variability in the ENSO-IOD 

relationship over the last millennium (Abram et al., 2020). The IPO and low frequency natural variability are 

an important factor when considering Australia’s spring climate. However, as this thesis focuses on data 

from the satellite era, there are too few IPO samples (around four decades) to study its influence on 

Figure 1-4 Drivers of Australian rainfall variability 
Schematic representation of the main drivers of rainfall variability in the Australian region. 
The dominant features are the IOD, MJO, and ENSO in the tropics, and the SAM and 
blocking in the extratropics. The influence of the subtropical jet is indicated by the ‘‘jet 
stream’’ arrow. A schematic cutoff low in a typical position to influence southeast 
Australian rainfall is shown next to the blocking high. The longwave pattern in the mid-
troposphere consistent with the blocking high is also indicated with a trough over Western 
Australia and a ridge in the Tasman Sea. From Risbey et al. (2009a) © American 
Meteorological Society. Used with permission. 
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Australia’s spring climate and we restrict this study to interannual influences on sub-seasonal and seasonal 

times-scales only. 

 

Overall, the relationships as described here with Australian spring temperatures are largely statistical. At 

best, the slow-variations associated by the remote ocean and atmospheric processes only precondition 

Australia’s climate toward hotter or colder spring maximum temperatures (e.g. Hurrell et al., 2009). To 

better understand the nuances around how these drivers promote Australian spring maximum 

temperature variability, it is necessary to understand the Rossby wave teleconnections that connect them 

to Australia.  

 

1.4 Rossby wave teleconnections 

The tropical Oceans have long been argued to influence extratropical climate variability, including 

Australian maximum temperatures, via the excitation of Rossby waves (e.g. Hoskins and Karoly, 1981). 

However, most studies that examine these Rossby wave teleconnections to Australia during spring focus on 

the influence on rainfall.  

 

Hoskins and Karoly (1981) used linearized barotropic wave theory, and assumed zonally symmetric and 

slowly varying background flow, to demonstrate that the SST heating associated with El Niño generates a 

quasi-stationary Rossby wave response in the Pacific. This wave, identifiable as a series of a high and low 

atmospheric height anomalies, arcs poleward and eastward in a great-circle toward the poles where it 

refracts to return toward the equator and marked a significant step forward in our understanding of 

tropical to extratropical teleconnections. The dispersion relation for barotropic Rossby waves (equation 1; 

Hoskins and Karoly, 1981) is as follows: 

 

𝜔𝜔 = 𝑈𝑈𝑈𝑈 −  �𝛽𝛽−𝑈𝑈𝑦𝑦𝑦𝑦�𝑘𝑘
𝐾𝐾2

       𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑛𝑛 1.1 

Where 𝜔𝜔, is frequency, 𝑈𝑈 is the mean-background zonal wind, 𝛽𝛽 is the gradient of planetary vorticity, 𝑈𝑈𝑦𝑦𝑦𝑦 

is the curvature of the flow and K and k are the total and zonal wave numbers, respectively. For a quasi-

stationary wave, e.g. the seasonal response to ENSO heating, the frequency, 𝜔𝜔 is zero. Re-arranging 

equation 1 shows that for a stationary wave, 

𝐾𝐾𝑆𝑆2 =  
𝛽𝛽 − 𝑈𝑈𝑦𝑦𝑦𝑦

𝑈𝑈
       𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 1.2 

As such, for a real solution, linear Rossby wave theory further requires that the background flow must be 

westerly and greater than zero (the critical velocity) relative to the Rossby wave propagation, and that the 

meridional gradient of mean absolute vorticity (𝛽𝛽 − 𝑈𝑈𝑦𝑦𝑦𝑦) must be positive. These assumptions are 

restrictive (e.g. the mean flow in the tropics is easterly), though later work eased some of these 
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requirements by showing that zonal flow can vary slightly (Branstator 1983; Hoskins and Ambrizzi, 1993; Li 

X. et al., 2015a, b; McIntosh & Hendon, 2018). For a review of the development, benefits and short-falls of 

linear Rossby wave theory on teleconnections see Liu & Alexander (2007) and Stan et al. (2017), and 

references therein. Despite its limitations linear Rossby wave theory is successful in explaining much of the 

teleconnection patterns generated by tropical SST anomalies to the extratropics. This theory is applied 

throughout this thesis to understand teleconnections to Australia, and though the limits to this theory are 

acknowledged, it is beyond the scope of this thesis to improve the underlying dynamics. 

 

 
The requirement for westerly background flow should prevent Rossby wave formation and propagation 

from the region of tropical easterlies, however, Sardeshmukh & Hoskins (1988) showed that Rossby wave 

source (anomalous vorticity) can be remote from the tropical SST heating. The upper-level horizontal wind 

divergence associated with anomalous tropical convection ‘pushes’ the contours of climatological vorticity 

poleward until it reaches a region of westerly wind, at which point Rossby wave propagation is possible. 

Qin and Robinson (1993) linearized the Rossby wave source into two terms; vorticity anomalies generated 

by either vortex stretching (e.g. convection) or by advection for climatological vorticity by anomalous 

divergent wind. The latter mechanism results in strong Rossby wave sources west and east of Australia 

during winter and spring due to the association of the subtropical jet and anomalous outflow generated 

during IOD and ENSO events (e.g. McIntosh & Hendon, 2018; Wang, G. et al., 2019). As such, linear Rossby 

wave theory is an effective tool to understand how tropical variability can influence Australia’s climate in 

spring.  

 

Linear Rossby wave theory has been used to understand teleconnections from the tropical Ocean basins, 

but it is not always clear how this results in climatic impacts in Australia. The Pacific South American (PSA) 

pattern associated with ENSO (Karoly, 1989), is ‘down-stream’ (east), and propagates away from Australia. 

Outgoing long wave radiation (OLR) is available for download at 
https://psl.noaa.gov/data/gridded/data.interp_OLR.html. Filled contours show where the 
regression was statistically significant at the 95% confidence level using a two-sided t-
test with 39 independent samples (1979 to 2018). 

Figure 1-5 SON linear regression of DMI (a) and partial DMI (Niño3.4 index linearly 
removed; b) onto OLR 

https://psl.noaa.gov/data/gridded/data.interp_OLR.html
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Cai et al., (2011a) argue that ENSO’s influence on Australia comes via the tropical Indian Ocean. During 

spring, tropical convection driven by IOD, both with and without ENSO enhancement (Fig. 1-5), generates a 

pair of quasi-stationary Rossby waves from the west and east tropical Indian Ocean. These waves arc 

poleward and eastward to constructively interfere and generate an anomalous anticyclone south of 

Australia (positive IOD events; see Fig. 1-6; Saji et al., 2005; Cai et al., 2011a; McIntosh & Hendon, 2018). 

However, by linear Rossby wave theory, the strong meridional gradient of the zonal wind from the Indo-

Pacific subtropical jet (Koch et al., 2006) should effectively prevent any direct propagation of Rossby waves 

from the tropical Indian Ocean (equation 2; Simpkins et al., 2014; Li X. et al., 2015a; McIntosh & Hendon, 

2018). While the tropical Atlantic also generates Rossby wave teleconnections that propagate south of 

Australia toward Antarctica (Simpkins et al., 2014; Li X. et al., 2014, 2015a,b), it is not clear whether this 

wave influences Australia’s climate. So, while each of the tropical basins generates Rossby waves, questions 

remain about how they influence Australia’s spring climate.   

 
 

The proximity to Australia, as well as the ENSO-IOD co-variability suggest that the tropical Indian Ocean is 

important for Australia’s spring climate, despite the presence of the subtropical jet. Both the subtropical 

and polar jets act as Rossby waveguides that direct waves along regions of higher K (Hoskins and Ambrizzi 

Figure 1-6 SON IOD and ENSO atmospheric wave trains 
Schematic illustration of the typical wave trains associated with the IOD and ENSO in 
SON. This description is for positive phases of the IOD and El Niño. Shaded blue (red) 
areas indicate regions of increased (decreased) tropical convection. Blue (red) 
contours indicate anomalously low (high) upper-level heights. The dashed lines trace 
the prominent wave trains: grey for the east Indian Ocean wave train and green for the 
west Indian Ocean wave train. The Pacific North and South American (PNA and PSA) 
wave trains are not marked but visible as the series of high and low height anomalies 
over the Pacific Ocean. From Cai et al., 2011a © American Meteorological Society. 
Used with permission. 
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1993; see yellow and turquoise regions in Fig. 1-7). However, K becomes imaginary on the poleward flank 

of the subtropical jet (white regions in Fig. 1-7). Hence, any Rossby waves generated by the tropical Indian 

Ocean should either refract away from or evanesce at this subtropical jet boundary before reaching 

extratropical Australia (Li, X., et al 2015a,b; McIntosh and Hendon, 2018), despite the strong Rossby wave 

sources and teleconnection pathways noted above. The solution to this apparent contradiction may be a 

secondary wave source poleward of the subtropical jet. Eddy-feedbacks between the jet and atmospheric 

outflow from IOD convection may promote Rossby waves that propagate along the polar waveguide 

toward Australia (McIntosh & Hendon, 2018). Again, there is some conflict here, as McIntosh and Hendon 

(2018) also argued that the subtropical jet should have weakened sufficiently by spring to allow direct 

propagation between tropics and extratropics, despite the persistent regions of imaginary K (e.g. Li X., et 

al., 2015a). Regardless, the tropical Indian Ocean appears to be an important, if not fully understood, 

source of atmospheric circulation variability that influences Australia’s spring maximum temperatures.  

  

1.5 Seasonal prediction systems as a tool to understand teleconnections 

Dynamical modelling is often used to extend our knowledge of atmospheric teleconnections beyond what 

can be achieved with linear Rossby wave theory or observations. As linearized Rossby wave theory has 

limits, so does dynamical modelling, some of which impact teleconnections from the tropical Indian Ocean 

in particular. While use of multi-model ensemble can counteract internal model biases or model drift (e.g. 

Liu et al., 2017), similarities between models can lead to overconfidence in model-mean output (e.g. 

Abramowitz, 2010; Abramowitz et al., 2019). A common model bias is to simulate overly strong IOD 

variability (Cai & Cowan, 2013) and positive IOD skew (Li, G. et al., 2015).  Confidence in the statistically 

significant projection of an increase in positive IOD events in the future (Li, G. et al., 2016) is low due to 

Figure 1-7 SON climatological total wave number 
Spring climatological Rossby wave number K (m-1) in ERA-Interim reanalysis data. The 
white areas indicate the regions where the total wavenumber is imaginary because of a 
strong meridional gradient of vorticity, while the grey areas indicate the regions where the 
total wavenumber is imaginary because of the easterly trade wind. The stationary Rossby 
wave trains will be reflected by the edge of the white region but break when arriving at the 
grey region. From Li X., et al., 2015a © American Meteorological Society. Used with 
permission. 
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these model biases, however an increase in positive IOD events has been observed in recent years (e.g. Cai 

et al., 2014a). As the tropical Indian Ocean is relevant to Australia’s spring maximum temperature 

variability, biases in how the tropical Indian Ocean is simulated may adversely affect our ability to 

understand Indian Ocean teleconnections. 

 

An alternative approach, that may also help reduce model bias, is to use dynamical seasonal prediction 

models as a tool to extend our knowledge of atmospheric teleconnections. To apply this successfully 

requires forecasts that verify well. As the IOD and ENSO are active in spring and combine with Australia’s 

other modes of climate variability, spring in Australia is a season and region with high predictive skill (Shi et 

al., 2012; King et al., 2020b), and is thus particularly suited to the use of dynamical seasonal prediction 

systems to help explore teleconnections. Seasonal prediction models are also subject to some biases in 

how they simulate the tropical Indian Ocean and associated teleconnections (Liu et al., 2017), but they 

offer some advantages over standard climate models for understanding observed events, their associated 

circulation and teleconnections, including (list adapted from Wang et al., 2021): 

1. Operational use means that these models have been thoroughly tested across multiple real-world 

events. 

2. Relatively short lead-times in forecasts and hindcasts can reduce model drift from observations, 

compared to standard climate models. 

3. These models are typically global, which avoids boundary condition issues, and are fully 

atmosphere-ocean coupled. 

4. Initial conditions are based on atmosphere, ocean, and land observations so that forecasts and 

hindcasts represent a spread of realistic possible outcomes of real-world events (e.g. Brunet et al., 

2010; Meehl et al., 2021) 

 

The Predictive Ocean Atmosphere Model for Australia (POAMA) version 2 (Cottrill et al., 2013; Hudson et 

al., 2013) is the Australian Bureau of Meteorology’s former operational sub- to seasonal prediction system 

and can also be used as an investigative tool. POAMA provided skilful forecasts of Australian spring 

conditions (Lim et al., 2009; Hudson et al, 2013) and accurately simulates IOD variability (Zhao & Hendon, 

2009). However, POAMA’s teleconnection to Australia from the Indian Ocean is weaker than observed and 

simulates a stronger relationship to ENSO over the IOD (White et al., 2014). Nevertheless, POAMA has 

successfully been used as an experimental system to explore the impact of carbon dioxide on seasonal 

forecasts (Hope et al., 2016; Hope et al., 2018; Wang et al., 2021), changing relationships associated with 

ENSO under continued anthropogenic climate change (Zhao et al., 2016; Lim et al., 2019b), and sensitivity 

experiments with different ocean initial conditions (e.g. Lim et al., 2015; 2016; Lim & Hendon, 2017). While 

this thesis is not focused on the predictive skill of Australian spring maximum temperatures, it makes use of 

POAMA to investigate the teleconnections and atmospheric circulation leading to high temperatures.  
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1.6 Australian spring temperatures in the context of a changing climate  

The majority of SON periods in recent decades have recorded Australian-averaged maximum temperatures 

that were above the long-term average and coincided with several broken temperature records and 

extreme climate events (Fig. 1-1; see also 

http://www.bom.gov.au/climate/current/statement_archives.shtml?region=aus&period=season ). 

 

Extreme climate events on a seasonal time scale have been intensely studied to attribute the relative 

contributions of any active drivers of natural variability compared to that of the anthropogenic influence on 

climate change (e.g. Stone et al., 2013). Different methods are used across different attribution studies, 

including fractional attributional risk (FAR) (e.g. Gallant and Lewis (2016), statistical regression to 

reconstruct the event (e.g. Arblaster et al., 2014; Wang et al., 2016), or various modelling techniques (e.g. 

Arblaster et al., 2014; Lewis & Karoly 2014; Hope et al., 2014;2016, Wang et al., 2016; 2021). The 

importance to society of understanding the factors that contribute to extreme weather and climate events 

has led to a recommended procedure for event attribution that highlights the importance of accurate 

modelling (Phillip et al., 2020; van Oldenborgh et al., 2021). Modelling studies, including using a seasonal 

prediction system, have the advantage of going beyond statistical relationships to better understand the 

contributions of both anthropogenic climate change and the remote drivers of variability to the observed 

atmospheric circulation during events (e.g. Wang et al., 2021) 

 
To date, spring of 2014 remains the hottest recorded in Australia and fell in the middle of a set of three 

anomalously hot springs that each broke several sub-seasonal heat records (Fig. 1-1; See also Bureau of 

Figure 1-8 Central-tropical Indian Ocean wave train 
Partial regression of October-November (a) 200-hPa level geopotential height (m) and (b) 
precipitation anomaly (mm day-1) onto the rainfall index of tropical central Indian Ocean 
averaged over 15°S–15°N, 60°–80°E (red box), removing the influence of IOD over the 
period 1981-2013. Stippling indicates statistical significance greater than 90% confidence 
level. From Hope et al., 2015 © American Meteorological Society. Used with permission. 
 
 

http://www.bom.gov.au/climate/current/statement_archives.shtml?region=aus&period=season
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Meteorology Climate Summaries: http://www.bom.gov.au/climate/current/season). Attribution studies of 

these events agree that much of the observed heat was associated with the background warming trend, 

with the remainder made of up different contributions from the various modes of variability and heat 

mechanisms discussed above (e.g. Arblaster et al., 2014; Lewis & Karoly, 2014; Hope et al., 2015,2016; 

Gallant & Lewis, 2016). However, subtle differences between the conclusions drawn about the 2014 event 

highlight that there is more to understand about extreme heat development in spring in Australia. Hope et 

al. (2015) identified anomalous high geopotential height over southern Australia as a factor in the observed 

high maximum temperatures during October-November 2014. They argued that this height anomaly was at 

least partially caused by a quasi-stationary Rossby wave (series of high and low anomalies in Fig. 1-8a) 

triggered by rapid warming and associated increased convection (red box, Fig. 1-8b) in the central tropical 

Indian Ocean. Conversely, Gallant & Lewis (2016) downplayed the role of the southern Australian height 

anomaly in the heat of spring 2014 arguing that the thermal contribution from anthropogenic climate 

change was far greater. Whether climate change was the bigger contributor to heat in 2014 is not a topic of 

this thesis; however, better understanding of the Rossby wave train and southern Australian anticyclone 

may lead to better understanding of heat generation in Australia in spring. An overall improvement in the 

understanding of the dynamics that lead to extreme heat during spring will feed back into improved 

understanding of future heat events that occur in conjunction with continued warming.  

 

The background warming trend associated with anthropogenic climate change (Cullen et al., 2013; Eyring et 

al., in press) was likely a factor in the spring heat events between 2013 and 2015 (e.g. Arblaster et al., 2014; 

Hope et al., 2015, 2016; Gallant and Lewis 2016) and the more recent dry springs preceding the extreme 

2019/2020 fire season (e.g. Watterson, 2020; Abram et al., 2021; Marshall et al., 2021b). Extreme swings of 

natural atmospheric variability also contributed to the extraordinary conditions in these events (e.g. Abram 

et al., 2021). Spring 2019 coincided with an extreme positive IOD (Watterson, 2020), strong central Pacific 

El Niño (Zhang et al., 2021) and a rare and strong sudden stratospheric warming event that promoted 

sustained and strong negative SAM conditions from mid-spring into summer (Lim et al., 2021a; Lim et al., 

2021b), all of which contributed to the hot and dry conditions of 2019/2020. The remote drivers of 

variability may also be changing under continued anthropogenic climate change (e.g. Hendon et al., 2007; 

Power et al., 2013; Cai et al., 2014b; Cai et al., 2014c; Chung & Power, 2016; Lim et al., 2019b) with 

potential consequences for the teleconnections to Australia and spring maximum temperature. As our 

knowledge of how anomalous heat during recent spring heat events is incomplete, these changes will make 

it even more difficult to understand what conditions may lead to extreme heat in the future, adding a sense 

of urgency to our need to better understand spring heat formation. 
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1.7 Research questions and thesis outline 

The remote drivers, teleconnections and atmospheric circulation that contribute to anomalous high spring 

maximum temperature in Australia are relatively under-studied. In particular, spring is a shoulder season 

when many broad-scale atmospheric changes occur with possible impacts to how heat forms on a sub-

seasonal time-scale. Exploring the recent heat events can provide insight into how the atmospheric 

circulation anomalies lead to anomalous high maximum temperatures, but more is required. The 

coincidence of Australia’s remote drivers of climate variability peaking during spring provides an 

opportunity for addressing these issues via the use of a sub-seasonal to seasonal model. However, model 

limitations and biases, combined with limits to Rossby wave theory mean that it is not entirely clear how 

teleconnections, particularly from the tropical Indian Ocean, contribute to high maximum temperatures. 

 

These gaps in understanding how anomalously high maximum temperature develops in Australia during 

spring can be summarised into three research questions: 

1. What drove the atmospheric circulation that contributed to three of Australia’s most extreme 

spring heat events in observations and POAMA? 

2. How do the remote drivers of variability and dynamical mechanisms that promote anomalous 

Australian maximum temperature vary across the months of spring?” 

3. What is the influence of the tropical Indian Ocean on Australian maximum spring temperature 

development? 

 

The first question will be addressed in chapter 2 by comparing observations of the atmospheric circulation 

anomalies during three extreme Australian spring heat events to those forecast by the best and worst 

performing POAMA ensemble members. I will identify several atmospheric circulation features that were 

important for the heat development. This chapter was published as a journal article in Climate Dynamics in 

2021. 

 

The second question is addressed in chapter 3. I generalise the findings of chapter 2 by looking at the 

monthly relationship with the atmospheric circulation and maximum temperatures in Australia during 

spring. Remote tropical and extratropical forcing of the atmospheric circulation are compared through the 

months of spring. Heat formation mechanisms and how they relate to the atmospheric circulation across 

the months will also be examined. This chapter was submitted as a journal article and is under review in 

Weather and Climate Dynamics. 

 

The final research question is addressed in chapter 4. I examine the relative role of the tropical Indian 

Ocean in Australia’s maximum temperature by comparing atmospheric circulation changes across two sets 

of POAMA experiments with relationships found in other sub-seasonal prediction systems.  
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The final chapter of this thesis will be a synthesis and discussion of the findings of this thesis and will 

address the thesis aim. 
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2 Exploring Atmospheric Circulation Leading to Three Anomalous 
Australian spring Heat Events 

This chapter is a reproduction of the paper, “Exploring Atmospheric Circulation Leading to three anomalous 

Australian spring heat events” published in Climate Dynamics by McKay et al., (2021). The section and 

figure numbers have been adapted to fit the thesis structure, but the text and figures are unchanged. The 

supplemental figure from the paper is included in the main text of this chapter. 

 

This chapter describes the atmospheric circulation associated with three recent spring month- to two-

month long extreme heat events that occurred in Australia. We identify several important atmospheric 

circulation features common across the events and suggest that the tropical Indian Ocean is important 

driver behind these feature, particular in the heat events that occurred later in spring. 

 

2.1 Abstract  
Australian maximum temperatures have reached record values in recent austral springs and are projected 

to increase further in a warming world. We focus on three record spring heat events in September 2013, 

October-November 2014 and October 2015, and examine the anomalous atmospheric circulation 

associated with these events in reanalysis and a sub-seasonal to seasonal prediction system, POAMA, to 

identify factors contributing to extreme heat over Australia. We find that an anomalous equivalent 

barotropic cyclonic circulation southwest of Australia and a quasi-stationary wave train formed by an 

upper-troposphere anticyclonic circulation over southern Australia and barotropic cyclone southeast of 

Australia are important features in these heat events, though the wave train was only observed in the latter 

two events. This wave train appears to be linked to the tropics, and particularly the tropical Indian Ocean, 

suggesting that teleconnections to the tropical Indian Ocean can be important for monthly spring extreme 

heat formation in Australia. However, the forecast relationship with the tropical Pacific Ocean was over-

represented at the cost of the relationship between the Indian Ocean and upper-troposphere anomaly, 

limiting the ability of POAMA to forecast the full extent of the month- or two month-long heat extremes at 

zero lead time. This means that the model might underestimate the magnitude of future extreme heat 

events in spring, a factor that should be assessed in the next generation of seasonal forecast models.  

 

2.2 Introduction 

In the past decade, the majority of Australian spring (September, October, November) temperatures have 

been above average e.g. see Monthly Weather Review for September, October, November, 2013 to 2019 

produced by the Bureau of Meteorology (http://www.bom.gov.au/climate/mwr/). With Australia projected 

to continue to warm (Alexander and Arblaster 2017), future austral spring temperatures are expected to 

become more extreme. Spring-time warming trends have been linked to impacts on agriculture, such as 

reduced pasture growing seasons (Cullen et al. 2009), decreases in wheat crop (Taylor et al. 2018) and 

http://www.bom.gov.au/climate/mwr/)
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earlier and shorter wine-grape harvesting seasons (Jarvis et al. 2019). Local and global economic 

consequences are possible as beef, wheat and alcoholic beverages are amongst Australia’s top 25 exports 

(https://www.dfat.gov.au/about-us/publications/trade-investment/australias-trade-in-goods-and-

services/Pages/australias-trade-in-goods-and-services-2016.aspx#exports). Spring warming trends may also 

impact human health (e.g., due to a lack of acclimatisation to early season heat, see Nairn and Fawcett 

2014) and be linked to an earlier start to the Australian fire season (Dowdy 2018). The impacts of the 

warming trend and extreme austral spring heat in Australia are an example of what may happen globally as 

heat extremes become more common as a result of anthropogenic climate change (Collins et al. 2013). 

Here, we explore three month- to two month- long extreme austral spring heat events to better 

understand how the heat developed in each event and if those processes were forecast by the Australian 

Bureau of Meteorology's dynamical seasonal forecast model. September 2013 was the hottest September 

recorded since 1910 (Australian Bureau of Meteorology 2013); spring 2014 remains the hottest Australian 

spring to date, with the majority of the heat forming in October and November (Australian Bureau of 

Meteorology 2014); October 2015 was the hottest October on record, with above average temperatures 

across much of southern Australia (Australian Bureau of Meteorology 2016). 

 

In austral spring, dry conditions and, by association, high temperatures in Australia (Jones and Trewin 2000; 

Hope et al., 2009; Gallant and Lewis 2016) have been linked with several remote climate drivers (e.g. Risbey 

et al. 2009a). El Niño Southern Oscillation (ENSO) and the Indian Ocean Dipole (IOD) can directly impact 

Australia’s climate through subsidence in the tropical north, or indirectly by the initiation and propagation 

of Rossby waves in the Indian Ocean toward Australia (Cai et al. 2011a; McIntosh and Hendon 2018) that 

then influence the Australian-region’s atmospheric circulation. In particular, the positive phase of the IOD 

and warm phase (El Niño) of ENSO are associated with drier and warmer conditions over north, east and 

southern Australia in spring (Risbey, et al. 2009b; Ummenhofer et al. 2009a; Min et al., 2013). Phases 2 and 

3 of the Madden-Julian Oscillation (MJO) (Wheeler and Hendon, 2004; Marshall et al. 2014), and the 

negative phase of the Southern Annular Mode (SAM) (Hendon et al. 2007; Marshall et al. 2012) are also 

associated with high austral spring maximum temperatures. Negative SAM is associated with anomalous 

mid-tropospheric subsidence, surface westerly winds, and warmer conditions across much of subtropical 

eastern and southern Australia in spring (Hendon et al., 2007; Lim et al. 2019a). Although the SAM is known 

as an internally driven atmospheric process whose decorrelation time is about 2 weeks (Hendon et al. 2007, 

Marshall et al. 2012), the seasonal mean behavior of the SAM in austral warm seasons demonstrate its 

association with ENSO (e.g., Zhou and Yu 2004; L'Heureux and Thompson 2006; Lim et al. 2013; Lim et al. 

2016a; Lim and Hendon, 2017; Lim et al. 2019b) and the Southern Hemisphere stratospheric vortex 

variations (e.g., Seviour et al. 2014; Byrne and Shepherd 2018; Lim et al. 2019a), therefore providing 

predictability to the SAM-driven components of Australian temperatures, rainfall and bushfire risks.  

 

https://www.dfat.gov.au/about-us/publications/trade-investment/australias-trade-in-goods-and-services/Pages/australias-trade-in-goods-and-services-2016.aspx#exports)
https://www.dfat.gov.au/about-us/publications/trade-investment/australias-trade-in-goods-and-services/Pages/australias-trade-in-goods-and-services-2016.aspx#exports)
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All these climate drivers act on different temporal and spatial scales and can shift the probability 

distribution toward months or seasons with drier and heat-conducive weather and atmospheric circulation. 

Anomalously high upper-tropospheric geopotential heights over southern Australia are linked to warm 

austral springs (Gallant and Lewis, 2016). On shorter time scales, reduced cold front activity (e.g. Cai et al. 

2011a,b; Pook et al. 2013), atmospheric blocking in the Tasman Sea (Marshall et al., 2014), advection of 

warm air poleward (e.g. Boschat et al. 2015), shifts in the heat balance from latent heat (wetter and cooler 

conditions) to sensible heat (drier and hotter conditions) (Loughran et al. 2019), and increased insolation 

and subsidence (e.g. Quinting and Reeder 2017) are also linked with warmer conditions. While several of 

these studies focused on austral summer, many of the processes described are valid for spring, and, in 

conjunction with the active climate drivers, can be used to understand the heat in the three anomalous 

spring events. 

 

Australia’s different climate drivers provide sources of skilful sub- to seasonal forecasts to the Australian 

Bureau of Meteorology’s former operational system, POAMA (Hudson et al. 2013). POAMA has been found 

to be skilful at predicting extreme maximum temperatures during austral spring, particularly when climate 

modes, such as ENSO or the IOD are active (e.g. Hudson et al. 2013; White et al. 2014). The POAMA system 

began producing operational forecasts from late 2013, including forecasts of the 2014 and 2015 austral 

heat events. A series of hindcasts run from 1981 to 2013 include the September 2013 heat event. The 

newer seasonal forecasting system, ACCESS-S1, has increased model resolution and improved model 

physics compared to POAMA (Hudson et. al. 2017) but neither of its hindcasts (1990-2012) or real-time 

forecasts (2018 to present) include the three extreme spring heat events examined in this study.  

 

Previous studies have explored the potential drivers of each of the three austral spring heat events (see 

summary in Table 1). The warming influence of anthropogenic climate change has been found to be a 

factor in the anomalous heat in each event, as well as the extreme heat’s otherwise unlikely year-to-year 

repetition (e.g. Gallant and Lewis 2016; Hope et al., 2016). Anomalously dry conditions in the months 

preceding spring 2013 were identified as a large factor in the September extreme heat of that year 

(Arblaster et al., 2014) and were also a factor in the 2014 event (Hope et al. 2015). During the events 

reduced cold front passage or increased atmospheric blocking in the Tasman Sea occurred for periods 

across the three events, and further contributed to surface drying and subsequent diabatic heating (e.g. 

Bureau of Meteorology Monthly Weather Review at http://www.bom.gov.au/climate/mwr/). Negative 

SAM also occurred during each event, but was only a relatively strong contributor to the heat in September 

2013 (Arblaster et al. 2014). El Niño and positive IOD events occurred during both the 2014 and 2015 

events, but only made small contributions to the sub-seasonal time scale heat event over Australia, despite 

the extreme amplitude of the 2015 El Niño (Hope et al., 2015; Hope et al. 2016; Black and Karoly, 2016). 

The MJO may have contributed to the heat in September 2013 and October 2015 (Arblaster et al., 2014; 
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Hope et al., 2016), but only became active in the eastern tropical Indian Ocean (phase 3) late in November 

2014 (see www.bom.gov.au/climate/mjo/) and may have only influenced the atmospheric circulation 

around Australia and high maximum temperatures (Wheeler and Hendon, 2004; Wheeler et al., 2009) at 

the end of the October-November 2014 heat event. An anomalous upper-level anticyclonic circulation was 

observed over southern Australia in spring 2013 and 2014 and linked to the high maximum temperatures 

(Hope et al., 2015; Gallant and Lewis 2016). Gallant and Lewis (2016) found that these anticyclonic 

circulations were not exceptionally strong compared to previous heat events and concluded that the 

anomalous heat was only due to the thermodynamic warming associated with anthropogenic climate 

change. Conversely, Hope et al. (2015) argued that the upper-tropospheric anticyclone circulation in the 

2014 event had been enhanced through changes in remote sea surface temperatures, and that this further 

contributed to the high temperatures. These different conclusions highlight a gap in our understanding of 

spring heat extremes in Australia and the associated atmospheric circulation. A comparison of the upper-

tropospheric and surface circulations and associated teleconnection mechanisms across the three heat 

events in reanalysis and POAMA forecasts, may help us better understand how the heat formed across the 

three events, and provide clues on what to expect in future heat events. 

 

We build on the short studies that examined each of these austral spring events by comparing the low-level 

and upper-tropospheric circulation that occurred during those events. We will explore the robustness of 

the atmospheric circulation patterns suggested in these studies as contributing to the heat development by 

identifying any patterns that may be common across all three events. We will take advantage of the 

ensemble spread in the POAMA forecasts to help identify which atmospheric circulation patterns are 

important for the maximum temperature development during the three events. We discuss several caveats 

to our findings, including the implication that the atmospheric circulation over the Indian Ocean is poorly 

predicted in the POAMA model. 
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Driver September 2013 October-November 2014 October 2015 

ENSO Weak La Niña 

Small cooling contribution 

Weak El Niño 

Small, warming 

contribution 

Strong El Niño 

Small to moderate warming 

contribution 

IOD Decaying negative 

Small cooling contribution 

Weak positive 

Small, warming 

contribution 

Strong positive 

Small to moderate positive 

contribution 

SAM Strongest negative  

Large warming 

contribution 

Negative 

Small, warming 

contribution 

Negative 

Warming contribution 

MJO Moderate phase 2 (early 

September) 

Possible warming 

contribution 

Moderate phase 3 (late 

November) 

Contribution not 

previously studied. 

Moderate phase 2 (second 

half of October) 

Positive contribution 

Tasman Sea 

Blocking 

- Weak blocking 

Small warming 

contribution 

Strong blocking (first half of 

October) 

Warming contribution. 

Antecedent Soil 

Moisture 

Dry antecedent condition 

Moderate to strong 

warming contribution 

Dry antecedent conditions 

Small, warming 

contribution 

- 

 

2.3 Method and Data 
2.3.1 Observational and Reanalysis Data 

The ERA-Interim reanalysis (Dee et al. 2011) dataset is used as the observational reference against the 

POAMA forecasts. Low level circulation is represented by mean sea level pressure (MSLP) and 850hPa wind 

anomalies for each of the three events examined. Upper-tropospheric circulation anomalies and wave 

activity flux are calculated at 200hPa using geopotential height, and climatological zonal and meridional 

wind. 200hPa has been found to be a representative level for upper-tropospheric equivalent barotropic 

Rossby wave propagation (e.g. Cai et al. 2011a; McIntosh and Hendon 2018). An interpolated Outgoing 

Longwave Radiation (OLR) dataset is provided by the NOAA/OAR/ESRL PSD, Boulder, Colorado, USA, from 

their website at https://psl.noaa.gov/data/gridded/data.interp_OLR.html (Liebmann and Smith, 1996). 

 

Observed Australian maximum temperatures over each of the spring events were calculated by taking the 

weighted areal-average across Australia from the gridded Australian Water Availability Project (AWAP) 

Table 2-1 Summary of drivers attributed to heat events - synthesis from literature 

Meta-analysis from Arblaster et al., 2014; Hope et al. 2015; Black and Karoly, 2016; 
Gallant and Lewis 2016; Hope et al., 2016). Phase and magnitude of MJO (RMM index, 
Wheeler and Hendon, 2004) are available at http://www.bom.gov.au/climate/mjo/)  

https://psl.noaa.gov/data/gridded/data.interp_OLR.html
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dataset (Jones et al. 2009). AWAP has been shown to be consistent with the higher-quality, homogenised 

ACORN-SAT dataset (Fawcett et al., 2012; Trewin 2013; Gallant and Lewis 2016). However, ACORN-SAT uses 

only a subset of the available station data (Trewin 2013) and AWAP has been used in earlier studies of the 

spring heat events (e.g. Arblaster et al. 2013; Hope et al. 2014; 2015), allowing for easier comparison with 

our results. All anomalies were calculated against a base-state climatology from 1981 to 2010 and all 

datasets are re-gridded to match the POAMA forecast data. 

 

2.3.2 POAMA model forecasts 

POAMA (version 2) (Cottrill et al. 2013; Hudson et al. 2013) is a fully coupled dynamical seasonal forecast 

system, with an atmospheric model at T47 resolution (approximately 250km) and 17 vertical levels, and an 

ocean model with 25 levels and zonal resolution of 2° and meridional resolution ranging from 0.5° at the 

equator to 1.5° at the poles. Each forecast is composed of three POAMA model versions, using either 

standard, modified or bias-corrected physics (see Cottrill et al. 2013 and Hudson et al., 2013 for details), of 

11 ensemble members each, to a total of 33 ensemble members. The forecast skill is similar among the 

different versions of the model, with slight strengths and weaknesses for different variables, times of the 

year and locations (Lim et al. 2009, 2012). Atmosphere, ocean and land observations are perturbed using a 

coupled breeding method and used to initialise each ensemble member forecast from the same instant. 

While the carbon dioxide levels in POAMA are set to 345 ppm, approximately the level in 1985, the use of 

observations in ensemble-member generation means that the impacts of anthropogenic climate change are 

felt through the initial conditions. This ensemble-member method produces sufficient spread in 

atmospheric variables to allow for skilful forecasts from sub-seasonal time scales. 

 

To maximise the atmospheric information going into each sub-seasonal forecast, we use short lead time of 

0-2 days POAMA forecasts of each event; forecasts initialised on September 1 for September 2013, 

September 28 for October-November 2014, and September 27 for October 2015. Earlier initialisation dates 

of POAMA forecasts began predicting anomalous heat for each event at a two- to three- week lead time 

with increasing magnitude and skill as the lead time shortened (not shown), consistent with the 1981-2013 

POAMA hindcast skill (e.g. White et al., 2013). The peak of the 2014 and 2015 events occurred at least two 

weeks into the forecast period (see Bureau of Meteorology Temperature archive: 

http://www.bom.gov.au/jsp/awap/temp/archive.jsp), indicating that POAMA can capture processes 

contributing to the heat beyond persistence (Hudson et al. 2011). After which, only the sub-seasonal month 

to multi-month predictable component remains in the model, and it is this component that is the focus of 

this study. September, October-November and October climatologies were calculated from the 1981 to 

2010 monthly-mean hindcast initialised on the 1st of each respective month (2-month forecast-mean 

initialised on the 1st of October for October-November climatology). Individual member anomalies were 

http://www.bom.gov.au/jsp/awap/temp/archive.jsp)
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calculated against the relevant model version climatology, and ensemble-mean anomalies were calculated 

against the ensemble-mean climatology.  

 

A novel aspect of this study is that we use the differences in the atmospheric circulation anomalies in the 

POAMA ensemble members that forecast the highest and lowest Australian temperatures to further 

understand the robustness of the circulation associated with the three extreme spring heat events over 

Australia. The weighted areal-averaged Australian maximum temperature forecast of each heat event was 

calculated for each ensemble member and ranked hottest to coldest. Composites of the forecast circulation 

patterns made by the three hottest and coldest ensemble members (approximately the upper and lower 

10% of the distribution) were compared to the reanalysis and ensemble-mean patterns. We assume that 

the common features between reanalysis and the hottest ensemble members, that were not present in the 

coldest ensemble members, can explain the observed and forecast heat. The 10% threshold was arbitrarily 

chosen to represent the extremes of the POAMA forecast, but similar results were found using composites 

of the five hottest and coldest ensemble members (not shown). 

 

2.3.3 Comparing reanalysis and POAMA forecasts 

The atmospheric anomalies in the reanalysis were found to be greater in magnitude than in any of the 

POAMA ensemble member forecasts. Therefore, for easier comparison of the circulation patterns between 

reanalysis and forecast, as well as to gain a measure of significance against previous years, all anomalies 

were divided by the relevant standard deviation calculated over the 1981 to 2010 climatology period. For 

the reanalysis and POAMA ensemble mean, the standard deviations were calculated from the reanalysis or 

ensemble mean detrended timeseries over the climatology period (30 values each). For the hottest and 

coldest POAMA forecasts, the monthly (or two-monthly for October-November) standard deviation was 

calculated across all the ensemble members across all years of the detrended 30-year hindcast (990 

ensemble member values in total) and scaled by 1
√3�  (e.g. Swart et al. 2015) to account for the three 

ensemble members used in each hottest or coldest averaged forecast. This allowed for comparison against 

the reanalysis values, and also against the variability between ensemble members over the hindcast period. 

Similar magnitude comparison problems were found when comparing wave activity flux and 850hPa wind 

vectors in reanalysis and POAMA forecasts, so different scales are used between reanalysis and forecasts 

across the three events. For clarity, only the largest vectors were plotted (see individual figure descriptions 

for vector threshold values).  

 

The maximum temperature figures are presented as anomalies (not standardised), with statistical 

significance calculated from a one-sample two-sided T-test at the 95% confidence level, accounting for the 

number of ensemble members as described above.  
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Gallant and Lewis (2016) connected high Australian maximum temperatures with anticyclonic potential 

vorticity over a region of southern Australia. Here, we adjust their method to test the relationship between 

southern Australian geopotential height (Z200) and monthly spring maximum temperatures, by plotting the 

observed September, October, and November Australian area-averaged maximum temperature anomalies 

against corresponding Z200 anomalies averaged over 120°-150°E and 30°-40°S, (covering southern Australia 

and the Great Australian Bight), between 1981 to 2015, where each average was weighted by the cosine of 

the latitude. This process was then repeated for the individual ensemble member forecasts of the three 

heat events.  

 

2.3.4 Linear Rossby wave theory 

Tropical sea surface temperature (SST) anomalies can influence the climate of the extratropics through the 

initiation and propagation of quasi-stationary equivalent barotropic Rossby waves (e.g. Hoskins and Karoly, 

1981). Tropical SST anomalies generate anomalous atmospheric convection that then generates anomalous 

upper-troposphere divergent flow. This divergent flow distorts the climatological absolute vorticity field 

outside of the tropics that can then initiate a Rossby wave (Sardeshmukh and Hoskins 1988) that impacts 

on the extratropical atmospheric circulation and climate. However, the meridional wind-shear around the 

Australian-region subtropical jet should limit the tropical Indian Ocean’s effectiveness as a source of Rossby 

waves that impact the extratropics through austral winter-spring by blocking direct propagation of waves 

into higher latitudes (e.g. Hoskins and Ambrizzi, 1993; Simpkins et al. 2014; Li, X. et al. 2015a). 

Nevertheless, quasi-stationary Rossby waves, triggered by tropical Indian Ocean SST variations, have been 

linked to variations in Australia’s winter and spring climate (Cai et al., 2011a; Timbal and Hendon 2011; 

McIntosh and Hendon 2018). During austral winter, when the Southern Hemisphere subtropical jet is 

strongest (Koch et al. 2006), the tropical Indian Ocean may play an important role in perturbing the mid-

latitude stormtrack, which in turn acts as a source of extratropical Rossby waves impacting the southern 

Australian region (McIntosh and Hendon 2018; Wang and Hendon 2020). The subtropical jet weakens in 

austral spring (Koch et al. 2006), possibly sufficiently to allow direct Rossby wave propagation toward 

Australia (McIntosh and Hendon 2018). 

 

The upper-tropospheric circulation associated with quasi-stationary Rossby wave propagation, formation 

and dissipation is tracked using Rossby wave activity flux (WAF). For conservative, weakly dissipative, slowly 

varying flow, WAF moves parallel to the Rossby wave group velocity (Plumb 1985) and can therefore be 

used to analyse the Rossby wave paths occurring concurrently with the spring heat events. We do not 

incorporate a time lag between the Rossby wave calculation and maximum temperature anomaly as the 

approximate time for a tropical SST-forced Rossby wave to propagate into the high latitudes is of the order 

10 days (e.g. Branstator 2014) and it is assumed that averaging over a month allows sufficient time for 



27 
 

Rossby waves to propagate towards Australia and influence its climate. Here, we use the horizontal 

component of WAF, computed following Takaya and Nakamura (2000):  
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where 𝑝𝑝 is the pressure (here, 200hPa) scaled against 1000hPa, 𝑈𝑈 and 𝑉𝑉 are the climatological zonal and 

meridional wind speed magnitudes, a is the radius of the earth, (𝜙𝜙, 𝜆𝜆) are latitude and longitude, 𝜓𝜓′ =

 Φ′ /𝑓𝑓 is the quasi-geostrophic perturbation streamfunction, Φ′ is the perturbation geopotential, calculated 

using the 200hPa geopotential height anomaly, and 𝑓𝑓 = 2Ωsin𝜙𝜙 is the Coriolis parameter with the Earth’s 

rotation Ω. The wave activity flux is plotted over the standardised 200hPa geopotential height anomalies to 

represent the upper-troposphere circulation and the associated quasi-stationary Rossby wave activity 

associated with each heat event.  

 

The source region of Rossby wave trains can be found at regions of divergence of WAF (e.g. McIntosh and 

Hendon (2018), and can be triggered by regions of anomalous deep tropical convection (Sardeshmukh and 

Hoskins 1988). We use standardised tropical OLR anomalies (confined to a band within 10° of the equator) 

as a proxy for the source of convection-driven Rossby wave trains (e.g. Branstator 2014). As the convection 

forces upper-troposphere divergence out of the tropics, we expect upper-tropospheric anticyclonic 

circulation (indicated by anomalously high 200hPa; Z200) and wave activity flux divergence poleward and 

westward of tropical convection. Similarly, we expect cyclonic circulation (anomalously low Z200) and wave 

activity flux poleward and westward of suppressed tropical convection (Sardeshmukh and Hoskins 1988).  

 

2.4 Results 

2.4.1 Temperature anomalies 

Australian maximum temperature anomalies during the three spring heat events of September 2013, 

October-November 2014, and October 2015, were observed to be extreme and widespread (Fig. 2-1 a-c), 

with temperatures well above the 1981 to 2010 average (see Australian areal-averaged maximum 

temperature anomalies in top right corner of each figure). The spatial structure of these heat events was 

generally well captured by the POAMA forecasts (Fig. 2-1 d-l), although the forecast heat anomaly extended 

too far westward in September 2013. The magnitude of the ensemble-mean forecast heat was generally 

underestimated in comparison to the observed heat, particularly in October 2015, though still significant 

compared to the hindcast climatology. Nevertheless, POAMA demonstrated skill in forecasting the spatial 
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structure of the three spring heat events, with the hottest ensemble members being closest to the 

observed magnitude of each of the heat events.  

 

The maps of observed monthly maximum temperature standard deviations from detrended data (Figs. 2-2 

a, c, e) show lower interannual variability in the north of Australia, with a gradual increase poleward. There 

is an observed local peak in variability along the subtropical east in November that is simulated well in the 

POAMA-ensemble mean in November (Fig. 2-2f). POAMA also simulates the same high variability in east 

Australia in September and October (Fig 2b, d), but that pattern is not evident in the AWAP data in those 

months (Figs. 2-2a, c). This is consistent with White et al. (2014) who suggested that deficiencies in POAMA 

forecasts of extreme high temperature extremes may be due to poor simulation of the teleconnection with 

Indian Ocean SSTs. 
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Figure 2-1 Australian maximum temperature anomalies during three spring heat 
events 
Maximum temperature anomalies and Australian-averaged anomalies for 
September 2013, October-November 2014, and October 2015 from the 1981-2010 
climatology in observations (a-c), ensemble-mean (d-f) forecast, averaged forecast 
of hottest 3 ensemble member forecasts (g-i), and coldest 3 ensemble member 
forecasts (j-l). Cross-hatching indicates anomalies are significant at the 95% 
confidence interval according to a two-sided T-test, using standard deviation 
calculated over the 30-year climatology period for the observations and ensemble-
mean, and across all 990 ensemble members over the 30-year climatology period 
for hottest and coldest ensemble member forecasts. The standard deviations used 
in the hottest and coldest averaged-forecasts were scaled by 1/√3 for the T-test 
calculation. 
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Figure 2-2 Australian maximum temperature standard deviation during 
September, October, and November 
Year-to-year variability in Australian maximum temperature as given by standard 
deviation over the climatology period of 1981 to 2010 in observations from 
AWAP-dataset (a,c,e) and POAMA ensemble-mean (b,d,f). 
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2.4.2 Australian maximum temperatures and southern Australian 200hPa geopotential height 

Consistent with Gallant and Lewis (2016), higher Australian monthly spring maximum temperatures tend to 

coincide with high (anticyclonic) Z200 over southern Australia (Figs. 2-3a-c). Interestingly, we see that the 

strength of this relationship between temperature and Z200 increases through spring. There is more spread 

amongst the observed values in September and a smaller correlation coefficient (r=0.47) compared to the 

latter months, suggesting that high Z200 is not as closely tied to high maximum temperature in September. 

By October, the spread in observations has decreased and the relationship has strengthened (r=0.69), and 

even more so by November (r=0.77). September 2013 was unusual in that it was the hottest September 

examined, but had only a weak southern Australian Z200 anomaly, whereas Octobers 2014 and 2015, and 

November 2014 all had coinciding high maximum temperature and Z200 values.  

 

The POAMA ensemble-mean displays a similar historical relationship between maximum temperature and 

Z200 across the spring months (Fig. 2-4).  

 

  

Figure 2-3. Observed monthly spring relationships of 200Z vs Australian maximum 
temperature 
Scatter plots with linear regression line and correlation coefficient (r-value) for observed 
area averaged Australian maximum temperature anomalies from the AWAP dataset, and 
the 200hPa geopotential height anomalies averaged over the southern Australia-Great 
Australian Bight region (120°-150°E and 30°- 40°S) for months between 1981 and 2015. 
Anomalies were calculated against a 1981 to 2010 monthly climatology. Note the different 
scales between the months.  
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The spread across the forecast ensemble members for each event (Fig. 2-5) reveals that higher ensemble 

member forecast maximum temperatures tend to occur with higher Z200 values in the September 2013 

(Fig. 2-5a) and October-November 2014 (Fig. 2-5b) events, with correlation coefficients values of 0.50 and 

0.62, respectively. This suggests that those ensemble members that do develop a strong upper-level high 

over the region also develop warmer conditions across Australia, highlighting its importance as a 

mechanism to promote anomalously high temperature over Australia in the model. For October 2015, 

while many of the ensemble members do develop anomalously high 200hPa heights (Fig. 2-5c), the 

members with highest heights do not necessarily forecast higher maximum temperatures, and the 

relationship is weaker (r = 0.12), indicating that anomalous height over southern Australia is not the only 

factor in the heat development. While we expect the composites of the warmest ensemble members to 

reveal anomalously higher anticyclonic 200hPa geopotential heights over southern Australia compared to 

the coldest members for the September 2013 and October-November 2014 events, it is of interest to 

further explore a range of factors that help develop the forecast heat across the ensemble members in all 

the events, and further details of each event are examined in the next section. 

Figure 2-4 POAMA monthly spring relationships of 200Z vs Australian maximum 
temperature 
As in Fig. 2-3, but for the POAMA ensemble-mean.  
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2.4.3 September 2013 

Gallant and Lewis (2016) identified a moderate upper-tropospheric anticyclone over southern Australia 

over spring 2013 as a whole. However, the reanalysis of September 2013 has only a weak (within one 

standard deviation of the mean) upper-anticyclone anomaly over southeast Australia (Fig. 2-6e), also 

indicated by the area-averaged Z200 anomaly for 2013 in Fig 2.3a. The ensemble–mean and hottest 

members-averaged (Fig. 2-6 f,g), on the other hand, forecast a strong upper-tropospheric anticyclone over 

southern Australia around 1.5-2 standard deviations greater than the POAMA climatological mean. The 

coldest members-averaged forecast (Fig. 2-6d,h) also shows an upper-tropospheric anticyclone, but shifted 

southeast of Australia. It is possible that the different locations of the upper-tropospheric anticyclone 

anomaly contributed to the difference in forecast Australian maximum temperature anomaly between the 

hottest and coldest members-averaged forecasts. However, given the observed high temperature anomaly 

occurred without the presence of the strong anticyclone over the Great Australian Bight, and the ensemble-

mean forecast had an anticyclone but a lower Australian maximum temperature than observed, it is clear 

that an upper-tropospheric anticyclonic is not a necessary condition for extreme high maximum 

temperature development in September 2013. We next discuss other aspects of the circulation that may 

help further explain the September 2013 extreme heat. 

 

Figure 2-5 Ensemble-member forecasts 200Z vs Australian maximum temperature 
for each event 
September 2013, October-November 2014, and October 2015 scatter plots of 33 
individual POAMA ensemble member forecasts of Australian areal-averaged 
maximum temperature anomaly against 200hPa geopotential height anomaly 
averaged over the region 120°-150°E and 30°-40°S. The line is the approximate 
relationship given by least-squares regression from the ensemble member forecast 
values, and the r-value is plotted in the top left of each figure. The red square 
shows the observed values of anomalous maximum temperature (AWAP) and 
200hPa geopotential height (ERA-Interim reanalysis) for each event. Individual 
ensemble member anomalies were calculated against a 1981 to 2010 climatology 
period from the appropriate POAMA model version. 
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The signature of the strong negative SAM noted in Arblaster et al. (2014) is evident in the lower MSLP south 

of Australia and enhanced MSLP over Antarctica (Fig. 2-6a), and in the corresponding upper-troposphere 

height anomalies (Fig. 2-6e). POAMA generally has skill at predicting SAM and its teleconnections (Marshall 

et al. 2012; Lim et al. 2013). However, the POAMA forecasts of low-level (Fig. 2-6 b-d) and upper-

tropospheric circulation (Fig. 2-6 f-h) fail to capture the negative SAM-like circulation in September 2013. 

Consequently, much of the circulation around Australia in the POAMA forecasts does not match the 

reanalysis. In particular, the reanalysis shows an equivalent barotropic cyclonic circulation anomaly 

southwest of Australia, a key feature for this heat event noted in Arblaster et al. (2014), but is missing from 

the POAMA forecasts. Interestingly, the lack of SAM-like pattern in POAMA contrasts with Arblaster et al., 

(2014), who used a POAMA ensemble mean forecast initialised approximately two weeks earlier that 

simulated the negative SAM pattern, though POAMA ensemble-mean forecasts before and after the 

initialisation date used by Arblaster et al., (2014) also failed to capture the negative SAM pattern (not 

shown). The reanalysis low-level cyclonic circulation anomaly (Fig. 2-6a) is consistent with the passage of 

low-pressure, cooling weather systems, such as cold fronts, and cool conditions in southwest Australia (Fig. 

2-1a). The cyclonic circulation drives westerly low-level wind anomalies in the west of Australia, that then 

tend to warming (via advection) north-westerly winds towards the east of the continent that would have 

contributed to the warmer conditions (Fig. 2-1a). An upper-anticyclone over southern Australia, such as in 

the hottest-averaged forecasts, would have enhanced warming through subsidence, but in reality, it seems 

that advection, along with other factors not assessed here, such as the antecedent dry conditions (Arblaster 

et al., 2014) and the thermal warming associated with anthropogenic climate change (Gallant and Lewis, 

2016) were important factors in the September 2013 anomalous maximum temperature. As such, it seems 

that not only the negative SAM circulation, but this south-west cyclonic circulation anomaly was an 

important factor in the observed extreme maximum temperature development of September 2013 in 

agreeance with Arblaster et al. (2014). 
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At the upper-troposphere level, the south-west cyclonic anomaly in reanalysis appears to form part of a 

Rossby wave train initialised in the central mid-latitude Indian Ocean, as indicated by the wave activity flux 

Figure 2-6. September 2013 low- and upper-level atmospheric circulation 
Low-level circulation (left-column) given by standardised anomalous mean sea level 
level pressure and anomalous 850hPa wind vectors (ms-), and upper-troposphere 
circulation (right-column) given by 200hPa standardised geopotential height (south of 
10°S) and standardised OLR anomalies (north of 10°S), and wave activity flux vectors 
(m2s-2) from observations (a, e), ensemble-mean forecast (b, f), averaged hottest 3 (c, g) 
and coldest 3 (d, h) ensemble member forecasts. Observed and ensemble-mean 
anomalies were standardised by dividing by the standard deviation calculated over the 
1981 to 2010 climatology period in observations and the ensemble-mean. The hottest 
and coldest forecasts were standardised by dividing by standard deviation calculated 
over all 990 ensemble members over the 1981 to 2010 climatology period. For clarity, 
only 850hPa wind vectors larger than 2 ms-1 were plotted, and only wave activity flux 
vectors larger than 1 m2s-2. Note the difference in reference vector length between 
observed and forecast vectors. 
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divergence west of this cyclonic anomaly (Fig. 2-6e). This wave activity flux passes through the cyclonic 

anomaly, then splits to propagate through Australia and Antarctica. There is no clear signal in the tropical 

OLR anomalies or wave activity flux that could point to a tropical forcing of this wave train. While the 

hottest-averaged forecast (Fig. 2-6g) does simulate a Rossby wave train, its trajectory is too far poleward. 

Instead, a second, weak region of wave activity flux divergence is visible out of the east subtropical Indian 

Ocean in both the hottest-averaged forecasts and the ensemble mean that then propagates through the 

(forecast) Australian upper height anomaly, though it is not clear whether this activity flux is associated 

with the negative OLR anomaly forecast in the eastern Indian Ocean. The different wave train trajectories 

suggest that tropical and subtropical forcing may have played a role in the hotter forecasts, though only 

extratropical forcing is apparent in the reanalysis of September 2013, indicating that these ensemble 

members had a warm forecast for the wrong reason. 

 

2.4.4 October-November 2014 

In contrast to September 2013, and consistent with the stronger relationship in Figs. 3b and c, October-

November 2014 (Fig. 2-7e) has a strong upper-tropospheric anticyclone over southern Australia, just over 

two standard deviations from the climatological mean. This strong anticyclone is well captured by the 

hottest-members average forecast (Fig 6g) and ensemble mean (Fig. 2-7f), though shifted westward relative 

to reanalysis and extended into the tropics. The coldest-members average forecast, on the other hand, has 

near-neutral height anomalies over Australia (Fig. 2-7h), and weak height anomalies generally across the 

southern hemisphere. The similarity between the reanalysis 200hPa Australian anticyclone and those in the 

hotter forecasts suggests that the anticyclone, and the associated warming through subsidence (e.g. 

Quinting and Reeder, 2017), was an important component in developing the heat of October-November 

2014. How this anticyclone relates to the broader circulation pattern may reveal more about how the heat 

formed during this event. 
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Unlike September 2013, the October-November 2014 wave train in reanalysis (Fig. 2-7e) does not start near 

the cyclonic anomaly southwest of Australia, but is a continuation of a wave train that propagates from 

southwest of Africa. The hottest-average member forecast (Fig. 2-7g) simulates a southern Indian Ocean 

wave train, but is too zonally oriented relative to reanalysis, and veers strongly to propagate through the 

Australian upper-tropospheric anticyclone. The reanalysis wave activity flux also displays a second wave 

train, equatorward of the first, that propagates out of the western subtropical Indian Ocean. Enhanced 

convection in the central tropical Indian Ocean, and divergence of wave activity flux out of the western 

subtropical Indian Ocean suggests that this second wave train appears to, at least partly, be driven by a Gill-

type response, to anomalously warm tropical Indian ocean SSTs, consistent with Hope et al. (2015).  The 

lower latitude wave train is not represented in the POAMA forecasts. Instead, suppressed convection 

appears to be driving wave activity flux out of the Maritime Continent in all forecasts. As such, the higher 

latitude wave train may have been more important to the development of the southern Australian upper-

Figure 2-7  October-November 2014 low- and upper-level atmospheric circulation 
As with figure 2.6, but for October-November 2014. For clarity, only 850hPa wind vectors 
larger than 2 ms-1 were plotted. Observed wave activity flux vectors were only plotted if 
greater than 0.75 m2s-2 and forecast vectors were only plotted if greater than 0.4 m2s-2 
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tropospheric anticyclone in the hottest forecasts. It is possible that the lack of the tropical Indian Ocean 

forced wave train resulted in under-forecast Australian maximum temperatures (Figs. 1 b, e, h, f) via a 

weaker forecast Australian upper-anticyclone, and will be explored in future work. In any case, it appears 

that the atmospheric circulation over the Indian Ocean is an important factor in developing that upper-

tropospheric circulation associated with heat in this event. 

 

The October-November 2014 equivalent-barotropic cyclonic circulation (Fig. 2-7a, e) is shifted further 

southwest from Australia compared to September 2013, and, consequently the observed heat anomaly 

extends further west than in the previous event (Fig. 2-1b). A second barotropic cyclone is located 

southeast of Australia and blocking anticyclonic circulation lies in the Tasman Sea and extends along 

Australia’s eastern coast. The surface pressure gradient from these features is insufficient to result in 

strong low-level flow over Australia, though there is a small northerly component to the flow to the west of 

Australia (Fig. 2-7a). The weak low-level flow suggests that the warming from advection due to the Tasman 

Sea blocking (Marshall et al., 2014) may have been only a small component of the observed heat, 

consistent with Hope et al. (2015), and the contribution through subsidence and enhanced insolation 

associated with the upper-tropospheric anticyclone, (e.g. Quinting and Reeder, 2017; Lim et al., 2019a) may 

have played a larger role. The hottest-member average forecast simulates the spatial patterns of the heat 

(Fig. 2-1 h) and the low-level features better than either the coldest-member average or ensemble-mean 

forecasts. However, the Tasman Sea anticyclonic circulation in the hottest-member average forecast is 

weaker and displaced eastward relative to reanalysis by a weak cyclonic trough over southeast Australia 

and a more zonally elongated cyclonic circulation south of Australia (Fig. 2-7c) such that the low-level wind 

anomaly is much weaker in northern Australia and much stronger in southern Australia, relative to 

reanalysis. It is possible that these circulation differences contributed to the under-forecast maximum 

temperature. The zonally elongated pattern has been previously noted as a bias in the POAMA forecasting 

system (Marshall et al. 2012). The coldest-members average forecast incorrectly forecast anomalous high 

Australian MSLP, and, while the ensemble-mean does forecast a weak elongated cyclonic circulation south 

of Australia, neither it, nor coldest-members average forecast simulate the low-level circulation around 

Australia found in reanalysis. This reinforces the idea that the total circulation pattern formed by the 

cyclonic features either side of Australia, the blocking pattern in the Tasman Sea, as well as southern 

Australian upper-tropospheric anticyclone were important for heat in the October-November 2014 event.  

 

2.4.5 October 2015 

An upper-tropospheric anticyclonic anomaly more than three standard deviations greater than the 1981-

2010 reanalysis-mean lies over southern Australia in October 2015 (Fig. 2-8e), suggesting that, as in the 

previous event, warming through subsidence and enhanced insolation were factors in the heat during this 
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event. As expected from Fig. 2-5c, the POAMA forecasts (Fig. 2-8 f-h) all have high Z200 anomalies, two to 

three standard deviations greater than the 1981-2010 mean, but place it equatorward relative to the 

reanalysis position and extend it into the tropics. A similar, though lower in magnitude, Z200 extension 

from the tropics to extratropics was found in the POAMA forecasts of October-November 2014 (Fig. 2-8 f-h) 

during a weak El Niño, and this much stronger magnitude Z200 extension from the tropics may be POAMA’s 

response to the strong El Niño occurring in 2015, resulting in each ensemble member forecast being 

dominated by this driver. Despite the broad extent of high Z200 in the POAMA forecasts, the hottest 

members-average has a local maximum in Z200 over south-central Australia, reminiscent of a distinct 

anticyclonic anomaly, though the surrounding gradient in 200hPa geopotential height is weak relative to 

the reanalysis. This local maximum in Z200 was not present when the compositing was done based on high 

southern Australian Z200 (not shown), suggesting that it is not just the strength of the height anomaly over 

southern Australia, but its shape that is important for developing higher temperatures in the POAMA 

models. While the POAMA forecasts of Z200 appeared to be dominated by the strong El Niño, even the 

hottest members under-forecast the October 2015 heat (Fig. 2-1i), despite POAMA’s demonstrated skill in 

forecasting extreme heat associated with ENSO during the hindcast period of 1981-2013 (e.g. White et al., 

2014). This is consistent with other studies suggesting the weak connection between the strong El Niño and 

the observed anomalous heat in 2015 (e.g. Black and Karoly, 2016; Hope et al., 2016). Indeed, the impacts 

of the 2015 El Niño on Australia have been found to be unusual, and global circulation models, such as 

POAMA, may not have been able to simulate the event well (van Rensch et al., 2019). However, given the 

hottest-averaged forecasts were also the closest to simulating a distinct upper-tropospheric anticyclone 

similar to the reanalysis, it is useful to compare what drove the atmospheric circulation in the hottest 
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forecasts to the coldest forecasts of October 2015.

 
 

The upper-troposphere wave activity flux in the reanalysis (Fig. 2-8e) is different to both the 2013 and 2014 

events. Unlike the previous event, the enhanced convection in the western tropical Indian Ocean is only 

driving a small amount of wave flux that fails to propagate beyond its source region. Instead, the 

suppressed convection over the eastern tropical Indian Ocean appears to be triggering a Rossby wave train 

east of Australia at around 25°S, as indicated by the wave activity flux divergence over a region of 

anomalous upper-tropospheric cyclonic circulation west of Australia at around 25°S. This wave train then 

propagates through the Australian upper-tropospheric anticyclone, following a similar path to the eastern 

branch of the ENSO-IOD teleconnection suggested by Cai et al. (2011a). A second region of wave activity 

flux diverges from the cyclonic circulation southwest of Australia to propagate through the Australian 

anticyclone. The POAMA forecasts partially simulate this southwest region of wave activity flux divergence, 

Figure 2-8 October 2015  low- and upper-level atmospheric circulation 
As with Fiig. 2.6, but for October 2015. For clarity, only 850hPa wind vectors larger than 2 
ms-1 were plotted. For clarity, observed wave activity flux vectors were only plotted if 
greater than 2.0 m2s-2 and forecast vectors were only plotted if greater than 1.0 m2s-2. 
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particularly in the hottest forecasts, but fail to simulate the ENSO-IOD-like wave path to the northwest. 

However, there are step improvements between the coldest and hottest forecasts; wave activity flux shifts 

from south-westerly only in the coldest forecasts, to include a stronger westerly component in the 

ensemble mean, to having north-westerly component in the hottest ensemble members. The hottest 

ensemble members also have a shallow upper-troposphere trough west of Australia, echoing the cyclonic 

circulation that forms the first part of the ENSO-IOD-like wave train in reanalysis. It is possible that the 

better simulated relationship to the tropical Indian Ocean contributed to a better forecast maximum 

temperature. However, in general, the October 2015 atmospheric circulation over the Indian Ocean was 

poorly forecast by POAMA. Further, all POAMA forecasts produce large regions of wave activity flux out of 

the tropical Pacific, downstream of Australia, that is not found in the reanalysis. This suggests again that the 

POAMA forecasts were dominated by El Niño, and consequently, may have missed atmospheric circulation 

factors important for the heat development in October 2015. 

 

As in the previous event, the reanalysis has equivalent barotropic cyclones positioned southwest and 

southeast of Australia and anticyclonic blocking in the Tasman Sea, east of Australia (Figs. 8a,e). However, 

in October 2015, the southeast cyclone is far stronger and located further poleward; the southwest cyclone 

is weaker and connected by a trough to the subtropical cyclone west of Australia at the beginning of the 

ENSO-IOD-like wave train (Cai et al., 2011a); and the Tasman Sea blocking anticyclone is much stronger and 

extends further west than in the previous event, connecting with high MSLP over Australia, the Great 

Australian Bight and into the Maritime Continent and western tropical Pacific (Fig. 2-8a). The resulting 

surface pressure gradient drives onshore easterly flow near the northeast of Australia, matching where the 

temperature anomaly was cool, (Fig. 2-1c) that quickly tend northerly to advect warm air across the south 

of the country, where conditions were hottest, suggesting that advection played a large role in developing 

the heat in this event, along with the subsidence and enhanced insolation associated with the upper-

tropospheric anticyclone. However, the POAMA forecasts do not simulate the reanalysis low-level 

circulation associated with the warm air advection. Instead, a broad region of high MSLP extends from the 

tropics across Australia, reflecting the pattern in the upper-troposphere forecasts, and a zonally elongated 

cyclonic anomaly lies far south of Australia. The resulting pressure gradient is generally too weak to 

produce low-level flow across Australia (Fig. 2-8b-d, f-h). However, as the upper-troposphere circulation, 

there are step improvements between the more zonally oriented cyclonic circulation anomaly in the 

coldest forecasts to the hottest forecasts that have isolated cyclonic lobes and a northerly component to 

the low-level flow over southwest Australia, possibly indicating that better simulation of the southeast and 

southwest baroclinic cyclonic circulations can contribute to a hotter forecast. 
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2.5 Discussion 

While the atmospheric circulation during the three extreme spring heat events examined here was 

different, there are enough similarities between the reanalysis and POAMA ensemble forecasts across the 

three events to suggest that the atmospheric circulation pattern created by a combination of barotropic 

cyclonic circulations either southwest or southeast of Australia, along with the presence of the upper-

tropospheric southern-Australian anticyclone and anticyclonic blocking in the Tasman Sea were important 

for the development of these heat events. How these circulation features affected Australia’s maximum 

temperature and how they were configured around Australia appeared to be influenced by the different 

climate drivers that were active during each event, and particularly, whether these drivers had origins in 

the tropics or extratropics. While the impact of other factors not examined here, such as the background 

warming trend (e.g. Gallant and Lewis, 2016) or dry conditions preceding the events (e.g. Arblaster et al., 

2014) must also be remembered, the circulation features discussed here have contributed to our overall 

understanding of what can drive heat in spring. In particular, the upper-anticyclone in the latter two events 

appeared to be related to the activity in the tropical Indian Ocean and this could have implications for the 

predictability of Australian spring heat events. 

 

The upper-anticyclone over southern Australia appeared to be an important component to the heat in the 

hotter POAMA forecasts of all three events, and the reanalysis of the second two events. This anticyclone 

would have been conducive to enhanced warming through subsidence (e.g. Quinting and Reeder, 2017), 

increased insolation (e.g. Lim, et al. 2019), and, combined with the atmospheric circulation associated with 

the Tasman Sea blocking pattern, warm air advection (e.g. Marshall al. 2014) over eastern Australia. From 

earlier studies (e.g. Gallant and Lewis, 2016; Hope et al. 2016), and from the springtime climatological 

relationship between high southern Australian 200hPa geopotential height and high temperature (Fig 2.3a-

c), we expected upper-tropospheric anticyclones over southern Australia during each of the three heat 

events. However, the upper-tropospheric height anomaly in the reanalysis of September 2013 was only 

weakly positive, indicating that the upper-anticyclone is not the only factor in spring heat development, 

though it appears that POAMA favours this circulation anomaly as a heat development mechanism. Hence, 

the importance of the broader circulation pattern to heat development in these spring events has also been 

considered.  

 

The common presence of barotropic cyclonic circulations southwest or southeast of Australia suggest that 

these features may have been important factors in developing the heat observed through each event. The 

latitudinal positon of these cyclonic circulations is a reflection of the negative SAM in each event (e.g. 

Hendon et al., 2007) that has already been linked with the high maximum temperatures (e.g. Arblaster et 

al., 2014; Hope et al 2015; 2016), though the negative SAM-component of the heat may be due to 

increased insolation and subsidence than directly associated with the cyclonic circulations (Lim et al., 
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2019a), particularly in the latter two events. Low-level warm air advection driven by the southwest cyclonic 

circulation appears to be a key heat-development mechanism in September 2013, and to a lesser extent in 

the latter two events in reanalysis, due to the relative positions of the cyclonic features and weaker 

northerly flow. While the zonally- elongated pressure bias (Marshall et al., 2012) did impact the POAMA 

forecasts of these 2014 and 2015 cyclonic features, warm air advection associated with the southwest 

cyclonic circulation may have contributed to the heat in the hottest forecasts as these had the greatest 

curvature and northerly low-level flow southwest of Australia. The southeast cyclonic circulation, however, 

does not appear to contribute to northerly flow over Australia and it becomes harder to discern how this 

feature relates to the high maximum temperatures in the latter two events. It may be that the southeast, 

and the southwest, cyclonic circulation reflect a greater tendency for cooling low MSLP, synoptic weather 

systems, such as cold fronts (Hope et al., 2009; Risbey et al., 2009b), to propagate to the southwest or 

southeast of Australia, rather than penetrate into the continent during the heat events. However, changes 

to the intensity or frequency of these synoptic weather systems over Australia during these events and the 

resulting impact on monthly maximum temperatures is beyond the scope of this study. Rather, on the sub-

seasonal timescale, the barotropic southeast cyclonic circulation appears to support the surface Tasman 

Sea blocking pattern that directed warm air advection across eastern Australia, and form a part of the same 

quasi-stationary Rossby pattern that contributes to the southern Australian upper-tropospheric 

anticyclone. Consequently, the southeast cyclone may not drive heat development directly but form one 

part of the overall atmospheric circulation, that includes the southwest cyclonic circulation, that produces 

the heat. As such, we conclude that the overall circulation pattern around Australia formed by the 

southeast and southwest cyclonic circulations and the upper tropospheric anticyclone was important for 

the heat development through each event. 

 

While each event had similar atmospheric circulation patterns associated with the heat, the Rossby wave 

paths that contributed to the development of these anomalies differed between the events and the 

POAMA forecasts. In September 2013, the flux was only from the extra-tropics in the reanalysis and the 

hottest POAMA forecasts; in both October-November 2014 and October 2015 there were contributions 

from the tropical Indian Ocean, with the hottest POAMA forecasts also simulating the most wave activity 

flux out of the tropical Indian Ocean. This wave activity flux is likely to be, at least partly, a reflection of the 

occurrence of El Niño and positive IOD during the 2014 and 2015 heat events. While none of the Rossby 

wave paths in reanalysis or the POAMA forecasts are identical, on the whole they suggest that the tropical 

Indian Ocean and high Australian maximum temperatures are linked by the southern Australian upper-

tropospheric anticyclone and southeast Australian cyclone quasi-stationary wave pattern. As the 

relationship between upper-tropospheric anticyclonic circulation over southern Australia and high 

Australian maximum temperature is weakest in September, and there was no cyclonic circulation southeast 

of Australia in September 2013, it is also possible that the connection to the tropical Indian Ocean is 
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weakest in September too. This could be because the relationship between Australia and the tropical 

climate drivers, ENSO and the IOD, is strongest in later spring (e.g. Jones and Trewin, 2000), or because the 

decaying subtropical jet is still too strong to allow for direct Rossby wave propagation in September (e.g. 

McIntosh and Hendon, 2018).  While it is not possible to determine if there is a change in the relationship 

between Australian maximum temperatures and the tropical Indian Ocean over the months of spring from 

three case studies, further investigation into this relationship would help to clarify the potential 

predictability of high maximum temperatures over the months of spring.  

 

Comparing the atmospheric circulation in the hottest and coldest POAMA forecasts to the reanalysis of the 

three events provided additional realisations of each spring heat event to explore. The wave activity flux in 

the reanalysis and POAMA forecasts shows that the atmospheric circulation over the Indian Ocean, 

whether tropical or extratropical in origin was important for the three extreme heat events studied here. 

However, the bias in the POAMA forecasts toward zonally elongated cyclonic circulation to the south of 

Australia (Marshall et al., 2012) complicated the ability to assess the POAMA realisations of the 

atmospheric circulation around Australia, particularly with regards to the barotropic cyclones southwest 

and southeast of Australia seen in the reanalysis. The POAMA forecasts also appeared to favour wave 

activity flux and atmospheric circulation from the Pacific Ocean, rather than the Indian Ocean. Further, the 

region of highest interannual temperature variability in POAMA is biased towards south-eastern Australia, 

which matches the region that correlates most strongly with ENSO (Risbey et al. 2009a; Min et al., 2013), 

suggesting that POAMA generally over-represents the relationship with the Pacific Ocean at the cost of the 

teleconnection to the Indian Ocean. This is consistent with earlier studies that examined ENSO and IOD 

teleconnections to Australia (Zhao and Hendon 2009; White et al. 2014). Despite these biases, the POAMA 

ensemble members that were closest to the observed temperature anomalies also had the smallest zonal 

elongation bias or Indian Ocean wave activity flux bias, and were better able to forecast the wave train 

from the upper-tropospheric anticyclone to the southeast cyclonic circulation. This suggests that better 

simulation of both the mid-latitude MSLP pattern and the atmospheric circulation over the Indian Ocean 

could have improved the forecast maximum temperature of the three heat events, as well as forecasts into 

the future. The bias in the teleconnection from the Indian Ocean to Australia remains an issue in the 

Bureau of Meteorology’s latest seasonal prediction system, ACCESS-S1 (Lim et al., 2016b, Hudson et al., 

2017) and long-standing biases over the Indian Ocean are also found in many global climate models (e.g. Li, 

G. et al. 2015)  

 

2.6 Conclusion 

This study examined the atmospheric circulation patterns contributing to three extreme spring heat events 

over Australia, using ERA-Interim reanalysis and the POAMA seasonal prediction system. These events 
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remain amongst the hottest recorded in Australia to date. While the atmospheric circulation in each of the 

three heat events varied somewhat, several features stand out as important drivers of the heat across the 

three events. Barotropic cyclonic circulations southwest of Australia were present in each event, and may 

be important features for heat development in austral spring. While upper-tropospheric anticyclonic 

circulation has been linked to austral spring heat generally, a quasi-stationary Rossby wave train comprised 

of this strong upper-tropospheric anticyclonic circulation over southern Australia and a barotropic cyclonic 

circulation southeast of Australia, as well as Tasman Sea blocking at the surface, were only present in the 

second two events, indicating that, while these circulation features were important for the development of 

heat during these events, it is not a requirement for austral spring heat. Rossby wave activity flux analysis 

suggests that the anticyclonic circulation appears to be more strongly linked to the tropical Indian Ocean in 

the reanalysis, however the POAMA forecasts were too dominated by Pacific Ocean influences. This study 

suggests that improved simulation of extratropical circulation and tropical Indian Ocean teleconnections 

should be an important focus in order to increase the skill of predictions of unusually high temperatures 

through spring months in Australia. Atmospheric processes on a sub-seasonal time scale and their 

predictability are a known gap between the weather prediction and seasonal prediction timescales and, 

given further increases in the magnitude and frequency of extreme spring temperatures are projected with 

increasing greenhouse gases, improving our understanding of monthly heat extremes will also help with 

adaptation.  
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3 Strengthening tropical influence on heat generating circulation over 
Australia through spring 

 
This chapter is a reproduction of the paper, “Tropical influence on heat-generating atmospheric circulation 

over Australia strengthens through spring”, accepted for publication in Weather and Climate Dynamics. The 

section and figure numbers have been adapted to fit the thesis structure, and only minor changes have 

been made to the text and figures. The supplemental figures from the paper are included in the main text 

of this chapter. 

 
3.1 Abstract 
Extreme maximum temperatures during Australian spring can have deleterious impacts on a range of 

sectors from health to wine grapes to planning for wildfires, but are relatively understudied compared to 

spring rainfall. Spring maximum temperatures in Australia have been rising over recent decades, and, as 

such, it is important to understand how Australian spring maximum temperatures develop in the present 

and warming climate. Australia’s climate is influenced by variability in the tropics and extratropics, but 

some of this influence impacts Australia differently from winter to summer, and, consequently, may have 

different impacts on Australia as spring evolves. Using linear regression analysis, this paper explores the 

atmospheric dynamics and remote drivers of high maximum temperatures over the individual months of 

spring. We find that the drivers of early spring maximum temperatures in Australia are more closely related 

to low-level wind changes, which in turn are more related to the Southern Annular Mode than variability in 

the tropics. By late spring, Australia’s maximum temperatures are proportionally more related to warming 

through subsidence than low-level wind changes, and more closely related to tropical variability. This 

increased relationship with the tropical variability is linked with the breakdown of the subtropical jet 

through spring and an associated change in tropically-forced Rossby wave teleconnections. However, much 

of the maximum temperature variability cannot be explained by either tropical or extratropical variability. 

An improved understanding of how the extratropics and tropics projects onto the mechanisms that drive 

high maximum temperatures through spring may lead to improved sub-seasonal prediction of high 

temperatures in the future.  

 

3.2 Introduction 
Anomalously high Australian spring (September-October-November) maximum temperatures can be highly 

impactful. High temperatures may negatively impact health due to a lack of acclimatisation (e.g. Nairn and 

Fawcett, 2014), and agriculture by changing growing season length and crop yields (Cullen et al., 2009; 

Jarvis et al., 2019; Taylor et al., 2018). Hotter and drier spring conditions have been linked to an earlier start 

to (Dowdy, 2018) and preconditioning of (Abram et al., 2021) the summer fire season. The trend toward 

higher temperatures over recent decades (Collins et al., 2013), means that anomalous high maximum 

temperatures may occur more often (e.g. Alexander and Arblaster, 2009). Several recent springs have 
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already exceeded historic temperature records, with some spring months breaking records that were set 

only the previous year (Arblaster et al., 2014; Gallant and Lewis, 2016; Hope et al., 2015; McKay et al., 

2021). Much of this observed anomalous heat has been attributed to the background global warming trend 

(Arblaster et al., 2014; Gallant and Lewis, 2016; Hope et al., 2015; Hope et al. 2016). However, gaps remain 

in our understanding of what drives anomalous high maximum temperatures in Australia during spring, and 

particularly on the monthly time-scale that some of these heat events occurred over. As the globe 

continues to warm, a better understanding of what makes a spring month in Australia hot today will lead to 

greater resilience against extreme heat in the future.  

 

High spring temperatures have been linked with several remote modes of variability in the tropics and 

extratropics. In the tropics, the positive phases of El Niño Southern Oscillation (ENSO) in the tropical Pacific 

and the Indian Ocean Dipole (IOD) in the tropical Indian Ocean are the strongest drivers of high maximum 

temperatures in Australia in spring, particularly in the south and east (Power et al., 1998; Jones and Trewin, 

2000; Saji et al., 2005; Min et al., 2013; White et al., 2014). Many more studies focus on the ENSO and IOD 

relationships to drier spring conditions (Nicholls et al., 1989; Meyers et al., 2007; Ummenhofer et al., 

2009a; Risbey et al., 2009a; Watterson, 2010; Cai et al., 2011a; Min et al., 2013; Pepler et al., 2014; 

McIntosh and Hendon, 2018; Watterson, 2020) and to more extreme spring fire weather (Harris and Lucas 

2019; Marshall et al. 2021b). While, the IOD’s influence on Australia’s temperature peaks around SON (Saji 

et al., 2005) compared to around NDJ (November-December-January) for ENSO (Jones and Trewin, 2000), 

ENSO and the IOD co-vary significantly in austral spring (e.g. Meyers et al., 2007). As such, it can be useful 

to look at a single index that describes the large-scale tropical SST variability’s influence on Australia, such 

as the tropical tripole index (TPI) (Timbal and Hendon, 2011). While other tropical modes of variability, such 

as the Madden-Julian Oscillation (MJO), also influence Australia’s spring maximum temperatures (e.g. 

Wheeler and Hendon, 2004; Wheeler et al., 2009; Marshall et al., 2014), we focus on the tropical SST-driven 

influence on Australia’s spring climate. 

 

Variability in the extratropics is also linked to high temperatures in Australia. The negative phase of the 

Southern Annular Mode (SAM), the primary mode of variability in the extratropics, (Hendon 2007; Risbey et 

al., 2009a; Min et al., 2013; Marshall et al., 2012, Hendon et al., 2014; Fogt and Marshall, 2020) drives 

hotter and drier Australian spring conditions, and more extreme spring fire weather (Marshall et al. 2021b). 

SAM generally varies at a higher frequency than ENSO or the IOD, however, SAM also has lower frequency 

variations. On a seasonal timescale, El Niño promotes negative SAM, particularly during the warmer 

months (L’Heureux and Thompson, 2006; Hendon et al., 2007; Lim et al., 2016a; Lim et al., 2019b). Polar 

stratospheric weakening during austral spring (sometimes associated with sudden stratospheric warming) 

can also sustain negative SAM (Lim et al., 2018) and higher Australian maximum temperatures from late 

spring (Lim et al., 2019a). As with ENSO and the IOD, more studies focus on how SAM influences Australian 
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rainfall than temperature, particularly when examining the teleconnection pathway. While low rainfall 

correlates well with high maximum temperatures (Simmonds, 1998; Jones and Trewin, 2000; Timbal et al., 

2002; Hope and Watterson, 2018), there is a gap in our understanding of how both tropical and 

extratropical modes of variability impact spring maximum temperature. 

 

Anomalously high geopotential height (or, synonymously, anticyclonic vorticity) over southern Australia is 

associated with spring high maximum temperatures in Australia (Hope et al., 2015; Gallant and Lewis 2016; 

McKay et al., 2021). While El Niño, the positive-phase of the IOD, and the negative-phase of the tropical TPI 

also promote anomalously high geopotential height, it forms further to the south of Australia (e.g. Cai et al., 

2011a; Timbal and Hendon, 2011; McIntosh and Hendon, 2018). SAM’s negative phase is characterised by 

an equatorward shift of the eddy-driven jet and bands of anomalously low and high geopotential height in 

the mid- and high-latitudes respectively (Thompson and Wallace, 2000; Fogt and Marshall, 2020). The 

altered atmospheric flow associated with the drivers can reduce rainfall, including by deflecting cooling 

rain-bearing systems (e.g. Jones and Trewin 2000; Hendon et al., 2007; Pepler et al., 2014; van Rensch et 

al., 2019) away from Australia (Cai et al., 2011a; Risbey et al., 2009b; McIntosh and Hendon, 2018; Hauser 

et al., 2020). Anomalous heat and dryness is also associated with other mechanisms such as increased 

subsidence and insolation (Hendon et al., 2014; Lim et al., 2019a; Pfahl et al., 2015; Quinting and Reeder, 

2017; Suarez-Gutierrez et al., 2020) or heat advection (Jones and Trewin, 2000; Boschat et al., 2015; Gibson 

et al., 2017). Understanding the differences between the extratropical and tropical forcing behind some of 

these heat mechanisms is a goal of this paper.  

 

The mechanisms and atmospheric circulation patterns associated with heat and connections to remote 

drivers may also vary through spring. McKay et al. (2021) noted that the relationship with the southern 

Australian upper-anticyclone and maximum temperature is weaker in September than November, and 

suggested that the anticyclone had greater influence from the tropics in later spring. The impact of SAM in 

the extratropics on Australia’s temperature reverses from winter to spring (Hendon et al., 2007; Risbey et 

al., 2009a; Marshall et al., 2012; Min et al., 2013; Hendon et al., 2014; Fogt et al., 2020) as the mean zonal 

winds change with the seasons (Hendon et al. 2007) and the Indo-Pacific subtropical jet (STJ) weakens 

(Bals-Elsholz et al., 2001; Koch et al., 2006; Ceppi and Hartmann, 2013, Gillett et al., 2021) so that a 

negative SAM phase enhances subsidence over subtropical Australia into the warmer months (Hendon et 

al., 2014). The IOD and ENSO teleconnection pathways over the Indian Ocean toward Australia also change 

from winter to spring (Cai et al., 2011a). This change may relate to the strength of the winter STJ, as it 

should prevent direct propagation of Rossby waves between the tropics and extratropics (e.g. Hoskins and 

Ambrizzi, 1993). McIntosh and Hendon (2018) proposed that transient eddy-feedbacks generate a 

secondary wave source south of the winter STJ in response to IOD forcing. In spring, the STJ weakens 

sufficiently to allow for direct Rossby wave propagation from the tropical Indian Ocean. However, McKay et 
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al. (2021) suggested that the STJ may not weaken sufficiently in September to allow direct Rossby wave 

propagation, and that teleconnection pathways may be different on a monthly timescale as a result.  

 

Teleconnections driven by large-scale remote modes of variability can precondition Australia toward hotter 

spring conditions (e.g. Hurrell et al., 2009), but cannot guarantee a hot month or season will eventuate. 

Even the strongest El Niño events may not result in the canonical dry and warm conditions expected (van 

Rensch et al., 2019; Hauser et al., 2020). Further, differences in how those modes of variability influence 

Australia between winter-spring-summer and the differences between spring-average atmospheric 

circulation highlight that there is more to understand in how maximum temperatures evolve through spring 

months. Filling the gap between weather and seasonal time-scales is an ongoing area of research that can 

lead to improved sub-seasonal forecasting (Meehl et al., 2021). Given the increasing likelihood of future 

extreme heat events occurring through spring, it is imperative to understand any differences that may exist 

in how heat develops, and links to varying influences from the extratropics to tropics. As such, this paper 

aims to identify differences in how the tropics and extratropics influence anomalously high maximum 

temperature formation through the months of spring. The reanalysis datasets, Rossby wave and statistical 

analysis methods are described in Section 3.3. An overview of how Australian spring maximum 

temperatures are related to circulation and large-scale variability is in Section 3.4. In Section 3.5 the 

variation of these relationships through the months of spring are assessed. Section 3.6 describes how the 

drivers influence the mechanisms that promote high monthly maximum temperature. Discussion and 

conclusions are provided in Section 3.7 

 

3.3 Methods and data 
3.3.1 Indices and datasets 
All circulation variables for September, October, November monthly-averaged data are taken from the 

ECMWF’s Reanalysis 5 (ERA5) (Hersbach et al., 2020) available from the Copernicus Climate Change Service 

(C3S, 2017) on a 0.25° grid. Here, we use data from 1979 to 2019. Low-level circulation is diagnosed using 

850hPa horizontal wind and mean sea level pressure (MSLP). Mid-tropospheric vertical motion is 

represented by 500hPa velocity. Upper-level circulation is represented by 200hPa geopotential height 

(200Z). 200hPa horizontal winds are used for Rossby wave analysis. Similar results were found using ERA-

Interim reanalysis (Dee et al, 2011) and the JRA-55 from the Japan Meteorological Agency (2013) (not 

shown). 

 

Australian monthly-averaged daily maximum temperature data for 1979 to 2019 is taken from the 

Australian Water Availability Project (AWAP) (Jones et al., 2009) analyses, available on a 0.05° resolution 

grid. 
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Monthly sea surface temperature (SST) is taken from NOAA Extended Reconstructed Sea Surface 

Temperature (ERRSST V5; Huang et al., 2017) 

 

The impact of SAM on Australia’s climate shows some sensitivity to the method used to calculate the SAM 

index (e.g. Risbey et al., 2009a). To ensure consistency between the other indices and circulation variables, 

we calculate SAM as the difference between the standardized zonal means of ERA5 MSLP anomalies at 60°S 

and 40°S (Gong and Wang, 1999). 

 

The tropical TPI (Timbal and Hendon, 2011) is defined as the difference in SST averaged over  

a parallelogram located over the Maritime Continent (0°-20S, 90°-140E at the equator 

shifted to 110°-160°E at 20°S) from SST averaged and summed over two regions in the  

tropical Indian Ocean (10°N to 20°S, 55° to 90°E) and tropical Pacific Ocean (a trapezium  

that extends from 15°N to 15°S, 150°E to 140°W in the north and 180°E to 140°W in the  

south). ENSO is described using the Niño3.4 index (averaged SST anomalies over 5°N-5°S, 170°E-120°W) and 

the IOD using the dipole mode index (DMI; the difference between the SST anomalies averaged over 10°S-

10°N, 50°-70°E and 10°S-0°, 90°-110°E; Saji et al., 1999).  

 

To highlight the influence of interannual variability, the 1981-2010 climatological mean is removed from 

each month 

 

All data are linearly detrended before analysis. 

 

3.3.2 Rossby wave analysis 
We use wave activity flux (WAF) at 200hPa to trace Rossby wave group propagation and to identify source 

and decay regions that influence the atmospheric circulation patterns. Following Takaya and Nakamura 

(2001), we calculate WAF as: 
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where 𝑝𝑝 is the pressure (200hPa) scaled against 1000hPa, 𝑈𝑈 and 𝑉𝑉 are the climatological zonal and 

meridional wind speed magnitudes, 𝑎𝑎 is the radius of the earth, (𝜙𝜙, 𝜆𝜆) are latitude and longitude, 𝜓𝜓′ =
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 𝑍𝑍′ /𝑓𝑓 is the quasi-geostrophic perturbation streamfunction, 𝑍𝑍′ is the 200hPa geopotential height anomaly 

obtained through regression onto maximum temperature or climate driver indices, 𝑓𝑓 = 2𝛺𝛺𝛺𝛺𝛺𝛺𝛺𝛺𝛺𝛺 is the 

Coriolis parameter with the Earth’s rotation 𝛺𝛺. WAF is not plotted within 10° of the equator. 

 

WAF is parallel to the direction of quasi-stationary Rossby wave group velocity, and regions of divergence 

or convergence of WAF correspond to zones of Rossby wave sources or sinks respectively.  

 

Total stationary Rossby wave wavenumber (e.g., Hoskins and Karoly 1981) is defined as: 

𝐾𝐾𝑆𝑆 =  �
𝛽𝛽 − 𝑈𝑈𝑦𝑦𝑦𝑦

𝑈𝑈
 

where 𝛽𝛽 − 𝑈𝑈𝑦𝑦𝑦𝑦 is the meridional gradient of mean-state absolute vorticity at 200hPa. WAF should refract 

toward regions of higher KS and either reflect or evanesce on regions of KS<0, such as in the STJ where the 

curvature of the flow (𝑈𝑈𝑦𝑦𝑦𝑦) can become larger than the planetary vorticity gradient (𝛽𝛽) (e.g Barnes and 

Hartmann, 2012; X. Li et al., 2015 a,b) 

 

3.3.3 Statistical analysis 
Linear, partial, and multi-linear regression and Spearman’s ranked correlation are used to assess the 

relationships between Australian maximum temperature, atmospheric circulation and the tropics and 

extratropics. Due to the large decorrelation length scales, Australian-average maximum temperature 

variability is representative of all but far north Australia’s spring and spring-monthly maximum 

temperatures (Fig. 3-1). Statistical significance is calculated at the 95% confidence level using Student’s 

(1908) t-test using 39 (41 years - 2) degrees of freedom. Pattern correlation is used to compare regression 

patterns.  

 



52 
 

 
 

3.4 Results 
3.4.1 SON maximum temperatures, circulation patterns and associations with drivers 
 

We start by giving an overview of the spring-seasonal relationships between average Australian austral 

spring maximum temperature and lower- and upper-level atmospheric circulation (Fig. 3-2a,b). Barotropic 

cyclones appear to the southwest and southeast of Australia, occurring in both the lower- and upper-level 

circulation regressions (Fig. 3-2a-b) and noted during recent extreme spring heat events (Gallant and Lewis, 

2016; Hope et al., 2016; McKay et al., 2021). Weak anomalous anticyclonic low-level winds are found over 

Figure 3-1 Australian-averaged maximum temperature regressed onto gridded 
maximum temperature 
Australian weighted area-averaged maximum temperature linearly regressed 
onto gridded Australian maximum temperature for spring (a), September (b), 
October (c) and November (d) over the years 1979 to 2019. Anomalies are 
relative to a 1981 to 2010 climatology. All variables were detrended, and the 
area-averaged maximum temperature time series was standardised before 
regression. Hashing shows were the regression was statistically significant at the 
95% confidence level using a two-sided Student’s t-test with 39 independent 
samples. 
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Australia, as well as sinking motion across the eastern half of the continent. An upper-level anticyclone sits 

over southern Australia, with the wave activity flux predominantly indicating Rossby wave propagation 

from the subtropical Indian Ocean, through the anticyclone and into the subtropical Pacific Ocean.  

 

We now compare the atmospheric patterns associated with spring maximum temperature to those 

associated with large scale modes of variability. The spring-average atmospheric circulation patterns 

associated with the remote drivers of variability are calculated via linear regression onto each standardised 

index. Note that the TPI and SAM indices have been multiplied by negative one to present positive 

associations with high temperatures. The pattern for SAM (x-1) shows elongated barotropic low and high 

anomalies lie in the middle and high latitudes respectively (Fig. 3-2c-d), with upper-level cyclonic nodes to 

the southeast and southwest of Australia. Negative SAM is associated with high maximum temperatures 

through much of subtropical, and particularly eastern, Australia (Fig. 3-2e). 

 

The tropical modes, represented by Niño3.4 (Fig 3-2i-k), the DMI (Fig. 3-2 l-n), and tropical TPI (x-1) (Fig 3-

2f-h)) are also associated with spring Australian maximum temperature anomalies. Each mode generates an 

apparent Rossby wave pattern that arcs from the tropical Indian Ocean to promote anomalous high 

geopotential height south of Australia, consistent with earlier studies (e.g. Cai et al., 2011a; Timbal and 

Hendon, 2011; McIntosh and Hendon, 2018). Each regression also shares anomalous high surface pressure 

over Australia, sinking motion in the east, cyclonic nodes to the southwest and east of Australia, and 

elongated upper-level cyclones in the subtropical Indian Ocean. These similarities are likely the result of the 

strong co-variability between the IOD and ENSO (e.g. Meyers et al., 2007; Risbey et al., 2009a). However, 

the IOD has a stronger low-level cyclone to the southeast and a poleward extension of the subtropical 

Indian Ocean cyclone that sets a subtly different wave train from around 50°S, 60°E that is poleward of that 

generated by ENSO. The positive IOD is also associated with high maximum temperatures across a broader 

region of southern and western Australian than is El Niño. The tropical TPI (x-1) is a blend of both Niño3.4 

and DMI circulation patterns and has a strong relationship with Australian spring maximum temperatures 

across all but northern Australia.  
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Given the similarities and connections between ENSO and IOD teleconnections, we use the tropical TPI to 

represent the large-scale influence of the tropics. SAM is used to represent the influence of the 

extratropics. Statistical models of Australian weighted area-averaged spring maximum temperatures 

reconstructed through multilinear regression using either Niño3.4, DMI and, SAM or the tropical TPI and 

SAM as the predictors explains 32% and 34% of maximum temperature variability respectively (Fig 3-3).  

Figure 3-2 SON circulation and maximum temperature linear regressions onto 
circulation and gridded maximum temperature 
Linear regressions of spring standardised weighted area-averaged Australian maximum 
temperature (a-b), SAMx-1 (c-e), tropical TPIx-1 (f-h), Niño3.4 (i-j) and DMI (j-n) onto low-
level circulation (left column), upper-level circulation (middle column) and Australian 
maximum temperatures (right column). Low-level circulation is represented by anomalous 
mean sea level pressure (hPa) (black and filled contours), 850hPa wind vectors (ms-1) 
and 500hPa omega (hPas-1) contours from -0.02 to 0.02hPas-1 in steps of 0.01 hPas-1 
(magenta contours are positive; downward motion) and cyan contours are negative; 
upward motion, and the zero contour is not plotted).  Upper-level circulation is 
represented by 200hPa geopotential height (black and filled contours and wave activity 
flux vectors (m2s-2). 
Filled contours, bold wind vectors, cross-hatching, and all vertical motion contours are 
significant at the 95% confidence level using a Student’s t-test with 39 independent 
samples. 
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We next compare the atmospheric circulation associated with monthly high maximum temperatures to 

that with the large-scale modes of variability through the individual months of spring. To ensure that we 

are assessing the influence of the tropics and extratropics separately, we use multi-linear regression onto 

the monthly circulation variables. 

 

3.4.2 Monthly circulation patterns and associations with drivers 
The regression of monthly Australian maximum temperature onto the lower- and upper-level atmospheric 

circulation is displayed in Figures 3-4a-c and 3-5a-c respectively for September, October and November. 

The multi-linear regression onto the standardised monthly indices of SAM (x-1) (Figs. 3-4d-f and 3-4d-f) and 

tropical TPI (x-1) (Figs. 3-5h-i and 3-5h-i). At first glance, these monthly circulation patterns are broadly 

similar to the spring-average regression patterns. However, the details of the circulation patterns change as 

the months progress, suggesting that different processes are important for heat development through 

spring.  

 

The most obvious change in atmospheric circulation through the months is in the anomalous low-level flow 

across Australia, particularly generated by the barotropic cyclones southwest (SWC) or southeast (SEC) of 

Australia (boxes in Fig. 3-4a-b). Weak anomalous low-level anticyclonic flow around the Tasman Sea (box in 

Fig. 3-4c) also contributes to the anomalous northerly flow over eastern Australia in November in particular 

(Fig. 3-4c). Tasman Sea anticyclonic blocking patterns have previously been linked to anomalously warm 

conditions (Marshall et al., 2014), but here appear to only contribute to high maximum temperatures in 

November. The SWC and SEC vary in geographic shape and strength through the months. The SWC 

dominates in September but weakens through October and November, whereas, the SEC is missing in 

Figure 3-3 Time series of observed 
and statistically reconstructed 
spring maximum temperature 

Spring (SON) Australian-averaged 
maximum temperature statistically 
reconstructed using the tropical 
TPI and SAM (top) and Niño3.4, 
DMI and SAM bottom) (blue bars) 
between 1979 to 2019. The red 
dashed bars show the observed 
temperature anomaly for each 
month. The dotted line shows the 
95% confidence interval. The 
percent variance explained (r2) for 
each month is in the top right of 
each figure. 
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September but is strong in October and November. Similar cyclones appear in the monthly SAM (x-1) 

regressions (Figs. 3-5 d-f, 3d-f) and the Australian-region MSLP correlates strongly with that associated with 

high Australian temperature (top-right of Fig. 3-5d-f). Rather than cyclones in September and October the 

TPI (x-1) is associated with a barotropic anticyclone south of Australia that directs anomalous southerly 

low-level wind across eastern Australia (Figs. 3-5 h-i); a pattern that would be associated with cooler 

conditions. The September and October TPI (x-1) MSLP patterns actually anti-correlate with that associated 

with high Australian maximum temperatures (top-right Fig. 3-5 g-i). It is not until November that we see a 

barotropic cyclone to the southeast of Australia associated with the TPI (x-1). So, for the majority of spring 

negative TPI-forced low-level atmospheric circulation appears to counter high maximum temperatures, 

despite the overall positive relationship in spring (Fig. 3-2h). 

 
The anomalous southern Australian upper-anticyclone (SAA) from the spring pattern is also associated with 

high maximum temperature in each of the individual spring months (Fig. 3-5a-c), but its location shifts 

eastward across Australia through spring. The boxed region was chosen to match earlier studies (Gallant 

Figure 3-4 Spring-monthly regressions of maximum temperature onto with low-level 
circulation 
Regressions onto low-level circulation, as in Fig. 3-2, except for September (left column), 
October (middle column) and November (right column). Standardised area-averaged 
Australian maximum temperature is linearly regressed onto low-level circulation (a-c) and 
SAMx-1 (d-f) and tropical TPIx-1 (g-i) are multi-linear regressions onto low-level 
circulation. 
Pattern correlation between the maximum temperature MSLP regressions and the SAM 
and tropical TPI regressions calculated over 5°S-70°S; 70°E-170°E are written in the top 
right of each SAM or tropical TPI regression. 
The boxes (a-c) show key low-level circulation features identified as being important for 
maximum temperature development: The southwest cyclone (SWC) 35°S-55°S; 70°-
120°E; southeast cyclone (SEC) 45°S-60°S; 160°-200°E and Tasman Sea high (TSH) 
20°S-40°S; 150°-170°E.  
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and Lewis, 2016; McKay et al., 2021), but best matches the November position, likely contributing to the 

stronger relationship between heat and SAA in this month (McKay et al., 2021; see also section 7). The 

anticyclone in later spring appears to form part of a wave train from a cyclone to the northwest of Australia 

toward the southeast cyclone. While the monthly TPI regressions have anticyclones in September and 

October (Fig. 3-3g-h), they are located too far south relative to Australia, as in the spring-average 

regression. The regressions onto SAM (x-1) (Fig 3-3 d-f) have weak anticyclones over western Australia that 

are not statistically significant. It is not until November that both SAM and TPI (x-1) (Figs. 3-3 f,i) have an 

anticyclone over central-east southern Australia. Both the upper- level SAM and TPI (x-1) regressions 

correlate moderately with the maximum temperature regression in November, and the SAM and TPI (x-1) 

anticyclones may form part of the same wave train associated with maximum temperatures. However, the 

SAM and TPI (x-1) anticyclones are weaker and too far east relative to that associated with high maximum 

temperatures, such that they may not contribute strongly to the SAA formation. We explore this idea 

further in section 7. 

 
While the SAA is not well explained by SAM or TPI (x-1) through spring, much of the statistically significant 

500hPa vertical motion associated high maximum temperatures (green and magenta contours, Fig. 3-4a-c) 

matches that associated with TPI (Fig. 3-4h-j) and to a lesser extent SAM (Fig. 3-4d-f). In September, sinking 

motion over subtropical Australia and rising motion over the southern coasts is associated with high 

maximum temperatures. By November, the rising motion has largely vanished and the sinking motion has 

shifted to be over eastern Australia. It was expected that the SAA would generate some of the sinking 

Figure 3-5 As with Fig 3-4 but for upper-level circulation 

 
The Australian-region pattern correlation between the maximum temperature Z200 
regressions and SAMx-1 and TPIx-1 are in the top right of each figure. Boxed area (a-c) 
highlights the southern Australian anticyclone (SAA; 30°-40°S, 120°-150°E) that is linked 
with high maximum temperatures. Vectors are wave activity flux.  
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motion associated with high maximum temperature, however, this vertical motion does not correlate 

strongly with any of the key circulation features examined here (Table 3-1).  

 

Changes in wave activity flux in Fig. 3-5a-c help explain some of the changes in the broad scale circulation 

changes through spring. In September, WAF predominantly diverges from the southwest cyclone toward 

the southern Australian anticyclone. In October, a component of WAF also diverges from the eastern 

tropical Indian Ocean region. By November, the tropical-component dominates the WAF and forms part of 

a very different pattern to the previous two months; continuous WAF follows a wave train that appears to 

propagate from the far southwest Indian Ocean. This wave joins with a wave out of the tropical Indian 

Ocean, as indicated by the tropical-origin WAF, to then continue through the southern Australian 

anticyclone. The latter part of this wave train is similar to the IOD teleconnection highlighted by Cai et al. 

(2011) in spring. The WAF associated with SAM and TPI (x-1) (Fig. 2-5d-i) also diverges from the extratropics 

toward the respective anticyclones in September and October. While a broad region of low height in the 

subtropical Indian Ocean is associated with the TPI, it does not appear to generate WAF that diverges into 

the extratropics. It is not until November that WAF associated with the TPI (x-1), and weakly with SAM (x-

1), appears to diverge directly from the cyclone in the eastern subtropical Indian Ocean, indicating a wave 

that joins the anticyclone over southeastern Australia.  

Table 3-1 Correlation and partial correlations between circulation features and dynamical 
heat mechanisms 
Spearman’s ranked correlation coefficients of weighted area-averaged dynamical heat 
mechanisms (W500: anomalous subtropical 500hPa vertical motion; U850 and V850: 
850hPa horizontal and meridional wind anomalies) correlated with key circulation features 
(SAA: southern-Australian anticyclone; SWC: southwest cyclone; SEC: southeast cyclone; 
TSH: Tasman Sea High) identified in main text. Partial correlations where either negative 
SAM or negative TPI were first linearly regressed out of the circulation feature timeseries 
are marked as |NS and |NT respectively. Correlations that are statistically significant at the 
95% confidence level using a Student’s t-test with 39 degrees of freedom are in bold.  
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Overall, these results suggest that the circulation associated with maximum temperature shifts from 

extratropical to tropical forcing as spring progresses. This is supported by how well SAM appears to project 

onto the atmospheric circulation associated with maximum temperatures in September, and how the TPI 

projects more strongly later in spring. The change in WAF associated with this change suggests that there 

may be some kind of weakening barrier between the tropics and extratropics that influences the Rossby 

wave propagation.  

 

 

 

 

Figure 3-6 Regional Australian maximum temperature regressions onto atmospheric 
circulation 
Low-level (rows 1 and 3) and upper-level (rows 2 and 4) circulation regressed onto 
weighted area-averaged maximum temperature averaged over southwest (SW: 25°S-
36°S,110-125°E) and southeast (SE: 25°S-45°S,135-155°E) Australia. Low-level 
circulation is represented by anomalous mean sea level pressure (hPa) (black and 
filled contours), 850hPa wind vectors (ms-1) and 500hPa omega (hPas-1) contours 
from -0.02 to 0.02hPas-1 in steps of 0.01 hPas-1 (magenta contours are positive 
(downward motion) and cyan contours are negative (upward motion); zero contour 
not plotted).  Upper-level circulation is represented by 200hPa geopotential height 
(black and filled contours and wave activity flux vectors (m2s-2). 
Filled contours, bold wind vectors, cross-hatching, and all vertical motion contours are 
significant at the 95% confidence level using a Student’s t-test with 39 independent 
samples. 
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We find qualitatively similar results if we perform the linear regressions using maximum temperature 

averaged over sub-regions of Australia, for example southwest or southeast Australia (Fig. 3-6). Differences 

in atmospheric circulation between Australia-wide or southwest- or southeast- averaged maximum 

temperature regressions are generally limited to a slight westward or eastward shift of the circulation 

pattern respectively. 

 

3.4.3 Connection between subtropical jet and atmospheric circulation 
We next explore how the subtropical jet may be influencing the WAF through the spring months. 

 

The subtropical jet (STJ) peaks in strength in winter and weakens through spring to have broken down by 

summer (e.g. see figure 9, Ceppi and Hartmann, 2013). This gradual breakdown of the STJ coincides with a 

decrease in the area with total stationary wavenumber less than zero over southern Australia (Fig. 3-7), and 

may provide an explanation for the growing relationship with the tropics and Australian maximum 

temperature by November.  

 

 
We expect wave activity flux to propagate toward and along regions of high wave number, but not cross 

regions where wave number is undefined, and hence, this gives and indication of where Rossby waves may 

or may not propagate. The wave activity flux vectors from the maximum temperature, TPI and SAM (x-1) 

regressions in figure 3-5 are overlaid in figure 3-7 on the monthly climatological Ks associated with the 

zonal winds. In September, the WAF associated with high maximum temperature (Fig. 3-5a) diverges from 

the region of the southwest cyclone. As such, the WAF indicates waves propagate through a region of low 

Figure 3-7 Climatological monthly total wave number and wave activity flux 

 
Total climatological wave number (Ks) calculated using 1981-2010 climatological wind 
for September, October and November. Vectors are the wave activity flux repeated 
from Fig. 3-3 
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total stationary Rossby wave wavenumber, Ks, over southwest Australia and are then directed along the STJ 

waveguide (e.g. Ambrizzi et al., 1995) (i.e. from high to low latitudes). As the jet weakens in October (Fig. 3-

7b) a portion of WAF also diverges from the tropical Indian Ocean to dissipate on the jet’s equatorward 

flank, but mostly propagates from west to east along the STJ waveguide. WAF in November (Fig. 3-7c) is 

even more distinctive in showing Rossby waves that propagate along the jet waveguide from a region near 

Africa, upstream of the figure’s western edge, with further contributions from the tropical Indian Ocean. 

However, there is no WAF pointing out of the SWC. 

 

The increase in WAF associated with the tropical TPI (Fig. 3-7h-j) indicates an increase in wave propagation 

out of the tropical Indian Ocean through spring that coincides with the STJ decay. In September and 

October weak WAF diverging from the central southern Indian Ocean indicates wave trains follow the eddy-

driven jet waveguide (region of locally higher wave number around 50°S). This high latitude wave train 

suggests the secondary wave source proposed by McIntosh and Hendon (2018) may be important in early 

spring. The tendency for TPI-associated WAF to follow this trajectory may explain why the barotropic 

anticyclone associated with the TPI is further poleward than in the regression onto Australian maximum 

temperature. By October more increased WAF diverges from the tropical Indian Ocean to be guided along 

the region of high Ks. By November WAF diverges out of the extratropical Indian Ocean along the high Ks 

region, similar to the maximum temperature-WAF. This increase in tropical-origin WAF is consistent with 

increased wave trains propagating out of the tropical Indian Ocean associated with the TPI. WAF generated 

by SAM (Fig. 3-7d-f) also converges toward the STJ waveguide in each month. 

 

Limits around linear Rossby wave theory (e.g. Liu & Alexander, 2007) may explain why some wave activity 

flux cross the region of imaginary wavenumber associated with the STJ. However, the majority of WAF 

associated with Australian maximum temperature, or with the tropics or extratropics does indicate wave 

trains divert to propagate along the jet, as expected. While the breakdown of the STJ through spring may 

help explain the change in teleconnection pathways of the TPI toward Australia, the STJ consistently acts as 

a waveguide toward Australia.  

 

We now look more closely into how the drivers, circulation features, and heat mechanisms relate to each 

other and how that results in higher Australian maximum temperatures. 

 

3.4.4 Mechanisms and drivers of monthly maximum temperatures through spring 
As with the atmospheric circulation regressions, the relationships between Australian maximum 

temperature and SAM and TPI (x-1) evolve through the spring months. In September, negative SAM (Fig. 3-

8a) is associated with a broad area of high maximum temperature over subtropical Australia, that contracts 

in October and November (Figs. 3-8 b-c). Conversely, the relationship with negative TPI and maximum 
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temperature is weaker early in spring, with statistically significant high temperatures confined to the west 

and east, and cool temperatures in the far north in September (Fig. 3-8d). The TPI’s relationship with high 

maximum temperature broadens and strengthens in October and covers the majority of Australia by 

November (Figs. 3-8 e-f). Overall, these monthly relationships give the impression of a transition from 

extratropical to tropical drivers becoming more influential over Australian temperatures that is broadly 

consistent with the apparent change in atmospheric circulation through spring. 

 
Using the standardised SAM and TPI time series as predictors in a regression model to reconstruct the 

monthly Australian-averaged maximum temperature anomalies (Figs. 3-8 g-i) explains only between 18 and 

36% Australian maximum temperature variance (r2) through spring. The model does not substantially 

improve if it is calculated over southeast or southwest Australia, or if using Niño3.4 or DMI as predictors 

instead of the tropical TPI (Fig. 3-9). 

Figure 3-8 Spring monthly extratropical and tropical regressions to maximum 
temperature and statistical time series reconstruction 
Multilinear regression coefficients (°C) of Australian maximum temperature  
regressed onto standardised timeseries of the SAMx-1 (a –c ) and the tropical TPI x-1 (d 
- f) for September, October and November over the years 1979 to 2019. Reconstructions 
(blue bars) of September, October and November (i-k) Australian area-averaged 
maximum temperature from standardised time series of SAM and tropical TPI indices. 
Observed values are in red hashing. The dashed line shows the 95% prediction interval 
computed as +/-1.96 standard error and the variance explained (r2) of the model is in the 
top right of each figure. 
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To explore how the atmospheric circulation relates to some of the mechanisms that develop heat through 

spring, we first compose indices of the key circulation features discussed in section 4. Weighted area-

averages of mean-sea level pressure anomalies (multiplied by negative one) over the southwest and 

southeast cyclones (SWC and SEC) and anomalous 200hPa geopotential height over the southern Australian 

anticyclone (SAA) for each spring month. See Figs. 3-4 a,b and 3-5 a-c for regions. Creating a statistical 

model using multiple linear regression of Australian-averaged monthly spring maximum temperatures 

these circulation features as predictors (Fig. 3-10a-c) explains consistently higher maximum temperature 

variance (around 60%) than did the model from the indices of tropical and extratropical large-scale modes 

of variability. Further, despite the changes in the features’ geographic shape, strength and position across 

the spring months in Fig. 3-4, the majority of maximum temperature across Australia is well explained by at 

least one of these features at all times through spring (Fig. 3-11). We next explore how these MSLP or 

200hPa geopotential height features relate to the anomalous low-level westerly or northerly winds and 

vertical motion and how that relates to high maximum temperature development. 

Figure 3-9 As with Fig 3-8 g-i, but reconstructed with different combinations of climate 
modes of variability 
Australian weighted area-averaged maximum temperature statistically reconstructed using 
different combinations of Niño3.4, DMI and SAM for September, October and November 
(blue bars) between 1979 to 2019. The red dashed lines show the observed temperature 
anomaly for each month. The dotted line shows the 95% confidence interval. The percent 
variance explained (r2) for each month is in the top right of each figure. 



64 
 

 
Following van Rensch et al (2019), indices of three dynamical heat mechanisms were created by weighted 

area-averaging of westerly and northerly wind (meridional wind multiplied by -1) anomalies over a region 

around southern Australia (25°S-45°S, 105°-155°E), and 500hPa vertical motion anomalies (omega; positive 

is sinking motion) averaged over subtropical Australia (15°S-25°S, 120°-155°E). Regions were selected based 

on the areas of highest statistical significance between atmospheric circulation and Australian maximum 

temperature in Fig. 3-4a-c. Again, a statistical model of Australian-averaged maximum temperatures that 

uses these mechanisms as the predictors explains a higher proportion of maximum temperature variance 

through spring than does the model using SAM or the tropical TPI (Fig. 3-8 d-e). The percent variance 

explained is much higher in September (about 80%), before dropping to around 55% in October-November. 

The decrease in the percent variance explained appears to be primarily associated with how strongly the 

anomalous westerly winds correlate with maximum temperature over southern Australia; strong positive 

relationship with anomalous westerly wind in September changes to insignificant or negative in October 

and November (Fig. 3-12). There is also an increase in negative correlation between maximum 

temperatures and anomalous northerly winds in north-eastern Australia (Fig. 3-12 d-e) that will partly 

offset the increasing positive relationship further south. These changing relationships between dynamical 

mechanisms and maximum temperature through spring are linked with the changing relationships with the 

circulation features (Table 3-1) through spring. Overall, however, the three dynamical heat mechanisms 

explain much of Australia’s monthly spring maximum temperature variability. 

 

Figure 3-10 As in Fig. 3-8(g-i) but from circulation features and heat mechanisms 
Australian maximum temperature is reconstructed using time series of key circulation 
features (south-west low, south-east low and southern Australian anticyclone) identified in 
figures 1 and 2 as predictors in the top row (a-c) and area-averaged dynamical heat 
mechanism components (850hPa zonal wind and meridional wind (multiplied by -1) and 
500hPa vertical motion; see text for region averaged over) as predictors in the bottom row 
(d-e) for September, October, and November. 
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Figure 3-11 MLR of circulation features onto Australian maximum temperature 
Multi-linear regression coefficients of standardised indices southwest-cyclone, 
southeast cyclone and southern Australian anticyclone onto Australian maximum 
temperatures calculated over 1979 to 2019 for September, October and 
November (a-i) and percent Australian maximum temperature variance explained 
(r2) by SWC, SEC and SAA (j-l). Anomalies are relative to a 1981 to 2010 
climatology. All variables were detrended, and the weighted area-averaged 
maximum temperature time series was standardised before regression. Hashing 
shows where the regression was statistically significant at the 95% confidence 
level using a two-sided Student’s t-test with 39 independent samples. 
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Figure 3-13 summarises the relationship between Australian maximum temperatures, circulation features, 

dynamical heat mechanisms and climate drivers through the spring months. The correlation between the 

SEC and Australian maximum temperature is strongest in September and rapidly decreases through 

October and November, while simultaneously the correlations with the SWC and particularly the SAA 

increase. As expected from Fig. 3-4, the SEC and SWC are more closely linked with the extratropics. Linearly 

regressing out the SAM component from time series of the SWC and SEC reduces the correlation strength 

Southern Australian-averaged 850hPa horizontal wind (u850hPa), and meridional 
wind (v850hPa) anomalies, multiplied by negative 1) and anomalous subtropical 
Australian sinking motion (omega 500hPa). 

Figure 3-12 As with Fig. 3-11, but regressed onto dynamical heat mechanisms 
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with Australian maximum temperature (Fig. 3-8a), particularly in September. Conversely, linearly removing 

the tropical TPI slightly increases the correlation between the cyclones and temperature, with the partial-

correlation only weakening in November. As SAM is strongly related to the barotropic cyclones it is also 

strongly related to how temperature changes with the westerly wind. Linearly removing SAM from the 

westerly wind time series nearly halves the correlation with maximum temperature in September, and 

weakens the correlation in October and November (Fig. 3-13b). Conversely, linearly removing the tropical 

TPI actually increases the correlation slightly with the westerly wind in September and October, but 

decreases the correlation in November.  

 

The relationships with anomalous northerly wind and sinking motion and Australian-averaged maximum 

temperature do not change as dramatically with the removal of SAM or the TPI. Northerly wind is not 

strongly influenced by the tropics or extratropics in September or October, but the correlation strengthens 

and weakens in November with the removal of the TPI and SAM, respectively. While removing SAM and TPI 

from the SAA had relatively little influence on the correlation with Australian maximum temperatures, 

removing SAM from sinking motion in September and both TPI and SAM in October and November reduced 

the correlation. Overall, it appears that the heat mechanisms associated with high maximum temperatures 

in spring are influenced differently by the different influence of the extratropics and tropics on the local 

atmospheric circulation features through spring. 
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3.5 Discussion and conclusions 
The sources of the atmospheric circulation pattern associated with high monthly-maximum temperatures 

in Australia appear to change from primarily extratropical in early spring to tropical forcing in late spring. 

Examination of three dynamical heat mechanisms (anomalous low-level winds broken into westerly and 

northerly components, and anomalous mid-tropospheric sinking motion) indicates that this shift may be 

due to a change in how heat develops. In early spring, the low-level wind plays a greater role in maximum 

temperatures, advecting relatively warmer air from the oceans over the cold land-mass. This wind 

Figure 3-13 Monthly correlations between circulation features and heat mechanisms 
Correlations between Australian area-averaged maximum temperature (red) between key 
atmospheric circulation features (left figure) and dynamical heat mechanisms (right figure) 
for September, October and November. The purple and turquoise show partial correlations 
of the same, but with SAM and the tropical TPI linearly removed. Bold lines show the 
correlation was statistically significant at the 95% confidence level using a Student’s t-test 
with 39 samples. 
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correlates strongly with the extratropics (here, SAM) as SAM projects strongly onto the southwest and 

southeast cyclones that direct a lot of the low-level flow around Australia. Conversely, the atmospheric 

circulation associated with the TPI (x-1) acts to counter the low-level flow that drives higher temperatures. 

Thus, in early spring we have a closer association with heat production and the extratropics. By late spring, 

the circulation patterns associated with high temperature have changed and the wind does not correlate as 

strongly. As such adiabatic sinking over subtropical Australia has a proportionally stronger correlation with 

high temperatures. Both SAM and TPI (x-1) regressions show sinking motion in the subtropics through 

spring, but it is the TPI that better matches the sinking motion over eastern Australia in November. Hence, 

the apparent change from extratropical to tropical forcing in the circulation pattern is because the tropics 

promotes more of the heat developing mechanisms later in spring. However, much of the atmospheric 

patterns associated with heat through spring are explained by neither the tropical TPI nor SAM.  

 

The subtropical jet appears to play a greater role in Australian spring heat by acting as a wave guide 

(Hoskins and Ambrizzi, 1993) that directs quasi-stationary Rossby waves toward Australia, rather than as a 

block that limits direct propagation of Rossby waves from the tropical Indian Ocean to the southern 

hemisphere extratropics (e.g. Simpkins et al., 2014; Li et al., 2015 a,b). While wave activity flux only appears 

to indicate wave propagation occurs directly out of the tropical Indian Ocean later in spring, this analysis 

does not suggest that the tropical Indian Ocean is not a wave source in early spring. Indeed, the results are 

broadly consistent with IOD-forced wave trains identified in the literature (Cai et al., 2011; McIntosh and 

Hendon, 2018; Wang et al., 2019). In particular, the secondary wave source in the high latitudes of the 

Indian Ocean proposed by McIntosh and Hendon (2018) may be key for promoting the TPI-forced 

atmospheric circulation in early spring, though this is beyond the scope of this study to confirm. As the 

subtropical jet did not act as a barrier preventing the tropical Indian Ocean’s influence on Australia’s 

maximum temperature, we argue instead that the apparent change in forcing through spring was more 

related to the origins of three of the dynamical heat mechanisms behind that heat. Consistent with this 

idea, wave activity flux calculated by first regressing 200Z onto the three dynamical heat mechanisms (Fig. 

3-14) also indicates waves change extratropical or tropical forcing through spring, that then propagates 

along the jet wave guide toward Australia. 
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Area-averaged anomalous low-level wind and vertical motion were used to understand how the 

atmospheric circulation relates to Australia-wide maximum temperatures, but do not form a complete 

picture of spring temperature development in Australia. Statistical models using these mechanisms explain 

much, but not all, of the maximum temperature variance over Australia. Further, it was not always clear 

how the atmospheric circulation features influenced those heat mechanisms. In particular, the southern 

Australian anticyclone and 500hPa subtropical-Australian sinking motion, while important for heat, appear 

to be largely uncorrelated with the other circulation features and mechanisms. Greater insight into how 

remote forcing of the atmospheric circulation results in high Australian temperatures could be gained by 

including other heat mechanisms in future analyses, including: insolation (Lim et al., 2019a), land-surface 

feedbacks linked to antecedent moisture (e.g. Arblaster et al., 2014; Hirsch and King, 2020), and changes to 

synoptic weather systems (Cai et al., 2011a; Hauser et al., 2020). Antecedent moisture in particular is an 

important area for future research. Curiously, including the preceding month’s Australian-averaged rainfall 

as a predictor in addition to the three dynamical mechanisms only improved the statistical model of 

Australian maximum temperature later in spring (Fig. 3-15). How each of these mechanisms relates to the 

others, and geographic changes across Australia should also be considered. The combination of poleward 

advection of adiabatically warmed air after it descended anticyclonically over the Tasman Sea has been 

identified as a key mechanism for summer heatwaves in southeast Australia (e.g. Quinting and Reeder, 

2017). This combination of mechanisms may generate heat through spring, particularly in the east and in 

Linear regressions of standardised time series of the three dynamical heat mechanisms 
(anomalous low-level zonal and meridional wind, and sinking motion) onto upper-level 
circulation (200hPa geopotential height (filled contours) and wave activity flux vectors 
(m2s-2).) The grey contours show the monthly climatological total wave number (repeated 
from Fig. 3-7). Only 200hPa geopotential height regression coefficients that were 
statistically significant at the 95% confidence level (calculated using a Student’s t-test 
with 39 samples) are shown. 

Figure 3-14 Upper-level circulation regressions onto dynamical heat mechanisms 
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November. The connection with rising motion over southern Australia has also not been examined, and 

may indicate the importance of air being diabatically warmed in association with storminess just to 

Australia’s south, before advecting and descending toward Australia. While the three dynamical heat 

mechanisms were simple, the complex relationships between all of the mechanisms meant that the three 

used in this analysis were broadly representative of a large portion of how heat develops through spring.   

 

 
We used the TPI to represent tropical variability relevant to Australia’s maximum temperature, but other 

indices or drivers may highlight different Rossby wave pathways or heat mechanisms. Reconstructing 

Australian maximum temperature time series with more commonly used indices for the IOD and ENSO did 

not change the effectiveness of the statistical models overall (not shown). However, it did suggest that the 

IOD had greater influence on Australia’s maximum temperature in early spring than does ENSO, consistent 

with the seasonal-length studies of (Jones and Trewin, 2000; Saji et al., 2005). As such, we may expect 

different monthly Rossby wave pathways to Australia associated with the IOD in early spring, giving greater 

influence from the tropical Indian Ocean at this time. The MJO generates Rossby wave trains from the 

western Pacific that promote low minimum temperatures in Australia during winter (Wang and Hendon, 

2020) and from the tropical Indian Ocean to promote high maximum temperatures in Australia in spring 

(personal communication: Wang and Hendon, 2021). The positive phase of the IOD suppresses MJO activity 

across the Indian Ocean (Wilson et al., 2013), possibly restricting the MJO’s influence on Australia’s 

maximum temperature at such times. However, MJO activity in the tropical Indian Ocean has recently been 

found to counter the wetting influence of La Niña during spring (Lim et al., 2021c). As such the MJO may be 

an important factor for spring maximum temperatures when the tropical SSTs are not otherwise conducive 

for high temperatures, but is beyond the scope of this study. 

 

As the trend toward higher Australian spring temperatures is projected to continue into the future a better 

understanding of what drives maximum temperatures over the months of spring is critical for better 

prediction and better preparation to adapt to a warming climate. A combination of extreme values in 

Antecedent moisture (p1) is represented by the preceding month’s Australian-averaged 
rainfall) from AWAP. 

Figure 3-15 As in Fig. 3-10 d-f but with antecedent moisture included as a predictor 
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remote drivers of variability, including extreme positive IOD, central-Pacific El Niño, and sustained negative 

SAM associated with very strong sudden stratospheric warming, exacerbated already dry and hot 

conditions in spring 2019 to promote one of Australia’s deadliest fire seasons (Watterson, 2020; Lim et al., 

2021a; Abram et al., 2021, Marshall et al. 2021b). Further, projected trends toward positive IOD (Cai et al., 

2014c; Abram et al., 2020) or toward negative TPI (Timbal and Hendon, 2011) may contribute to higher 

maximum temperatures in the future, particularly in later spring when the tropics exert greater influence 

on Australia’s dynamical heat mechanisms. As we have shown just how different the atmospheric 

circulation and heat mechanisms can be through a season in Australia, other regions and seasons could also 

benefit from similar analysis, particular as the world continues to warm (e.g. Collins, et al., 2013). 
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4. Tropical Indian Ocean Influence on Australian Spring Circulation and 

Maximum Temperatures in Numerical Dynamical Forecast Models 
 

4.1 Introduction 

The previous chapters explored Australian spring (SON) temperatures on month to three-month time scales 

and identified several drivers, atmospheric circulation features, and mechanisms that contribute to 

anomalously high temperatures through spring. The remote modes of variability, El Niño Southern 

Oscillation (ENSO), positive Indian Ocean Dipole (IOD), negative Southern Annular Mode (SAM), phases 2 

and 3 of the Madden Julian Oscillation (MJO) have been linked with hotter and drier spring conditions in 

Australia consistent with the earlier literature (e.g. Nicholls et al., 1997; Power et al., 1999; Jones & Trewin, 

2000; Saji et al., 2005; Hendon et al., 2007; Meyers et al., 2007; Risbey et al., 2009a; Wheeler et al., 2009;  

Marshall et al., 2012; Min et al., 2013; White et al., 2014; Watterson, 2020; as detailed in earlier chapters). 

In both the literature and the earlier chapters, the atmospheric circulation driven by tropical Indian Ocean 

variability appears to be an important factor in Australian spring maximum temperatures. This chapter aims 

to quantify just how important the tropical Indian Ocean is to Australia’s spring climate by addressing the 

third research question: What is the influence of the tropical Indian Ocean SSTs on Australian maximum 

spring temperature development?  

 

Isolating the role of the tropical Indian Ocean in Australia’s spring maximum temperature variability is non-

trivial. The dipole mode index (DMI) of the IOD (Saji et al., 1999), used here to represent the tropical Indian 

Ocean SST variability, has previously been found to promote Rossby wave teleconnections that influence 

Australia’s spring rainfall (e.g. Cai et al., 2011a; McIntosh & Hendon, 2018) and temperature (e.g Saji et al., 

2005). However, ENSO co-varies strongly with the IOD in spring, (Meyers et al., 2007; Risbey et al., 2009a; 

Min et al., 2013). As such, it is difficult to separate the independent contributions of the tropical Indian 

Ocean to Australia’s spring climate from those of the tropical Pacific Ocean, particularly in observations. A 

commonly used method, and one used in the previous chapter, is to statistically remove the observed 

ENSO time series from the IOD through partial linear regression (e.g. Cai et al., 2011a). However, this 

method may overly penalise the IOD (or similarly, ENSO) as it removes components of the IOD that are 

independent from, but vary by coincidence with, ENSO variability (e.g. Cai et al., 2011a; Liguori et al., in 

review). To further complicate matters, all tropical ocean basins interact and feedback on each other, 

promoting and sustaining global teleconnections as a result (Li, X. et al., 2016; Cai et al., 2019). As such, the 

independent contributions of the tropical Indian Ocean to Australia’s climate could be masked by variability 

in the other oceans, or mistakenly attributed to the tropical Indian Ocean when other ocean regions play a 

more significant role. 
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Modelling studies of various types are often used to separate the role of tropical Indian Ocean variability in 

the global climate from that of the other ocean basins. Stochastic models forced entirely by ENSO 

variability downplay the importance of the tropical Indian Ocean as they replicate much of the observed 

IOD variability (Dommenget & Jansen, 2009; Stuecker et al., 2017; Zhao et al., 2019; Liguori, et al., in 

review). However, these models often fail to predict IOD events in the absence of strong ENSO forcing, so 

some component of the tropical Indian Ocean is likely internally driven (Stuecker et al., 2017), and may play 

a role in the global climate. Further, general circulation model (GCM) simulations of ENSO and its 

teleconnections are often improved if realistically varying Indian Ocean conditions are included. This 

improvement implies that the tropical Indian Ocean feeds back onto the Pacific, increasing its importance 

to global climate variability (Yu et al., 2002; Wu & Kirtman, 2004; Wang, H. et al., 2019). These 

improvements are particularly evident if the IOD event is extreme (Luo et al., 2010), or if conditions in the 

Pacific Ocean are otherwise unfavourable for ENSO development (Lim & Hendon, 2017). Other modelling 

studies have highlighted the role of the tropical Indian Ocean in mitigating and modulating the impacts of 

anthropogenic warming to atmospheric teleconnections (Luo et al., 2012; Wang, H. et al., 2019; Dhame et 

al., 2020). Overall, dynamical modelling studies suggest that the tropical Indian Ocean plays some 

important part of the global climate. 

 

Dynamical models also allow us to ‘physically’ remove competing ocean basin’s influence on the climate 

from that of the tropical Indian Ocean (e.g. Liguori et al., in review). However, uncertainty remains in how 

strong a role the latter plays in Australia’s spring-season climate. Differences in experiment design, models, 

and model biases result in conflicting estimates of whether the tropical Indian Ocean plays an important 

(e.g. Dhame et al., 2020) or lesser (e.g. Liguori et al., in review) role in Australia’s and the globe’s climate. 

Regardless of these conflicting outcomes, dynamical modelling can progress our understanding of the 

relative role of the Indian Ocean SST variability on Australia’s spring climate beyond what is possible using 

observations alone.  

 

Indian Ocean model biases in particular contribute to the difficulties in isolating the relative role of the 

tropical Indian Ocean on Australia’s spring maximum temperatures. CMIP5 and CMIP6 models tend to 

overestimate IOD magnitude and its impacts and poorly simulate the ENSO-IOD relationship (e.g. Cai & 

Cowan, 2013; Li, G. et al., 2015; 2016; McKenna et al., 2020). While IOD simulation biases persist into 

models configured for seasonal prediction (e.g. Shi et al., 2012; Liu et al., 2017), these models have the 

advantage of relatively short run times that can limit the divergence from initial conditions that are strongly 

constrained by ocean, atmosphere and land observations (e.g. Wang et al., 2021). Further, the peak in IOD 

strength during spring corresponds to a peak in potential IOD predictability and forecast skill (Liu et al., 

2017; Zhao et al., 2019), such that seasonal prediction models are well suited for understanding the relative 

role of the tropical Indian Ocean in spring. However, IOD predictability may be limited by how seasonal 
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prediction models simulate the west and east poles of the DMI. The western region of the tropical Indian 

Ocean is largely driven by an ENSO-atmospheric bridge mechanism, whereas, the eastern IOD pole appears 

more driven by internal Indian Ocean dynamics (Zhao & Hendon, 2009; Shi et al., 2012; Sooraj et al., 2012; 

Lee et al., in review). Regardless, as model biases will restrict any study, the benefits offered by seasonal 

prediction models make them more appropriate for understanding the relative influence of the tropical 

Indian Ocean on Australia’s spring maximum temperatures. 

 

We primarily use the seasonal prediction system POAMA, as introduced in section 1.5, in this chapter. 

POAMA simulates the IOD variability well, despite its relatively coarse resolution (Shi et al., 2012), and has 

good IOD prediction skill at up to three month’s lead time (Zhao & Hendon, 2009). However, in contrast to 

most models, POAMA underestimates the magnitude of the IOD (Zhao & Hendon, 2009) and tends to 

underestimate the teleconnection from the IOD in favour of ENSO (White et al., 2014; chapter 2). These 

biases may be associated with poor simulation of Indian monsoon trough strength (Deoras et al., 2021) or 

because of a cold sea surface temperature (SST) bias in the tropical Indian and west-to-central tropical 

Pacific Oceans (Lim et al., 2009). However, experiments using POAMA have successfully explored the 

impact of rising carbon dioxide on observed extreme climate events (e.g. Hope et al., 2016; 2018; Wang et 

al., 2021); compared the roles of land, SST, and atmosphere in the observed heat of September 2013 

(Arblaster et al., 2014); and explored the sensitivity to altered ocean initial conditions (Zhao et al., 2016; 

Lim & Hendon, 2015; Lim et al., 2017, 2019). POAMA has also been run with ocean initial conditions set to 

the 2016 negative IOD event to isolate its role from internal tropical Pacific variability in the development 

of the weak 2016 La Niña (Lim & Hendon, 2017). Overall, POAMA has demonstrated use as a model for 

experimentation and for IOD prediction, making it appropriate for understanding the relative contributions 

of the tropical Indian Ocean on Australia’s spring maximum temperatures. 

 

Given the difficulties associated with using both observations and models in isolating the relative role of the 

tropical Indian Ocean in Australian maximum temperatures we use seasonal prediction models across three 

complementary approaches to address the final research question. In chapter 2 we noted that POAMA has 

a strong reliance on tropical Pacific Ocean variability. As such, we start by comparing the POAMA hindcast 

relationships with the IOD with those in the hindcasts of three additional models downloaded from the 

Subseasonal to Seasonal (S2S) database (Vitart et al., 2017) (section 4.3.1). As strong tropical forcing can 

lead to stronger predictability (e.g Kumar et al.,2013; Liu et al., 2017), we next run experiments using 

POAMA with increased IOD magnitude to identify the influence that event strength has on southern 

hemisphere teleconnections (section 4.3.2). Finally, we run an additional set of experiments using POAMA 

with ocean variability isolated to specific domains across the Indian, Pacific and Southern Oceans (section 

4.3.3).  
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While our aim is to understand the relative role of the tropical Indian Ocean in Australia’s climate 

compared to all global oceans, the strong co-variability between the IOD and ENSO remains a key issue. As 

such, while it is not the sole relationship discussed in this chapter, we focus primarily on untangling the 

ENSO-IOD relationship through each approach. 

 

The remainder of this chapter is structured as follows: We give a description of the datasets and common 

analysis methods in section 4.2. The results in section three are broken into three parts, each with a 

detailed description of the section-specific methods, results and a discussion. The chapter concludes in 

section four with a discussion that synthesises the results. 

 

4.2 Datasets and methods overview 

This section describes the models, reanalysis datasets, and variables used in the results sections of this 

chapter.  

 

4.2.1 Observational data 

We focus on the response to changes in the ocean to atmospheric teleconnections and consequent 

Australian spring maximum temperature. Atmospheric circulation is represented by mean-sea level 

pressure (MSLP) and 200hPa geopotential height (Z200). As spring maximum temperatures and 

precipitation are strongly correlated (e.g. Hope & Watterson, 2018) we also look at the spring-averaged 

daily precipitation for greater insight, and to contrast with previous studies. 

 

We use September-October-November monthly averaged MSLP and Z200 data from ECMWF’s Reanalysis 5 

(ERA5) (Hersbach et al., 2021) available from the Copernicus Climate Change Service (C3S, 2017) on a 0.25° 

grid to represent the observed atmospheric circulation. 

 

Australian spring maximum temperature and precipitation are calculated from monthly-averaged 

maximum temperature and monthly-total precipitation data from the Australian Water Availability Project 

(AWAP; Jones et al., 2009), on a 0.05° resolution grid. The spring-total precipitation data (mm) was divided 

by 91 days (mm/day) for easier comparison with the POAMA output. Sea surface temperature data from 

Reynolds Optimum-Interpolation dataset (Reynolds et al., 2002) are used to calculate  

indices of tropical variability.  

 

Variability in the tropical Indian Ocean is represented by the IOD as described by the dipole mode index 

(DMI: the difference between the SST anomalies averaged in the west-pole: 10°S-10°N, 50°-70°E, and east-
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pole: 10°S-0°, 90°-110°E; Saji et al., 1999). Tropical variability in the Pacific is represented by ENSO and 

described using the Niño3.4 index (averaged SST anomalies over 5°N-5°S, 170°E-120°W). 

 

All reanalysis anomalies are calculated against a 1981-2010 climatology period. 

 

4.2.2 Subseasonal-to-seasonal (S2S) models 

For comparison with the POAMA data, hindcasts of MSLP, Z200, SST, and maximum temperature and 

precipitation data from three other seasonal prediction models were downloaded from the Subseasonal to 

Seasonal (S2S) Prediction Project Database (Vitart et al., 2017; https://apps.ecmwf.int/datasets/). The S2S 

database includes hindcasts from 11 different centres, each with different forecast lengths (up to 60 days), 

hindcast period, horizontal resolution, ensemble size, forecast frequency, atmosphere-ocean coupling, and 

initialisation methods. We chose three of the available S2S models based on two criteria: 

1. Minimum hindcast length (60 days) to reconstruct spring month forecasts with a one-month 

leadtime (described in section 4.2.4 below), and  

2. Maximum number of IOD events in the models’ hindcast periods common to the POAMA 

experiments (table 4-3).  

We also briefly compare with the recently updated version of the Australian Bureau of Meteorology’s new 

seasonal prediction system: ACCESS-S2 (Hudson et al., 2017; see also 

http://www.bom.gov.au/research/projects/ACCESS-S/).  

 

Refer to table 4-1 for an overview of the S2S, POAMA, and ACCESS-S2 models used in this study. 

 

The three S2S models used in this study are the HMCR (Hydrometeorological Centre of Russia), KMA (Korea 

Meteorological Administration) and United Kingdom Met Office (UKMO) models. 

 

The HMCR model (Tolsykh et al 2010 a [Russian]); see 

https://confluence.ecmwf.int/display/S2S/HMCR+model+description for model summary) differs from the 

other models as it is not coupled to an ocean model. Instead, HMCR SSTs are initialised with observed SST 

conditions, with the SST anomaly slowly relaxed toward climatology (Mikhail Tolsykh; personal 

communication). The HMCR has the longest hindcast (1985 – 2010) and has been shown to have 

reasonable subseasonal prediction of atmospheric variables in both the Northern and Southern 

Hemispheres (Tolstykh et al., 2010b). 

 

The KMA and UKMO models are based on different versions of the UK seasonal prediction system, GloSea. 

The KMA is based on GLoSea5 (MacLachlan et al., 2015; see Won et al, (2015) for KMA implementation and 

https://confluence.ecmwf.int/display/S2S/KMA+model+description for details), which has improved sub-

http://www.bom.gov.au/research/projects/ACCESS-S/
https://confluence.ecmwf.int/display/S2S/HMCR+model+description
https://confluence.ecmwf.int/display/S2S/KMA+model+description
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seasonal forecasting skill (Machlachlan et al., 2015) and improved model physics over the previous versions 

(Walters et al., 2017). The KMA model has the shortest hindcast period (1990 to 2010). The UKMO (see 

https://confluence.ecmwf.int/display/S2S/UKMO+model+description) hindcast covers 1993 to 2016 and is 

based on GloSea6. GloSea6 is similar to the previous generation of GloSea with an upgraded version of the 

Global Coupled Atmosphere Model (GC3.2 instead of GC2), that has been shown to improve simulation of 

the tropospheric and stratospheric temperature structure and significantly reduce warm SST bias in the 

Southern Ocean (Walters et al., 2017). 

 

We also make brief comparisons in the section 4.3.3 with SST variability ACCESS-S2, the recent upgrade to 

the Bureau of Meteorology’s seasonal prediction system that has an extended hindcast, compared to 

ACCESS-S1 (Hudson et. al., 2017), from 1981 to 2018. ACCESS-S2 is based on the same GloSea family as the 

KMA and UKMO models. 

 

All S2S anomalies are calculated against a climatology over each respective hindcast period, as listed in 

Table 1, aside from ACCESS-S2 which are relative to a 1981-2010 climatology period. 

 

4.2.3 POAMA system (version A) 

As in chapter 2, much of this chapter focuses on the use of POAMA (version 2) (Cottrill et al., 2013; Hudson 

et al., 2013). POAMA is described in detail in this chapter to provide the background necessary to 

understand the experimental results. 

 

Recall that POAMA is composed of three sub-versions (A, B, and C). For experiments we are limited to 

version A, which has no flux correction (Cottrill et al., 2013).  

 

The atmospheric component of POAMA 2 is the BoM Atmospheric Model version 3 (BAM3; Colman et al., 

2005) and has triangular truncation resolution T47 (about 250km) at 17 vertical levels. The land-surface 

scheme is a simple bucket model for soil moisture with three levels (Manabe and Holloway 1975; Hudson 

et al., 2011). The ocean model component is the Australian Community Ocean Model version 2 (ACOM; 

Schiller et al. 2002) with 25 levels and zonal resolution of 2° and meridional resolution ranging from 0.5° at 

the equator to 1.5° at the poles. The atmosphere and ocean models are coupled by the Ocean Atmosphere 

Sea Ice Soil (OASIS) software (Valcke et al., 2000). The sea-ice extent and atmospheric ozone levels are 

prescribed to their seasonal climatological cycle, while the default carbon dioxide level is set at 345ppm. 

Refer to summary in table 4-1). 

 

We compare the experiment results against version A of the POAMA ensemble-mean hindcast. 

 

https://confluence.ecmwf.int/display/S2S/UKMO+model+description)


79 
 

All POAMA experiments and ensemble-mean anomalies are calculated against a 1981-2010 climatology 

period. 

 

4.2.4 Reconstructed and seasonal forecasts of spring 

The aim of this chapter is to highlight the role of the oceans in Australia’s spring maximum temperature 

across the different forecast models. As such, we analyse forecasts at a one-month lead time to allow for 

the memory of the atmospheric initial conditions to lapse, while the ocean conditions are likely to persist 

(Lim and Hendon, 2015; Park et al., 2017; Vitart et al., 2017). 

 

Further, we know from the previous chapter that the months of spring vary both in temperature 

mechanisms and tropical or extratropical ocean forcing, and we want to include ocean initial conditions 

that capture this progression through spring. As such, we reconstruct spring forecasts (in 4.3.1 and 4.3.2) 

using forecasts for each individual month in spring (e.g. Kumar et al., 2013). Specifically, we average three 

one-month forecasts that were initialised nearest available dates of August 1 for the month of September, 

September 1 for October, and October 1 for November. All but the HMCR model were initialised on the first 

of each month. The HMCR hindcasts of September and October were initialised earlier (30th of July and 27th 

of August respectively), resulting in slightly shorter months, however, this is not expected to significantly 

impact the HMCR results. 

 

In contrast, we use a seasonal spring forecast in section 4.3.3, which is the August 1 forecast for the 

September-October-November period. 
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Model 

Version 
Hindcast 

range 
Hindcast 
period 

Initialisation 
dates 

Atmospheric 
Resolution 

Ocean 
Resolution 

Sea-ice 
Ensemble 

size 
Land-

surface 
Initial 

conditions 

UKMO 
GloSea6 – 

GC3.2 
60 days 1993 – 2016 

Aug-01 
Sep-01 
Oct-01 

N216 L85 
(0.83° x 
0.56°) 

0.25° L75 
(NEMO 

ocean model 

Global Sea 
Ice 8.1: CICE 

5.1.2 
7 JULES1 

ERA-
Interim2 

and 
NEMOVAR3 

HMCR RUMS 61 days 1990 – 2015 
Jul-30 

Aug-27 
Oct-01 

L28 
(1.1°x1.4°) 

N/A (not 
coupled) 

Persistence 
and 

climatology 
10 

Not 
perturbed 

Quasi-
assimilatio
n of ERA-
Interim2 

KMA 
GloSea5 – 

GC2 
60 days 1991 – 2010 

Aug-01 
Sep-01 
Oct-01 

N216 L85 
(0.83° x 
0.56°) 

0.25° L75 
(NEMO 

ocean model 

Global Sea 
Ice 8.1: CICE 

5.1.2 
3 JULES1 

ERA-
Interim2 

and 
NEMOVAR3 

POAMA P24A 5 months 1981 – 2013 
Aug-01 
Sep-01 
Oct-01 

T47 
(~250km) 

2° zonal 
0.5° 

meridional 
Climatology 11 

3-level 
bucket 

ERA-
Interim2 

and 
PEODAS 

ACCESS-
S2 

GloSea5-
GC2 5 months 1981 - 2018 

Aug-01 
Sep-01 
Oct-01 

N216 
(~60km) 

0.25° 
Global Sea 

Ice 8.1: CICE 
5.1.2 

3 JULES1 
ERA-

Interim and 
NEMOVAR3 

Table 4-1 Summary of Models 

S2S model data (Vitart et al., 2017) adapted from https://confluence.ecmwf.int/display/S2S/Models, with additional information about the POAMA (version 
A) from (Cottrill et al., 2013; Hudson et al., 2013) and ACCESS-S2 (Hudson et al., 2017) 
Note: The HMCR, UKMO and KMA hindcasts were produced at the same time as the real-time forecasts. Hindcast versions are all from 2020. BoM and 
ACCESS-S2 hindcasts are produced once during the lifetime of a given model version. 
1. Best et al. (2011) 2. Dee et al. (2011) 3. Mogensen et al. (2009) 

https://confluence.ecmwf.int/display/S2S/Models
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4.3 S2S hindcast tropical Indian Ocean relationships  

We start by exploring the relationship between the IOD and the atmosphere, and Australia’s spring climate 

across the different S2S models. 

 

4.3.1 Regression analysis 

We use linear regression analysis to understand how the S2S models simulate the relative influence of the 

tropical Indian Ocean on the spring atmospheric circulation, and Australian maximum temperature and 

precipitation response. Reconstructed lead-1 spring SST, MSLP, Z200, Australian maximum temperature 

and precipitation fields are first calculated over each hindcast. Time series of DMI and Niño3.4 are then 

calculated over each model’s hindcast period. Linear regression and partial linear regression (with an 

estimate of the influence of the ENSO linearly removed) are calculated onto each of the atmospheric and 

land variables over the years available in each of the models and reanalysis. 

 

Due to the limited hindcast periods of the S2S models we estimate the regressions and 90% statistical 

significance level in the models with bootstrapping using 1000 samples, rather than a t-test used in other 

sections and in the reanalysis comparison.  

 

Values presented are for the ensemble-mean of each model. 

 

All variables are linearly detrended before analysis and DMI and Niño3.4 time series are standardised 

before calculating the regressions. 

 

4.3.2 Comparison with reanalysis 

We start by revisiting the spring relationship between the IOD and the atmospheric circulation, with and 

without ENSO’s influence in reanalysis (Fig. 4-1). The linear regression with the spring DMI (Fig. 4-1a,b) is 

repeated from the previous chapter to more easily compare it to the regression with DMI when the Niño3.4 

time series is linearly removed (Fig. 4- 1c,d). Positive IOD and El Niño are associated with positive values of 

the DMI and Niño3.4 indices respectively. As such, these regressions indicate positive IOD-like responses to 

DMI SSTs, albeit assuming linearity.  Without ENSO’s influence, the atmospheric circulation near and west 

of Australia weakens and loses some statistical significance but, generally, there are few geographic 

changes. The barotropic cyclones southwest and southeast of Australia remain, as does the cyclone to 

Australia’s northwest. However, the barotropic anticyclone south of Australia shifts further poleward 

relative to the full regression, and the high MSLP over Australia vanishes. A Pacific South American (PSA)-

like pattern (a wave-train that arcs poleward from anomalous height in the tropical Pacific Ocean to the 
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southeast cyclone to curve toward South America) is absent with ENSO’s removal, as expected (e.g. Karoly, 

1989; Irving & Simmonds, 2016).  

 

 
These circulation anomalies are consistent with previously reported teleconnection pathways from the 

tropical Indian Ocean. In particular, the apparent Rossby wave trains that arc from the southwest and 

northwest cyclones to join across Australia and propagate toward the southeast cyclone (e.g. Cai et al., 

2011a; McIntosh and Hendon, 2018). We can compare these reanalysis pathways to those calculated in the 

model hindcasts as a measure of how well the models simulate the relationship between the tropical Indian 

Ocean and the atmospheric circulation. 

 

The relationships between the observed IOD and maximum temperature and precipitation are generally 

consistent with earlier literature and the previous chapter (Fig. 4- 2). Anomalous high maximum 

temperature extends across the majority of Australia in association with the IOD, with dry conditions 

everywhere east of 130°S (Fig. 4- 2a,b). Removing ENSO weakens the statistical significance of the 

relationships, with the strongest relationships found in the southeast of Australia (Fig. 4-2c,d). The 

weakened relationship between both precipitation and maximum temperature contrasts with earlier 

findings that suggested that the IOD’s influence extended to the southwest (e.g. Risbey et al., 2009a; Min et 

al., 2013). These different relationships may be due to the different time periods used in the regression 

Figure 4-1 Observed (ERA5) spring relationship between the IOD and partial IOD to the 
atmospheric circulation 
Mean-sea level pressure (MSLP in hPa; a,c) and 200hPa geopotential height (Z200 in 
m; b,d) linearly regressed onto the Dipole Mode Index (left column) and partial DMI 
(where the Niño3.4 index was first linearly removed from the time series) (right column) 
over the years 1981 to 2018. All fields were linearly detrended and the DMI and partial 
DMI time series were standardised before regressions were calculated. Anomalies were 
calculated against a 1981 to 2010 climatology from reanalysis data. Filled contours 
denote the regression was statistically significant at the 90% confidence level (to match 
the significance level used in model analyses) using a Student’s t-test with 36 (38 years 
- 2) independent samples. 
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analysis of earlier studies. As the model hindcasts each cover different periods, there may be differences 

across the regressions that are unrelated to model skill. 

 
 

4.3.3 Relationships to the IOD in the S2S Models 

The S2S reconstructed spring forecasts reproduce the relationship between the DMI and atmospheric 

circulation with different levels of fidelity (Fig. 4- 3). While the HMCR captures the apparent wave train 

from upper-cyclone west of Australia to the anticyclone over southern Australia reasonably well, it does not 

capture the southwest low anomaly or surface pressure pattern around Australia (Fig. 4- 3a, b) found in 

reanalysis (Fig. 4-1a,b). Conversely, the UKMO (Fig. 4-3 c,d) captures the barotropic lows southwest and 

southeast of Australia, the broad high MSLP over Australia, and the apparent Rossby wave train. The KMA 

also broadly captures this upper-level wave train (Fig. 4- 3f), though the anticyclone over southern Australia 

is weak and elongated relative to both the UKMO and the reanalysis patterns. While the wavetrain in 

POAMA (Fig. 4- 3g,h) includes a statistically significant height anomaly over southern Australia, the MSLP 

and 200Z height patterns over the Indian Ocean (Fig. 4- 3g,h) do not match reanalysis. All models, except 

for the HMCR, simulate a PSA-like pattern, suggesting the models simulate the IOD-ENSO relationship.  

Figure 4-2 As with Fig. 4-1 
but for Australian spring 
maximum temperature and 
precipitation 
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Despite the accurate reconstructed spring IOD regressions, linearly removing the ENSO signal from the DMI 

time series results in dramatically different atmospheric circulation responses in all but the HMCR model 

(Fig. 4- 4). The lack of change between the HMCR regressions (Fig. 4-3a,b compared to Fig. 4-4a,b)), 

suggests only a weak ENSO-IOD relationship in this model, which is supported by relatively weak correlation 

between model DMI and Niño3.4 (table 4-2). This weak relationship may be the consequence of relaxing 

the SST anomalies toward climatology producing weaker Niño3.4 and DMI values, but contrasts with 

reports that the HMCR simulates the seasonal anomalies associated with ENSO well (Tolstyk et al., 2014). 

While removing ENSO from the DMI regressions in the other models does remove the PSA-like pattern (Fig. 

4- 4 c-f), the remainder of the atmospheric circulation differs from what we expected from reanalysis (Fig. 

4- 1c,d). In the UKMO (Fig. 4- 4d) the upper-level wave train from the tropical Indian Ocean across southern 

Australia persists but it is much weaker and the overall pattern is distorted relative to reanalysis. In the 

KMA regression, the wave train is entirely absent without ENSO (Fig. 4- 4f), and has anomalous high MSLP 

MSLP (left column; hPa) and 200hPa 
geopotential height (right column; m) in S2S 
models: HMCR (a, b); UKMO (c, d); KMA (e, f) 
and POAMA Hindcast (verA) (g,h). All fields 
were linearly detrended before calculation. 
Anomalies were calculated against each 
model’s available hindcast period. Filled 
contours show statistical significance at the 
90% confidence level calculated by 
bootstrapping with 1000 bootstrap samples. 

Figure 4-4 Bootstrap estimates of linear 
regressions of S2S model reconstructed spring 

    

Figure 4-4 As in Fig. 4-3, but with Niño3.4 
first linearly removed. 
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nodes southwest and southeast of Australia instead of low MSLP (Fig. 4-4e). The differences between the 

UKMO and KMA regressions may reflect the improvements in GLosea6 (UKMO) compared to GLosea5 

(KMA) (Williams et al., 2018). The partial regression over the reconstructed POAMA hindcast (Fig. 4- 4 g,h) 

is also far weaker than in reanalysis, consistent the findings from chapter 2. However, there is a weak 

upper-level wave train from the western Indian Ocean north of Madagascar that then propagates along the 

polar jet to Australia that was absent in the UKMO and KMA regressions.  

 

 
The reconstructed spring forecast relationships between the DMI and Australian maximum temperature 

and precipitation are consistent with the regressions onto the atmospheric circulation. The HMCR 

regression has weak warm maximum temperature anomalies but unrealistic wet precipitation anomalies 

Figure 4-6 As with Fig. 4-3 but for 
reconstructed spring maximum temperature 
(°C) and precipitation (mm/day). 

Figure 4-6 As in Fig. 4-5, but with Niño3.4 
first linearly removed. 
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associated with the IOD (Fig. 4- 5 a,b). Neither maximum temperature nor precipitation regressions change 

when ENSO is removed (Fig. 4-6a,b). Broadly, the other models simulate the high temperature and low 

precipitation anomalies associated with positive IOD. The UKMO again performs best, with anomalous high 

maximum temperatures and below average rainfall across much of the Australian continent (Fig. 4-5c, d). 

These anomalies weaken when ENSO is removed (Fig. 4- 6 c,d) rather than contract south or southeastward 

as expected from reanalysis (Fig. 4-2c,d) and previous literature (e.g. Risbey et al., 2009a; Min et al., 2013). 

The relationships simulated by the KMA (Fig. 4- 5e,f) are weaker than in the UKMO, and all but absent 

when ENSO is removed. The maximum temperature and precipitation relationships in POAMA are strong 

but focussed in the southeast of Australia (Fig. 4- 5h,i), and, like the KMA, largely disappear with ENSO 

removed.  

 

 West- vs 

east- pole 

DMI vs 

Niño3.4 

Partial west-

pole vs 

Niño3.4 

Partial east-

pole vs 

Niño3.4 

Period 

Observations -0.29 0.64 0.46 -0.34 1981 - 2018 

HMCR 0.04 0.34 0.07 -0.36 1990 - 2015 

UKMO 0.19 0.54 0.56 -0.35 1993 - 2016 

KMA 0.00 0.57 0.13 -0.57 1991 - 2010 

POAMA (ver. A) -0.11 0.63 0.36 -0.48 1981- 2013 

Table 4-2 IOD, ENSO correlations in S2S models and observations 

Pearson correlation coefficients of spring DMI poles, DMI, and Niño3.4 indices and partial correlation of 

east- and west-IOD poles (with opposing pole first linearly removed; e.g. Lim et al., 2017). Values are for 

spring-average observations and lead-1 reconstructed spring hindcasts. Correlations were calculated across 

different periods, as noted in the table. 

 

The impression from these S2S model regressions is that they, like POAMA, have overly strong atmosphere 

and land relationships to ENSO variability compared to that with IOD variability. While the much-reduced 

anomaly strength in the partial regressions may suggest ENSO and IOD correlate too strongly in these 

models, we see that all but POAMA have ENSO-IOD correlations that are slightly weaker than observed 

(table 4-2; Fig. 4-7), consistent with Shi et al., (2012). Further, regressions of Niño3.4, with the DMI linearly 

removed, onto the atmospheric circulation are very similar to regressions with the full Niño3.4 index (not 

shown). This lack of change suggests that the IOD has little to do with the ENSO relationship to the 
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atmospheric circulation in these models, in contrast to what is expected from observational studies (e.g. Cai 

et al., 2011a). As such, it appears that the models do not associate the IOD with the atmospheric circulation 

or Australia’s spring temperature and precipitation at all, and instead attribute these variables to ENSO.  

 
We may better understand the strong ENSO-forcing by examining the relationships and behaviour of the 

lead-one model IOD and ENSO SST anomalies. The models’ reconstructed spring Niño3.4 (Fig. 4-7b) index 

follows the observed index closely, whereas the reconstructed DMI values (Fig. 4-7a) tend to be lower in 

magnitude or partly out of phase with the observations. A relatively weaker IOD may result in a weaker 

atmospheric response in the models (e.g. Hoskins & Karoly, 1981) that is compensated for by the stronger 

ENSO signal in the Pacific, producing the dominating relationship of ENSO with the reconstructed spring 

atmosphere and land conditions. We may learn more about how ENSO appears to dominate the models by 

exploring the relationships between the IOD poles and between ENSO. 

 

There are few consistent errors or successes across the models in how they relate the DMI poles to each 

other or ENSO. Lack of consistency means it is difficult to find one single explanation for the strong 

relationship to ENSO, but may help us understand individual model biases in how they simulate the IOD 

teleconnections. In observations, ENSO correlates more strongly, and even forces, the west-pole of the IOD 

much more than it does the east-pole (e.g. Zhao & Hendon, 2008; Li et al., 2012; Lim et al., 2017; Lee et al., 

2021). Only the UKMO simulated a partial correlation with Niño3.4 that was stronger with the west-pole 

than the east-pole (table 4-2). However, the UKMO also produced weaker than observed DMI values. 

Figure 4-7 Observed and 
reconstructed S2S model SON DMI 
and Niño3.4 index 
All available (model dependent) 
years between 1985 to 2016 used in 
time series. Observed anomalies 
(black) are calculated against a 1981 
to 2010 climatology period. S2S 
models (HMCR, red short-dashed 
lines; UKMO, blue short-long dashed 
lines; and KMA, purple long-dashed 
lines) anomalies were calculated 
against each model’s respective 
hindcast period. Where the observed 
or model indices pass above (below) 
the reference lines at +(-) 0.4°C 
(DMI) or +(-)0.8°C (Niño3.4) is 
defined as a positive (negative) IOD 
and El Niño (La Niña) event in that 
index. 

a 

b 
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Unlike the observed negative correlation, the UKMO west- and east-poles are weakly positively correlated, 

suggesting that the poles tend to have same-sign SST anomalies, resulting in a generally weaker DMI. The 

HMCR and KMA simulate effectively zero correlation between west- and east-poles, and very weak partial 

correlations between the west-pole and Niño3.4. Instead, the DMI HMCR (weak correlation) and KMA 

(moderate correlation) relationship to ENSO appears to occur via the east-pole, contrasting with the 

observed relationship. While the POAMA hindcast better simulates the partial correlation between west-

pole and ENSO, it also appears to gain more of its ENSO-IOD relationship through an overly strong 

connection to its east-pole. Some differences in correlation strengths may be due to the different hindcast 

periods and natural decadal variability in the ENSO-IOD relationship (Lim et al., 2017). However, the 

number of inconsistencies between correlations suggest problems with how the models simulate Indian 

Ocean processes. We explore this idea next by examining how the DMI pole and Niño3.4 SSTs evolve 

through each model hindcast. 

 

The evolution of the daily west-pole (Fig. 4- 8), east-pole (Fig. 4- 9), and Niño3.4 (Fig. 4- 10) SST anomalies 

(relative to model daily climatology) through each two-month initialisation are shown for each model 

hindcast. Each initialisation is coloured red (for positive IOD or El Niño events), blue (for negative IOD or La 

Niña events), or grey (for neutral). An IOD (ENSO) event was determined if the model’s reconstructed 

spring DMI (Niño3.4) was more than 0.4°C (0.8°C) from climatology. How the different pole- or Niño3.4-

region SSTs evolve in response to a developing IOD or ENSO event may help us understand the 

reconstructed spring atmosphere and temperature regressions. 
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°C 

Figure 4-8 HMCR, UKMO, KMA, POAMA (ver. A) HC daily west-pole of the DMI 
Daily index values in °C for the two months of each hindcast initialisation from August 
left), September (middle) and October (right). Positive (red lines) and negative (blue lines) 
IOD years, are defined by the reconstructed SON DMI being above 0.4°C or below -0.4°C 
(see Fig. 4-7 for S2S model reconstructed SON DMI time series). Neutral years are in 
grey. Anomalies are relative to a daily climatology period calculated over each model’s 
hindcast. The horizontal line at 0°C shows where the DMI anomalies go to zero. 
For comparison, observed monthly-averaged values are: 0.32°C (August), 0.22°C 
(September), 0.37°C (October), and 0.37°C (November) for positive IOD events and -
0.16°C (August), -0.19°C (September), -0.14°C (October), and -0.05°C (November) for 
negative IOD events where events were defined by www.bom.gov.au between 1981 to 
2018. 
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For comparison, observed monthly-averaged values are: -0.41°C (August), -0.63°C 
(September), -0.65°C (October), and -0.44°C (November) for positive IOD events and 
0.47°C (August), 0.57°C (September), 0.53°C (October), and 0.34°C (November) for 
negative IOD events where events were defined by www.bom.gov.au between 1981 to 
2018. 
 

°C 

Figure 4-9 As in Fig. 4-6 but for the east-pole of the DMI 
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As expected from the unrealistic correlations in table 4-2, the daily SST anomalies in the west- and east-

poles and Niño3.4 regions behave differently in response to the IOD or ENSO events. There is little 

distinction between the west-pole SSTs across the IOD-types across most of the models (Fig. 4-8a-i), 

whereas the POAMA hindcast west-pole SSTs (Fig. 4-8j-l) tend to be positive (negative), if low in magnitude, 

during positive (negative) IOD events. The east-poles, in contrast, have generally negative (positive) SST 

anomalies during positive (negative) IOD across the models (Fig. 4-9). The greater distinction between IOD 

event types suggests that the east-pole may be the determining factor in whether a model’s reconstructed 

spring IOD is positive, negative, or neutral. Aside from small day-to-day variations, the weaker HMCR (Fig. 

4-9a-c) and the stronger UKMO east-pole values (Fig. 4-9d-f) tend to hold constant through each two-

month run. The KMA (Fig. 4-9 g-i) is similar to the UKMO but has some growth of east-pole anomalies in the 

August initialisation and decay in the November initialisation. The POAMA hindcast (Fig. 4-9j-l) decreases 

the east-pole anomaly magnitudes toward the end of each hindcast run, with decay occurring earlier in 

each successive initialization through spring. ENSO event Niño3.4 SST anomalies seldom overlap with 

neutral values, with clear distinction between El Niño and La Niña in each model run (Fig. 4-10). The HMCR 

For comparison, observed monthly-averaged values are: 1.01°C (August), 1.08°C 
(September), 1.34°C (October), and 1.62°C (November) for El Niño events and -0.87°C 
(August), -0.95°C (September), -1.24°C (October), and -1.27°C (November) for La Niña 
events where events were defined by www.bom.gov.au between 1981 to 2018. 
 

°C 

Figure 4-10 As in Fig. 4-6 but for Niño3.4 SSTs 
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and POAMA hindcasts (Fig. 4-10a-c;j-l) maintain constant Niño3.4 SST anomaly magnitude through each 

run. The UKMO and KMA (Fig. 4- 10 d-i), conversely, show rapid Niño3.4 growth, with approximately four 

months’ equivalent observed monthly-mean growth (not shown, equal to around 0.5°C) occurring over the 

60 days of each hindcast.  

 

While there are just as many differences in how the models simulate the daily SST anomalies as there were 

differences between the observed and model IOD pole and ENSO correlations, we can suggest that the 

ENSO SST anomalies may grow to dominate the IOD SSTs in the models. Both the unrealistically rapid 

Niño3.4 growth in the UKMO and KMA models, and the unrealistically early east-pole decline in the POAMA 

hindcast would result in reconstructed forecast ENSO events becoming far stronger than a comparable IOD 

event. As such, the overly strong relationship to ENSO in the linear regressions may partly be explained by 

the strength of SST anomalies in the tropical Pacific Ocean compared to the tropical Indian Ocean in the 

models. 

 

4.3.4 S2S Summary 

Spring reconstructions from the S2S hindcast show realistic atmospheric, and Australian maximum 

temperature and precipitation teleconnections to the IOD. However, with the exception of the HMCR, 

these teleconnections breakdown with the removal of ENSO. The HMCR simulated the atmospheric 

regression with the DMI, but poorly captures the relationships with ENSO and Australian maximum 

temperature and precipitation. In contrast, it appears that the UKMO, KMA, and POAMA models over-

represent the influence of ENSO variability at the cost of the relationship with the tropical Indian Ocean, 

consistent with the results using the POAMA hindcast in chapter 2. The SSTs in the models evolve 

differently in the tropical Pacific and Indian Oceans such that ENSO SSTs are much stronger than a 

comparable IOD by the start of each lead-1 month of the spring reconstructed hindcasts. Overall, the SST 

evolution in the models results in the reconstructed spring IODs being generally weaker than observed. 

Further, relative to both observations and each other, the models simulated the ENSO to IOD east- and 

west-pole relationships differently. In general, however, each model had overly strong ENSO-east pole 

correlations. An overly strong ENSO could promote stronger Walker circulation changes that unrealistically 

strengthen the link to the east-pole via an atmospheric-bridge mechanism (e.g. Klein et al., 1999), further 

dominating the atmospheric and subsequent teleconnections.    

 

The weaker than observed IOD strength contrasts with the majority of coupled models (Cai & Cowan, 2013; 

Weller & Cai, 2013b; Li, G. et al., 2015; McKenna et al., 2020). As some of core models used in the seasonal 

prediction systems described here are the same as some CMIP models, the contrast in results may be due 

to the different configurations for free-running climate mode compared to those for seasonal prediction. 

Firstly, some tuning may occur when configuring systems for seasonal prediction (e.g. Park et al., 2017) that 
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may bias the models toward ENSO as it is the strongest sources of prediction skill (e.g. Merryfield et al., 

2020; Meehl et al., 2021). Secondly, and possibly more likely in the seasonal model context, the evolution 

of the SSTs in the tropical Indian Ocean compared to the tropical Pacific suggests that the latter has a 

stronger ‘memory’ for ocean initial conditions. As such, the anomalies in the Pacific Ocean persist longer 

than those in the Indian Ocean, resulting in stronger ENSO at lead-1 for an initially comparable IOD. 

However, the second argument better explains the IOD pole decay in POAMA than the Niño3.4 growth in 

the UKMO or KMA, or the weak but steady SSTs in the HMCR. Finally, recall that partial regression analysis 

may overly penalise the IOD or ENSO (e.g. Cai et al., 2011a; Liguori et al., in review) giving an over-

estimation of ENSO’s influence in comparison with the IOD in the models. While this method is unrelated to 

the overly strong ENSO SST anomalies at lead-1, it may have coloured our interpretation of how those 

strong ENSO SSTs related to the Australian spring maximum temperatures. As such, we may find clearer 

results by running POAMA experiments that specifically highlight or isolate tropical Indian Ocean variability.     

  

4.4 Indian Ocean Dipole experiments 

As mentioned in the introduction, as strong tropical forcing can lead to stronger predictability (e.g Kumar et 

al.,2013; Liu et al., 2017), we next run experiments using POAMA with increased IOD magnitude to identify 

the influence that IOD event strength has on southern hemisphere teleconnections. 

 

The first set of POAMA experiments are designed around composites of three strong positive and three 

strong negative IOD events that occurred within the POAMA hindcast period (Table 2). Events were defined 

by the Bureau of Meteorology (see http://www.bom.gov.au/climate/iod/) and were chosen based on 

strength. Ideally, events that coincided with an El Niño or La Niña in the Pacific Ocean were to be avoided 

(http://www.bom.gov.au/climate/enso/enlist/), however, given these restrictions and the high co-

variability between ENSO and IOD, few IOD events met these criteria. One of the strongest positive IODs 

used in these experiments coincided with a strong El Niño (1997). The influence of this El Niño on the initial 

conditions and experiment results is discussed in Section 3.22. 

 

Positive IOD 1997* 1994* 2012 

Negative IOD 1981 1992 1996 

Table 4-3 IOD events used in POAMA experiments 

Positive and negative IOD from http://www.bom.gov.au/climate/iod/ where a DMI threshold value of +/-

0.4°C  define positive or negative IOD events respectively. *Coincides with El Nino. 

 

http://www.bom.gov.au/climate/iod/)
http://www.bom.gov.au/climate/enso/enlist/)
http://www.bom.gov.au/climate/iod/
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4.4.1 Comparison of reanalysis and POAMA hindcast composites 

As there is some asymmetry between positive and negative IOD events (e.g. Cai et al., 2012; Lim et al., 

2021c) we start by looking at composites of the spring IOD events in reanalysis and the POAMA hindcast 

(version A) to form a baseline of comparison for the experiments. The reanalysis atmospheric circulation in 

the positive IOD composites (Fig. 4-11 a,c) is similar to that found in the regression onto the DMI (Fig. 4-1). 

The atmospheric circulation in the negative IOD composite (Fig. 4- 11 b,d) is generally the opposite sign of 

that in the positive IOD composite. However, there is no corresponding anticyclone northwest of Australia, 

and instead, the upper-level wave train appears to form further west over South Africa and propagates only 

in the extratropics (Fig. 4-11d). The barotropic cyclone south of Australia is also deeper and closer to 

Australia than the corresponding barotropic anticyclone. 

 
The atmospheric circulation in the POAMA hindcast positive IOD composites (Fig. 4- 12 a,c) is similar to that 

in the hindcast IOD linear regression (Fig. 4-3 g,h) and does a poor job of simulating the atmospheric 

circulation over the Indian Ocean, consistent with chapter 2. In particular, the wave train in the Indian 

Ocean is very weak. Unlike reanalysis, the negative IOD composite differs significantly from the positive IOD 

composite as it lacks the extratropical wave train and instead has an elongated barotropic cyclone south of 

Australia (Fig. 4-12b,d). 

Figure 4-11 Observed IOD composite atmospheric circulation and SST 
Spring composites of the three positive IOD events (left column) and three negative IOD 
events (right column) used in the IOD experiments. Atmospheric circulation is 
represented by mean sea level pressure (a, b; in hPa) and 200hPa geopotential height 
(c,d; in m) from ERA-5 reanalysis. Sea-surface temperature composite (e, f) in °C is 
from Reynold’s OI dataset. Anomalies are relative to a 1981-2010 climatology period.  
Note: due to small sample size of each composite there is no statistical significance 
calculated for these figures. 
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The SST anomalies in the positive IOD composites are stronger than in the negative IOD composites in both 

reanalysis (Fig. 4-11 e,f) and the POAMA hindcast (Fig. 4-12 e,f). In particular, the cold anomaly near the 

Java-Sumatra upwelling region (e.g. Meyers et al., 2007; Zhao & Hendon, 2009; Sooraj et al., 2012; Lee et 

al., 2021) is stronger in the reanalysis and POAMA positive IOD composite than the corresponding warm 

anomaly in the negative IOD composite in reanalysis and absent in the POAMA composite. In both 

reanalysis and POAMA, the western cold anomaly in the negative IOD composite (Figs. 4-11,4-12 f) covers a 

broader area than the corresponding warm anomaly in the positive IOD composite (Figs. 4-11e, 4-12e), 

though, the anomalies in POAMA are weaker than in reanalysis. A strong warm anomaly in the tropical 

Pacific is evidence of the inclusion of the 1997 El Niño in the positive IOD composites (Figs. 4-11f,4-12f). The 

tropical Pacific SST anomaly appears stronger in magnitude than the SST anomalies in the tropical Indian 

Ocean (Figs. 4-11,4--12f). In contrast, there is a weak Pacific cold anomaly in the negative IOD composite.  

 
 

Figure 4-12 As in Fig. 4-11 but for POAMA (version A) hindcast 
Anomalies were calculated against a 1981 to 2010 climatology from reanalysis data.  
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The observed and POAMA hindcast IOD composite maximum temperature and precipitation anomalies are 

generally symmetric and similar to the patterns found in the linear regressions (Figs. 4-2,4-5g,h). The 

majority of Australia is anomalously hot (cold) in the observed positive (negative) IOD composites (Fig. 4-13 

a, b). Temperature anomalies are more confined to the south and southeast in POAMA (Fig. 4-14a,b). Both 

the observed and hindcast dry anomalies in the positive IOD composites spread across the central-east 

Australia (Figs. 4-13,4-14c), while wet anomalies are more confined to the southeast, particularly in the 

POAMA hindcast (Figs. 4-13,4-14d). 

 

4.4.2 IOD experiment design 

We run two types of IOD composite experiments that broadly follow the methods of Lim & Hendon (2017) 

and Lim et al. (2019b): realistic (1x composite values) and enhanced IOD (4x) for both positive and negative 

IOD cases. The 1x composite experiments use ocean initial conditions generated from global 3D ocean 

temperature, salinity and mixing height taken from August 1, September 1, and October 1 of each of the 

negative and positive IOD events (6 initialisation dates in total; see table 4-4). As strong tropical forcing can 

lead to stronger predictability (e.g Kumar et al., 2013; Liu et al 2017), we hypothesise that for POAMA to 

generate a strong IOD-like response in the atmosphere and Australian temperature fields, it must have a 

stronger IOD signal to compensate for the strong reliance on the tropical Pacific noted in chapter 2. As 

such, the enhanced IOD composite experiment ocean initial conditions are set by multiplying the positive 

and negative IOD composites by a factor of 4 (arbitrarily chosen) within the Indian Ocean domain only (See 

black line in Fig. 4-15 for region), with the remaining ocean conditions the same as the 1x composite 

experiments. A climatology experiment was run with 3D ocean initial conditions set to a 1981-2010 

climatology, and used as the reference for the IOD composite experiments. See table 4-4 for a summary of 

the IOD composite initial conditions.  

Figure 4-14 As in Fig. 4-12, but for 
composite anomalies of Australian 
maximum temperature (°C) and 
precipitation (mm/day) from the AWAP 
dataset. 

Figure 4-14 As in Fig. 4-12 but for lead-1 
reconstructed spring POAMA hindcast 
(ver. A). 
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Each experiment has a 30-member ensemble generated by initialising the atmospheric model and its land-

surface scheme with initial conditions drawn from 30 different states taken from August 1, September 1, 

and October 1 dates across 1981-2010. August - October composite ocean initial conditions are the same 

for each corresponding August - October initialisation of each ensemble member. Each one-month forecast 

is run at a one month lead-time before combining into a 30-member reconstructed spring forecast 

(described in section 4.2.4) for each IOD experiment case. The scrambled ensemble should further ensure 

that the memory of the atmospheric and land initial conditions are lost, increasing the influence from the 

ocean initial conditions (e.g. Arblaster et al., 2014; Lim and Hendon, 2015). 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4-15 Experiment ocean initial condition boundaries 
Indian Ocean Dipole (black line; IOD) experiment: 20°N-30S, 37°-115E; tropical Indian 
Ocean (blue long-dashed line, TIO) experiment: 20°N-20°S, 37°-105°E; tropical Pacific 
Ocean (purple long-dashed line, TPO) experiment: 20°N-20°S, 140°-275°E; whole 
tropical Ocean (red short-dashed line; TWO): experiment: 20°N-20°S, 37°-285°E; and 
whole extratropical Ocean (turquoise short-dashed line; EWO) experiment: 20°-50°S, 
37°-285°E. 
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 Ocean Initial Conditions 
Atmosphere and land 

initial conditions 
CO2 ozone 

Climatology Climatology 1981 – 2010 

30 different conditions 

drawn from: 

August 1 1981 – 2010 

September 1 1981 – 2010 

October 1 1981 – 2010 

345 

ppm 

Monthly 

climatology 

1x positive IOD 

composite 

1994, 1997, 2012 composite 

ocean conditions 

Enhanced 

positive IOD 

4 x positive IOD composite 

ocean anomaly in Indian 

Ocean, 1 x anomaly 

elsewhere. 

1x negative IOD 

composite 

1981, 1992, 1996 composite 

ocean conditions 

Enhanced 

negative IOD 

composite 

4 x negative IOD composite 

anomaly in Indian Ocean, 1 x 

anomaly elsewhere 

Table 4-4 IOD experiment ICs for August1, September 1, October 1 initialisations. 

 

4.4.3 IOD experiment results 

The lead-1 reconstructed spring SST anomalies (Fig. 4-16; relative to the climatology experiment) capture 

the expected positive (negative) IOD patterns: cold (warm) anomalies in the east, and warm (cold) 

anomalies in the west tropical Indian Ocean. As with the reconstructed POAMA hindcast composites (Fig. 4-

12 e,f), the warm east Indian Ocean in the 1x negative IOD anomaly (Fig. 4-16b) is far weaker than the 

corresponding cold 1x positive IOD anomaly (Fig. 4-16a), and weaker than the warm anomaly in 

observations (Fig. 4- 10f). The impact of enhancing the ocean initial conditions in the Indian Ocean domain 

is stark, with a strong warm anomaly extending from the west tropical Indian Ocean to Australia in the 4x 

positive IOD experiment (Fig. 4- 16c) and a broad cold anomaly covering the majority of the Indian Ocean in 

the 4x negative IOD experiment (Fig. 4-16d). The SST anomalies in the east tropical Indian Ocean are 

similarly enhanced; in particular, the warm anomaly in the 4x negative IOD experiment is clearly visible, 

stronger, and covering a greater geographic extent than in the 1x negative IOD experiment or reanalysis. 

Consistent with the SST anomaly maps, the average DMI values are weaker in the 1x IOD experiments and 

POAMA hindcast than the average reanalysis values, but far stronger than reanalysis in the 4x IOD 

experiments (table 4-5).  
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The warm tongue in the tropical Pacific Ocean SST anomalies is evidence of the inclusion of the 1997 El 

Niño in both 1x and 4x positive IOD initial conditions (Fig. 4- 16a,b). Interestingly, the tropical Pacific El Niño 

signal is stronger in the enhanced positive IOD experiment than the 1x composite (Fig. 4- 16a,c), despite the 

ocean initial conditions only being enhanced in the Indian Ocean domain. In contrast, there is only a very 

slight broadening of the tropical Pacific SST anomalies in the enhanced negative IOD composite compared 

to the 1x negative IOD (Fig. 4-16 b,d). The strengthening of the anomaly in the tropical Pacific in response 

to the enhanced positive IOD is consistent with literature that argues that the tropical Indian Ocean 

feedbacks onto ENSO (e.g. Shinoda et al., 2004; Izumo et al., 2010; Luo et al., 2010; Lim & Hendon, 2017; 

Cai et al., 2019; Wang, H. et al., 2019). We next explore how these strengthened IODs influence the 

atmospheric circulation forecasts. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4-16 Reconstructed spring SST anomalies from POAMA IOD experiments 
SST anomalies (°C; relative to the climatology experiment) in the positive (left column) 
and negative (right column) IOD experiments for single composite anomaly (a,b) and 
enhanced IOD anomaly (c,d). 
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 Positive IOD Negative IOD 

 West pole East Pole DMI West Pole East Pole DMI 

observed 0.36 -0.90 1.26 -0.37 0.27 -0.65 

POAMA 

hindcast 

0.23 -0.59 0.82 -0.32 0.04 -0.36 

1x IOD 

experiment 

0.21 -0.55 0.76 -0.25 0.07 -0.31 

4x IOD 

experiment 

0.79 -1.01 1.81 -0.85 0.31 -1.16 

Table 4-5 Average values for IOD experiments 

Average spring west-pole, east-pole, and DMI values calculated over the three positive and three negative 

IOD events in observations and the lead-1 reconstructed POAMA hindcast (top two rows), or lead-1 

ensemble average for the IOD experiments (bottom two rows). 

 

The reconstructed spring forecast atmospheric circulation anomalies are displayed in figure 4-17. The 1x 

positive (Fig. 4-17 a,b) and 1x negative IOD (Fig. 4-17 e,f) experiments broadly match the circulation 

anomalies in the POAMA hindcast (Fig. 4-12), as expected from the similar ocean initial conditions and 

reconstructed spring SST anomalies. However, there are some differences between the hindcast and 1x IOD 

experiments: the circulation anomalies are generally stronger in magnitude in the experiments; the 

elongated cyclone in the 1x negative IOD composite is longer and has two local minima southwest and 

southeast of Australia; and the 1x positive IOD experiment upper-level wave train over the Indian Ocean 

toward the anticyclone over Australia is shifted eastward relative to the weak wave train in the hindcast. 

These differences are likely due the different ways the hindcast and experiment composites were 

produced: the hindcast was run first, with the observed atmosphere and land conditions, and then 

composited, while the inverse is true for the experiment; and anomalies were calculated against the 1981-

2010 hindcast climatology, rather than relative to a climatological ocean experiment. Despite these small 

differences, the 1x IOD experiments have similar shortfalls as the hindcast in their ability to represent the 

atmospheric circulation over the Indian Ocean.  
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Enhancing the IOD SSTs does represent an improvement in the reconstructed spring atmospheric 

circulation compared to the hindcast or 1x IOD experiments. In particular, the enhanced positive IOD 

experiment (Fig. 4- 17 d,c) replicates the observed positive IOD composite atmospheric circulation pattern 

well, including over the Indian Ocean, as barotropic cyclones are now found both southwest and southeast 

of Australia. Further, a second upper-level cyclone is now northwest of Australia and forms part of a clearer 

Rossby wave path that arcs through a deeper southern Australian anticyclone and into the barotropic 

cyclone to Australia’s southeast. The enhanced negative IOD experiment (Fig. 4- 17 g, h) does not show as 

strong an improvement over the 1x negative IOD composite. In particular, the enhanced negative IOD 

composite lacks the expected barotropic highs southwest and southeast of Australia. However, in a step 

closer to the reanalysis composite, the enhanced negative IOD experiment barotropic cyclone is contracted 

Figure 4-17 IOD experiment lead-1 reconstructed spring forecast atmospheric circulation 
anomalies (relative to climatology experiment) 
Atmospheric circulation anomalies (left column: mean sea level pressure in hPa; right 
column 200hPa geopotential height in m) response to IOD experiments. Each figure is 
the anomaly relative to the ocean climatology experiment: a-b: single positive IOD 
composite; c-d: enhanced positive IOD; e-f: single negative IOD composite; enhanced 
negative IOD. Filled contours show where the experiment was statistically different from 
the climatology run at the 90% confidence level calculated using a Student’s t-test with 28 
(30-2) independent samples.   
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relative to the elongated cyclone in the 1x experiment, and is now centred south of Australia. It is unclear 

whether the poorer response in the negative IOD experiments is due to POAMA not simulating an 

important dynamic or thermodynamic process, or because of the relatively weaker initial ocean conditions. 

To better highlight the impact of enhancing the Indian Ocean initial conditions on the negative and positive 

IOD forecasts, we next directly compare the two sets of experiments. 

 
The difference between the enhanced and 1x composite positive and negative IOD reconstructed spring 

forecast atmospheric circulation is in figure 4-18. Anomalous low (high) MSLP and high (low) Z200 across 

the tropical Indian Ocean in the positive (Fig. 4-18a, c) (negative; Fig. 4-18 b, d) composites may be an 

exaggerated baroclinic response to the unrealistic ocean initial conditions. The responses in the 

extratropics, however, appear to be consistent with positive and negative IOD-like responses. In particular, 

the barotropic anticyclone in the positive IOD experiments, and cyclone south of Australia in the negative 

IOD experiments highlight the improvements in the experiments between enhanced and 1x composites. 

While the apparent Rossby Wave trains leading to the anticyclone and cyclone do not match the reanalysis 

(Fig. 4- 11), the different paths taken between the tropical Indian Ocean and Australia may be how POAMA 

simulates the asymmetry between IOD teleconnection pathways (Cai et al., 2012). Overall, the differences 

between the atmospheric circulation in the 1x and enhanced IOD composite experiments are consistent 

with POAMA simulating responses to the IOD, rather than ENSO. As such, it seems that enhancing the IOD 

signal results in an improved atmospheric circulation response.  

Figure 4-18 As with Fig. 4-17, but differences are between the enhanced IOD and single 
composite anomalies experiments 
Positive IOD experiment differences (a,b) and negative IOD experiment differences 
(c,d). 
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In contrast to the atmospheric circulation patterns, in both 1x and enhanced experiments, the 

reconstructed Australian spring maximum temperature and precipitation anomalies (Fig. 4- 19) are 

generally not statistically different from the climatology experiment, and do not match the spatial pattern 

in the reanalysis (Fig. 4-12) nor the POAMA hindcast composites (Fig. 4-13). In particular, the positive IOD 

experiments are generally (not statistically significantly) colder than the climatology experiment (Fig. 4-19 

a,c), everywhere but the southwest and far east coast of Australia. Enhancing the positive IOD signal only 

weakens the southwest and east-coast warm anomalies (Fig. 4-19c), worsening the spring reconstructed 

forecast. There is a dry anomaly near the east coast in the 1x positive IOD experiment (Fig. 4-19b), similar 

to the hindcast, but again strengthening the positive IOD results in a weaker dry anomaly (Fig. 4-19d). In 

contrast, the negative IOD maximum temperature anomalies (Fig. 4-19 e,g) are an improvement towards 

the reanalysis compared to the hindcast, as cold anomalies extend across Australia. Enhancing the negative 

IOD further strengthens the cold anomaly in the southwest (Fig. 4-19e,g). However, these cold anomalies 

do not correspond to wet anomalies in the south, and wet conditions only found in the far north of 

Australia (Fig. 4-19 f,h). Overall, these experiments represent a decrease in skill relative to the POAMA 

hindcast, with the only improvement associated with the maximum temperature in the enhanced negative 

IOD experiment. 

  

It is not clear why enhancing the IOD signal improves the atmospheric circulation response, but not the 

surface temperature and precipitation responses in Australia. The poor response in the experiments 

suggests that the Indian Ocean-atmosphere interactions may not be as relevant to Australia’s spring 

maximum temperature and precipitation as expected, and other factors may be more important. One of 

the key differences between the hindcast composite and the 1x IOD experiments is the use of realistic land 

initial conditions in the hindcast, but scrambled conditions in the experiments. Land initial conditions do 

not decay as quickly as atmosphere initial conditions in forecasts (Dirmeyer, 2003; Meehl et al., 2020). As 

Figure 4-19 As with Fig. 4-17, but for maximum temperature (°C) and precipitation 
(mm/day) 
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such, using scrambled land initial conditions may have overridden any improvement from the atmospheric 

circulation. Antecedent land conditions have previously been identified via scrambled land experiments as 

crucial in the development of the extreme maximum temperatures observed in September 2013 (Arblaster 

et al., 2014), and may be a key factor in spring heat generally. However, scrambled land conditions do not 

explain the poor precipitation response or the further degradation in skill between the enhanced IOD 

experiment compared to the 1x composite experiment. As the evolution of the SST anomalies through the 

hindcasts helped us understand the ENSO-IOD relationships in the S2S models, we next explore how the 

SST responses in the experiments differ between the east pole and the west pole of the IOD. 

  

Figure 4-21 Ensemble-member daily west- and east-pole indices from the positive IOD 
experiments 

West-pole (a-c) and east-pole (d-f) daily values over the first two months of the positive 
IOD experiments. Purple lines are DMI values from the single positive IOD composite 
experiment and orange lines are from the enhanced positive IOD composite experiment. 
The bold lines are the ensemble-mean values of each experiment. SST anomalies are 
relative to the corresponding daily-values of climatology experiment. 
Note: East and west poles have different ranges. 

Figure 4-21 As with Fig. 4-20, but for negative IOD experiments 

Note: Different ranges for the east and west poles. 
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The daily SST anomalies evolve differently in both the west and east DMI poles across the different IOD 

experiments. Daily DMI pole values are calculated for each ensemble member (relative to daily SST values 

from the climatology experiment) over the two months of each positive (Fig. 4-20) and negative IOD (Fig. 4-

21) experiment. 1x (purple lines) and enhanced IOD (orange lines) ensemble members in each case begin to 

overlap soon after initialisation, with overlap beginning earlier if the initial DMI-pole anomaly was weak. In 

particular, there is little distinction between the 1x and enhanced negative IOD ensemble member east-

poles within days of the August 1 initialisation (Fig. 4-21d). There is rapid change in the experiment 

ensemble-mean values (bold lines) in the first few days of each case, particularly when the initial pole 

magnitude is high, implying some model shock to the ocean initial conditions. After the shock eases, the 1x 

and enhanced IOD west-pole values (Figs. 4-20,4-21 a-c) remain near-constant, decaying slowly through the 

remainder of the two month runs. Conversely, the enhanced IOD experiment east-pole values (Figs. 4-20,4-

21 d-e) quickly decay to be near-identical to the 1x experiment values by around day 40 (i.e. 10 days into 

the months used in the spring composite). The decay is particularly obvious in the enhanced positive IOD 

experiments (Fig. 4-20 d-f).  

 

As the western Indian Ocean is more strongly linked with ENSO via atmospheric bridging (e.g. Shi et al., 

2012), the relatively constant west-pole values may reflect a stabilising influence from remote tropical 

Pacific SSTs. However, as there is no clear difference in west-pole behaviour between positive IOD (with El 

Niño signal in the Pacific) and negative IOD (no La Niña) other factors may be more important, consistent 

with the weak west-pole-ENSO relationships in section 4.3.1. The eastern tropical Indian Ocean has a 

stronger internally-driven component (Shi et al., 2012; Lee et al., 2021), so the declining east-pole values 

may be how POAMA simulates internal ocean processes that restore the enhanced east-pole values toward 

the comparatively realistic 1x composite values. However, as the POAMA hindcast has an overly strong 

east-pole-ENSO relationship (table 4-2), the strong restoration to 1x composite values may be due to the 

ENSO forcing we expected for the west-pole. By the end of each two-month run, we see a switch from the 

east-pole being higher in magnitude to the west-pole being higher. This reversal in strength through the 

runs explains why the reconstructed spring west- and east-poles are closer in magnitude than observed and 

contributes to an overall strong positive IOD DMI value (table 4-5). Conversely, the daily west-pole values in 

the negative IOD experiments start at higher magnitudes relative to their east-pole counterparts, and 

dominate the reconstructed spring DMI value, more so than in observations (table 4-5).  

 

The change in relative strengths between the west and east poles through each run may explain some 

aspects of the reconstructed spring atmospheric circulation patterns. The rapid decay of the tropical SSTs in 

the east-pole may induce a weaker atmospheric response e.g. Hoskins & Karoly, 1981) toward the end of 

the positive IOD experiment run-time. However, the similarity in atmospheric teleconnections between the 

enhanced positive IOD experiment and the reanalysis composite (Figs. 4-11c-d vs. 4-17c-d) suggests any 
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weakening of the Rossby wave is slight. Branstator (2014) argued that a season-average extratropical 

Rossby wave teleconnection is the combined result of all daily tropical heating anomalies. As such, the 

wave pattern in the enhanced positive IOD experiment may be the average of an early-run unrealistically 

strong Rossby wave, a later-run unrealistically weak Rossby wave, and more consistent contributions from 

the stable west-pole. The asymmetry in the positive and negative IOD Rossby wave teleconnections (Fig. 4- 

18b,d; Cai et al., 2011a, 2012; Weller & Cai, 2013a) may be linked with a stronger initial zonal SST gradient 

between the west and east IOD poles in the positive IOD than in the negative IOD experiments. The east-

pole SST anomaly is weaker in the negative IOD experiments, even when enhanced, and the enhanced 

value only just exceeds the observed value (table 4-5). As the east-pole magnitude is always lower relative 

to that in the positive IOD experiments it may not be a strong enough Rossby wave source in POAMA. 

Instead, the west-pole may act as the sole Rossby wave source, resulting in the wave train from near-

Madagascar in Fig. 4- 18d. However, as the enhanced negative IOD east-pole value is similar to the 

observed value, other factors, such as the strength or direction of the zonal SST gradient between the IOD 

poles, may be more important for realistic wave train initiation. 

 

It is less clear how the differences in the model evolutions of west and east poles could induce the 

unrealistic maximum temperature and precipitation responses. We expect SSTs closer to Australia, (e.g. the 

east-pole), to have a greater impact on Australian spring climate (e.g. Watterson, 2010; Timbal & Hendon, 

2011; van Rensch et al., 2019). This region could provide a moisture source for enhanced rainfall (e.g. 

Holgate et al., 2020a) that would change the land-surface heat balance and result in cooler spring 

conditions (e.g. Hope & Watterson, 2018; Hirsch & King, 2020). As such, changes in the east-pole SST could 

translate to different reconstructed spring maximum temperature and rainfall responses in Australia, even 

with improved atmospheric circulation forecasts. The rapid decay of the cold anomaly in the enhanced 

positive IOD may translate to weakening warming and drying in Australia through each run, resulting in a 

weak spring forecast overall. However, we would still expect warmer and drier conditions of similar 

magnitude and geographic coverage in both the enhanced and 1x positive IOD experiment, which is not the 

case (Fig. 4- 19a-d). Warm east-pole anomalies in the negative IOD may lead to wetter and drier conditions 

in the reconstructed spring forecasts. The east-pole anomalies in the September and October initialisations 

of the enhanced negative IOD are stronger than those in the 1x negative IOD (Fig. 4- 21e,f), and may have 

contributed to the cold anomaly in Australia’s southwest in the reconstructed spring forecast (Fig. 4- 19g), 

however, there are no corresponding wet anomalies (Fig. 4- 19h). As such, the poor maximum temperature 

and precipitation in the IOD experiments relative to the POAMA hindcast composite remains unexplained. 

 

4.4.4 IOD experiment summary 

We have shown that we can produce a better SON atmospheric circulation forecast in POAMA with an 

enhanced signal from the tropical Indian Ocean in the lead-1 initial conditions. The improvement was 
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stronger in the positive IOD case, which is likely a result of the stronger SST signal during these events. This 

improved atmospheric circulation forecast, however, did not correspond to a more realistic maximum 

temperature or precipitation response in Australia. It is unclear what causes this lack of improvement, 

though it does appear that POAMA treats the west and east DMI poles differently. The east-pole anomalies 

decay more quickly, resulting in a weaker reconstructed spring IOD, even when initially enhanced. The 

inclusion of the 1997 El Niño in the positive IOD initial conditions complicated the analysis and comparison 

with the negative IOD experiment and made it more difficult to isolate the role of the tropical Indian Ocean. 

However, the results are consistent with the tropical Indian Ocean playing an important role in the 

southern hemisphere spring atmospheric circulation.  

 

We next try to refine these model results by comparing them to a second set of experiments with 

variability restricted to specific ocean domains. 

 

4.5 Confined ocean variability experiments 

In this final set of POAMA experiments, we use a seasonal forecast (August 1 initialisation for September-

October-November rather than forecasts for each month) to avoid any potential contamination by the 

land-surface conditions (as noted in 3.2) and to ensure the ocean signal dominates the results.  

 

4.5.1 Ocean variability experiment design 

We use the same POAMA seasonal forecast system as in Section 3.2 to produce four-month forecasts from 

August 1 00UTC for each year from 1981 to 2018. Monthly time-varying observed levels of carbon dioxide 

are specified (from NOAA Mauna Loa observatory), as compared to the standard hindcast where a fixed 

1985 value of 345 ppm was used. We create an ensemble of five members using perturbed atmosphere 

and land initial conditions (ICs) from 1981-2018. The ocean initial conditions in specified domains are 

similarly taken from 1981 to 2018, but ocean ICs are set to 1981 to 2010 climatology elsewhere. 

 

We run four different experiments where ocean initial conditions vary between experiments in the tropical 

Indian Ocean (TIO), tropical Pacific Ocean (TPO), combined or ‘whole’ tropical Indian and Pacific Oceans 

(TWO) and combined or ‘whole’ extratropical Indian and Pacific Oceans (EWO) (See figure 15 for domain 

boundaries). The hypothesis is that this will allow us to quantitatively assess the relative impact of the 

tropical Indian Ocean variability over the past few decades. We note, however, that the oceans are free to 

evolve according to internal model dynamics after initialisation and will have some influence on the 

experiment outcome, despite starting from a climatological average. 
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We assess the outcome of these experiments by repeating the linear regression analysis from 3.1. 

Anomalies are calculated over a 1981-2010 climatology period within each experiment. The seasonal-spring 

DMI and Niño3.4 indices are standardised and all fields are linearly detrended before regression analysis. 

Statistical significance is assessed with a Student’s t-test assuming 36 (38-2) independent samples. 

 

Values presented are the ensemble-mean of each experiment. 

 

 

 
Ocean Initial 

Conditions 

Atmosphere and 

land initial 

conditions 

CO2 Ozone 
Ensemble 

size 

Tropical Indian 

Ocean (TIO) 

Initial conditions from 

August 1 1981-2018 for 

20°N-20°S, 37°-105°E   

Climatology elsewhere 

 

38 different 

conditions drawn 

from 

August 1 1981 – 

2018 

 

Varying 

August-

average from 

1981 to 2018 

Monthly 

climatology 
5 

Tropical Pacific 

Ocean (TPO) 

Initial conditions from 

August 1 1981-2018 for 

20°N-20°S, 140°-275°E  

Climatology elsewhere 

Combined 

Tropical Indian 

to Pacific 

(TWO) 

Initial conditions from 

August 1 1981-2018 for 

20°N-20°S, 37°-285°E  

Climatology elsewhere 

 

Combined 

Extratropical  

Indo-Pacific 

Ocean (EWO) 

Initial conditions from 

August 1 1981-2018 for 

20°-50°S, 37°-285°E  

Climatology elsewhere 

 

Table 4-6 Confined ocean variability experiment initial conditions 

1. Monthly CO2 levels are from Mauna Loa observatory (https://gml.noaa.gov/ccgg/trends/) 

 

4.5.2 Ocean variability experiment results 

The seasonal forecast SST anomalies regressed onto the DMI, with and without ENSO’s influence, are 

presented in Fig. 4-22. Surprisingly, despite ocean conditions only varying in the tropical Indian Ocean 

https://gml.noaa.gov/ccgg/trends/
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domain in the TIO experiment, the positive IOD-like SST anomalies in the tropical Indian Ocean (Fig. 4-22a) 

are weaker than in the other experiments. This weak regression can be partly explained by the TIO domain 

excluding part of the DMI east-pole by 5° longitude (Fig. 4-15). As the eastern tropical Indian Ocean has the 

strongest variability (e.g. Lee et al., 2021), this oversight in experimental design may reduce both the IOD 

strength and atmospheric circulation responses in the TIO experiment. Further, as we have seen earlier in 

this chapter, the ocean anomalies in the Indian Ocean tend to decay faster in POAMA than in other basins, 

also weakening the seasonal spring regression. Strong El Niño SST anomalies in the TPO, TWO and EWO 

(Fig. 4-22b-d) all vanish with the removal of ENSO, leaving only weaker IOD-like SST conditions in the 

tropical Indian Ocean in all experiments (Fig. 4-22e-h). Curiously, despite tropical ocean initial conditions 

being held constant in the EWO experiment (Fig. 4-22d), the seasonal spring SST anomalies in the tropics 

are nearly identical to those in the TPO and TWO regressions. However, there are small cold SST anomalies 

in the high latitudes in the partial regression in the EWO (Fig. 4-22h) experiments that are absent in the 

other experiments, suggesting that these similarities may be driven by internal model ENSO-dynamics. 

 

Consistent with the regressions onto the SST, the regression in the TIO experiment (Fig. 4-23 a, b) are far 

weaker than in the other experiments (Fig. 4-23 c-h) or POAMA hindcast regression (Fig. 4-3 g-h). A very 

weak, and not statistically significant, barotropic wave train can be found in the TIO experiment from an 

upper-cyclone west of Australia, anticyclone south of Australia, and cyclone south of New Zealand. The 

wave train appears to continue to propagate over the southern Pacific Ocean. In contrast, the regressions 

in the other experiments have deep MSLP and 200Z anomalies but are dominated by an unrealistically 

strong and spatially-broadened PSA-like pattern, with little activity over the Indian Ocean. In particular, 

these experiments fail to capture the weak wave train found in the TIO experiments, and appear to be 

exaggerated examples of the POAMA hindcast regressions onto the IOD (Fig. 4-3 g-h). 
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Figure 4-22 Confined-variability experiment lead-1 seasonal-spring SST regressions onto 
DMI and partial DMI 
August 1-initialised seasonal-spring forecast DMI (a-d) and partial DMI (Niño3.4 linearly 
removed) regressed onto SST anomalies in the tropical Indian Ocean (TIO: a,b), tropical 
Pacific Ocean (TPO: c,d), combined tropical ocean (TWO: e,f) and combined extratropical 
ocean (EWO: g,h) POAMA experiments over the years 1981 to 2018. Anomalies are 
relative to a 1981-2010 climatology calculated per experiment. Filled contours show where 
the regression was statistically significant at the 90% confidence level, calculated with a 
Student’s t-test using 36 (38-2) independent samples. 
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Linearly removing ENSO from the IOD regressions (Fig. 4-24) reveals a more IOD-like teleconnection in all 

the experiments. The partial regressions in the TIO are further weakened, though still has an anomalous 

barotropic anticyclone south of Australia (Fig. 4- 24a,b). The TPO and TWO experiments (Fig. 4-24c-f) show 

an apparent Rossby wave from an upper-level cyclone in the eastern tropical Indian Ocean to an 

anticyclone south of Australia and cyclone south of New Zealand. The EWO (Fig. 4-24 g,h) has a similar 

wave train, but lacks the upper-level cyclone in the tropical Indian Ocean across Australia. The EWO, TWO, 

and TPO all have anomalously high MSLP in the southern Indian Ocean where we would expect low MSLP. 

Overall, the tropical Pacific Ocean continues to dominate the POAMA atmospheric circulation response, but 

it does seem that isolating the tropical Indian Ocean variability extracts the teleconnections from the 

tropical Indian Ocean in POAMA, but only weakly. 

 

Figure 4-24 As in Fig. 4-22 but for seasonal 
spring DMI regressed onto circulation 
anomalies. 
MSLP (left; hPa); 200hPa geopotential 
height (right; m).  

Figure 4-24 As in Fig. 4-23 but with seasonal 
Niño3.4 index first linearly removed. 
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Similar to the hindcast regression (Fig. 4-5 g,h), anomalously high spring maximum temperature and low 

precipitation associated with the IOD are confined to the southeast of Australia in each experiment (Fig. 4- 

25), contrasting with the more widespread anomalies in reanalysis (Fig. 4- 2a,b). Consistent with the weak 

atmospheric regressions, the TIO maximum temperature and precipitation anomalies (Fig. 4-25a,j) are 

weaker than those in the other experiments. Removing Niño3.4 from the regression only weakens the 

response from the TIO experiment (Fig. 4-25 e,m) but switches the sign of the (no longer statistically 

significant) maximum temperature and precipitation response in the east in the other experiments (Fig. 4- 

25 f-h; n-p). However, there are now weak and not statistically significant warm anomalies found in the 

central-south and southwest (e.g. Risbey et al., 2009a) in the TPO and TWO experiments that are absent in 

the hindcast partial regression (Fig. 4-6 g,h) and TIO experiment. We next explore how the ENSO and IOD 

SSTs across the experiments help explain the atmospheric and Australian land teleconnections. 

Figure 4-25 As in Fig. 4-22 but for maximum temperature (°C) and precipitation (mm/day) 
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The seasonal spring DMI time series for the ocean variability experiments are shown in Fig. 4-26. The TIO, 

and to a lesser extent the TWO, match the observed IOD variability, as peaks and troughs in the DMI 

generally match the observed peaks and troughs. However, all experiments significantly underestimate the 

observed DMI magnitude. All but the TIO experiment reproduced the variability and magnitude of the 

observed spring Niño3.4 index. A weak DMI time series in the TIO experiments is consistent with the weak 

regressions onto the atmospheric circulation and Australian maximum temperature. However, as the 

corresponding Niño3.4 has such weak variability, by design, even the unrealistically weak IOD is stronger 

than ENSO in these experiments, helping explain the IOD-like teleconnections (Fig. 4-23b). Conversely 

Niño3.4 variability and strength far exceed that of the IOD in the other experiments. We next explore the 

differences in the daily west- and east-pole, and Niño3.4 region SST evolution across the experiments to 

better understand how IOD and ENSO signals can persist in the full and partial regressions, even as the 

Indian or Pacific Ocean variability is constrained. 

 

Figure 4-26 Lead-1 seasonal spring DMI and Niño3.4time series for the different 
constrained variability experiments 

DMI and Niño3.4 are for August-1 spring-season forecasts from the tropical Indian Ocean 
(TIO; red short-dashed lines), tropical Pacific Ocean (TPO; green long-dashed lines), 
combined tropical ocean (TWO; blue short-long dashed lines) and combined extratropical 
ocean (EWO; purple double-dash lines) POAMA experiments over the years 1981 to 2018. 
Anomalies are relative to an in-experiment 1981-2010 climatology. 
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The evolution of the SST anomalies in the west- and east- poles of the IOD, and the Niño3.4 region through 

each experiment initialisation is displayed in fig. 4-27. As in section 4.3.1, positive IOD and El Niño events 

are coloured red, negative IOD and La Niña are coloured blue, and neutral springs are coloured grey. Here, 

however, positive and negative IOD events are defined as the top and bottom 10% experiment seasonal 

spring DMI time series respectively. As all but the TIO experiment simulated the observed Niño3.4 

timeseries, ENSO events are described using the threshold of +/- 0.8°C, as in section 4.3.1. El Niño and La 

Niña events in the TIO experiment are defined as the top and bottom 10% of Niño3.4 years, respectively. 

 

All experiment daily SST anomalies (Fig. 4-27) are weaker in magnitude than the corresponding S2S 

anomalies (Figs. 4-8 to 4-10), with the exception of the TPO, TWO, and EPO Niño3.4 anomalies. There is 

Figure 4-27 Daily values of west- and east- DMI poles and Niño3.4 indices from the 
confined variability experiments 
Values are for each day of each August-initialisation of the tropical Indian Ocean (TIO; a-c), 
tropical Pacific Ocean (TPO; d-f), combined tropical ocean (TWO; g-h) and combined 
extratropical ocean (EWO; j-l) experiments from 1981 to 2018. Red and blue lines are 
model-experiment positive IOD/El Niño and negative IOD/La Niña springs. Here, IOD 
events were defined as the top and bottom 10% model-experiment seasonal forecast DMI 
index values per experiment. ENSO events were defined in the same way for the TIO 
experiment, and as when the seasonal forecast Niño3.4 index was greater (below) + (-) 
0.8°C in the other experiments. All neutral years are in grey. Anomalies are relative to a 
model-experiment 1981-2010 climatology period. The horizontal line at 0°C shows where 
the DMI and Niño3.4 indices anomalies go to zero. 
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little distinction between IOD events in the west-pole values (Fig. 4-27 a,d,g,j). However, the TPO and EWO, 

and to a lesser extent the TWO, west-pole anomalies begin to gain magnitude from around day-70 in both 

positive and negative IOD events, suggesting feedback from the other ocean basins, and likely the Pacific 

Ocean in particular. The TIO and TWO east-pole values (Fig. 4-27b,h) show greater spread between 

‘negative’ and ‘positive’ IOD years than in the west-pole (Fig. 4-27, a,g), suggesting again that the east-pole 

is important for determining IOD strength. However, there is overlap between daily east-pole values for 

IOD-events and neutral spring years in these experiments and the east-pole values decay toward zero from 

around day 80. The daily Niño3.4 indices show strong and clear distinction between ENSO events in all but 

the TIO experiment (Fig. 4-27 f,i,l), consistent with the strong atmospheric anomalies in the IOD 

regressions. Interestingly, there is weak growth of Niño3.4 SSTs through spring in the TIO experiment (Fig. 

4- 27c), possibly suggesting some feedback of the tropical Indian Ocean onto the Pacific Ocean, as found in 

the enhanced IOD experiments (Fig. 4-16). Overall, the tropical Pacific Ocean remains dominant in POAMA, 

particularly once the east-pole anomalies decay in the TIO and TWO experiments. As such, the 

teleconnections have relatively stronger influence from the tropical Pacific Ocean, resulting in a stronger 

relationship to ENSO in the model experiments. 

 
IOD events decay abruptly around monsoon onset, usually around December (e.g. Meyers et al., 2007), so, 

while we expect east- and west-pole SST anomalies to decay quickly, it seems that POAMA may be ending 

IOD events prematurely. For comparison, the west- and east- pole SST and Niño3.4 SSTs from the latest 

generation of the Australian seasonal forecast system, ACCESS-S2 (table 4-1; Hudson et. al., 2017) are in 

figure 28. These IOD pole values do not decay prematurely. However, ACCESS-S2 does appear to rapidly 

grow the Niño3.4 index, introducing a similar issue as seen in the UKMO and KMA models in section 4.3.1. 

As ACCESS-S2 uses ocean data from the same GloSea model-family as the UKMO and KMA, this change in 

how ENSO may dominate the IOD is not unexpected, but will need to be considered in future work using 

ACCESS-S.  

Figure 4-28 As with Fig. 4-27 but for the ACCESS-S2 hindcast (from 1981 to 2018) 
The daily ACCESS-S2 values are composed of a three-member ensemble, and SST 
anomalies were calculated against a daily climatology. Red and blue lines show all 
positive IOD/El Niño and negative IOD/La Niña as defined by the Australian Bureau of 
Meteorology (see: http://www.bom.gov.au/climate )  
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4.5.3 Ocean variability experiment summary 

In this section, we attempted to understand the relative influence of the tropical Indian Ocean on 

Australia’s maximum temperatures by re-running the POAMA hindcast with ocean variability confined to 

certain domains in initial conditions. These experiments suggest that the tropical Indian Ocean only drives a 

very small part of the atmospheric teleconnections that lead to anomalous high maximum temperatures in 

Australia in spring. However, the relative strength and maintenance of the Niño3.4 SSTs in POAMA 

compared to the decay in the west- and east- IOD poles (as well as some experiment design issues), make it 

difficult to dismiss the Indian Ocean. Further, while the TIO experiments did only produce weak 

atmospheric circulation associated with the IOD, the teleconnection pattern from the tropical Indian Ocean 

was significantly closer to the reanalysis than in the other experiments. Also, including the tropical Indian 

Ocean in the combined tropical experiment did produce more distinct high and low patterns in the partial 

regression, suggesting a step closer toward the reanalysis pattern. At least some of this improvement may 

be due to the the east-pole region being included in its entirety, in contrast to the incomplete region in the 

TIO experiment. While the SSTs north of Australia and through the Maritime Continent in the TWO 

experiment likely also contributed to the improved responses (Watterson, 2010; Hendon et al., 2010; 

Timbal & Hendon, 2011; van Rensch et al., 2019), the results are consistent with the tropical Indian Ocean 

contributing to the forecast atmospheric and Australian anomalies. 

 

The strength of the Indian Ocean variability compared to that of the Pacific Ocean may be another factor 

impacting the efficacy of the TIO experiment. The observed SST standard deviation across the tropical 

Indian Ocean basin is dwarfed by the ENSO signal in the Pacific but is stronger than in the POAMA hindcast 

(not shown). As such, it would not be difficult for tropical anomalies in the Pacific to dominate over those in 

the Indian Ocean in POAMA. Selecting a region for the TIO experiment that reduced the east-pole anomaly 

likely further weakened the Indian Ocean signal in the experiment. Combined with the biases found here in 

how POAMA simulates the west and east DMI poles compared to how it maintains the ENSO anomaly, it is 

not surprising that these experiments did not result in a strong Indian Ocean signal. 

 

4.6 Discussion and chapter conclusion 

We have shown through analysis of hindcasts and two experiments using seasonal prediction systems that 

the tropical Indian Ocean plays a relatively small, though arguably important, role in Australian maximum 

spring temperature development. The tropical Pacific Ocean, represented by ENSO, particularly dominates 

the tropical Indian Ocean signal, represented by the IOD, in each of the three approaches used in this 

chapter. As ENSO is the strongest driver of interannual variability in Australia (e.g. Meyers et al., 2007; 

Risbey et al., 2009a) and the strongest source of predictability (Merryfield et al., 2020; Meehl et al., 2021) 

the ENSO dominance may not be surprising. Recent coupled and uncoupled model simulations using 
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CESMv1.1 by Liguori et al. (in review) with suppressed variability in either the tropical Pacific or Indian 

Ocean regions suggest that the tropical Pacific Ocean’s influence on Australia’s rainfall far exceeds that of 

the tropical Indian’s. However, while the tropical Indian Ocean’s role in Australia's spring climate may not 

be as strong as initially expected, it also cannot be dismissed. First, ENSO SSTs tend to be too strong relative 

to the IOD in the seasonal prediction models, suggesting that they overestimate ENSO’s influence on the 

climate. Second, enhancing or isolating the tropical Indian Ocean signal in the different POAMA 

experiments resulted in more realistic atmospheric teleconnections, if not Australian spring forecasts. 

Finally, the experiments with enhanced and isolated tropical Indian Ocean initial conditions appear to 

feedback on and enhance the ENSO signal in the Pacific Ocean. Indian Ocean feedbacks may improve 

predictability of both ENSO and IOD events (Klein et al., 1999; Ashok et al., 2001; Yu et al., 2002; Kug, 2005; 

Shinoda et al., 2004; Luo et al., 2010; Lim & Hendon, 2017; Stuecker et al., 2017; Guo et al., 2018; Wang, H. 

 et al., 2019). Overall ENSO may be the primary driving force behind the broad strokes of the spring 

atmospheric circulation and Australia’s maximum temperature variability, but the tropical Indian Ocean is 

key to the details. Results are summarised in table 4-7 and figure 4-29.  

 

The use of one-month lead seasonal prediction systems in this chapter was chosen to highlight the role of 

the ocean but may have underestimated the contribution of the tropical Indian Ocean in the spring 

atmospheric circulation and Australia’s maximum temperatures. In general, coupled models tend to 

overestimate the strength and variability of the IOD (e.g. Cai & Cowan, 2013; McKenna et al., 2020), 

contrasting with our results. However, as we are using seasonal forecasts for our analysis, the memory of 

the observation-based initial conditions in the tropical Indian Ocean appears to decay very quickly, 

compared to those in the tropical Pacific, such that the IOD strength and variability are reduced in the lead-

1 forecast output. Hence, we do not find as strong a relationship in these models as may be found in 

observations or other model experiments. Uncoupled or partially coupled models with SSTs restored to 

observed or climatological conditions at each time step may provide the benefits of realistic tropical Indian 

Ocean conditions without the unrealistic decay or growth in initial conditions. Such model studies have 

previously been used to understand the relationships between the Indian, Pacific and Southern Ocean to 

Antarctic sea-ice (e.g. Purich et al., 2019, 2021; Purich & England, 2019) or the tropical Indian Ocean on 

Australian summer rainfall (Taschetto et al., 2011). Further, running prescribed SST atmosphere-only 

models can result in a cleaner estimate of the Indian Ocean’s influence on the climate without ocean-

atmosphere feedbacks. While earlier studies have successfully run experiments with POAMA at lead times 

ranging from zero-to several months it is unclear whether similarly decaying Indian Ocean conditions were 

a factor in their results (e.g Lim & Hendon,2017; Lim et al., 2019b). While our findings do agree with those 

of Liguori et al., (in review) it is important to recall that the CESM model poorly represents the ENSO-IOD 

relationship (Wieners, et al., 2019), which needs to be considered, just as the under-represented IOD 

variability needs to be considered in interpreting our results. 
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Table 4-7 Correlation between indices in Fig. 4-29 

 
 

r-values Observed S2S Indian Ocean Variability 
HMCR UK KMA PHC TIO TPO TWO EWO 

Partial DMI vs E-
W pole OLR 

0.61 N/A N/A N/A 0.58 0.70 0.33 0.31 0.25 

Partial DMI vs 
Z200 S of Aus. 

0.20 0.30 0.02 0.06 0.17 0.01 0.18 0.12 0.20 

Partial Niño3.4 
vs Z200 S of Aus. 

-0.02 -0.28 0.17 0.17 -0.18 0.14 0.33 0.43 0.32 

E-W pole OLR vs 
Z200 S of Aus. 

0.35 N/A N/A N/A -0.07 0.03 0.61 0.61 0.57 

Z200 S of Aus. vs 
Aus. Max. T 

0.29 0.06 0.43 0.24 0.21 0.14 -0.30 0.34 0.27 

Partial DMI vs 
Aus. Max. T 

0.27 -0.18 -0.10 0.17 0.08 0.14 0.01 0.04 -0.02 

Partial Niño3.4 
vs Aus. Max. T. 

0.17 0.03 0.35 0.37 0.47 0.05 0.44 0.44 0.53 

Figure 4-29 Chapter summary of relationships in observations and models 
Scatter plot of SON variables from observations (1st column), S2S models (2nd column), IOD-
experiment ensemble members (3rd column), and Indian Ocean variability experiment ensemble 
members (4th column).  
1st row: Partial (Niño3.4 index linearly removed) DMI vs OLR east-west pole gradient. OLR 
gradient was calculated by subtracting OLR averaged over the DMI east pole (0°S to 10°S; 90°E 
to 110°E) from that averaged over the DMI west pole (10°N to 10°S; 50°E to 70°E). 
2nd row: Partial (Niño3.4 index linearly removed) DMI vs 200hPa geopotential height averaged 
over a region south of Australia (30°S to 60°S; 120°E to 150°E) to match the Rossby wave node. 
3rd row: Partial (DMI linearly removed) Niño3.4 vs 200hPa geopotential height averaged over a 
region south of Australia 
4th row: East-west pole gradient OLR vs 200hPa geopotential height averaged over a region 
south of Australia 
5th row: 200hPa geopotential height south of Australia vs Australian-averaged maximum 
temperature 
6th row: Partial (Niño3.4 index linearly removed) DMI vs Australian-averaged maximum 
temperature. 
7th row: Partial (DMI linearly removed) Niño3.4 vs Australian-averaged maximum temperature. 
Note: OLR data was not available for the S2S models due to database outage between February 
2022-June 2022 
 
Observed values are in black, experiment values are identified in legend in bottom right of the 
figure. 
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The relationships found in this chapter between the tropical Indian Ocean, the atmosphere, and Australia’s 

spring maximum temperature in the observations and models are summarised in Fig. 4-29. Starting with 

the observed relationships (left column), there is a clear and strong baroclinic (i.e. warm SST generates 

increased convection and a negative OLR anomaly) relationship between OLR and the partial IOD suggests 

that the tropical Indian Ocean, even in the absence of ENSO-forcing, is driving anomalous atmospheric 

convection over this region. The strong relationship between this OLR anomaly and the 200hPa 

geopotential height averaged south of Australia suggests that the tropical Indian Ocean is at least a key 

factor in generating this wave train. Further, as this height anomaly correlates well with Australian 

maximum temperature, these figures are consistent with the tropical Indian Ocean being a key factor in 

Australian spring maximum temperatures. The models and model experiments broadly simulate the 

relationships between the tropical Indian Ocean, the height anomaly south of Australia, and spring 

maximum temperatures in Australia. However, with ENSO removed the teleconnection correlations 

weaken considerably, suggesting that, in the models, ENSO is the main driver and the tropical Indian Ocean 

forcing is too weak, relative to observations. 

 

The overly weak IOD at one-month lead time was the largest constraint in this study, but how that 

weakness manifested in the DMI poles and their relationships to ENSO suggest starting points for future 

work. The ocean-atmosphere coupling in the Indian Ocean involves complicated feedbacks between the 

South-Asian monsoon easterly winds and ocean upwelling near Java-Sumatra (e.g. Meyers et al., 2007) that 

can contribute to model biases (e.g. Cai & Cowan, 2013; Weller & Cai, 2013b; Li, G. et al., 2015). Here, the 

relationships between ENSO and the east- and west- poles were generally not well simulated in the 

seasonal prediction models, suggesting they have similar issues. Exploring how these models simulate the 

Indian and Pacific Ocean thermocline, particularly through the experiments, as well as changes to the 

Walker Circulation and atmospheric bridging from Pacific to Indian (e.g. Klein et al., 1999) could both 

improve our understanding of why the IOD strength decays relative to that of ENSO. Comparing these 

forecast model results with similar experiments in uncoupled models with prescribed SSTs would also be 

beneficial. Overall, the use of a seasonal prediction system in our experiments suggests that they can 

struggle to simulate the strength of the IOD teleconnection to Australia due to fast decay of the IOD and 

consequent dominance of ENSO. However, the apparent improvement in the atmospheric circulation in 

response to enhanced IOD suggests a potential avenue for improvements in future generations of seasonal 

prediction systems, such as the new ACCESS-S model. 
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5 Thesis Conclusions and Discussion 
This thesis aimed to understand the drivers of atmospheric circulation associated with anomalously high 

maximum temperatures in Australia in spring. This aim was addressed through the use of reanalyses and 

seasonal hindcasts of the recent decades. Drivers that promoted different atmospheric circulation 

configurations, and the consequent Australian maximum temperature in these datasets were compared 

across three spring heat events, linear regression analysis over spring-month and -season time scales, and 

two sets of dynamical model experiments. 

 

As the overall thesis was structured around three research questions, this chapter begins by describing how 

these questions were addressed, before summarising the overall thesis findings. The chapter concludes 

with a discussion of the broader implications of the thesis’ results, the caveats to these findings, and the 

potential extensions of this research. 

 

5.1 Addressing the research questions 

The first research question (RQ 1) asked: What drove the atmospheric circulation that contributed to three 

of Australia’s most extreme spring heat events in observations and POAMA?  

RQ1 was addressed in chapter 2 by comparing the atmospheric circulation of three different spring 

anomalous heat events (September 2013, October-November 2014, and October 2015) in reanalysis to that 

in the best and worst performing POAMA ensemble members. On top of the previously identified 

contribution of the background warming trend to the heat (e.g. Arblaster et al., 2014; Hope et al., 2015, 

2016; Gallant and Lewis 2016), we identified several important drivers of the heat across these events: 

barotropic cyclones southwest or southeast of Australia; Tasman Sea anticyclonic blocking; a quasi-

stationary Rossby wave that propagated from the tropical Indian Ocean to promote anticyclonic upper-

height anomaly over southern Australia. Further, there were indications that the atmospheric circulation 

associated with heat has more forcing from the extratropics in early spring and more forcing from the 

tropics in later spring, possibly in association with the seasonal subtropical jet decay.  

 

The second research question (RQ2) asked: How do the remote drivers of variability and dynamical 

mechanisms that promote anomalous Australian maximum temperature vary across the months of spring? 

RQ2 was addressed in chapter 3 through the use of linear regression analysis of monthly reanalysis data, 

and led to more generalised findings around how the atmospheric dynamics and mechanisms associated 

with Australian surface heat change through spring than were possible in the previous chapter. Barotropic 

cyclones southwest or southeast of Australia, and an upper-level anticyclone over southern Australia were 

confirmed as key atmospheric circulation features associated with spring high maximum temperature. The 

relative importance and configuration of these features changes through spring, and appear more related 

with the extratropics in early spring and the tropics in later spring. However, rather than this change in 
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apparent forcing being related to the subtropical jet decay as was initially hypothesised, it appears the true 

reason is more subtle. The dynamical mechanisms that promote heat in Australia, such as subsidence and 

advection, also change from September to November, and it is these mechanisms that project more onto 

extratropical or tropical forcing. So, the subtropical jet decay may be more coincidental with the apparent 

transition to greater tropical forcing, rather than causal. Instead, the subtropical jet may have a greater role 

in Australia’s climate as a waveguide, helping guide Rossby waves initiated remotely toward Australia. 

 

The third, and final, research question (RQ3) asked: What is the influence of the tropical Indian Ocean on 

Australian maximum spring temperature development? 

RQ3 was addressed in chapter 4 through the analysis of several sub-seasonal model hindcasts and two sets 

of experiments using POAMA that were designed to isolate the tropical Indian Ocean. The tropical Indian 

Ocean appears to play some role in Australian spring maximum temperature variability, though the findings 

in this chapter suggests that this role is minor, particularly relative to the tropical Pacific Ocean. However, 

the IOD signal quickly weakens in the seasonal prediction models, relative to the ENSO signal, such that 

ENSO may have an overly strong influence on the forecasts. As such, the role of the tropical Indian Ocean in 

Australia’s spring maximum temperatures may be larger in reality than identified here. In particular, 

enhancing the IOD signal in POAMA did produce a more realistic atmospheric circulation teleconnection, 

suggesting that it may be possible to compensate for the unrealistic decay of the Indian Ocean initial 

conditions in this model. As such, compensating for ocean initial condition decay may lead to improved 

sub- seasonal and seasonal forecasts, as well as a more realistic estimation of the relative influence of the 

tropical Indian Ocean on the climate.   

 

5.2 Thesis synthesis 

The research in this thesis has advanced the understanding of the drivers that promote anomalous high 

spring maximum temperatures in Australia. Previously, studies tended to focus on remote drivers and 

dynamics of Australian spring rainfall variability (e.g. Risbey et al., 2009a; Cai et al., 2011a; Hendon et al., 

2014; McIntosh & Hendon, 2017), with maximum temperature studies generally limited to statistical 

relationships (e.g. Saji et al., 2005; Hendon et al., 2007; Min et al., 2013). Consistent with these earlier 

studies, this thesis has confirmed that the main drivers of climate variability in Australia; ENSO, the IOD, 

and SAM (e.g. Risbey et al., 2009a), are linked with Australian maximum temperature, but explain a 

relatively low percentage of variability through spring (e.g. Saji et al., 2005). Instead, dynamical 

mechanisms, such as low-level advection or subsidence, can more completely explain anomalous high 

maximum temperatures. Further, how these mechanisms promote heat changes through spring, and the 

corresponding configuration of the atmospheric changes too.  
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The formation of the atmospheric circulation associated with anomalous high maximum temperatures over 

Australia was understood through the use of Rossby wave theory. Comparing wave trains associated with 

Australian maximum temperature to those propagating from the extratropics and tropics improved our 

overall understanding of the regions that promote the atmospheric circulation associated with anomalous 

high temperatures through spring. In particular, quasi-stationary Rossby waves driven by convection over 

the tropical Indian Ocean appear important for driving the atmospheric circulation associated with high 

maximum temperatures. While it remains unclear to what extent the tropical diabatic heating associated 

with these waves is driven by internal Indian Ocean processes or remotely by the tropical Pacific and other 

ocean basins, it is clear that the tropical Indian Ocean is important for Australia’s spring maximum 

temperatures.  

 

This thesis made novel use of seasonal prediction systems, primarily POAMA, to add depth to the research 

beyond what is possible from reanalysis alone. Seasonal prediction systems have several advantages over 

general climate models, including using observation-based initial conditions such that their hindcasts and 

forecasts are estimates of real-world climate events. As such, the POAMA hindcast ensemble-members and 

POAMA experiments were used to test Australia’s spring climate in ‘alternate realities’. Using POAMA in 

this way contributed to this thesis’ findings around the components of the atmospheric circulation that are 

important for Australian maximum temperature generation, and the importance of the tropical Indian 

Ocean in driving that circulation. This method also led to unexpected findings around biases in the POAMA 

system. The atmospheric circulation over the Indian Ocean is not well represented in POAMA and the 

‘memory’ of the Indian Ocean initial conditions is lost more quickly than those of the Pacific Ocean, 

contributing to the overly strong relationship with ENSO noted by earlier research (White et al., 2014). 

Improving these aspects in future generations of seasonal prediction systems may lead to improvements in 

sub- to seasonal forecasts. While these findings are useful for improving future forecast systems, they did 

limit POAMA’s overall effectiveness in understanding the atmospheric circulation of Australian maximum 

temperature. Limitations around the use of seasonal prediction systems are discussed in section 5.3.3. 

 

5.3 Implications, caveats and future work 

We conclude this thesis with a discussion centred around four themes relevant through this thesis: heat 

mechanisms and remote drivers of variability, linear Rossby wave theory, dynamical modelling, and the 

ongoing impacts of anthropogenic climate change. These themes highlight areas where our work was either 

limited by scope or experimental design or where our work could lead to in future research. 

 



124 
 

5.3.1 Other heat drivers and mechanisms not considered 

We considered only a subset of the tropical remote drivers of variability that influence Australia’s spring 

climate. We focussed on the tropical Indian and Pacific Oceans, as the IOD and ENSO are Australia’s 

strongest climate drivers (e.g. Meyers et al., 2007; Risbey et al., 2009a). But the Niño3.4, DMI, and tropical 

TPI indices may miss nuances in how these ocean basins interact with Australia’s climate. ENSO and IOD 

skewness (e.g. Cai et al., 2012), ENSO flavour (e.g. central or east Pacific El Niño (e.g. Santoso et al., 2019), 

east- versus west- IOD poles (Ummenhofer et al., 2009b) may all produce different climate impacts. We 

neglected the potential influence of the tropical Atlantic Ocean, despite it generating Rossby waves that 

propagate along the eddy-driven jet to pass just south of Australia before reaching Antarctica (Li, X., et al., 

2014; 2015a,b; Simpkins et al., 2014), and knowing the Atlantic interacts with other ocean basins (Li, X. et 

al., 2016). Indeed, inter-ocean basin interactions could be considered more closely in future work (Li, X. et 

al., 2016; Cai et al., 2019), particularly as the results from chapter 4 were consistent with the tropical Indian 

Ocean feeding back onto the tropical Pacific. SSTs nearer to Australia may be as important for spring 

climate as remote tropical SSTs (van Rensch et al., 2019). Future work could explore whether local SST-

moisture sources (e.g. Holgate et al., 2020a) could counter otherwise heat-promoting circulation by 

increasing antecedent moisture and changing to the surface heat balance (e.g. Loughran et al., 2019). 

Finally, the MJO-forced Rossby wave teleconnections to Australia (Wang and Hendon, 2020) and MJO-

interference with large-scale drivers’ influence on Australia’s spring rainfall (Lim et al., 2021b) highlight just 

how important the MJO could be to Australia’s spring climate. In particular, understanding the dynamics of 

if or how different MJO phases interact with different IOD and ENSO phases could improve sub-seasonal 

predictability (e.g. Merryweather, et al., 2020; Meehl et al., 2021). Arguably, the tropical indices used in this 

thesis captured some of the variability mentioned here (e.g. the DMI poles overlap with certain MJO 

phases; the tropical TPI includes SSTs north of Australia), but, future work could benefit from detailed 

assessment of the different tropical influences on Australia’s spring maximum temperatures. 

 

The different modes of variability act over different time scales, and these time scales could influence the 

results from this thesis. SAM decorrelation occurs within two weeks (Hendon et al., 2007; Marshall et al., 

2012) and while ENSO (e.g., Zhou and Yu 2004; L'Heureux and Thompson, 2006) and anomalous 

stratospheric warming or cooling (e.g., Seviour et al. 2014; Byrne and Shepherd 2018; Lim et al., 2019b) 

push SAM to maintain a certain phase, this predominantly occurs from late spring, when we argued that 

the extratropics are relatively less important. Sudden stratospheric warming (SSW) events, via the 

associated negative SAM-like conditions, have been linked with extreme heat from October into early 

summer (e.g. Lim et al., 2019b; 2021a), are also worth further investigation in their own right. As well as 

zonally aligned SAM, the meridional variations in the high-latitudes described by zonal wave three (ZW3) 

may be modulated by the tropics (e.g. Goyal et al., 2021), and have potential implications for Australia’s 

spring climate. On longer time scales, inter-decadal processes, such as the Inter-decadal Pacific Oscillation 
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(IPO) modulate the strengths, spatial patterns, and climatic impacts of ENSO, IOD, and SAM (Zhao et al., 

2016; Lim et al., 2017). In particular, the cold phase of the IPO may strengthen the ENSO and IOD influence 

on Australia’s rainfall (Power et al., 1999; Lim et al., 2017) and promote positive SAM (Yang et al., 2020). 

Our analysis period included two phases of the IPO, potentially influencing the shape of the regression 

patterns in chapter 3 (e.g. Lim et al., 2017). The interactions with the different drivers on different time 

scales may help explain some of the disconnection between circulation patterns associated with heat and 

what we found in association with the drivers. 

 

We identified several key atmospheric circulation features associated with heat, and, while the remote 

drivers help nudge the atmosphere toward this configuration neither the drivers nor the key features 

explain the full circulation required to support high temperature development. The subtropical ridge (STR) 

has also been linked with high spring maximum temperatures (Pepler et al., 2018), and we can expect the 

STR to project onto the circulation features discussed in this thesis. Further, the ridge location marches 

poleward through spring (Drosdowsky, 2005; Cai et al., 2011b; Timbal & Drosdowsky, 2013; Maher & 

Sherwood, 2014). As such, future work could explore how the STR location relates to the apparent 

transition from extratropical to tropical forcing of heat generating mechanisms in Australia through spring.  

 

The subtropical ridge and subtropical jet (STJ) are dynamically linked by the Hadley Cell (e.g. Maher & 

Sherwood, 2014), and the STJ may also be an area for further research. Preliminary investigation (not 

shown) using an Indo-Pacific-region subtropical jet index (Gillett et al., 2021) suggests that a weaker STJ 

correlates with higher maximum temperatures through spring, particularly in November. A simple scale-

analysis of the zonal geographic wind, 𝑢𝑢𝑔𝑔 (equation 1), suggests that these results are consistent with this 

thesis’ findings associated with anomalously high geopotential height, 𝜕𝜕𝜕𝜕, over southern Australia. As the 

Coriolis parameter, 𝑓𝑓,and meridional gradient 𝜕𝜕𝜕𝜕 are negative in the Southern Hemisphere we get an 

easterly wind (i.e. negative wind speed anomaly or weaker jet).    

𝑢𝑢𝑔𝑔 =  
−𝑔𝑔
𝑓𝑓
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

 (𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 5.1) 

This scale-analysis is expected if we picture the anomalous wind flow around the anticyclone: easterly on its 

equatorward flank and westerly on its poleward flank. These results are consistent with Risbey et al. 

(2009b), who linked wetter synoptic conditions across southeast Australia in winter, and by extension, 

cooler conditions in spring, with a stronger local STJ. Conversely, other studies have found an increase in 

winter rainfall with a weaker jet (Lim & Hendon, 2015; Maher & Sherwood, 2014). This contrast in results 

may be explained by differences in STJ definition, particularly as considering zonal wind-intensity only (as in 

the latter two studies) neglects how the flow may distort meridionally around synoptic or seasonal height 

anomalies. The careful interpretation of these contrasting results present a cautionary note in the use of 

indices to represent large-scale circulation features and regional responses, something that is relevant to 
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the findings through this thesis. Overall, further investigation into how the subtropical jet influences 

maximum temperatures over Australia, as well as how it interacts with other features like the subtropical 

ridge or southern anticyclone, is an important area for future research. 

 

Creating indices to represent the Australian maximum temperature variability and dynamical heat 

mechanisms was useful for our analysis but we lose information when variables are averaged spatially and 

temporally. As we descend in scale from the large-scale remote drivers to heat generating mechanisms, 

local geographic scale becomes more important. For example, high maximum temperature is more closely 

related to northerly advection and the Tasman Sea high pressure system if averaged over the southeast 

Australia than Australia-wide, consistent with previous studies (e.g. Marshall et al., 2014). Further, the SON 

climate of far north Australia is subject to different patterns of atmospheric circulation and heat generation 

mechanisms that were not investigated through this thesis. As the majority of the maximum temperature 

variability in SON occurs in the central to southeast of Australia (Fig. 1-2b) the results through this thesis 

are more representative of extratropical variability. A more detailed analysis could explore the tropical 

mechanisms of heat, as well as southeast and southwest regional aspects of extratropical Australian heat 

generation through spring. 

 

Temporal averaging to a monthly or seasonal time-scale also loses information about how maximum 

temperatures develop through spring. We can only make assumptions about how the key atmospheric 

circulation features associated with heat relate to changes in synoptic systems, such as cold fronts, cut-off 

lows, and blocking highs. For example, are the barotropic cyclones southwest and southeast of Australia 

associated with high maximum temperature because they reflect a greater tendency for fronts and lows to 

propagate away from the continent or for some other reason? Would we see the expected stronger 

relationship between anomalous anticyclones over Australia and sinking motion (e.g. Hope et al., 2015; 

Pfahl et al., 2015; Gallant & Lewis, 2016; Suarez-Gutierrez et al., 2020) if we looked at synoptic time scales 

rather than monthly averages? Further studies based on composites of synoptic weather during spring (e.g. 

Hauser et al., 2020) could address these questions. 

 

This thesis considered only three heat mechanisms with limited interactions, and was confined to spring 

periods only. Increased insolation, low antecedent soil moisture and land-surface feedbacks, changes to 

synoptic weather systems (Cai et al., 2011a; Arblaster et al., 2014; Lim et al., 2019b; Hirsch and King, 2020; 

Hauser et al., 2020) are just some additional heat mechanisms that, in conjunction with different levels of 

wind or adiabatic motion can result in anomalous heat. Preliminary investigation shows a strong 

relationship with high spring maximum temperature and low rainfall in the preceding months or seasons 

(e.g. Hirsch & King, 2020) that could be further explored. In particular, we have found indications that the 

relationship with antecedent rainfall to maximum temperature varies not just through spring, but through 
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the year too. Further research could benefit in repeating and extending the analysis from this thesis to 

explore how the heat mechanisms interact with each other, the broad scale circulation and the remote 

drivers of variability not just in spring, but in all months and seasons of the year.  

 

5.3.2 Limits to Rossby wave theory 

Linear Rossby wave theory (e.g. Hoskins and Karoly, 1981) is useful for understanding the steady-state 

response to tropical forcing relevant to Australia, but comes with several restrictions. We assume that 

patterns of monthly height anomalies are stationary or quasi-stationary Rossby waves (i.e. that the 

frequency is zero). For this to be accurate, the phase speed needs to be about equal magnitude to the 

speed of the background flow. Scale analysis of Rossby wave phase speed shows that 30-day oscillations 

(i.e. the monthly-averages used in this thesis) in the mid-latitudes have non-stationary characteristics (Yang 

and Hoskins ,1996). However, Yang and Hoskins (1996) noted that even non-stationary Rossby waves have 

some of the stationary wave characteristics, including being directed along subtropical and eddy-driven jet 

wave guides (Yang and Hoskins 1996; Rudeva & Simmonds, 2021). A similar assumption, noted in 5.3.1, is 

that the quasi-stationary Rossby waves made by the height patterns are somewhat representative of the 

synoptic weather (transient waves) through that month. Further analysis based on daily data, such as 

composites through spring months (e.g. Hauser et al., 2020 or model experiments (e.g. Branstator, 2014) 

could not only help connect the synoptic time scales to monthly, but avoid some of the issues surrounding 

linear Rossby wave theory (Branstator, 2014). 

 

Application of linear Rossby wave theory leads to several very useful Rossby wave analysis tools, however, 

these tools are also limited by the assumptions underpinning theory. We used wave activity flux (WAF) 

extensively through this thesis, but WAF is strongly influenced by the background flow. We calculated WAF 

against the 1981-2010 climatological wind (e.g. McIntosh and Hendon, 2018; Wang et al., 2019), but our 

results could differ if calculated against different climatological periods. Rossby wave tracing (Hoskins and 

Karoly, 1981), another wave analysis tool, follows wave propagation between latitudes of reflection or 

dissipation, and could be used to verify the robustness of our WAF results. However, both WAF and ray 

tracing require that background flow be slowly varying compared to the wave propagation (Wentzel–

Kramers–Brillouin approximation for linearization), which breaks down near jets. This breakdown in theory 

may explain why some WAF propagates through the jet waveguides in chapter 3 (e.g. Gillet et al., in review) 

and also suggests that ray tracing is not an appropriate tool for analysis near jets (Wirth, 2020). Another 

option for further investigation is to use Rossby wave source (Sadeshmukh and Hoskins, 1988; Qin and 

Robinson, 1993) to explore how the tropics and extratropics evolve as sources of teleconnection patterns 

to Australia. Early work in this thesis (not shown) found that the tropical Indian Ocean does grow as a 

source of Rossby waves through spring, particularly when interacting with the subtropical jet west of 

Australia (Li et al 2014; Wang et al 2019). However, this analysis did not help explain how this source 
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resulted in extratropical impacts, as the majority of waves from these sources should have been reflected 

back into the tropics (Li, X. et al., 2014; 2015a,b; Simpkins et al., 2014). Further analysis could benefit from 

the use of Rossby wave source diagnostics, along with cautious use of ray tracing. 

 

The subtropical jet has been highlighted by linear Rossby wave theory both as a barrier between the tropics 

and extratropics, a possible secondary wave source, and, in particular, a waveguide. As the jet weakened 

through spring we could have expected not only a weakening barrier, but a less effective waveguide. 

However, jet waveguide strength may increase smoothly with increasing jet wind speed and decreasing 

meridionally jet width (Wirth, 2020). As such, WAF associated with high maximum temperature propagated 

along the subtropical jet waveguide, even as the region of wavenumber, Ks, less than zero shrank. Through 

spring, the subtropical jet waveguide, as well as the eddy-driven jet waveguide to the south, directed WAF 

toward Australia associated with high maximum temperature, heat mechanisms, and tropical and 

extratropical forcing. The eddy-driven jet waveguide directs quasi-stationary Rossby waves from the 

tropical Atlantic to the Amundsen Sea (Li, X. et al., 2014; 2015a,b; Simpkins et al., 2014), as well as directing  

synoptic-scale Rossby waves that lead to Australian summer and spring heatwaves (Risbey et al., 2018). As 

such, jet waveguides appear to be important components of Australia’s spring climate and could be 

explored further. However, linear wave theory may be inappropriate for understanding the subtropical jet’s 

role as a waveguide through spring. Linear theory both breaks down near jets and rigidly states a jet either 

is or is not a waveguide (Ambrizzi et al., 1995; Wirth, 2020). As such, defining the waveguide region with 

potential vorticity gradients (e.g. Wirth, 2020), rather than total wavenumber, or analysis of synoptic 

Rossby waves (e.g. Rudeva and Simmonds, 2021) may provide better insight into how the subtropical jet 

waveguide relates to Australian maximum temperature. 

 

Despite the subtropical jet’s apparent importance as a waveguide, it should still prevent much of Rossby 

wave propagation from the tropical Indian Ocean into the extratropics. Breakdowns in linear Rossby wave 

theory may explain some of the tropical to extratropical propagation through the jet (e.g. Wirth, 2020; 

Gillet et al., in review), but not all of it. The increase in tropical Indian Ocean-WAF through spring may 

simply be the result of tropical SST anomalies peaking in late spring (e.g. Meyers et al., 2007) to create a 

stronger forcing impact, or again be related to the subtropical jet decay. The eddy-feedback secondary 

wave source suggested by McIntosh and Hendon (2018) may provide an alternative mechanism for this 

decay as the resulting height anomalies are proportional to jet wind strength (Hoskins et al., 1983). So, the 

secondary source could weaken through spring with the jet, and potentially produce different atmospheric 

flow by November. However, recent work by Gillet et al (in review) using model experiments with a diabatic 

heat source suggests that this secondary source mechanism is not necessary and the majority of Rossby 

wave propagation from the tropical Indian Ocean occurs via waves that tunnel underneath the jet, or 

propagate around and through the jet. While it is not immediately clear how tunnelling would explain the 
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change in tropical-origin WAF through spring, extending their analysis beyond winter may help explain the 

atmospheric dynamics linking the tropics and Australia’s spring climate. Improving understanding of the 

subtropical jet is an important area of future work. Overall, while this thesis addressed many questions 

around the atmospheric dynamics impacting Australian temperatures during spring, there are still some 

facets that are beyond the scope of this thesis to address and could be the topic of further work. 

 
5.3.3 Restrictions associated with numerical modelling 

This thesis used the POAMA seasonal forecasting system as the main analysis tool as it has many benefits, 

as described in chapters 1, 2 and 4, but has also been identified as having many limitations. POAMA has 

good predictive skill in spring (Lim et al., 2009; Hudson et al., 2013), a long history as an experimental 

model (Lim et al., 2015; 2016a; 2019b; Lim & Hendon, 2017; Hope et al., 2016, 2018; Zhao et al., 2016), and 

simulates the IOD variability and teleconnections well, even in comparison to higher resolution S2S models 

(Zhao & Hendon 2009; Li et al., 2012). However, POAMA remains an older and lower-resolution model that 

is biased toward ENSO variability, with model physics that had not been updated since the early 2000s 

(Hudson et al., 2013; 2017). These limitations in POAMA impacted the strength of some of the results in 

this thesis. To what extent is the weaker relationship between the tropical Indian Ocean and Australia’s 

maximum temperature due to the overly strong relationship between the atmosphere and ENSO in POAMA 

(chapter 4)? How much is realistic? Addressing these questions requires more research with more 

sophisticated models.  

 

Many of the issues with POAMA, and the other S2S models, revolved around how Indian Ocean processes 

were simulated, suggesting that this is an important area for model improvement. Correcting or 

compensating for the relatively poor memory for Indian Ocean initial conditions in seasonal prediction 

systems compared to those in the Pacific Ocean is a clear starting point. Further work could explore 

whether enhancing Indian Ocean initial conditions in a portion of ensemble members could compensate for 

the rapid initial condition decay to produce an overall better forecast. Another option is to explore the 

importance of ENSO in maintaining the strength of anomalies in the Indian Ocean by examining how quickly 

IOD pole anomalies, or anomalies in the subsurface ocean, decay during ENSO events compared to neutral 

years. The seasonal prediction systems used in this thesis had ENSO-IOD-pole relationships that differed 

from observations in different ways. Better model resolution around the east- or west- IOD poles, has been 

identified as a way to improve the representation of the IOD in models (Liu et al., 2017), and could 

potentially lead to better simulation of the ENSO-IOD relationships and teleconnections. As ACCESS-S 

includes improved model physics, resolution, and reduced biases (Hudson et al., 2017), repeating the 

POAMA experiment in ACCESS-S could result in a clearer picture of the relative role of the tropical Indian 

Ocean. However, using ACCESS-S for experimentation is hampered by its significantly larger computation 

and storage costs. Further, ACCESS-S may also have biases in how it simulates the IOD (Lim et al., 2016b) 
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and have overly strong growth of ENSO-SSTs (chapter 4). In general, modelling the processes in the Indian 

Ocean remains a difficult topic that requires further research before a full understanding of its role in 

Australia’s spring climate can be reached. 

 

All dynamical models are subject to biases that can influence how they simulate tropical Indian Ocean 

teleconnections. The majority of CMIP5 models tend to overestimate IOD magnitude (Cai & Cowan, 2013; 

Li, G. et al., 2015;2016) and variance (Weller & Cai, 2013b), and under-estimate the observed positive IOD 

skew (Weller & Cai, 2013a). Biases in both the IOD and ENSO persist into the latest generation of CMIP6 

models (McKenna et al., 2020). These biases occur due to a range of processes, including overly strong 

Bjerkness feedback in the east tropical Indian Ocean that results from an unrealistically sloped thermocline 

(Cai & Cowan, 2013; Weller & Cai, 2013b; Li, G. et al., 2016) or biases in simulating the South Asian 

monsoon that are potentially important for IOD initiation (Ashok et al., 2001) and IOD strength (Li, G. et al., 

2015). Improving these processes may require refining model physics and initialisation schemes, and higher 

ocean resolution (Liu et al., 2017), though the latter does not necessarily result in improved IOD simulations 

(Shi et al., 2012). Another option is to use models with large ensembles (Kay et al., 2015) and multi-model 

means (e.g. Liu et al., 2017; Deser et al., 2020). However, care is required when using multiple models from 

the same model-family or with common biases (e.g. Abramowitz, 2010; Li, G., 2016; Abramowitz et al., 

2019). The UKMO, KMA and ACCESS-S2 seasonal prediction systems each had Niño3.4 SSTs that grew faster 

than expected from observations, and resulted in overly strong ENSO events compared to IOD. This 

common result may be due to these models all being based on GloSea, despite differences in model 

generations or configurations (e.g. ACCESS-S uses a burst, rather than lagged, ensemble initiation method; 

Hudson et al., 2013; 2017; Maclachlan et al., 2015). Overall, accurately simulating the Indian Ocean and the 

resulting teleconnections remains an ongoing challenge in all models. 

 

While many of the issues and findings from using POAMA are specific to seasonal forecasting systems, 

there is potential to extend some benefits to the more general circulation models mentioned above, as well 

as future generations of seasonal prediction systems. In particular, enhancing the Indian Ocean anomalies 

in POAMA beyond realistic observations did increase the strength of the simulated teleconnection, 

suggesting a possible, if rough, bias-correction method. The elongated cyclones south of Australia, which 

are a known bias in POAMA (Marshall et al., 2012) and were an issue in its simulation of the heat events in 

chapter 2, were effectively removed in the enhanced positive IOD experiments. Further work refining this 

bias-correction method could result in improved simulation of the Indian Ocean and its teleconnections. 

Accurate simulation of the Indian Ocean is relevant not just to Australian, but African and Asian climates 

(e.g. Saji et al., 2005; Risbey et al., 2009a; Hirons & Turner, 2018), and inter-ocean basin interactions (Cai et 

al., 2019). As such, any model improvements have positive and deep societal impacts, even if the model 

remains imperfect. After all, while “all models are wrong, some are useful” (George Box).  
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While sub-seasonal and seasonal prediction was not a direct theme of this thesis, it often ran parallel to our 

methods and findings. In particular, we argued that the shift toward greater direct influence of the tropics 

on Australia’s maximum temperatures in later spring could lead to better temperature predictability. While 

this shift is related more to a change in the dynamical mechanisms related to heat, rather than a direct 

increase in tropical forcing, it is worth further investigation. A study of how predictable each of those heat 

mechanisms is across the different S2S models through spring in association with different extratropical or 

tropical forcing could be very useful for the Australian and broader community. Improving the apparent 

biases in how the S2S models, POAMA, and ACCESS-S simulate ENSO and the IOD teleconnections could 

also improve Australian sub-seasonal forecasting. ENSO is the strongest source of potential predictability 

(e.g. Merryfield et al., 2020; Meehl et al., 2021), so seasonal prediction models may be tuned to ENSO 

variability to gain much of their skill. However, to move beyond first order approximations of Australia’s 

local atmospheric circulation and spring maximum temperature, it is important to be able to simulate the 

impact of the tropical Indian Ocean as well.  

 

5.3.4 Impact of anthropogenic climate change 

This thesis focussed on drivers and influences of natural variability on Australia’s spring maximum 

temperatures, but the story of high temperatures is incomplete without considering the impact of 

anthropogenic climate change. The increase in heat from the background warming trend was a significant 

factor in each of the spring heat events discussed in chapter two (e.g. Arblaster et al., 2014; Hope et al., 

2015; 2016; Gallant and Lewis 2016). The probability of breaking heat records and reaching new high 

temperature extremes is likely to increase in the future (Power & Delage, 2019; Fischer et al., 2021). We 

argued in the introduction that understanding the dynamics of how heat develops in the present climate is 

critical to being able to assess and constrain future projections. However, climate change has already 

impacted today’s temperatures and is already a part of what drives high temperatures in Australia in spring.  

 

Further, the teleconnections that underpinned much of this thesis, that is, how maximum temperature is 

driven by the tropical Indian and Pacific Oceans, and SAM, are also subject to change due to anthropogenic 

climate change. Positive IOD event frequency increased during the late 20th century (Abram et al., 2008; Cai 

et al., 2013) and may have contributed to the observed decrease in rainfall in southeast Australia (Cai et al., 

2014a). While model biases remain an issue (e.g. McKenna et al., 2020), the projection toward a positive 

IOD-like mean state (Cai et al., 2013) is consistent with this observed increase in positive IODs. As such, 

there is potential for more extreme positive IODs than the 2019 extreme event (Cai et al., 2014c; Abram et 

al., 2020) that could result in drier and hotter Australian springs. SAM has no observed trend in spring (e.g. 

Fogt & Marshall, 2020), but there are indications that the ENSO-SAM relationship in late spring may be 

weakening (Lim et al., 2019b), and that ENSO variability could be increasing (e.g. Cai et al., 2021). 
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Additionally, the large-scale circulation may also be changing. The subtropical ridge has been intensifying in 

the Australian sector, contributing to the decrease in rainfall and increase in maximum temperature from 

winter to spring (Timbal & Drosdowsky, 2013; Pepler et al., 2018). Overall, Australian maximum 

temperature variability in winter to summer may increase significantly in future years (IPCC Atlas; Gutiérrez 

et al., in press) such that our current understanding of how the remote drivers of variability and large-scale 

atmospheric circulation may be insufficient to explain future spring heat extremes. As such, we need to 

improve our understanding of how anthropogenic forces influence remote drivers of variability to better 

understand how high maximum temperature develops in spring, now and in the future.   

 

5.4 Thesis conclusion 

Australia recorded a relatively wet and mild spring through 2021 

(http://www.bom.gov.au/climate/current/season/aus/summary.shtml issued December 1, 2021), likely in 

association with observed La Niña, negative IOD, and positive SAM conditions 

(http://www.bom.gov.au/climate/enso/ issued December 7, 2021). As such, the remote drivers of 

variability may have buffered the background warming trend, preventing the more extreme heat of other 

recent springs from developing this year. However, the combination of the roll of the dice that is natural 

variability and the warming associated with anthropogenic climate change means that we can expect 

extreme heat to return in future springs. This thesis has shown that both remote drivers and the 

atmospheric circulation are important for understanding spring heat variability, and highlighted that 

improvements in simulation of tropical to extratropical teleconnections are critically needed for better 

seasonal forecasts of anomalous high maximum temperatures. When extreme spring heat does return, we 

hope that the findings from this thesis help contribute to better preparation for extreme conditions. 

 

  

http://www.bom.gov.au/climate/current/season/aus/summary.shtml
http://www.bom.gov.au/climate/enso/
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