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#### Abstract

The identification and characterisation of coherent structures in turbulent flows have been an active area of research for decades. Coherent structures have a strong association with the production of turbulent kinetic energy, as well as the transfer of turbulent kinetic energy between different scales in the turbulent flow, which makes them the key to understand the physics behind the turbulent flows. However, due to the highly threedimensional nature of coherent structures, traditional flow measurement techniques, such as 2C-2D PIV, can only lead to a limited understanding of them.

This thesis aims to develop a holographic based PIV measurement technique, termed 4D-DHPIV/PTV, which can produce time-resolved three-component three-dimensional velocity field measurements. The in-line 4D-DHPIV/PTV methodology builds on the standard digital hologram reconstruction and incorporates advanced digital filtering to remove the virtual image effect, 3 -dimensional volume deconvolution to reduce the depth-of-focus problem and the virtual image, followed by an efficient one-pass 3-dimensional clustering algorithm coupled with a predictive inverse reconstruction approach to increase the particle reconstruction dynamic range and 3-dimensional reconstruction domain. The last step is accelerated using particle position prediction. In addition to the presentation of the details of this novel 4D-DHPIV/PTV method, performance results pertaining to bias particle position error and the uncertainty associated with the particle position are presented as a function of: (i) particle concentration and (ii) the shot noise present in the digitally recorded hologram. An experiment to measure a laminar micro-channel flow has been performed to demonstrate the 4D-DHPIV/PTV methodology.

The second part of the thesis is a consequence of the inability of carrying out the laboratory experiments using 4D-DHPIV/PTV due to COVID-19 restrictions. In this second part of the thesis, high spatial resolution (HSR) 2 component 2-dimensional (2C2D) PIV of a zero pressure gradient (ZPG) turbulent boundary layer (TBL) in air as the basis to extract large scale motions from the measured velocity fields, as well as analyse the relationship between the wall friction and the large scale motions. A large sensor is used in the PIV experiment, that introduces a lens distortion error in the PIV measurement, therefore ,a method to correct those errors has been developed, which is analysed and discussed. The velocity field data set is analysed using proper orthogonal decomposition (POD) to extract the large scale motions from the velocity fields. A convergence analysis is performed to study the number of snapshots needed for a POD that faithfully represents the flow structures in the flow. Furthermore, the Renard-Deck decomposition of the wall skin friction coefficient is applied to study the effect of the presence of large scale motions in the flow via their conditional Reynolds shear stress contributions on the wall skin friction coefficient.
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## Chapter 1

## Introduction

Although the year 2021 marks the 117th anniversary of the introduction of boundary layer theory by Ludwig Prandtl [9], to this date the study of the turbulent flow in the boundary layer is still an active area of research. The difficulty in understanding turbulent flow arises from its chaotic nature, and indeed turbulence was deemed a purely chaotic motion that could only be described statistically in the early days of the study of turbulence. However, Kline et al. [10] discovered that there are regions in the turbulent boundary layer flow where the velocity is relatively constant compared to the rest of the flow, which were referred to as "structures" in the turbulent flow. Since then, the study of these flow structures, also referred to as coherent structures began, in addition to the statistical quantification of the turbulent flow.

A more recent definition of coherent structures is provided by Robinson [11], who defined them as " a three-dimensional region of the flow over which at least one fundamental flow variable (such as velocity component, density, temperature) exhibits significant correlation with itself or with another variable over a range of space and/or time that is significantly larger than the smallest local scales of the flow." The existence of the coherent structures in turbulent flow was not only confirmed by experiments as subsequent studies showed, but also can be inferred from the fundamental equations of fluid mechanics.

Considering the Reynolds decomposition of the Navier-Stokes equation, the evolution equation of the turbulent kinetic energy can be derived as,

$$
\begin{equation*}
\frac{\partial k}{\partial t}+U_{j} \frac{\partial k}{\partial x_{j}}=-\frac{1}{\rho_{o}} \frac{\partial\left\langle u_{i}^{\prime} p^{\prime}\right\rangle}{\partial x_{i}}-\frac{1}{2} \frac{\partial\left\langle u_{j}^{\prime} u_{j}^{\prime} u_{i}^{\prime}\right\rangle}{\partial x_{i}}+\nu \frac{\partial^{2} k}{\partial x_{j}^{2}}-\left\langle u_{i}^{\prime} u_{j}^{\prime}\right\rangle \frac{\partial U_{i}}{\partial x_{j}}-\nu\left\langle\frac{\partial u_{i}^{\prime}}{\partial x_{j}} \frac{\partial u_{i}^{\prime}}{\partial x_{j}}\right\rangle, \tag{1.1}
\end{equation*}
$$

where $k, p$ and $\nu$ represents the specific turbulent kinetic energy, pressure and viscosity, respectively. $U_{i}$ represents the mean velocity in the $i^{\text {th }}$ direction, and $u_{i}^{\prime}$ represents the fluctuating velocity in the $i^{\text {th }}$ direction. In equation 1.1, the terms $\left\langle u_{i}^{\prime} u_{j}^{\prime}\right\rangle \frac{\partial U_{i}}{\partial x_{j}}$ and $\nu\left\langle\frac{\partial u_{i}^{\prime}}{\partial x_{j}} \frac{\partial u_{i}^{\prime}}{\partial x_{j}}\right\rangle$ are identified as the turbulent production and dissipation terms, respectively [12]. Therefore, the correlation between velocity fluctuations, $\left\langle u_{i}^{\prime} u_{j}^{\prime}\right\rangle$, plays an essential role in turbulence production as it does in turbulent momentum transportation. If turbulence were purely random, there would be no correlation between the velocity fluctuations, and thus, no means of sustaining turbulence. This suggests there must be regions in the boundary layer, i.e. the coherent structures, where the correlation between velocity components is high.

Furthermore, scale analysis of the production and dissipation reveals a transfer of energy between large scales and small scales in the turbulent flow, known as the cascade of energy $[13,14]$. As the production term has a larger scale than the dissipation term, the majority of energy is transferred from large scale to small scale [12]. Also, coherent structures in the turbulent flow are associated with production and are relatively of large scale in size and time, so that the evolution and breakup of those structures is an important mechanism to transfer energy between different scales in a turbulent flow.

Therefore, the study of coherent structures can explain how turbulence is produced, its energy transferred to smaller scales and ultimately dissipated. The understanding of coherent structures will be a significant step towards the understanding of turbulent flow.

This thesis explores two high-fidelity coherent structure measurement, identification and characterisation methodologies. The first one is based on four-dimensional digital holographic particle image velocimetry and particle tracking velocimetry (4D-DHPIV/PTV), which extends commonly used 2 -component - 2 -dimensional ( $2 \mathrm{C}-2 \mathrm{D}$ ) velocity measurements to the third component and the third dimension, whereas the second one is based on high spatial resolution 2C-2D particle image velocimetry (2C-2D PIV), which achieves a measurable range of length scales from the boundary layer thickness to about ten viscous length scales to be resolved. The COVID-19 environment during 2020 restricted and finally stopped all experimental work, which results in that the 4D-DHPIV/PTV technique not being able to be applied to a turbulent boundary layer flow. The 4D-DH PIV/PTV technique was then restricted to its development and its investigation pertaining to accuracy and suitability to capture flow structures based on numerical simulated data and measurements of a laminar channel flow.

This thesis is organised into five chapters. Chapter 2 reviews some basic concepts of
turbulent boundary layer, coherent structures in the turbulent boundary layer, the current technologies to measure coherent structures. Chapter 3 introduces the novel fourdimensional digital holographic PIV/PTV methodology developed to measure 3C-3D time resolved velocity field and capture coherent structures. Chapter 4 applies 2C-2D PIV to measure the HSR velocity fields of a high Reynolds number turbulent boundary layer flow. Proper orthogonal decomposition (POD) and conditional statistics are used to study the contribution of coherent structures, and more specifically the large scale motions, to wall skin friction. Chapter 5 concludes the study in this thesis.

## Chapter 2

## Literature Review

### 2.1 Turbulent Boundary Layer

Turbulent boundary layer is one of the simplest but also most common flow phenomenons. The concept of the boundary layer was first suggested by Plantl in 1904 [9], who theorised that one effect of friction is to adhere the the wall with the fluid immediately adjacent to it (i.e., no-slip condition), and the effect of friction only presents within a thin layer of fluid near the wall, which is called the boundary layer. In this thesis, a simplified model of boundary layers is considered, where the following assumptions are made:

- The fluid is a continuum and is incompressible.
- The wall is flat, smooth, adiabatic, infinitely-long in the spanwise and streamwise directions, and aligned with the free-stream flow. Therefore the flow can be considered 2 dimensional in the wall-normal - streamwise directions and statistically homogeneous in the spanwise direction.
- At the wall, the fluid velocity is zero.
- The free-stream flow is turbulence-free.
- Before the boundary layer develops, the incoming flow has constant velocity, which value is the same as the free-stream velocity and with no turbulence.

A schematic drawing of the boundary layer flow is shown in figure 2.1, where $\mathrm{x}, \mathrm{y}$ and z axis are aligned with the streamwise, wall-normal and spanwise directions, the velocity in $\mathrm{x}, \mathrm{y}$ and z directions are denoted as u , v , and w , also the free stream velocity is denoted by $U_{0}$ in x direction and $V_{0}$ in y direction. The boundary layer flow can be
under the condition of zero pressure gradient (ZPG-TBL) $\left(\frac{\partial P}{\partial x}=0\right)$, adverse pressure gradient (APG-TBL) $\left(\frac{\partial P}{\partial x}>0\right)$, or favourable pressure gradient (FPG-TBL) $\left(\frac{\partial P}{\partial x}<0\right)$. In Chapter 4 of this thesis, a study using a high resolution 2C-2D PIV experiment to study a zero-pressure-gradient turbulent boundary layer developing on a flat plate is presented.


Figure 2.1: Schematic drawing of the boundary layer flow [12].
In this section, some basic concepts and discussions of the turbulent boundary layer is presented. For a more complete description and discussion, please refer to the book on turbulent flows by Pope [12].

### 2.1.1 Thin shear layer equation

Because the thickness of the boundary layer is much smaller than the length of the plate, the Navier-Stokes equation can be simplified via a order of magnitude analysis. Considering the 2-dimensional incompressible Navier-Stokes equation,

$$
\left\{\begin{array}{c}
\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}=0  \tag{2.1}\\
u \frac{\partial u}{\partial x}+v \frac{\partial u}{\partial y}=-\frac{1}{\rho} \frac{\partial p}{\partial x}+\nu\left(\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}\right) \\
u \frac{\partial v}{\partial x}+v \frac{\partial v}{\partial y}=-\frac{1}{\rho} \frac{\partial p}{\partial y}+\nu\left(\frac{\partial^{2} v}{\partial x^{2}}+\frac{\partial^{2} v}{\partial y^{2}}\right)
\end{array}\right.
$$

From the continuity equation, as there are only two terms, they must have similar magnitude, therefore,

$$
\begin{equation*}
\mathcal{O}\left(\frac{U_{0}}{L}\right)=\mathcal{O}\left(\frac{V_{0}}{\delta}\right) \tag{2.2}
\end{equation*}
$$

Thus, the streamwise component of the free stream velocity is much smaller than the wall-normal component. The order of magnitude analysis of the momentum equation in x direction yields,

$$
\begin{gather*}
\left.u \frac{\partial u}{\partial x}+v \frac{\partial u}{\partial y}=-\frac{1}{\rho} \frac{\partial p}{\partial x}+\nu \frac{\partial^{2} u}{\partial x^{2}}+\frac{\nu \frac{\partial^{2} u}{\partial y^{2}}}{\mathcal{O}\left(\frac{U_{0}^{2}}{L}\right)} \begin{array}{rl}
\mathcal{O}\left(\frac{U_{0}^{2}}{L}\right) & \mathcal{O}\left(\frac{\nu U_{0}}{L^{2}}\right)
\end{array}\right) \mathcal{O}\left(\frac{\nu U_{0}}{\delta^{2}}\right) \tag{2.3}
\end{gather*}
$$

So the second viscous term dominates over the first viscous term, and the first viscous term can be neglected. Also, as viscosity is observed to have an effect on the boundary layer flow, the viscous term should have the same order of magnitude as the advection term. Therefore, the order of magnitude of viscosity is,

$$
\begin{equation*}
\mathcal{O}(\nu)=\mathcal{O}\left(\frac{U_{0} \delta^{2}}{L}\right) \tag{2.4}
\end{equation*}
$$

Lastly, the order of magnitude analysis of the momentum equation in y direction yields,

$$
\begin{gather*}
u \frac{\partial v}{\partial x}+v \frac{\partial v}{\partial y}=-\frac{1}{\rho} \frac{\partial p}{\partial y}+\frac{\nu \frac{\partial^{2} v}{\partial x^{2}}+}{+} \begin{array}{c}
\nu \frac{\partial^{2} v}{\partial y^{2}} \\
\mathcal{O}\left(\frac{U_{0}^{2} \delta}{L^{2}}\right)-\mathcal{O}\left(\frac{\nu U_{0}^{2} \delta}{L^{2}}\right) \\
\mathcal{O}\left(\frac{U_{0}^{2} \delta}{L^{2}}\right)
\end{array} \quad \mathcal{O}\left(\frac{\nu U_{0}^{2} \delta}{L^{2}}\right) \tag{2.5}
\end{gather*}
$$

Here every term is negligible compared to the corresponding term in the momentum equation in x direction. Therefore, for boundary layers, the two-dimensional NavierStokes equation can be reduced to the boundary layer equations,

$$
\left\{\begin{align*}
\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y} & =0  \tag{2.6}\\
u \frac{\partial u}{\partial x}+v \frac{\partial u}{\partial y} & =-\frac{1}{\rho} \frac{\partial p}{\partial x}+\nu \frac{\partial^{2} u}{\partial y^{2}} \\
\frac{\partial p}{\partial y} & =0
\end{align*}\right.
$$

### 2.1.2 Reynolds decomposition

In 1885, Osborne Reynolds proposed that the fluid motion can be decomposed into averaged component and fluctuating component, which is later named Reynolds decomposition [15]. In the thesis, the mean values will be denoted by capital letters, the fluctuation values will be denoted by letters with superscript prime, and the averaging operation will be denoted by angled brackets. For example, the Reynolds decomposition of the streamwise velocity, $u$, is,

$$
\begin{equation*}
u=\langle u\rangle+u^{\prime}=U+u^{\prime} \tag{2.7}
\end{equation*}
$$

Applying Reynolds decomposition to the Navier-Stokes equation and then taking the average yields the Reynolds averaged Navier-Stokes equation (RANS), and for twodimensional incompressible flow, the RANS reduces to,

$$
\left\{\begin{align*}
\frac{\partial U}{\partial x}+\frac{\partial V}{\partial y} & =0  \tag{2.8}\\
U \frac{\partial U}{\partial x}+V \frac{\partial U}{\partial y} & =-\frac{1}{\rho} \frac{\partial P}{\partial x}+\nu \frac{\partial^{2} U}{\partial x^{2}}+\nu \frac{\partial^{2} U}{\partial y^{2}}-\frac{\partial\left\langle u^{\prime 2}\right\rangle}{\partial x}-\frac{\partial\left\langle u^{\prime} v^{\prime}\right\rangle}{\partial y} \\
U \frac{\partial V}{\partial x}+V \frac{\partial V}{\partial y} & =-\frac{1}{\rho} \frac{\partial P}{\partial y}+\nu \frac{\partial^{2} V}{\partial x^{2}}+\nu \frac{\partial^{2} V}{\partial y^{2}}-\frac{\partial\left\langle u^{\prime} v^{\prime}\right\rangle}{\partial x}-\frac{\partial\left\langle v^{\prime 2}\right\rangle}{\partial y}
\end{align*}\right.
$$

Comparing equation 2.8 and equation 2.1, the additional terms in 2D-RANS are the Reynolds stresses, $\left\langle u^{\prime 2}\right\rangle,\left\langle u^{\prime} v^{\prime}\right\rangle$ and $\left\langle v^{\prime 2}\right\rangle$. The Reynolds stresses greatly alter the flow behaviour and act as a bridge to transfer energy between the mean flow and the fluctuating flow, therefore it's essential to study their behaviour in the turbulent flows. The Reynolds normal stresses are also components of the turbulent kinetic energy of flow, which is defined as

$$
\begin{equation*}
k=\frac{1}{2}\left(\left\langle u^{\prime 2}\right\rangle+\left\langle v^{\prime 2}\right\rangle+\left\langle w^{\prime 2}\right\rangle\right) \tag{2.9}
\end{equation*}
$$

in three-dimensional flows.
Applying the order of magnitude analysis introduced in section 2.1.1, the terms with grey color in equation 2.8 can be neglected when turbulent boundary layer is considered. In addition, the fluctuation velocity in all directions have the same order of magnitude, so the $\partial / \partial x$ terms are neglectable compared to the $\partial / \partial y$ terms. Therefore, the Reynolds averaged boundary layer equation is,

$$
\left\{\begin{align*}
\frac{\partial U}{\partial x}+\frac{\partial V}{\partial y} & =0  \tag{2.10}\\
U \frac{\partial U}{\partial x}+V \frac{\partial U}{\partial y} & =-\frac{1}{\rho} \frac{\partial P}{\partial x}+\nu \frac{\partial^{2} U}{\partial y^{2}}-\frac{\partial\left\langle u^{\prime} v^{\prime}\right\rangle}{\partial y} \\
\frac{1}{\rho} \frac{\partial P}{\partial y} & =\frac{\partial\left\langle v^{\prime 2}\right\rangle}{\partial y}
\end{align*}\right.
$$

### 2.1.3 Scales in turbulent boundary layers

At different regions of the turbulent boundary layer, the behaviour of the flow is dominated by different mechanisms. Near the wall, the flow is dominated by viscous force, so the velocity profile is only a function of viscous-force-related quantities, which are fluid density $(\rho)$, fluid viscosity $(\nu)$ and wall shear stress $\left(\tau_{w}\right)$. This region is called the inner layer of the turbulent boundary layer, and typically occupies from the wall up to $0.1 \delta$. According to Buckingham $\Pi$ theorem [16], as there are 5 free variables defined in three dimensions, they can be re-arranged to a set of dimensionless parameters. Following a dimensional analysis, the following quantities can be defined,

$$
\begin{align*}
\text { Friction velocity } u_{\tau} & =\sqrt{\frac{\tau_{w}}{\rho}}  \tag{2.11}\\
\text { Viscous length scale } l^{+} & =\frac{\nu}{u_{\tau}}
\end{align*}
$$

This scale is called inner scale or friction scale, and the flow variables can be nondimensionalised by inner scale as,

$$
\begin{align*}
u^{+} & =\frac{u}{u_{\tau}} \\
y^{+} & =\frac{y}{l^{+}}=\frac{y u_{\tau}}{\nu} \\
\left\langle u^{\prime 2}\right\rangle^{+} & =\frac{\left\langle u^{\prime 2}\right\rangle}{u_{\tau}^{2}}  \tag{2.12}\\
R e_{\tau} & =\frac{u_{\tau} \delta}{\nu}=\frac{\delta}{l^{+}}=\delta^{+}
\end{align*}
$$

The mean velocity profile of a turbulent boundary layer in the inner scale is shown in figure 2.2.

The figure shows that for different Reynolds number the mean velocity profile collapse well. In addition, two other distinct layers are observable from the figure. Below $y^{+}=5$, there is a linear relationship between the velocity and distance from the wall, which is called viscous sublayer. In this layer the effect of Reynolds stress is so small that the total stress is approximately constant and equal to wall shear stress for the whole layer.


Figure 2.2: Mean velocity profiles of turbulent boundary layers scaled by inner scale [17].

There exist another layer where the velocity profile is roughly a logarithm function. This layer is called log layer and it extends roughly from $y^{+}=30$ to the end of inner layer. Between the log layer and the viscous sublayer is the buffer layer, which smoothly connect the two layers.

The Reynolds stress profiles of the turbulent boundary layer is shown in figure 2.3


Figure 2.3: Profiles of Reynolds stresses and kinetic energy normalized by the friction velocity in a turbulent boundary layer at $R e_{\theta}=1,410$ (a) across the boundary layer and (b) in the viscous near-wall region [18].

The figure shows that the streamwise velocity has the highest fluctuation, followed by spanwise velocity then wall-normal velocity,the highest values of all Reynolds stresses occur in the inner layer of the turbulent boundary layer.

### 2.1.4 Alternative definitions of boundary layer thickness

The boundary layer thickness is used to describe the wall-normal location which the flow is no longer effected by the wall friction. However, as the mean velocity profile approaches asymptotically to the free-stream velocity, it is not possible to find a point where the mean streamwise velocity equals to the free-stream velocity. Therefore, the boundary layer thickness is defined when the mean velocity is "closer enough" to the free-stream velocity at, rather arbitrary, 99 percent of the free-stream velocity, i.e., $\delta_{99}$. This definition is not only poorly justified by physics, but also difficult to be precisely measured due to the small velocity differences. Thus, there are some other definitions of boundary layer thickness based on integral measurements.

The displacement thickness is defined by,

$$
\begin{equation*}
\delta^{*}=\int_{0}^{\infty}\left(1-\frac{U}{U_{\infty}}\right) \mathrm{d} y \tag{2.13}
\end{equation*}
$$

It represents the distance that the wall need to be moved, so that the flow rate is the same for an inviscid flow over the wall, and is graphically illustrated by figure 2.4.


Figure 2.4: Bounday layer flow velocity profile showing the boundary layer thickness and displacement thickness. The shaded area has the same size as the gray area. [19].

Similarly, the momentum thickness is defined by,

$$
\begin{equation*}
\theta=\int_{0}^{\infty} \frac{U}{U_{\infty}}\left(1-\frac{U}{U_{\infty}}\right) \mathrm{d} y \tag{2.14}
\end{equation*}
$$

It represents the distance that the wall need to be moved, so that the momentum flux is the same for an inviscid flow over the wall. Based on those two thickness, the shape factor is defined as the ratio between displacement and momentum thickness,

$$
\begin{equation*}
H=\frac{\delta^{*}}{\theta} \tag{2.15}
\end{equation*}
$$

And the Reynold number based on the momentum thickness is

$$
\begin{equation*}
R e_{\theta}=\frac{\rho u \theta}{\mu} \tag{2.16}
\end{equation*}
$$

### 2.2 Flow structures reported in the literature

Numerous numerical and experimental studies have revealed a range of flow structures that might be of importance in producing turbulence kinetic energy. The structures observed have various sizes and shapes, and there are no universal definitive criteria to separate one from another. Nevertheless, a selection of typical flow structures occurring in wall-bounded turbulent flow are described in this section, which include $\Lambda$-vortex, soliton-like coherent structures, hairpin vortices, hairpin packets, low speed streaks, typical eddies and large scale motions.

A $\Lambda$-vortex is a vortex line bent into the shape of the letter $\Lambda$, as shown in figure 2.5 . This structure was first observed by Hama [20] and is typically found in the later stages of transition from laminar to turbulent flow. They are essential structures that introduce further disturbance into the flow and transform into more energetic structures as the flow becomes more turbulent [21]. A hypothesis to explain the formation of $\Lambda$-vortex is provided by Theodorsen [22], which states: a two-dimensional vortex line in the spanwise direction is partially lifted off from the wall due to the natural disturbance, and interacts with higher velocity fluid further away from the wall. As the vortex line is stretched by the faster-moving fluid, it forms a $\Lambda$ shape, thus a $\Lambda$-vortex is created.

Solitonlike coherent structures (SCS) are another kind of coherent flow structures that often occur simultaneously with the $\Lambda$-vortices, as seen in figure 2.5. SCS has a similar behaviour as a soliton; it is a wave packet that can travel long distances with the flow with little change in shape and amplitude. Lee [23] provides an extensive investigation of the SCS, where he reports that the wave speed of SCS is about $60 \%$ to $80 \%$ of the free stream velocity, which is lower than the surrounding fluid. Thus, the fluid directly downstream of the SCS moves from free stream towards the wall, while the fluid upstream of the SCS is pushed away from the wall. A strong shear layer is created during this process, which is necessary for the formation of the $\Lambda$ - vortex. This alternative hypothesis of the generation of $\Lambda$ - vortex is also widely accepted [24].


Figure 2.5: Visualisation of solitonlike coherent structures appearing upstream of a $\Lambda$-vortex. [23]

Hairpin vortices are vortex structures of the shape with a hairpin, having a round head and a pair of counter-rotating quasi-streamwise vortices, also called "legs", near the wall [11]. As the Reynolds number increase, their shape changes from arch-like to a horseshoe shape and then hairpin, as shown in figure 2.6. Hairpin vortices were first observed by Head and Bandyopadhyay [25]. They are the dominant vortical coherent structures in late transition stages and have an essential role in turbulent production [26]. Because of the counter-rotating vortex in the hairpin vortex legs, the flow is swept upwards within the head and between the necks of the hairpin vortices. Since the hairpin vortices are inclined relative to the wall, this stream flows to the wall-normal and upstream direction. In the meantime, outside the head of the hairpin vortices, high-speed fluid away from the wall is pushed to the near-wall region. These are called ejection and sweep events and are directly related to Reynolds shear stress and thus to the production term in the energy budget of turbulent kinetic energy [27]. One theory of the generation of hairpin vortices, suggested by Theodorsen [22], is that the shear layer stretches the $\Lambda$-vortex in the flow, and the tip of the $\Lambda$-vortex rolls up, forming the head of the hairpin vortex. This process was illustrated in a DNS simulation performed by Yan [21].


Figure 2.6: The shape of hairpin vortex in different Reynolds number [11]
Hairpin packets are compound flow structures that consist of multiple hairpin structures moving at the same speed as a packet. The presence of hairpin packets is believed to be the result of the self-generation of the hairpin vortices [28, 29]. Adrian et al. [30]


Figure 2.7: Time series of $\Omega$ contour of a DNS simulation, showing $\Lambda$-vortices a) transforming to hair-pin vortices d) [21]
summarised the experiment and simulation available [31-33] and proposed the hairpin packet structure as shown in figure 2.8, consisting three hairpin packets. The newest packet in the three is also the smallest and moves the slowest downstream. However, because of the smaller size, the newer hairpin packets produce a stronger low speed streak. There are also some hairpin vortices located further away from the wall that are not part of this packet, suggesting that other mechanisms are also capable of producing hairpin vortices in other parts of the boundary layer. The insert on the top left corner in figure 2.8 shows how the hairpin vortices are organised inside each hairpin packets so that the hairpin vortices' heads form a straight line with angle $\gamma$ relative to the wall.

Low speed streaks (LSS) are elongated regions of lower local speed near the wall in a turbulent boundary layer. They are usually of the order of 1000 viscous units in length and are spaced apart in the spanwise direction by around 100 viscous lengths. Between the low speed streaks, there are regions of flow speed higher than the mean [34]. They were first reported by Hama [20] and are one of the first discovered and studied coherent structures. It is generally believed that LSSs are caused by long counter-rotating vortices [24], where the vortices may come from: i) the lifting-up of the hairpin-like structures, ii) stretched and lifted vortex flow lines [10], iii) an upflow between the legs of hairpin vortices [25], or iv) uniform momentum zones induced by hairpin vortices. However, there is also evidence showing that not all LSSs are the result of vortex structures. Kim and Lim [35] showed, using simulations, the importance of $v^{\prime} \frac{\partial U}{\partial y}$ term in the generation


Figure 2.8: Conceptual scenario of hairpins packets growing up from the wall [30]. The dark cyan plate represents the wall, the yellow streaks represent the hairpin vortices, and blue streaks represent the low speed streaks induced by the hairpin packets, with darker colour meaning a stronger streak.
of LSSs, where $v^{\prime}$ represents the fluctuating wall-normal velocity, and $\frac{\partial U}{\partial y}$ represents the mean streamwise velocity gradient in the wall-normal direction. Lee and Wu [23] also suggest that LSS can be formed by soliton-like coherent structures. An important phenomenon associated with LSS is bursting. Kim et al. [36] provide a model of the bursting process of low speed streaks. The first stage of bursting is a LSS moving off the wall. At first, the LSS lifts slowly off the wall over a large extent of the streamwise direction, and then, after reaching some critical height, the LSS starts to turn much quicker away from the wall while moving downstream. This stage is referred to as low-speed-streak-lifting or, for brevity, streak-lifting. As the LSS lifts from the wall, the lowspeed fluid is carried with it, producing an ejection event. In the second stage of bursting, at the end of lifted-up of the LSS, there is an oscillating motion that lasts for around three to ten oscillation cycles with increased size. The third and last stage of the bursting process is the breakup of the oscillating motion, when it is substituted by a more random chaotic motion. The three stages of the bursting of LSS are graphically illustrated in figure 2.10. Sweeps and ejections are important fluid motions in the bursting process, and they are also the main contributor to the turbulent momentum transportation and turbulence generation. Thus bursting events are essential for the study of turbulence in wall-bounded fluid flows.

Typical eddies are local compact regions of high vorticity concentration that occur in the outer area of the boundary layer. They were first discovered and studied by Falco [38]. The size of the typical eddies, which depends on Reynolds number, can be nearly


Figure 2.9: Low speed streaks visualised by hydrogen bubbles showing the typical width of the low speed streaks in turbulent boundary layer flow. [37]


Figure 2.10: Three stages of the bursting event of low speed streak: 1) streak-lifting 2) oscillation motion 3) breakup of oscillation [36]
the boundary layer's size at low Reynolds number and much smaller at high Reynolds number, as shown in figure 2.11. It was also observed that the typical eddies contribute to the majority of Reynolds stresses in the outer region of the flow, where their contribution drops as the Reynolds number increases with the size of the typical eddies dropping much faster than their contribution to the Reynolds stress. The typical eddies are in the form of vortex rings at low and moderate Reynolds numbers, but they are highly disturbed by the turbulence at high Reynolds numbers. There are two major mechanisms of the formation of typical eddies. One mechanism is the pinch-up and reconnection of hairpin vortices lifting off from the wall, and the other equally likely mechanism is the instability of a region of fluid with high vorticity facing an external force [39]. Typical eddies produce Reynolds stress in the outer flow and promote the occurrence of nearwall flow structures such as the ejection-sweep behaviour, and the packets and hairpin vortices [40].


Figure 2.11: Photographic of typical eddies in turbulent boundary layer, with typical eddies highlighted in red circles, (a) at $R e_{\theta}=753$ (b) at $R e_{\theta}=21300$. The insert in (b) shows the whole boundary layer. Note the relative size of typical eddies relative to the boundary layer thickness. [40]

Large scale motions (LSMs), also called turbulent bulges, are another kind of compound coherent structure, which is an elongated region of streamwise velocity fluctuation with a streamwise extend of up to three boundary layer thickness [41]. Townsend [42] first speculated the existence of large scale flow structures in the turbulent boundary layer with an elongated region of length 1.4 boundary layer thickness from the time-delayed autocorrelation functions of instantaneous velocity $u$ measurement. He also correctly inferred that a significant fraction of turbulent kinetic energy is carried by the large scale motions. Other correlation studies [43-46] confirmed and supported Townsend's observations of LSMs in the turbulent boundary layer. The spectral analysis performed by Bullock et al. [47] showed a high correlation of fluctuating streamwise velocity from the wall up to approximately one-third of the pipe radius following band filtering at 36, 72 and 108 Hz in time. This shows the existence of flow structures that are large in size and also last for a long time. Because of their relatively lower strength and larger size, LSMs were challenging to be separated from other coherent motions in the flow until the use of proper orthogonal decomposition (POD). POD separates large scales motions from the rest of the flow, with Liu et al. [48] reporting that the most energetic modes contain $50 \%$ of the turbulent kinetic energy, and that over $60 \%$ of the Reynolds stress resides in the outer flow. The generation and evolution mechanism of large scale motions are still a highly active research areas. Also there is evidence that the large scale motions can modify the motion of the other flow structure [41], as well as modify the amplitude of the small scale motion [49] near the wall.

### 2.3 Flow structure capturing techniques

One reason behind the increase in coherent structure studies is the advance in quantitative flow structure capturing techniques. A well-measured flow field can provide direct and unambiguous evidence for the existence of flow structures in a turbulent flow, as
well as information of the generation and evolution of these flow structures. In this section, three generations of experimental flow structure capturing techniques will be reviewed, which are: (i) flow visualisation, (ii) hot-wire/hot-film anemometry, and (iii) particle image velocimetry. Meanwhile, computational fluid dynamics, especially direct numerical simulation (DNS), has significantly contributed to the identification and characterisation of turbulent flow structures and will be reviewed as well.

### 2.3.1 Flow visualisation

Flow visualisation is the simplest way to reveal flow structures in a fluid. Its history dates back to the 15 th century when Leonardo da Vinci drew eddies visualised by air bubbles in the water stream and the experimentalists started to strategically introduce dye and seeding particles to the flow in mid-19th century. For example, Reynolds [50] observed and studied the vortex rings generated rain drops impacting on water surface by dying the water surface as early as 1875. As both water and air are transparent, the flow field can only be made visible by 1) light scatted or emitted by gas, liquid or solid particles seeding the flow; 2) behaviour of light substance attached to the solid body immersed in the flow; 3) change of refractive index of the flow [51].

The first method involves taking images of the seeding particles in the fluid, assuming that those particles faithfully follow the flow. Various particles have been used in seeding, including smoke, oil droplets, and water steam in air, and hydrogen bubbles, ink, milk and aluminium particles in water. A number of different techniques have been developed to record the fluid flow. If only a pulse of seeding particles is injected into the fluid, then a long exposure can be used to capture their trajectory, that allows the pathlines of the fluid flow to be visualised, which is mathematically represented as

$$
\left\{\begin{array}{l}
\frac{d \boldsymbol{x}_{P}}{d t}(t)=\boldsymbol{u}_{P}\left(\boldsymbol{x}_{P}(t), t\right)  \tag{2.17}\\
\boldsymbol{x}_{P}\left(t_{0}\right)=\boldsymbol{x}_{P 0}
\end{array}\right.
$$

where $\vec{x}_{P}$ is the path of one particle as shown in the visualisation image, and $\vec{u}_{P}(x, t)$ is velocity of the particle along its path. Another method is to seed the flow continuously and use short exposure to record the images. In this method, all particles that pass through the seeding point are recorded simultaneously, which form streaklines in the visualisation images. Unlike pathlines, the position of the streakline not only depends on the velocity of the particle at the time of passing but also on all subsequent velocity changes. Thus, numerical methods of stepping in time are needed to calculate the streakslines computationally [52]. Streaklines coincide with pathlines and streamlines in
a steady flow, however, in time-dependent flow like turbulence, they are not the same. In addition to those methods, a line of seeding devices can be deployed to generate a pulse of tracer particles, and by taking images sometime later, the lines on the image show the location of the particles that were adjacent at a given time, called timelines. Figure 2.12a shows an example of flow visualisation using pathlines, figure 2.12 b shows an example of flow visualisation using streaklines and figure 2.9, the visualisation of $\Lambda$-vortices, shows an example of flow visualisation using timelines.


Figure 2.12: (a) Wingtip vortices generated by NACA0012 airfoil under a freestream velocity of $10 \mathrm{~m} / \mathrm{s}$ visulised by pathlines using hydrogen bubbles [53]. (b) Flow over a rotating cone visualised by streaklines [54].

A primary drawback of flow visualisation using particles is that all pathlines, streaklines, and times lines are a function of both time and location of the tracing particle, and therefore, although flow visualisation suggests some insight into the fluid flow, it is not possible to perform quantitative flow measurement using this technique. Although regions of high vorticity concentration can be clearly shown using dye visualisation, dye fluid is less observable in areas with lower vorticity concentration, which makes these flow structures difficult to visualise. For example, flow visualisation loses effectiveness in recognising some wave structures near the wall, especially at the initial stage when the vorticity is less concentrated. Even though some flow structures are captured by flow visualisation, it is likely to be neglected in the analysis process due to the poor clarity of their existence. In addition, most of the flow visualisations are limited to a two-dimensional plane, which sometimes leads to misinterpretation of the structures present in the visualisation [24].

Nevertheless, despite of its drawback, flow visualisation by seeding the flow is still one of the most important tool to study the flow structures. This was especially the case before 1980s, when it was used to identify a range of flow structures including packets [40], $\Lambda$-vortices [55], solitonlike coherent structures [56], hairpin vortices [25], vortex packets [30], typical eddies [39], low speed streaks [10] and turbulent spots [57].

Two further methods of flow visualisation are also widely used in the investigations of fluid flow, but they are not particularly useful in the study of coherent structures. The second flow visualisation method is via paper, ropes, or strips of cloth with one end attached to the test object's surface and the other end free, called tufts. By observing the tufts' direction and movement, the researcher can tell if the flow is laminar, turbulent or reversed at the point of measurement. This method only provides a coarse view of the flow close to a measurement surface, thus it is mainly used in industrial application rather than in the turbulent flow research context where it is neither economical nor necessary to seed a large volume of fluid. An example of using tufts for flow visualisation is shown in figure 2.13.

The last method of flow visualisation is changing the refraction index of the flow and using the optical method, for example, shadowgraph, Schlieren or interferometry, to visualise and record the flow. The change of refractive index is directly associated with the fluid density via the Gladstone-Dale relation [58], so these methods are suitable to measure heated or supersonic flows where the flow density changes greatly. Coherent structures in heated and supersonic flow are out of the scope of this thesis, so they are only presented briefly here.


Figure 2.13: Using fluorescent mini-tufts to visualise the flow over a commercial aircraft model [59].

### 2.3.2 Hot-wire/Hot-film anemometry

Hot-wire/hot-film anemometry is a good supplement of flow visualisation in the study of coherent structures because of its ability to measure fluid velocity. Hot-wire or hot-film anemometers consist of a thin metal element that is heated by an electrical current and cooled by the surrounding flow, mainly by forced convection. Therefore, by sensing the temperature of the metal element by its resistance change, the mass flow rate, thus the velocity, of the flow can be calculated [60]. The application of hot-wire anemometry
started as early as 1909 by Kennelly et al., [61]. However, because of the manufacture limitations and the lack of accurate resistance measurement technologies at that time, hot-wire anemometry could only measure mean velocity and hence didn't significantly contribute to the study of turbulence. It was not until the 1960s when a large number of studies were carried out due to a better understand the response of the sensors to changing flow environment, including the effect of thermal lag [62], large velocity fluctuations [63], the backbone material of hot-films [64], sensitivity change at different sensor temperatures [65], finite length of the wire [62] and wire thickness [66].

The wire in a hot-wire probe is usually $0.5-5 \mu \mathrm{~m}$ in diameter, $0.1-2 \mathrm{~mm}$ long and made of gold, tungsten, platinum or more rarely iridium because of their chemical stability. The wires are usually softly soldered to the supports and are typically heated up to 300 degrees in operation. The wires' ends are typically plated, so that the effective measurement length is precisely controlled. Hot-film sensors are typically $1 \mu m$ thick platinum deposited to a quartz back support, which are in the shape of a cylinder. An additional quartz coating is applied to the hot film to protect it from the electrochemical effects. Hot-films are usually used in environments that require more mechanical strength than hot wires. For example, in heavily seeded air or water flows. Hot films are typically only heated to 20 degrees to prevent water vapour bubbles from forming. Schematics of typical hot-wire and hot-file probes are shown in figure 2.14.


Figure 2.14: (a) The configuration of a typical hot-wire probe (b) The configuration of a typical hot-film probe.

Hot-wire and hot-film probes can be set-up with two different electrical circuits: (i) constant-current anemometers (CCA) and (ii) constant-temperature anemometers (CTA). In a CCA, a constant supply of current is supplied to the hot-wire, and a voltage drop over the hot-wire is used to calculate the resistance change. In a CTA, a Wheatstone bridge and feedback loop is used with the CTA being one of the arm of the Wheatstone bridge, with the voltage across the hot-wire is amplified, monitored and regulated to keep its temperature constant. The CTA is more common used nowadays as it can measure a larger range of velocity fluctuation without overheating the hot-wire [60]. The velocity
measured by the hot-wire is highly affected by the direction of the flow. When the flow direction is not normal to the hot-wire, the sensor sees an effective velocity which is the real velocity projected to the direction normal to wire direction, and a large error is introduced. Thus, in order to measure all three components of the velocity vector at the sensor, three sensors are needed, which is called a tri-axial probe. An image of a triaxial probe is shown in figure 2.15c [67].


Figure 2.15: Different configurations of hot-wire anemometer (a) single hot-wire probe (b) X-probe (c) triaxial hot-wire probe [68] (d) hot-wire probe array consisting 138 single-wire hot-wire probes in the operation of measuring turbulent jet[69].

The spatial resolution achievable by hot-wire anemometry mainly depends on the length and diameter of the wire. When the hot-wire length is not negligible compared to the characteristic length of the flow in interest, the velocity fluctuation along the direction of the hot-wire will be smoothed out, and only the averaged value can be measured. On the other hand, if the length to diameter ratio of the hot-wire is not high enough, some heat will be transferred to the supporting prongs of the hot-wire probe and affect the measurement accuracy as well. Ligrani and Bradshaw [70] investigated the spatial resolution of the hot-wire and concluded that in order to provide an accurate measurement of a turbulent boundary layer flow, the length of the hot-wire has to be less than 20 times of the viscous length scale of the fluid, and the length-to-diameter ratio has to be larger than 200. The experiments performed by Ligrani and Bradshaw were limited to
one wall-normal height at different flow speed, but the spatial decomposition of streamwise velocity $u$ is not the same at different wall-normal positions. Therefore, Hutchins et al. [71] performed an additional study on the spatial filtering of hot-wire anemometry and arrived at a spatial filtering model which is a function of wire length, wall-normal distance, and the local frictional Reynolds number.

Because of its ability to measure flow precisely at one point, the hot-wire/hot-film anemometry is often used in conjunction with flow visualisation to study the coherent structures, where flow visualisation is used to identify the structure, and hot-wire/hotfilm probes are placed at positions of interest to quantitatively study the size and evolution of flow structures. This hybrid method remained the primary experimental tool to study coherent motions until the late 1990s [72]. The major limitation of hot-wire/hotfilm anemometry is that the measurement is only limited to one point in the flow. Although the hot-wire arrays have been used to increase the points of measurement in the field, as shown in figure 2.15d, the spatial information acquired is still very limited. Another limitation of the hot-wire/hot-film anemometry is being an intruding methodology, since the probes obstruct and disturb the flow.

An analogous point-wise, but non-intrusive, velocity measurement method is Laser Doppler anemometry (LDA). First introduced by Cummins et al. [73], LDA measures the Doppler shift of the light scattered by particles seeding the flow to determine the velocity at a measurement point. Because no probes need to be placed in the flow, this technique is non-intrusive thus does not disrupting the flow. However, the measured time-varying velocity is still at a single point and full-field measurement is not possible using this technique.

### 2.3.3 Particle image velocimetry

Particle image velocimetry (PIV) is a method to perform velocity field measurement by finding the displacement of tracer particles recorded on images. It is currently the primary experimental tool to capture coherent structures in the turbulent flow, and a range of flow structures have been captured by PIV [41, 74-77]. PIV develops from flow visualisation techniques, especially particle-streak photography [78] and Laser-speckle velocimetry [79, 80]. Base on those techniques, Adrian [81] in 1984 proposed that it is not necessary to seed the flow heavily so that a laser speckle pattern is observed; instead, it is possible to measure displacement from double-exposed images of individual particles using auto-correlation. Since then, a range of studies concerning different particle sizes, particle concentration, illumination configurations, recording media, and analysis techniques have been performed, which is thoroughly reviewed by Adrian [82]
in 1991. He concluded that the preferred way to perform PIV analysis is: a) recording in multiple frames and with multiple pulses with the pulse duration $\delta t$ short enough to freeze the particles, and pulse interval $\Delta t$ appropriate for the velocity measured; b) using a thin laser sheet for illumination to achieve a depth-of-field which is smaller than the depth-of-focus of the lens; c) using small seeding particles, so the particle velocity lag relative to the flow is negligible as represented by a prediction with a Stokes number much smaller than 1; d) having a high enough particle concentration so that 5-10 particles are present in each interrogation window. The digital cross-correlation PIV analysis on single exposed images introduced by Willert and Gharib [83] removed photographic and opto-mechanical processing steps from PIV, therefore greatly simplified the analysis process and made the wide application of PIV on high-resolution high-framing rate recoding practicaly foreseeable. The multi-grid/multi-pass PIV introduced by Soria [84] increases the signal-to-noise ratio of the PIV analysis, thus significantly increased the measurement accuracy of PIV, especially when a high velocity gradient exists.

### 2.3.3.1 2-component 2-dimensional particle image velocimetry (2C-2D PIV)

Modern 2C-2D PIV methodology has significantly evolved since the 1990s due to the advancement of lasers, cameras, electronics and optics. The digital computing power and computing algorithm have advanced to a point which enables the cross-correlation analysis of 2C-2D PIV to be fully digital. The development of imaging sensors, especially CCD and sCMOS sensors, have reached a resolution of more than 40 million pixels [2] and a frame rate over 20 kHz [85] with superior performance to traditional films. In addition, the development of high energy Nd:YAG lasers has enabled the illumination of much larger fields of view to make the weak scattered light of micro-sized seed particles visible by the cameras. A typical experimental set-up and processing flow chart for 2C-2D PIV is shown in figure 2.16.

In a typical 2C-2D PIV experiment, the laser beam is shaped by spherical and cylindrical lenses into a sheet with thickness typically smaller than $500 \mu \mathrm{~m}$ and a width large enough to cover a large field of interest. The laser pulse duration needs to be small enough so that the displacement of the seeding particles within the pulse duration is less than 0.01 pixels, and the interval between a pair of laser pulses is selected based on the range of the fluid velocities present in the volume of measurement. The pulse energy ranges between 5 mJ to 200 mJ , depending on the size of the illuminated field of view, because of the relatively inefficient 90 -degree scattering of the seeding particles. The seeding particles in the flow need to be large enough to ensure sufficient scattering, but small enough so that the particles faithfully follow the flow. The non-dimensionalised relaxation time for the particles is related to the Stokes number of the particle, as shown in equation 2.18.


Figure 2.16: A typical experimental set up and analysis process[86].

$$
\begin{equation*}
\text { Stk }=\frac{t_{p}}{t_{f}}=\frac{\rho_{p} d_{p}^{2}}{18 \mu_{f}} \times \frac{u_{f}}{l_{f}}, \tag{2.18}
\end{equation*}
$$

where $t_{p}$ and $t_{f}$ represent the characteristic time of the particle and the fluid respectively, whose expressions are the first and second term on the right-hand side of equation 2.18, with $\rho_{p}$ representing the particle's density, $d_{p}$, the diameter of the particle, $\mu_{f}$, the dynamic viscosity of the fluid, $u_{f}$, the characteristic velocity of the fluid flow, and $l_{f}$, the characteristic length of the fluid flow. A Stokes number $\ll 1$ represent a particles that follows the fluid with high fidelity. In air flow, particles with diameter of $1 \mu \mathrm{~m}$, which are produced from smoke, fog, oil droplets or hydrogen bubbles, are typically used. In water, typical seeding particles are polystyrene or hollow glass microspheres of diameters $\approx 10 \mu m$, and are sometimes coated with metal to increase reflectivity [87].

When analysing the recorded image pairs, each image is subdivided into small areas, called interrogation windows (IW). The IWs from an image pair are then digitally crosscorrelated. Here only a brief description is provided, and a full detailed exposition of the digital cross-correlation PIV analysis is provided by Soria [88]. Typically, a Fouriertransformation based cross-correlation is used instead of direct cross-correlation to take advantage of the fast Fourier transform (FFT) routine. The equation to calculate the cross-correlation by FFT is shown as the equation 2.19.

$$
\begin{equation*}
f \star g=\mathcal{F}^{-1}\left(\mathcal{F}(f)^{*} \times \mathcal{F}(g)\right) \tag{2.19}
\end{equation*}
$$

where $f \star g$ denotes the cross-correlation of $f$ and $g, \mathcal{F}()$ denotes the Fourier transform, and * denotes the complex conjugate. The position of the peak relative to the centre of cross-correlation is the relative displacement between the two images. As the resultant velocity field is an average velocity of the fluid in the IW, the size of IW needs to be as small as possible to provide a high spatial resolution. However, the smallest size of the IW is limited by the maximum displacement of the particles in the IW, as the peak of cross-correlation will be wrapped in the opposite direction if the maximum displacement of the particles is more than half of the IW size. Also, as the displacement increases, the part of the image used to calculate the cross-correlation is smaller, so generally, the maximum displacement should not be larger than one-quarter of the IW size for an accurate estimation.

In order to increase the spatial resolution and the accuracy of PIV, different improvements have been developed. Although most of these techniques are developed for 2C-2D PIV, most are directly extended to a higher dimension and more components PIV analysis. One of the substantial improvements is the multi-grid/multi-pass algorithm[84]. Using this algorithm, the second interrogation window is shifted according to the displacement found in the first pass of PIV, so that the displacement between the first IW and shifted second IW is near zero. Thus it is possible to use a much smaller IW size for the second pass, as long as there are enough particles in the IWs, to achieve a much higher spatial resolution and a higher signal-to-noise ratio in the cross-correlation plane. Another commonly used technique to increase the measurement accuracy is finding cross-correlation peak to sub-pixel accuracy. A couple of approaches have been developed for this, including the centre-of-mass method, function-fitting method, and three-point estimator[87]. The centre-of-mass method finds the centroid of the peak by dividing the first-order moment and zeroth-order moment, but an appropriate threshold needs to be applied to data so that only the values near the correlation peak contribute to the centroid. It is also possible to fit the cross-correlation peak to a parabola or Gaussian peak, which is more robust than the centre-of-mass method. Finally, the three-point estimator is a simplified version of the function-fitting method, which only uses 5 points near the peak. It is computationally less demanding and especially appropriate to narrow cross-correlation peaks of size 3-5 pixels. Using those methods, the position of the crosscorrelation peak can be estimated to an accuracy of 0.01 pixel[83]. The a filter applied on the cross-correlation function proposed by Hart[89] also significantly increased the signal-to-noise ratio of the cross-correlation by multiplying the cross-correlation with the result from adjacent IW thus amplifying the cross-correlation peak at the same position and suppressing the noise.

Despite using the above methods, erroneous vectors are still not completely eliminated in the PIV analysis due to the non-uniform illumination, tracer particle distribution

| Validation Method | Equation |
| :---: | :---: |
| Maximum velocity check | $\|\boldsymbol{U}\|<\epsilon_{\text {thresh }} I W$ size |
| Maximum cross-correlation peak check | $\max (C C)>\epsilon_{\text {thresh }}$ |
| Global histogram check | $\left\|\boldsymbol{U}-\boldsymbol{U}_{n}\right\|<\epsilon_{\text {thresh }}$ |
| Dynamic mean check | $\left\|\boldsymbol{U}-\overline{\boldsymbol{U}_{n}}\right\|<\epsilon_{1} \overline{\boldsymbol{U}_{n}}+\epsilon_{2} \sigma\left(\boldsymbol{U}_{n}\right)$ |
| Dynamic median check | $\left\|\boldsymbol{U}-\operatorname{med}\left(\boldsymbol{U}_{n}\right)\right\|<\epsilon_{1} \operatorname{med}\left(\boldsymbol{U}_{n}\right)+\epsilon_{2} \sigma\left(\boldsymbol{U}_{n}\right)$ |

Table 2.1: The equations of some commonly used data validation criteria for PIV.
$\boldsymbol{U}$ represents the velocity vector being validated, $\boldsymbol{U}_{n}$ represents the neighbouring velocity vectors, commonly 8 nearest vectors. $\epsilon_{\text {thresh }}, \epsilon_{1}$ and $\epsilon_{2}$ are predefined threshold for validation, med is the median operator and $\sigma$ is the standard operation operator.
and out-of-plane particle motions. Thus, post-processing data validation is essential to filter out the erroneous vectors. Some of the validation methods are based on the cross-correlation peak quality. As mentioned before, the PIV measurements are more accurate when the displacement is less than a quarter of the IW size because of the higher signal to noise ratio. Thus a maximum velocity check criterion is commonly used. Also, a high cross-correlation peak value indicates a highly correlated PIV image pair, so this yields another commonly used criterion. Other data validation techniques compare the velocity vector with the surrounding vectors. These methods are based on the following assumptions about the raw PIV data, a) the flow field is a smooth and continuous function and b) erroneous vectors only occur isolatedly, while its size and direction are considerably different from the vectors around it [90]. Global histogram check finds the absolute value of the difference between the vector being checked and the surrounding vectors, then compares this magnitude with a predefined threshold. The dynamic mean or median check compares the magnitude of the difference between the vector being checked with the mean/median value of surrounding vectors with a predefined threshold. The vector validation methods' equations are summarised in table 2.1.

PIV vector validation is still an active area of research, and there are many studies aiming to improve the vector validation methods described in table 2.1. For example, Westerweel and Scarano [91] proposed an normalised median check so that the vadilation criteria is more robust against different velocity fluctuation levels presented in the PIV velocity field. The proposed criteria is

$$
\begin{equation*}
\frac{\left|\boldsymbol{U}-\operatorname{med}\left(\boldsymbol{U}_{n}\right)\right|}{\boldsymbol{r}_{n}+a}<\epsilon_{\text {thresh }}, \tag{2.20}
\end{equation*}
$$

where $\boldsymbol{r}_{n}=\operatorname{med}\left(\boldsymbol{U}_{n}-\operatorname{med}\left(\boldsymbol{U}_{n}\right)\right)$, and $a$ is a small number, typically 0.1 , to prevent dividing by zero. Another example is the statistical multivariate outlier detection (MVOD)
technique proposed by Griffin et al. [92]. MVOD uses the joint PDF of two velocity components, and reject the velocity vectors based on the 'distance' between the individual vectors and the center of the distribution, which is more effective than single-variable based criterion when large velocity gradients exist in the PIV image.

Once the erroneous vectors are identified, they are replaced by an interpolated value from surrounding vectors. Often, an additional smoothing filter, for example, a moving median filter, is applied to the measured velocity field to remove the high-frequency noise from the PIV measurement.

### 2.3.3.2 3-component 2-dimensional particle image velocimetry (3C-2D PIV)

In the application of 2C-2D PIV, one of the major sources of error is particles moving out of the laser sheet. Since most of the flow structures we are interested in are three dimensional, more advanced techniques need be employed to measure this quantity instead of minimising and ignoring this motion in 2C-2D PIV. Thus, the stereoscopic PIV (SPIV) was invented to achieve 3C-2D flow measurement [93, 94]. An example of the basic set-up for SPIV is as shown in figure 2.17. In this set-up, two cameras are rotated relative to each other so that the angles between the normals of the two line of sight ( $O^{\prime}-O-O^{\prime \prime}$ in figure 2.17) and with the laser sheet is of an angle $\theta$, which is also known as an off-axis angle. The uncertainty of the measured in-plane and out-of-plane velocities are a function of the off-axis angle, so an off-axis angle of $45^{\circ}$ is often used so that the uncertainty is the same for all velocity components. Besides, the cameras need to further rotated so that the imaging plane, lens plane and object plane intercept at the same point. This requirement, known as Scheimpflug condition [95], must be fulfilled so that the entire field of view is in focus when imaging. The three-component velocity vector can be constructed from the 2C-2D velocities captured by the first and second camera, using

$$
\begin{align*}
U & =\frac{U_{1} \tan \theta_{2}+U_{2} \tan \theta_{1}}{\tan \theta_{1}+\tan \theta_{2}} \\
V & =\frac{V_{1}+V_{2}}{2}+\frac{W}{2}\left(\tan \phi_{1}-\tan \phi_{2}\right)  \tag{2.21}\\
W & =\frac{U_{1}-U_{2}}{\tan \theta_{1}+\tan \theta_{2}}
\end{align*}
$$

where $U_{1}$ and $V_{1}$ are the velocity components in the x-direction and in-plane y-direction as defined in figure 2.17 measured by camera $1, \theta_{1}$ is the angle between the line of sight of camera 1 and y -z plane, $\phi_{1}$ is the angle between the line of sight of camera 1 and $\mathrm{x}-\mathrm{z}$ plane. $U_{2}, V_{2}, \theta_{2}$, and $\phi_{2}$ are the corresponding values for camera 2 [96]. Note that the
values of $\tan \phi_{1}$ and $\tan \phi_{2}$ are typically small, so using them in the denominator for the calculation of $V$ is avoided to increase accuracy.


Figure 2.17: A typical experimental set up for SPIV [97].

One complication of the SPIV set-up is that the imaging magnification is not the same across the whole field of view, so that image dewarping is essential to correct the perspective error. Such a mapping function can be calculated analytically using a pinhole camera model, but it relies on the accurate measurements of the position and orientation of the cameras, which is not always easy or even possible. Instead, a more common practice is to use a calibration target consisting of markers at different z-planes to calculate the mapping functions, as well as the orientation of the cameras for 3 D velocity vectors reconstruction.

### 2.3.3.3 3-component 3-dimensional particle image velocimetry (3C-3D PIV)

Although SPIV provides three-component velocity measurements in a 2D plane, in order to fully capture the velocity fields in a turbulent flow, it is necessary to expand the measurement into a volume, hence 3-component 3-dimensional (3C-3D) PIV is required. Over the past decades, a number of techniques have been developed that promised to yield 3C-3D velocity information of turbulent flow fields, however there is no consensus yet as to which is the best performing technique overall. A selection of most popular approaches to achieve 3C-3D PIV measurements is described below.

Tomographic particle image velocimetry (TPIV) uses multiple cameras to record tracer particle information from different angles with the three-dimensional particle intensity reconstructed from the recorded 2D images from each camera [98]. A typical experimental set-up includes a thick laser sheet illuminating a volume in the fluid, and typically 4-6 cameras viewing the flow from different directions, as shown in figure 2.18 .

On each camera the Scheimpflug condition is satisfied, and a small aperture is used in the lens to create a large depth-of-focus so that all particles in the illumination volume are in focus.


Figure 2.18: A typical experimental set up for tomographic-piv [72].

The reconstruction of a three-dimensional particle intensity map is then based on solving the line-of-sight equations,

$$
\begin{equation*}
P_{i}=\int_{s_{i}} I(x, y, z) d s_{i} \tag{2.22}
\end{equation*}
$$

where $P_{i}$ is the intensity recorded by each pixel on each camera, $I(x, y, z)$ is the intensity map of the measurement volume, and $s_{i}$ is the line-of-sight coordinate of each pixel. The multiplicative algebraic reconstruction technique (MART) used by Elsinga et al. [98] employs an iterative method to update each voxel value in the intensity map to map each captured pixel one-by-one, which can be computationally demanding. The Multiplied line-of-sight - Simultaneous algebraic reconstruction technique (MLOS-SMART) proposed by Atkinson and Soria [99] takes advantage of the fact that most of the voxels are of zero intensity as the particles only occupy a small portion of the measurement volume. This method considers all recoded pixels values in one iteration of voxel intensity calculation, thus, significantly reducing the computation requirement without compromising reconstruction accuracy. Lagrangian particle tracking has also been used to assist in reconstructing the 3 -dimensional intensity map in the recently proposed shake-the-box method [100] which considerably reduces the presence of false-positive particles (also known as ghost particles) as well as the time required in the reconstruction.

One of the limiting factors of the TPIV is the noise introduced during reconstruction due to ghost particles, which impacts the spatial resolution and the maximum field of view in the depth direction. Furthermore, due to the usage of multiple cameras, a complex calibration process and large optical access to the flow are required for this method. These issues limit the application of TPIV to turbulent flows [101].

Other 3C-3D velocity field measurement techniques include synthetic aperture particle image velocimetry, which uses a mapping function between the particle location and image coordinates to refocus the image and reconstruct the tracer particles in a threedimensional volume. This method can be applied using higher particle concentrations and a larger field of view in the depth direction than TPIV at the cost of using more cameras, typically 8 to 15 , which in turn requires more complex calibration and additional optical access to the flow [102].

A more recent alternative uses a single plenoptic camera to record the light field image of the tracer particles [103]. Light field imaging coupled with 3D cross-correlation PIV analysis [84] is referred to as light-field PIV (LFPIV) [104-106]. LFPIV eliminates the need to use multiple cameras with a simple calibration process, which is one of the major sources of error of the multi-camera techniques. However, the performance of LFPIV is limited by the pixel-to-microlens ratio of the plenoptic camera and the measurable tracer particle concentration is smaller than that which can be used with the TPIV method.

The photogrammetry methods mentioned so far belong to the Incoherent Imaging family of 3C-3D Velocimetry methods because from a fundamental point of view, they do not require a coherent light source such as a laser, and other illumination sources such as diode illumination $[107,108]$ are sufficient to illuminate the fluid volume of interest containing the scattering tracer particles. The digital holographic PIV (DHPIV) technique differs from the above described methods in that it requires coherent light, and the diffraction patterns of the particles interfering with the reference wave are recorded instead of the images of tracer particles. In this thesis, a novel iterative 4D-DHPIV/PTV method is introduced in Chapter 3, which greatly increases the accuracy of the direct holographic PIV measurement.

### 2.3.4 Numerical methods

Due to the continuously accelerating development of computational resources and the development of massively parallel computational fluid dynamics (CFD) algorithms, the turbulent flows can now be simulated with a high enough accuracy and resolution to probe their detailed structure. Therefore, it has become a great supplement to experimental studies [21, 109, 110]. The primary numerical method to study coherent structures of turbulent flows is the direct numerical simulation (DNS), which numerically solves the Naiver-Stokes equations including all the length scales in the turbulent flow without modelling.

The advantage of using numerical methods to capture turbulent flow structures are that the velocity fields produced from DNS are three-dimensional and fully resolved in both
time and space. Such measurements are currently impossible to acquire experimentally, and having both time and spatially resolved data is crucial in the study of the dynamics of turbulent flow structures. Furthermore, using DNS, the size and position of initial disturbances used to trigger turbulence are easily controllable. Thus it is possible to numerically study the link between some specific flow behaviours and causality. For example, Zhou et al. [29] studied how Q2 event generate hairpin vortices by numerically producing a Q2 event at a single point in a channel flow. Such a numerical experiment is not possible in real-life experimental flow set-ups.

## Chapter 3

## Four-dimensional Digital Holographic PIV/PTV (4D-DHPIV/PTV) ${ }^{\dagger}$

Holography was first invented by Gabor [111] in 1948 and first applied to particle recording in 1967 [112]. But despite its long history, holographic techniques were not applied to particle image velocimetry in the early development stage, due to the complex film development and optical reconstruction process. However, thanks to the advancements in laser, camera sensor and computing technology, holograms can now be recorded by cameras with high spacial resolution and a large field of view, as well as be reconstructed and analysed digitally. Therefore, the DHPIV has become more widely used [108, 113-117]. A significant advantage of DHPIV is its very simple optical arrangement, especially for the in-line configuration. Since it only requires one camera, it is easier to set up and can be used where optical access is limited, such as for example in microscopic applications. However, its performance can be greatly affected by the noise in the reconstruction volume due to the twin image that is also present, as well as a large depth of focus and the small field of view in the depth direction as a consequence of comparatively weaker signal from the particles located further away from the imaging plane.

In this chapter, a 4D-DHPIV/PTV method is presented which aims to conquer these limitations. The methodology builds on the standard digital hologram reconstruction

[^0]$[116,118]$ by incorporating advanced automatic digital filtering to reduce human interventions, 3 -dimensional volume deconvolution to reduce the depth-of-focus problem and the virtual image effect, an efficient one-pass 3-dimensional clustering algorithm coupled with a novel inverse reconstruction approach accelerated by a particle prediction process to increase the particle reconstruction dynamic range and 3-dimensional reconstruction domain. The measurement uncertainty of this methodology is first quantified using simulated data under different conditions, then experimentally implemented to measure the flow of a micro-channel with the results compared against the theoretical velocity profile for a laminar micro-channel flow.

### 3.1 Theoretical background

Similar to other electromagnetic waves, optical wave fields have a complex distribution, which means they are characterised by both the amplitude and phase information. Generally, in photography when an optical field is recorded with a recording material such as a CCD/CMOS sensor or photographic film, only the intensity (amplitude squared) of the wave is recorded, and the phase information is lost during the recording process. Unlike photography, in holography two waves, an object wave and a reference wave, with the same frequency interfere and the intensity of the interference pattern containing both amplitude and the phase information is recorded. The recorded interference pattern, known as a hologram, can then be illuminated by the reference wave to reconstruct the object wave with its complex distribution, i.e. both the object wave amplitude and phase information are reconstructed.

In the process of recording holograms using an in-line configuration, a monochromatic, coherent, polarised single-mode and collimated light is used to illuminate the tracer particles in the flow. A part of the illuminating light is scattered by the particles and creates the object wave, whereas the un-scattered light is the reference wave. These two waves with the same frequency interfere to generate the hologram as shown in figure 3.1.

### 3.1.1 Diffraction calculation by angular spectrum

In order to derive the equation for light propagation, consider a wavefront U at $z=0$ propagated to $z=z_{0}$. The Fourier transform of U can be expressed as

$$
\begin{equation*}
A\left(f_{x}, f_{y}, 0\right)=\iint_{-\infty}^{\infty} U(x, y, 0) \exp \left(-j 2 \pi\left(f_{x} x+f_{y} y\right)\right) d x d y \tag{3.1}
\end{equation*}
$$



Figure 3.1: The in-line hologram recording process
where $j$ is the imaginary unit, $f_{x}$ and $f_{y}$ are the wave-numbers in x and y direction and $A\left(f_{x}, f_{y}, 0\right)$ is the Fourier transform of $U(x, y, 0)$, also called the angular spectrum of $U(x, y, 0)$. Thus, the wave front at $z=0$ and $z=z_{0}$ can be expressed as the inverse Fourier transform of the corresponding angular spectrum

$$
\begin{gather*}
U(x, y, 0)=\iint_{-\infty}^{\infty} A\left(f_{x}, f_{y}, 0\right) \exp \left(j 2 \pi\left(f_{x} x+f_{y} y\right)\right) d f_{x} d f_{y}  \tag{3.2}\\
U\left(x, y, z_{0}\right)=\iint_{-\infty}^{\infty} A\left(f_{x}, f_{y}, z_{0}\right) \exp \left(j 2 \pi\left(f_{x} x+f_{y} y\right)\right) d f_{x} d f_{y} \tag{3.3}
\end{gather*}
$$

The propagation of waves are governed by the Helmholtz equation, which states that at any source free position, the wavefront must satisfy

$$
\begin{equation*}
\nabla^{2} U+k^{2} U=0 \tag{3.4}
\end{equation*}
$$

where k is the wave number. Substituting equation 3.3 into equation 3.4,

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) \iint_{-\infty}^{\infty} A\left(f_{x}, f_{y}, z_{0}\right) \exp \left(j 2 \pi\left(f_{x} x+f_{y} y\right)\right) d f_{x} d f_{y}=0 \tag{3.5}
\end{equation*}
$$

Because $\left(\nabla^{2}+k^{2}\right) \exp \left(j 2 \pi\left(f_{x} x+f_{y} y\right)\right)$ is not zero except at origin, equation 3.5 implies

$$
\begin{equation*}
\nabla^{2} A\left(f_{x}, f_{y}, z_{0}\right)+k^{2} A\left(f_{x}, f_{y}, z_{0}\right)=0 \tag{3.6}
\end{equation*}
$$

As the propagation is only in the z-direction, the Laplacian term becomes $\frac{\partial^{2} A}{\partial z^{2}}$ and the wavenumber in z direction can be written in terms of $f_{x}$ and $f_{y}$,

$$
\begin{equation*}
k_{z}=2 \pi f_{z}=2 \pi \sqrt{\frac{1}{\lambda^{2}}-f_{x}^{2}-f_{y}^{2}}=\frac{2 \pi}{\lambda} \sqrt{1-\lambda^{2} f_{x}^{2}-\lambda^{2} f_{y}^{2}} \tag{3.7}
\end{equation*}
$$

Thus, equation 3.6 can be written as

$$
\begin{equation*}
\frac{\partial^{2}}{\partial z^{2}} A\left(f_{x}, f_{y}, z_{0}\right)+\left(\frac{2 \pi}{\lambda}\right)^{2}\left(1-\lambda^{2} f_{x}^{2}-\lambda^{2} f_{y}^{2}\right) A\left(f_{x}, f_{y}, z_{0}\right)=0 \tag{3.8}
\end{equation*}
$$

Equation 3.8 is a partial differential equation of the angular spectrum $A$. Given the initial condition of $A$ at $z=0$, the angular spectrum at $z=z_{0}$ can be solved from the equation 3.8 , to be

$$
\begin{equation*}
A\left(f_{x}, f_{y}, z_{0}\right)=A\left(f_{x}, f_{y}, 0\right) \exp \left(\frac{j 2 \pi z}{\lambda} \sqrt{1-\lambda^{2} f_{x}^{2}-\lambda^{2} f_{y}^{2}}\right) \tag{3.9}
\end{equation*}
$$

Thus, converting back to spatial domain using inverse Fourier transform, the propagated wavefront $U(x, y, z)$ can be expressed as

$$
\begin{equation*}
U(x, y, z)=\mathcal{F}^{-1}\left(\mathcal{F}(U(x, y, 0)) \exp \left(\frac{j 2 \pi z}{\lambda} \sqrt{1-\lambda^{2} f_{x}^{2}-\lambda^{2} f_{y}^{2}}\right)\right) \tag{3.10}
\end{equation*}
$$

The result shows that within the circle $f_{x}^{2}+f_{y}^{2}=1 / \lambda^{2}$ the light propagation kernel, $\exp \left(\frac{j 2 \pi z}{\lambda} \sqrt{1-\lambda^{2} f_{x}^{2}-\lambda^{2} f_{y}^{2}}\right)$, has an amplitude of 1 and varied phase, which suggest under this regime, the propagated wavefront is transformed to planar waves travelling towards different directions by the Fourier transform, the phase of each plane wave evolves according to the distance propagated, and then those propagated plane waves are transformed back to form a new wavefront. However if the condition $f_{x}^{2}+f_{y}^{2}=1 / \lambda^{2}$ is not satisfied, the light propagation kernel becomes an amplitude attenuation with exponential decay. The energy of the incident light will quickly drop to zero. This kind of wave is called evanescent wave, and it is only visible in the experiment if the light is propagated to a very small distance, and also the sensor is very sensitive to light to record the quickly diminishing wave front, which is generally not satisfied. Thus, in the following discussion, the $f_{x}$ and $f_{y}$ frequencies are assumed to satisfy $f_{x}^{2}+f_{y}^{2}=1 / \lambda^{2}$, and the evanescent wave case is ignored.

The angular spectrum method can be easily implemented by the numerical method using fast Fourier transform algorithms, and has minimal approximations in all scalar diffraction theories. However, the analytical solution of diffraction patterns using angular spectrum method is very difficult to get, thus some other diffraction models are introduced in Appendix A.

### 3.1.2 Models for scattered light by particles

### 3.1.2.1 Lorenz-Mie scattering model

For most experimental conditions for the 4D-DHPIV/PTV measurements, the sizes of seeding particles are of the same order of the wavelength. Thus, Lorenz-Mie scattering solution $[119,120]$ is applicable to the light scattered by those seeding particles. The Lorenz-Mie scattering model states that the scattered light from a homogeneous sphere illuminated by an electromagnetic wave has the following form

$$
\begin{equation*}
\mathbf{U}_{s}(k \mathbf{r})=\sum_{n=1}^{\infty} \frac{j^{n}(2 n+1)}{n(n+1)}\left(j \alpha_{n} \mathbf{N}_{e 1 n}^{(3)}(k \mathbf{r})-\beta_{n} \mathbf{M}_{o 1 n}^{(3)}(k \mathbf{r})\right) \tag{3.11}
\end{equation*}
$$

where k represents the wavenumber and $\mathbf{r}$ represents the distance vector from scattering point to observing point. Equation 3.11 is an infinite sum of vector spherical harmonics $\mathbf{N}_{e 1 n}^{(3)}(k \mathbf{r})$ and $\mathbf{M}_{o 1 n}^{(3)}(k \mathbf{r})$ weighted by $\alpha_{n}$ and $\beta_{n}$. The weighting parameters depend on the refractive index of medium and particle, as well as the size of the particle, and can be calculated by

$$
\begin{align*}
a_{n} & =\frac{m \psi_{n}(m x) \psi_{n}^{\prime}(x)-\psi_{n}(x) \psi_{n}^{\prime}(m x)}{m \psi_{n}(m x) \xi_{n}^{\prime}(x)-\xi_{n}(x) \psi_{n}^{\prime}(m x)} \\
b_{n} & =\frac{\psi_{n}(m x) \psi_{n}^{\prime}(x)-m \psi_{n}(x) \psi_{n}^{\prime}(m x)}{\psi_{n}(m x) \xi_{n}^{\prime}(x)-m \xi_{n}(x) \psi_{n}^{\prime}(m x)} \tag{3.12}
\end{align*}
$$

In this equation $m=n_{p} / n_{m}$ represents the relative refractive index, $k$ represents wavenumber of the incident wave and $x=k \times r$ represents the size parameter. In addition, $\psi_{n}(\rho)=\rho j_{n}(\rho)$, where $j_{n}()$ represents the spherical Bessel functions of the first kind, and $\xi_{n}(\rho)=\rho h_{n}^{(1)}(\rho)$, where $h_{n}^{(1)}()$ represents the Hankel functions of the first kind. Finally, the $\psi_{n}^{\prime}(x)$ and $\xi_{n}^{\prime}$ functions are the derivatives of $\psi_{n}(\rho)$ and $\xi_{n}$ respectively.

Once the complex scattering light of the particle is found, the reference wave, which is modelled as a plane wave with phase zero at particle position, is added to the scattered wave (object wave), and the hologram can be calculated by taking the squared amplitude of the compound wave.

The Lorenz-Mie theory is numerically implemented using an efficient recursive algorithm [121] and the number of terms included are determined from the criteria introduced by Bohren and Huffman [122]. However, a major drawback of simulating hologram using Lorenz-Mie scattering theory is the long computational time it requires. A typical calculation time is of the order one second for the simulation of a $512 \times 512$ hologram containing one particle, thus the total calculation time for bigger holograms containing more particles would be not foreseeable in analysis. In addition, once there are more than one particles in the measurement volume, the illumination light of some particles will not have a planar wavefront, so the Lorenz-Mie scattering theory will not be applicable.

### 3.1.2.2 2D Gaussian particle model

In order to reduce the calculational requirement for simulating holograms with many particles, the scattering from a particle can be approximated by a single Gaussian function. Thus, the particles are approximated by a two-dimensional Gaussian function blocking the incoming light, with the transmission function as following

$$
\begin{equation*}
T=1-\frac{1}{r \sqrt{2 \pi}} \exp \left(-\frac{1}{2}\left(\frac{\sqrt{\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}}}{r}\right)^{2}\right) \tag{3.13}
\end{equation*}
$$

In order to simulate a hologram using this particle model, the following process is used. First, without the loss of generality, the phase of the illumination light is assumed to be to zero at the position of the first particle. Second, the illumination light is multiplied with the transmission function of the first particle. Then, the transmitted light is propagated to the z position of the next particle, where the transmission function of the second particle is multiplied with the transmitted light. The process is iterated until the last particle, then the incident wave is propagated to the imaging sensor. This process is also illustrated in figure 3.2.

Under this model, the reference wave for each particle is different as a result of the hologram produced by particles further away from the imaging sensor, and the reference wave and object wave are not strictly separated but combined as one propagating wave, which is a better model of the light propagation process in reality. Figure 3.3 shows the comparison between the hologram produced by a single particle of size $2 \mu \mathrm{~m}$ located at $500 \mu \mathrm{~m}$ away from the sensor illuminated by 532 nm light, using Mie scattering and 2D Gaussian particle model. For Mie scattering calculation, the refractive index of the particle is 1.59 , and the refractive index of the medium is 1.33 , corresponding to polystyrene and water, respectively.


Figure 3.2: Process chart for simulating the hologram


Figure 3.3: Hologram simulated by (a) Mie scattering model (b) 2D Gaussian particle model. The particle being imaged is of radius $1 \mu m$, located $500 \mu m$ away from the sensor, and illuminated by 532 nm light. The dimensions of the simulated holograms are $1024 \times 1024 \mu \mathrm{~m}$. For Mie scattering calculation, the refractive index of the particle is 1.59 , and the refractive index of the medium is 1.33 , corresponding to polystyrene and water, respectively. (c) The radial intensity profile of the hologram calculated by Mie scattering model and 2D Gaussian particle model.

As shown in figure 3.3a and figure 3.3b, the hologram simulation based on a Gaussian particle and based on Lorenz-Mie theory yields similar result. However, there are some artefacts at the edge of the hologram created based on Mie scattering. These artefacts are caused by the under-sampling of the numerical simulation, as the wavelength of the amplitude oscillation is smaller than the pixel size.

From the figure 3.3c, the radial profiles of hologram pattern predicted by the two models
agrees except for the center of the particle, ignoring the artefacts in the hologram created by Mie scattering. Because the refractive index of the medium and the particle are not considered in the 2D Gaussian particle model, the particle radius stated in the model may not be the actual radius of the particles. For 4D-DHPIV/PTV application, the absolute size of the particles are not a concern, instead, the hologram produced from the 2D Gaussian particle model should be fitted to real hologram to find out the relationship between the radius used in the model and the real radius of the particle.

To calculate the holograms shown in figure 3.3 which are of size $256 \times 356$ pixels, the time it took to simulate the hologram using Mie scattering method is about 1,000 time longer than using 2D Gaussian particle model. Thus, the 2D Gaussian particle model was preferred for our application than the Lorenz-Mie scattering model.

### 3.1.2.3 2D Gaussian particle model with phase change

When the refractive index of the particle is similar to that of the medium, it is no longer appropriate to simulate the particle as a blockage of the light. Instead, the light going through the particle is of importance. Because of the difference in refractive index, the light going through the particle has a longer optical path than the surrounding reference wave, a phase change occur at the particle position [123]. Because the size of the particle is normally less than 3 pixels in the hologram, we can assume that the phase change is constant across the particle, thus the transmission function of a 2D Gaussian particle model with phase change is as below:

$$
\begin{equation*}
T=1-\frac{1}{r \sqrt{2 \pi}} \exp \left(-\frac{1}{2}\left(\frac{\sqrt{\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}}}{r}\right)^{2}+j \theta\right) \tag{3.14}
\end{equation*}
$$

The phase induced is the same for all the particles given the same imaging condition, thus to replicate an experimental hologram by simulation, a hologram of one particle can be taken before the experiment, and the phase change can be found by fitting the simulated hologram with the experimental hologram, and the apparent radius for the model can be found by fitting as well.

Figure 3.4 compares the hologram generated using 2D Gaussian particle model and 2D Gaussian particle model with phase change with an experimental captured hologram using polystyrene particles (refractive index $=1.59$ ) suspended in water (refractive index $=1.33$ ).

As shown in the figure 3.4d, there is a pair of bright and dark regions in front of and behind the particle in the reconstruction volume from experimental hologram, and by


Figure 3.4: (a) A sample hologram taken in the experiment (b) fitted hologram with phase change using equation 3.14 (c) fitted hologram without phase change using equation equation $3.13(d-f)$ the $x-z$ slice of the reconstruction volumes from $(a-c)$ at the particle. Scale bars in $(\mathrm{a}-\mathrm{c})$ are $7 \mu \mathrm{~m}$ and in $(\mathrm{d}-\mathrm{f})$ are $14 \mu \mathrm{~m}$.
adding the phase change term at the particle, this phenomenon can be captured by the model, as shown in the figure 3.4e. The model without phase change will not produce the correct scattering profile in the $z$-direction nor a correct hologram, so the patterns created from the particle are correctly modelled without accounting for the phase change.

### 3.1.3 Illumination using tilted and expanding beams

In the experiment, it is almost impossible to obtain a completely planar illumination wave normal to imaging plane. Thus, the effect of tilted and expanding reference wave on the recorded hologram is investigated here.

### 3.1.3.1 Tilted illumination

The imaging set-up with tilted illumination is shown in figure 3.5. From the figure, the input to the hologram simulation process is a wave with linearly changing phase angle, expressed as

$$
\begin{equation*}
U_{\text {illumination }}=\exp \left(j\left(\frac{2 \pi x \sin \left(\theta_{t_{x}}\right)}{\lambda}+\frac{2 \pi y \sin \left(\theta_{t_{y}}\right)}{\lambda}\right)\right) \tag{3.15}
\end{equation*}
$$

where $\theta_{t_{x}}$ is the tilting angle in the x direction, and $\theta_{t_{y}}$ is the tilting angle in the y direction.


Figure 3.5: Optical setup of recording hologram with tiling beam. $\theta_{t}$ represents the tilting angle. Tilting in only one direction is shown in the figure, but the same applies to tilting in the other direction.

As the illumination beam is tilted, the object wave is tilted to the same angle, thus the hologram generated will be shifted from the particle position by $\tan \left(\theta_{t}\right) \times z$. However, because when taking the hologram, the phase information of the object wave is lost, so the reconstruction is normal to the image plane, and the shift of reconstructed particle will be the same position as the hologram. The shift caused by a tilted illumination plane is presented in figure 3.6.


Figure 3.6: Simulated hologram and reconstruction using a reference wave tilted $2.38^{\circ}$ in horizontal direction and $1.19^{\circ} \mathrm{in}$ vertical direction. The particle being imaged is of radius $1 \mu m$, located $500 \mu \mathrm{~m}$ away from the sensor, and illuminated by 532 nm light. (a) The image of the particle at the center of the sensor. (b) Simulated hologram using tilted beam. The center of hologram pattern is $21.0 \mu \mathrm{~m}$ towards right and $10.5 \mu \mathrm{~m}$ downwards relative to center. (c) reconstructed particle from (b). The position of reconstructed particle is $21.0 \mu \mathrm{~m}$ towards right and $10.5 \mu \mathrm{~m}$ downwards relative to center.

### 3.1.3.2 Expanding/converging illumination

To exam the effect of expanding or converging reference waves, we can assume that the illuminating wave is coming from a point source of $z_{r}$ away from the imaging plane, as shown in the figure 3.7. The complex light field for illumination can be expressed as

$$
\begin{equation*}
U_{\text {illumination }}=\exp \left(j\left(\frac{2 \pi}{\lambda} \sqrt{x^{2}+y^{2}+z_{r}^{2}}\right)\right) \tag{3.16}
\end{equation*}
$$



Figure 3.7: Optical setup of recording hologram with expanding beam. The converging beam has a negative $z_{r}$ value.

Following the analysis given by Goodman [124], a hologram recorded by illumination from point-source will lead to a magnification in both transverse directions and axial direction, which can be calculated as:

$$
\begin{align*}
M_{\text {transverse }} & =\left(1-\frac{z_{o}}{z_{r}}\right)^{-1}  \tag{3.17}\\
M_{\text {axial }} & =M_{\text {transverse }}^{2}
\end{align*}
$$

Because of the axial magnification, the position of the reconstructed plane will change as well, so the reconstructed distance $z_{\text {reconstructed }}$ for a object at $z_{o}$ will be

$$
\begin{equation*}
z_{\text {reconstruct }}=\left(\frac{1}{z_{o}}+\frac{1}{z_{r}}\right)^{-1} \tag{3.18}
\end{equation*}
$$

### 3.1.4 Recording of the hologram

The hologram captured by the sensor can be written as

$$
\begin{align*}
H & =(O+R)(O+R)^{*}  \tag{3.19}\\
& =O O^{*}+O R^{*}+R O^{*}+R R^{*},
\end{align*}
$$

where H is the recorded hologram, O is the object wave and R is the reference wave. In the above equation, $O O^{*}$ is the squared magnitude of the object wave, $O R^{*}$ is the real image, $R O^{*}$ is the virtual image, and $R R^{*}$ is the squared magnitude of the reference wave. Because the magnitude of the object wave is much smaller than the magnitude of the reference wave, $O O^{*} \ll R R^{*}$ and the $O O^{*}$ term can be neglected from the equation 3.19

In the experiment, the reference wave is often not perfectly planar, and the pattern in the reference wave will propagate as the hologram being reconstructed, introducing additional noise in the reconstruction. Thus, to extract the object wave from the hologram, the hologram is normalised by the squared magnitude of reference wave before reconstruction, as below:

$$
\begin{align*}
\frac{H}{R R^{*}} & =\frac{O R^{*}}{R R^{*}}+\frac{R O^{*}}{R R^{*}}+\frac{R R^{*}}{R R^{*}} \\
& =\frac{O}{R}+\frac{O^{*}}{R^{*}}+1  \tag{3.20}\\
& =\operatorname{Re}\left(\frac{O}{R}\right)+1
\end{align*}
$$

### 3.1.5 Aliasing in digital hologram

The smallest resolvable scale of the reconstruction is determined by the size of the hologram after magnification. Considering an object at a distance of z from the hologram imaging plane, imaged by a sensor of size $L_{x}$, as shown in figure 3.8, the numerical aperture of this imaging system can be given as

$$
\begin{equation*}
N A=\sin \theta_{\text {imaging }} \approx \frac{L_{x}}{2 z} \tag{3.21}
\end{equation*}
$$

Here the small angle approximation for $\theta_{\text {imaging }}$ is used. From the Abbe diffraction limit, the minimum resolvable length of the system is,

$$
\begin{equation*}
\Delta x=\frac{\lambda}{2 N A}=\frac{\lambda z}{L_{x}} \tag{3.22}
\end{equation*}
$$

If a hologram is simulated without large enough sensor size, aliasing will occur, and the whole diffraction pattern will not be contained in the hologram. Figure 3.9 compares a holograms which are efficient large in size and an aliased hologram.


Figure 3.8: Hologram recording process of a finite imaging sensor.


Figure 3.9: (a) A hologram just big enough to avoid aliasing. (b) The hologram with the same imaging condition as (a), but $27 \%$ smaller, which is aliasing. (c) The radial intensity profile of the holograms, blue: Hologram (a) orange: Hologram (b).

### 3.1.6 Propagation through the medium of different refractive index

The discussion above all apply to the light propagation though uniform medium, however, in experiment, the laser often passes through layers of different medium, for example, water tunnel with glass walls. To account for the different refractive index, the wavelength used in the propagation equation needs to be adjusted by,

$$
\begin{equation*}
\lambda_{e f f}=\frac{\lambda}{n} \tag{3.23}
\end{equation*}
$$

where n is the refractive index of the material. This effective wavelength will pose a scaling factor to the reconstruction distance, so that

$$
\begin{equation*}
z_{\text {real }}=n z_{\text {reconstract }} \tag{3.24}
\end{equation*}
$$

### 3.1.7 Off-axis Hologram

In all the discussion above, the reference wave and the object wave is in the same direction, therefore this configuration is called an in-line configuration. In contrast, if an angle exists between the propagation directions of the reference and object wave, it is an off-axis configuration. The advantage of using an off-axis configuration is that the virtual and the real images in the reconstruction volume would be offset, making it easier to separate the two. A typical optical set-up to record off-axis holograms is shown in Figure 3.10. In the set-up the objective and reference wave a separated by a beam splitter from the laser, and when recombining the two there is an off-axis angle $\theta$ exists. The off-axis angle can have a in-plane component (y direction of the recorded hologram) as well as a out-of-plane component (x-direction of the recorded hologram).


Figure 3.10: Typical experimental set-up of off-axis hologram recording.

The off-axis hologram can be expressed as,

$$
H=\underbrace{O O^{*}+R R^{*}}_{\text {order } 0}+\underbrace{O R^{*} e^{j k \sin \theta r}}_{\begin{array}{c}
\text { order }+1  \tag{3.25}\\
\text { Real Image }
\end{array}}+\underbrace{R O^{*} e^{-j k \sin \theta r}}_{\begin{array}{c}
\text { ordder }-1 \\
\text { Imaginary Image }
\end{array}} .
$$

To reconstruct off-axis holograms, the order +1 peak is shifted to the center of the Fourier plane, which corresponds to multiplying the hologram with a phase shift term $e^{-j k \sin \theta r}$. Therefore, the shifted hologram is,

$$
\begin{equation*}
H e^{-j k \sin \boldsymbol{\theta} \boldsymbol{r}}=O O^{*} e^{j k \sin \boldsymbol{\theta} \boldsymbol{r}}+R R^{*} e^{j k \sin \boldsymbol{\theta} \boldsymbol{r}}+O R^{*}+R O^{*} e^{-2 j k \sin \boldsymbol{\theta} \boldsymbol{r}} . \tag{3.26}
\end{equation*}
$$

To separate the real image from the other terms, a low-pass filter is applied to the shifted hologram. In this process, the assumption of the hologram satisfying WhittakerShannon sampling theorem is made. Under this assumption, the zeroth peak and the first peak is separated enough in the Fourier space, so that all information of the real
image is contained in the center peak. In this perfect situation, the low pass filtering will completely remove all terms in equation 3.26 except for the real image term. So the resulting hologram is

$$
\begin{equation*}
H_{\text {processed }}=O R^{*} . \tag{3.27}
\end{equation*}
$$

The processed hologram is then propagated as if it's an on-axis hologram. This process is also graphically illustrated in figure 3.11 , along with the reconstructed particle using off-axis and in-line holograms.


Figure 3.11: Simulated off-axis hologram and the reconstruction process of the simulated hologram. The hologram is simulated using a illumination wavelength of 532 nm , and it's captured by a $512 \times 512$ array of pixel size $1 \mu \mathrm{~m}$. The object being imaged is a spherical particle of diameter $2 \mu \mathrm{~m}$ located 1 mm away from the imaging sensor. (a) The simulated off-axis hologram. The insert is a zoomed-in view of the red square in the top right corner. The zoom-in view corresponds to an area of $30 \mu m \times 30 \mu m$. (b) The Fourier transformed hologram. (c) The shifted (b) so that the 1st order peak is at the center of the Fourier plane. (d) (c) after low-pass filtering (e) The reconstructed particle at focus position. (f) The reconstructed particle produced by an in-line configuration under the same imaging condition. The DC term has been removed in all Fourier transformed plots to better show the pattern.

By comparing figure 3.11 e and figure 3.11 f , the virtual image in the reconstruction, which are the rings around the particle, has been greatly suppressed by the off-axis
configuration. To better compare the reconstruction result, the radial profiles of the particle construction by two methods is compared in figure 3.12.


Figure 3.12: Typical experimental set-up of off-axis hologram recording.

Although the off-axis configuration can greatly suppress the virtual image in the reconstruction, because of the low-pass filtering, the spatial resolution of the off-axis holograms is much smaller than that of the in-line holograms and will degrade the reconstruction especially when there are more particles in the volume. Also as in experimentally acquired holograms the Whittaker-Shannon sampling theorem will not be fully satisfied, the processed hologram would be contaminated by the zeroth and higher order peaks, which will also introduce additional noise to the reconstruction. This greatly limits the capacity of the hologram imaging system therefore is not implemented in the 4D-DHPIV/PTV.

### 3.2 Direct reconstruction of holograms

The direct reconstruction process back track the light propagation numerically using equation 3.10. The object wave extracted from the recorded hologram is propagated to different z position, and the propagated images are stacked together to form the direct reconstruction volume.

The reconstruction volume created by propagation has a few problems. Firstly, when the hologram is taken by the camera, the phase informations is lost. Thus, there is an ambiguity of the direction of propagation of light and both a real and virtual image will be present in the reconstruction, as shown in figure 3.13. The presence of the virtual image in the reconstruction volume introduces additional noise and will decrease the measurement accuracy.


Figure 3.13: (a) y-z plane cut of the directly reconstructed volume through the center of the particle. The hologram is at $z=0$. (b) $x-y$ plane of the reconstruction at $z=z_{0}$, showing the focused real image in the center and defocused virtual image around the real image.

Secondly, the limited numerical aperture of the system produces elongated particles in the reconstruction. Because the size of the imaging sensor is typically much smaller than the distance between the sensor and the object, the numerical aperture of holographic imaging is typically much smaller than normal photography, which leads to a larger depth of focus and reconstructed particles looks stretched in the light propagation direction. Instead of the particle being in focus at the particle position only, it is in focus also in front of and behind the particle, therefore the particle looks elongated in the reconstruction. The large depth of focus introduces a large uncertainty in the precise determination of the $z$ position of the particles, which subsequently can result in inaccurate velocity measurement [116].

Thirdly, as the intensity of the diffraction patterns drops rapidly as the particle become further away from the sensor, the pattern is often masked by the brighter diffraction patterns produced by particles which are closer to the imaging plane. Also particles close to the edge of the field of view will produce a diffraction pattern that is only partially recorded, leading to incomplete reconstructions. All the restrictions above limits the field of view of the holographic flow measurement, as well as the maximum particle concentration achievable by this technique.

### 3.3 Iterative PIV/PTV method adapting an inverse approach

To overcome the shortcomings of the direct recontruction, the proposed iterative 4DDHPIV/PTV method illustrated schematically in figure 3.14 has been developed and can
be briefly summarised as follows. The iterative reconstruction process of the proposed 4D-DHPIV/PTV method starts with a direct reconstruction. The reconstructed volume is deconvolved using a simulated three-dimensional point spread function (PSF) resulting in a deconvolved volume with a higher signal-to-noise ratio, the removal of the twin image and a reduced depth of focus. The intensity distribution of the particles in the deconvolved volume is determined using an efficient 3D clustering algorithm. This is followed by an inverse reconstruction step to improve the determination of the position of the particles by matching the input hologram at each iteration level with a simulated holograms from the detected particles at that iteration level. Once the accurate positions of the particles are found, a simulated hologram using the accurate particle positions is subtracted from the original hologram, exposing additional diffraction fringes resulting in general from particles that are further from the recording plane, smaller in size or outside the projected volume of the image sensor area. This process is repeated (i.e. iterated) until no more further new particles can be found in the hologram because the remaining hologram signal is at the noise level. The velocity field is computed from two particle intensity fields that are separated by a time $\Delta t$ using a hybrid PIV/PTV method [125]. Furthermore, after 4 time steps, since the trajectory of each particle is known, it is used to predict the corresponding particle location in the subsequent time step by assuming a constant acceleration. This predictive step is used to accelerate all subsequent hologram reconstructions. Each step of the iterative 4D-DHPIV/PTV method shown in figure 3.14 is now presented in more detail.

### 3.3.1 Deconvolution

In the hologram imaging process, we can assume that the tracer particles are of similar size, and the diffraction pattern created by each particle only exerts a small disturbance on the reference wave so that all particles are illuminated by a planar wave. Under this assumption, the virtual image and the elongated shape of all particles will be the same, and thus can be represented by the three-dimensional convolution between the true particle distribution and a point spread function (PSF) [126], i.e.

$$
\begin{equation*}
U\left(x_{0}, y_{0} ; z\right)=\mathcal{F}^{-1}\left[\mathcal{F}\left[U_{\text {real }}\left(x_{0}, y_{0}, z\right)\right] \mathcal{F}\left[U_{P S F}(x, y, z)\right]\right] \tag{3.28}
\end{equation*}
$$

Thus, the true particle distribution field $U_{\text {real }}$ can be retrieved using deconvolution. To generate the PSF, a particle with a very small radius (e.g. $10^{-6}$ of the linear size of the sensor) modelled by equation 3.13 is placed at the centre of the image, and propagated for a distance given from the centre of the reconstruction volume to the imaging plane


Figure 3.14: Flow chart of the proposed novel iterative 4D-DHPIV/PTV methodology.
where the hologram is recorded. The hologram of the PSF is then propagated to every $z$-plane corresponding to the reconstruction volume.

Although equation 3.28 can be solved by direct division, any zero value in the $\mathcal{F}\left[U_{P S F}(x, y, z)\right.$ will create a divide by zero error, thus a small number is added to the $\mathcal{F}\left[U_{P S F}(x, y, z)\right.$ term before dividing, called direct deconvolution

$$
\begin{equation*}
U_{\text {real }}\left(x_{0}, y_{0}, z\right)=\mathcal{F}^{-1}\left[\frac{\mathcal{F}\left[U\left(x_{0}, y_{0} ; z\right)\right]}{\mathcal{F}\left[U_{P S F}(x, y, z)\right]+\epsilon}\right] \tag{3.29}
\end{equation*}
$$

where the value of $\epsilon$ is typically $10^{-4}$. However, a problem with direct deconvolution is that typically the high frequency components in both $U_{\text {real }}$ and $U_{P S F}$ are zero, resulting in high frequency component in $U$ being zero. In the process of direct deconvolution, $U$ is divided by $\epsilon$ where $\mathcal{F}\left[U_{P S F}\right]=0$, therefore the high frequency noise in U is greatly amplified, resulting much noise in the calculated $U_{\text {real }}$. Therefore, another deconvolution method is used in the present algorithm, which is Richardson-Lucy deconvolution.

The Richardson-Lucy deconvolution method is an iterative process aimed at finding the most probable deconvolved field that will produce the input field, based on Bayes theorem [127, 128]. This method has more tolerance to noise than the direct deconvolution by division [126]. The Richardson-Lucy deconvolution method is given by the iterative relationship:

$$
\begin{equation*}
\hat{U}_{\text {real }}^{(t+1)}=\hat{U}_{\text {real }}^{(t)} \cdot\left(\frac{U}{\hat{U}_{\text {real }}^{(t)} \otimes P S F} \otimes P S F^{*}\right) \tag{3.30}
\end{equation*}
$$

In this equation, $\otimes$ is the convolution operator performed by multiplication in Fourier space, $\hat{U}_{\text {real }}^{(t)}$ represents the estimated deconvolved volume at $t^{t h}$ iteration and $P S F^{*}$ represents the flipped $P S F$. Since the $P S F$ is symmetrical for our case, $P S F^{*}=P S F$. The iterative process starts by setting $\hat{U}_{\text {real }}^{(0)}$ to be the averaged value of reconstruction volume, with the iteration stopped when the correlation of $\hat{U}_{\text {real }}^{(t)}$ between two iterations reaches 0.9 . The result of direct reconstruction followed by deconvolution is shown in figure 3.15.

Note that in the direct reconstruction volume, there is significant noise on both sides of each particle in the $z$-direction, and the shape of the noise around each particle in the reconstruction volume is the same. After deconvolution, most of the noise around the particles has been removed. However, the particles are still elongated, which can be seen in the zoomed-in view shown in figure 3.15c. Thus, the uncertainty in the location of the $z$-component of the particle position is still unacceptably high.

### 3.3.2 Particle detection and inverse approach

In order to find the 3D particle intensity distribution of all reconstructed particles and hence, an estimate of their position from the deconvolved 3D intensity volume, an efficient one-pass 3-dimensional Hoshen Kopelman (HK) clustering algorithm is used [129].


Figure 3.15: (a) Direct reconstructed volume. (b) 3D point spread function. (c) Deconvolved volume. For better visibility the deconvolved volume has been dilated with spherical structuring element with a larger diameter. The zoomed plot shows the detailed shape of the particle marked in the deconvolution volume.

The optimised threshold for clustering is selected based on percolation theory by finding the threshold for which the number of clusters found in the volume changes the most. Once the 3D particle intensity distributions of all particles are determined using the HK algorithm, their centroids are calculated using an intensity weighted method.

The estimated positions found after the clustering process are then further improved by using an inverse reconstruction approach [130]. In the inverse reconstruction method, a hologram is computed using the particle model described in section 3.3.1 using all the
particles that have been detected to this point. The computed hologram is compared with the hologram obtained from the experiment, and the particle position is further improved by minimising the squared difference between two hologram images given by the equation equation 3.31:

$$
\begin{equation*}
\epsilon=\Sigma\left(\left(H_{\text {expeimental }}-\bar{H}_{\text {expeimental }}\right)-\left(H_{\text {simulated }}-\bar{H}_{\text {simulated }}\right)\right)^{2}, \tag{3.31}
\end{equation*}
$$

where the over-bar represents the average intensity value of the hologram. The optimisation variables are the three-dimensional centroid coordinates of the particles, their radii and the amplitude of the perturbation in the simulated hologram. This non-linear optimisation problem is solved using a limited memory Broyden-Fletcher-Goldfarb-Shanno with simple box constraints (L-BFGS-B) algorithm [131]. In this algorithm, the quasiNewtonian method is used to compute the derivatives of $\epsilon$ with respect to the optimisation variables due to the complex nature of this task. Box constraints are imposed on the variation of the optimisation variables to limit the domain of optimisation of the particle positions to within the positional uncertainty from the estimated position, which is typically less than $10 \lambda$.

This inverse step with the optimisation process not only finds the required particle characteristics but also identifies "noise particles" that may have been mistakenly identified as particles in the previous steps. As computed hologram produced from the "noise particles" will not produce a good fit to the input hologram with a very low amplitude from this step, simple thresholding of the optimisation result efficiently rejects the false "noise particles".

### 3.3.3 Particle deletion

After the accurate particle positions are found, a hologram is computed and subtracted from the original hologram - we refer to this process as "particle deletion". Particle deletion reveals the interference patterns of the particles which are further away from the hologram imaging plane and were masked by nearer particles, whose holograms have now been removed. This process can significantly increase the number of particles detected from the hologram and expands the maximum field of view in the depth direction. The hologram with the detected particle interference pattern removed then undergoes a further iteration of reconstruction, deconvolution, particle detection, inverse reconstruction and position refinement followed by particle deletion until all particles have been detected and removed from the hologram, and only the noise floor of the hologram remains in the residual hologram as illustrated in figure 3.16.


Figure 3.16: The particle removal and iteration process

### 3.3.4 Velocity extraction and prediction

After all particles are reconstructed in two sequential holograms, a hybrid PIV/PTV method [125] is used to extract the velocity of corresponding particle pairs from the reconstructed volumes produced from the two holograms. Firstly, a 3C-3D cross-correlation PIV analysis is performed on the reconstruction volumes, and the resulting displacement vectors serve as displacement predictors for the identified particle pairs. The displacement predictor significantly decreases the size of the search region in the second reconstruction volume while looking for the particle pair. In order to identify the particle pairs, a smaller interrogation volume (IV) containing the particle is generated within the sequential reconstruction volumes. In the first reconstruction volume, the IV is generated around the detected particle position, whereas, in the second reconstruction volume the IV is generated around the estimated particle position based on the PIV analysis. These corresponding smaller IVs are 3C-3D cross-correlated which yield the particle displacement (PTV) at the spatial resolution of the mean distance between the particles in the reconstructed volume and an IV which effectively is represented by the size of the particle, and therefore this PTV step results in velocity measurements with much higher spatial resolution compared to the velocity found from the 3C-3D cross-correlation PIV analysis.

Once the velocity is known at four consecutive time steps, this PTV information during the trajectory of the identified particle over the last 4 time steps, with an assumption of constant acceleration, is used to predict the position of the identified particle at the next time step. This predicted particle position is then used to accelerate the iterative
reconstruction process for the hologram by directly proceeding to the inverse method step as shown in the figure 3.14 [117].

Because of the large amount of analysis required and the iterative nature of the 4DDHPIV/PTV method, the computational time required to extract velocity vectors from holograms are much longer than the 2C-2D PIV. Although the required computational time and it scaling with key parameters is not thoroughly studied, the analysis of a $64 \times 64$ hologram with 20 particles in them requires a average time of around 2.5 CPU hours. The key parameters that will affect the analysis time are hologram size and the number of particles in the hologram. Some parameters, such as the threshold for rejecting particles and the peculation analysis in the clustering step, can also be optimised based on the hologram quality to speed up the analysis process.

### 3.4 Uncertainty quantification using simulated data

Simulated data is used to analyse the error between exact and measured particle position. In this study, the influence of: (i) particle concentration and (ii) shot noise on measurement uncertainty are investigated.

A hologram with multiple particles is simulated in the following way. Firstly, a reference wave is assumed to have zero phase angle and unit amplitude at the first particle encountered without loss of generality. The transmission function of the particle is given by equation equation 3.13. The scattered light field of the "first" particle is propagated to the $z$ location of the next particle using equation equation 3.10. Note that during the computation of a hologram, the sign of $z$ is opposite from that during reconstruction. Here, the light field is multiplied by the transmission function of the second particle, which is then propagated to the third particle. The process is repeated for all particles encountered along the z-direction until the sensor is reached.

### 3.4.1 The effect of particle concentration on iterative hologram reconstruction

For this numerical study, the wavelength of the laser illumination is set at $\lambda=532 \mathrm{~nm}$. Particles were randomly distributed in a volume of $64 \mu m \times 64 \mu m \times 109 \mu m$ where the largest dimension is the out-of-plane $z$-direction normal to the recording sensor plane. The particles have a diameter uniformly distributed between $1.5-2.5 \mu m(\sim 2.82 \lambda-$ $4.7 \lambda$ ), which is typical for particles used in air-based experiments or water-based microflow experiments. The numbers of particles used within this volume were $10,20,30$,

40, 50 and 80 , resulting in corresponding particle concentrations of $2.2 \times 10^{-5}, 4.5 \times$ $10^{-5}, 6.7 \times 10^{-5}, 9.0 \times 10^{-5}, 1.1 \times 10^{-4}$ and $1.8 \times 10^{-4}$ particles $/ \mu m^{3}$, respectively. In terms of particles per pixel, those concentration corresponds to $0.0024,0.0049,0.0073$, $0.0098,0.0122$ and 0.0195 ppp . The simulated holograms assume a pixel size of $1 \mu \mathrm{~m}$ and are therefore $64 \times 64$ pixel $^{2}$ in size.

The simulation evaluates the intensities of each pixel as the function value at the centre of the pixel. Except for the 80 particles per volume case 18,000 numerical sample volumes were generated and analysed. For the 80 particles per volume case, 7,814 numerical sample volumes were generated and analysed. Figure 3.17 shows the percentage of real particles detected using the direct hologram reconstruction and the iterative hologram reconstruction as a function of particle concentration. These results show the superior performance of the iterative hologram reconstruction approach, which significantly outperforms the direct hologram reconstruction method by correctly identifying more than $70 \%$ of all particles even for high particle concentrations, whereas the direct method at the lowest concentration detects at best $35 \%$ of all particles. Only for the highest particle concentration does the detection drop to $40 \%$ of all particles for the iterative hologram reconstruction approach. However, for this concentration, the direct hologram reconstruction is only able to detect one order less at around $4 \%$ of all particles. It is noteworthy to realise that a concentration of $1.1 \times 10^{-4}$ particles $/ \mu \mathrm{m}^{3}$ corresponds to 110,000 particles in a volume of $1 \mathrm{~mm}^{3}$, whereas the highest concentration used here of $1.8 \times 10^{-4}$ particles $/ \mu \mathrm{m}^{3}$ corresponds to 180,000 particles in a volume of $1 \mathrm{~mm}^{3}$, which is an exceedingly high particle concentration and probably never realizable in an experiment.


Figure 3.17: Fraction of real particles found using the direct hologram reconstruction method and the iterative hologram reconstruction method as a function of particle concentration.


Figure 3.18: Uncertainty in the particle centroid position using the iterative hologram reconstruction as a function of the particle concentration; (a) Normalised bias error and (b) normalised standard uncertainty. Normalisation is with respect to the wavelength $\lambda=532 \mathrm{~nm}$.

Figure 3.18a and figure 3.18b show the normalised bias error and normalised standard uncertainty, respectively, of the particle centroid position in the in-plane $(x, y)$ directions and the out-of-plane $z$-direction, using the iterative hologram reconstruction. The normalisation is with respect to the illumination wavelength, i.e. $\lambda=532 \mathrm{~nm}$. The bias error of the centroid position is typically less than $0.25 \lambda$ for the in-plane coordinates for all particle concentrations used in this study, characterised by an underestimation. The bias error in the out-of-plane position is of the same order as the in-plane except for the lowest and highest concentration, where the bias error is found to be at most $1.5 \lambda$, characterised by both underestimation and overestimation. The standard uncertainty shown in figure 3.18 b does not exceed $3.5 \lambda$ for the in-plane particle centroid coordinates with a minimum at the concentration of 0.0049 ppp of less than $2 \lambda$. The standard uncertainty for the out-of-plane particle centroid coordinate is significantly higher and of the order of $8 \lambda$ or less except for the highest concentration, where the standard uncertainty peaks at slightly above $12 \lambda$. The variation of the standard uncertainty for the out-of-plane particle centroid coordinate shadows the in-plane standard uncertainties but with more of a minimum plateau between the particle concentrations of $0.0049-0.0122 \mathrm{ppp}$.

### 3.4.2 The effect of shot noise on iterative hologram reconstruction

Shot noise, also known as Poisson noise, is unavoiable in experimental holograms, and arises from the quantum nature of light. When light strikes the sensor of the camera, it is in the form of photons, and the sensor counts the number of photos that fall onto each pixel as an intensity reading [132]. However, as each photon must be counted as a whole, and the photons arrive randomly on the sensor, the intensity reading is neither
continuous nor exact, but follows a Poisson distribution. Thus, the probability function of the shot noise can be modelled as follows:

$$
\begin{equation*}
P(a=k)=\frac{N^{k} e^{-N}}{k!} \tag{3.32}
\end{equation*}
$$

The most critical parameter in equation equation 3.32 is N , the expected number of events which happens in a given interval. In the context of imaging, the interval is the exposure time, which is kept the same throughout the simulation. Therefore, the value of N for each pixel is directly proportional to the intensity of the incoming light, and its value can be determined by the desired signal to noise ratio of the image. For an image, the signal to noise ratio can be calculated by the following equation [133].

$$
\begin{equation*}
S N R=\frac{P_{\text {signal }}}{P_{\text {noise }}}=\frac{\mu}{\sigma} \tag{3.33}
\end{equation*}
$$

where $\mu$ is the average intensity of the noise-free image, which is the average value of N across the image, and $\sigma$ is the standard deviation of the difference between the noisy image and noise-free image. For a large number of pixels, $\sigma$ is approximated by the averaged standard deviation of the Poisson distribution for each pixel, which is the square root of N . Thus, the signal to noise ratio can be calculated as follows:

$$
\begin{equation*}
S N R=\frac{\mu}{\sigma}=\frac{N_{a v g}}{\sqrt{N_{a v g}}}=\sqrt{N_{a v g}} \tag{3.34}
\end{equation*}
$$

Also, in terms of decibel,

$$
\begin{equation*}
S N R_{d b}=10 \log _{10}\left(\sqrt{N_{a v g}}\right) \tag{3.35}
\end{equation*}
$$

Hence, in order to generate a noisy image with a specific signal to noise ratio, the intensity of the noise-free image needs to be scaled so that the average intensity of the image equals the square of signal to noise ratio. Then for each pixel, the pixel value is selected randomly from the Poisson distribution with N equal to the scaled intensity.

The original hologram and the noisy hologram with different signal to noise ratios are shown in figure 3.19. Six cases were investigated in this study with signal-to-noise ratios ranging from $5,7.5,10,12.5$ to 15 dB , as well as the noise-free case. For each case, more than 600 holograms with $64 \times 64$ pixels in size containing 20 particles were generated. The simulated volume is $64 \mu m \times 64 \mu m \times 64 \mu m$, corresponding to a particle concentration of 76,000 particles per $\mathrm{mm}^{3}$, or 0.0049 ppp . Particles in each hologram are distributed


Figure 3.19: (a) The simulated hologram with no noise; (b-f) holograms with additional noise for SNR of $15 \mathrm{~dB}, 12.5 \mathrm{~dB}, 10 \mathrm{~dB}, 7.5 \mathrm{~dB}, 5 \mathrm{~dB}$ respectively.
randomly within the volume located between $50 \mu m$ to $100 \mu m(\sim 94 \lambda-188 \lambda)$ away from the imaging plane.


Figure 3.20: The percentage of particles detected using the inverse and direct methods as a function of SNR of hologram.

Figure 3.20 shows that the shot noise adversely affects the percentage of the particles found if the SNR is below 10 for both methods. Except for the SNR equal to the 5 dB and 7.5 dB cases, the inverse method finds about $90 \%$ of the particles, while the direct method finds only about $55 \%$ of the particles. Thus, the inverse method generally
results in an increased number of correctly detected particles in the volume by $60 \%$ for all noise levels studied compared to the direct method.


Figure 3.21: Uncertainty in the particle centroid position using the iterative hologram reconstruction. (a) Normalised bias error and (b) normalised standard uncertainty. Normalisation is with respect to the wavelength $\lambda=532 \mathrm{~nm}$.

Figure 3.21 shows that the bias error in $x$ and $y$ directions stays below $0.6 \lambda$ for all noise level, while in the z-direction the bias error increases from below $0.1 \lambda$ to approximately $1.8 \lambda$ as the shot noise in the image increases. The inverse method achieves a standard uncertainty below $3 \lambda$ in the in-plane directions, while for the out-of-plane direction, the uncertainty reaches $10 \lambda$ in the noisiest case and is between $8 \lambda$ and $9 \lambda$ for the other noisy cases. Generally, the standard uncertainty in the out-of-plane direction is four times the standard uncertainty in the in-plane directions.

### 3.5 Application of the 4D-DHPIV /PTV method to a microchannel flow

The 4D-DHPIV/PTV method presented in this section has been applied in a microchannel flow experiment shown in figure 3.22. A continuous solid-state laser of wavelength 532 nm was used as the illumination source, which is expanded by the beam expander before entering the micro-channel as shown in figure 10. A microscope objective was used to map the camera sensor closer to the volume of interest, resulting in an effective smaller pixel size. The working characteristics of the microscope objective was a magnification of 9.07 times with a numerical aperture of 0.2 . A sCMOS camera with physical pixel size $6.5 \mu \mathrm{~m}$, which mapped to $0.71 \mu \mathrm{~m}$, was used to record holograms at 15 frames per second. The recorded holograms were $1438 \times 880$ pixels in size with
the mapped imaging plane $86 \mu \mathrm{~m}$ from the centre of the channel. On average, 330 particles were recorded on each hologram, which corresponds to an approximate particle concentration of 0.0003 ppp .

The requirement of the laser for holographic PIV is different to the laser for 2C-2D PIV. Because the object wave needs to interfere with the reference wave at the camera, the entire optical path needs to be within the coherent length of laser. A typical Nd:YAG laser can't provide long enough coherent length, thus a diode pumped solid-state (DPSS) laser, which typically provides a beam of better coherence, is used. The model number of the laser used is SLIM-532 and it's supplied by OXXIUS. At the mean time, a spatial filter can be incorporated in the light path to increase beam quality. By removing higher order noise, the coherent length is "reset" at the position of the pinhole. However, amplitude of the laser will be greatly reduced at the pinhole, and a laser with high output energy is required to provide enough illumination through the spatial filter.

Because of the small dimensions involved in the measurement, the accuracy of the positioning and the alignment between the laser, camera and lens is beyond the ability of experimental adjustment of the set-up. Therefore, the position and the alignment needs to be measured in-situ and be corrected in the post-processing step. In order to calibrate the set-up, a 1951 USAF resolution test chart is used as the calibration target. The USAF target contains accurately shaped and spaced bars from $500 \mu \mathrm{~m}$ to $2 \mu \mathrm{~m}$ in size, and as the bar spacing is the same as the bar width, their size in pixels can be determined to sub-pixel accuracy by autocorrelation. Three parameters are determined in the calibration process, which are magnified pixel size, illumination beam tiling angle, and illumination beam expansion angle. The magnification is controlled by the distance between the microscopic lens and the camera, and it can be determined by taking a focused image of the USAF target and measuring the spacing of the bars in pixels. Secondly, the camera and the lens are moved away from the calibration target using a micrometre so that the distance moved is known, then a hologram of the target is taken and propagated to the focusing position. By measuring the magnified pixel size of the reconstructed calibration target, the expansion angle of the illumination beam can be found in equation 3.17. Finally, after correcting for the beam expansion, the beam tilting angle can be determined by measuring the relative shift between the reconstructed calibration target and the focused image of the calibration target via cross-correlation. Because the correlation peak positions can be estimated to sub-pixel accuracy, the tilting and expansion angle of the beam can be estimated to the accuracy of 0.001 degrees in a typical experimental set-up, and the reconstruction volume can be corrected accordingly to ensure accurate measurement of the particle positions.

The micro-channel has a width, $\mathrm{w}=1.5 \mathrm{~mm}$, a height, $\mathrm{h}=50 \mu \mathrm{~m}$ and a length of 40 mm . Polystyrene microspheres (Polysciences Inc.) with a nominal diameter of $1 \mu \mathrm{~m}$ were used to seed the flow, and a syringe pump (KD Scientific) was employed to provide the continuous flow in the micro-channel. The Reynolds number of the flow based on the channel height was 0.1 , yielding a laminar flow. Also, as the width of the channel is 30 times the height of the channel, the flow in the channel can be considered to be two-dimensional. The measurement volume was located 20 mm (i.e. 400 h ) downstream from the inlet of the micro-channel to ensure that the flow was fully developed at the measurement volume location.


Figure 3.22: (a)The experimental set-up to demonstrate the DHPIV/PTV method. (i) concave lens (ii) convex lens (iii) mirror (iv) sample table (v) microscope objective (vi) camera. (b) the coordinate system used for the micro-channel flow. (micro-channel size not to scale)

A correction in z scale is required due to the different refractive indices between water and air. In the reconstruction process, it is assumed that the medium of light propagation is uniform. However, in the experiment, the object wave travels from water to glass to air. Hence, as discussed in section 3.1.6, a scale factor will be posed on the reconstruction distance $z$. As the scattered light from all particles travels the same distance in glass, the relative position between them is not changed. However, as the scattered light travels in water for a different distance, the measured $z$ position of the particles need to be adjusted using equation equation 3.36.

$$
\begin{equation*}
z_{\text {real }}=z_{\text {measured }} \times \frac{n_{\text {glass }}}{n_{\text {water }}} \tag{3.36}
\end{equation*}
$$

where $n_{\text {glass }}$ and $n_{\text {water }}$ represents the refractive index of glass and water respectively. Figure 3.23 a shows a typical directly reconstructed volume with figure 3.23 b showing the deconvolved reconstructed volume prior to the iterative reconstruction steps of the 4D-HPIV/PTV method.


Figure 3.23: (a) Part of the reconstruction volume generated from experimental hologram. The red rectangle highlights the scattering pattern of a single particle, showing the bright part (green) and the dark part (purple), also presented in figure 3.4d. (b) The corresponding deconvolved volume.

The resulting PTV velocity data is binned into $30 \times 30$ bins in the $\mathrm{x}-\mathrm{z}$ cross plane of the micro-channel. Since the flow is fully-developed, the streamwise velocity profile is independent of the streamwise $y$ direction and no binning is required in the $y$ direction. Within each bin, the particle velocities that deviate by more than 1 standard deviation from the mean are discarded. The resulting mean non-dimensional streamwise velocity, $V / V_{c}$ and non-dimensional standard deviation $\sigma_{v} / V_{c}$ are shown in the figure 3.24, where $V_{c}$ is the mean centreline streamwise velocity.


Figure 3.24: (a) The non-dimensional mean distribution of the streamwise velocity across the channel. (b) The standard deviation of the streamwise velocity.

The standard deviation of the measurement is minimum at the centre of the channel, and increases towards the wall. This is partially because of the higher velocity gradient near the wall, thus the velocity measurements varies more within a bin. Also, there are more particles at the centre of the channel than near the walls, so the velocity gradient near the walls might not be well resolved. Another contributing factor for the high standard
deviation, especially in the $y$ direction, is the rounded corner of the micro-channel used for the experiment, which distorts the hologram.


Figure 3.25: The measured velocity profile of the channel flow at the mid-plane in the x direction, with the velocity normalised by the theoretical centreline velocity ( $V_{c}=$ $136.7 \mu \mathrm{~m} / \mathrm{s}$ ) and the position normalised by the micro-channel depth ( $\mathrm{h}=50 \mu \mathrm{~m}$ ). The $95 \%$ confidence interval of the velocity measurement is smaller than the markers. Measurement point omitted at $\mathrm{z}=0.98 \mathrm{~h}$ due to insufficient particles detected in that bin to create a statistically significant measurement.

As the width of the channel is 30 times larger than the height, at the centreline the flow can be assumed to be a 2D laminar channel flow. Figure 3.25 shows the measured velocity profiles at the mid-plane of the channel, i.e. $x=15 h$ and compares it to the theoretical parabolic profile for a 2D laminar channel flow. The agreement is quite good. Comparison of the experimental results of the 4D-DHPIV/PTV method with the theoretical profile indicates a standard uncertainty of $0.38 \%, 0.93 \%$ and $0.85 \%$ relative to the centreline velocity, $V_{c}$, for the velocity measurements in the $x, y$ and $z$ directions, respectively. Using the uncertainty as the resolution floor for the velocity measurements indicates that the iterative 4D-DHPIV/PTV method can measure turbulence fluctuations down to at least $1 \%$ relative to a full-scale deflection.

## Chapter 4

## High Resolution 2C-2D PIV Measurement of Turbulent Boundary Layer Flow

While the previous chapter presents a novel method to measure the turbulent flow in all three dimensions with high accuracy, this chapter discusses methodology to extract the coherent flow structures from measured velocity fields. As a consequence of the limited access to the laboratory due to the COVID-19 pandemic, it was not possible to set-up the 4D-DHPIV/PTV techniques in the LTRAC turbulent channel flow as was planned as part of this research project and employ 4D-DHPIV/PTV to study turbulent wall-bounded coherent structures. In instead, the results presented in this chapter are produced in an experimental campaign undertaken in late 2019 at the high Reynolds number turbulent boundary layer wind tunnel at the Laboratoire de Mécanique des Fluides de Lille (LMFL). A very high spatial resolution sensor was used to acquire high resolution 2C-2D PIV data.

The study in turbulent boundary layer flow has been ongoing for more than a century, but we still lack a fundamental understanding of its detailed structure and dynamics, particularly at high Reynolds numbers. This is partially due to the lack of experimental data at a sufficiently high Reynolds number with sufficient spatial resolution to resolve and characterise flow structures from its largest energy-containing dynamic scales down to the smallest significant dynamic scales. When performing particle image velocimetry (PIV) measurements, the largest resolvable scale is the size of the magnified imaging array, i.e. the field of view, and the smallest resolvable scale is the size of $\mathcal{O}(10)$ magnified pixels. This suggests that in order to capture the fluid motion of all dynamically relevant length scales, the ratio between the pixel size and the array size, i.e. pixel count, needs
to be at least of the same order as the relevant length scale ratio in the flow. However, even for small to medium scale industrial applications, the ratio of the largest to the smallest length scales can reach up to $10^{5}$ and at the time of writing, the resolution required cannot be provided by any single sensor currently available on the market.

Nevertheless, recent developments in sensor technology are now producing commonly available cameras with sensors that have a linear size of over 5,000 pixels, with some recent sensors reaching a linear size exceeding 10,000 pixels. While these sensors still do not yield sufficient spatial resolution to capture all the length scales, utilising such large sensors allows researchers to capture and study turbulent flow behaviour that was previously not possible [134-136], unless multiple cameras are simultaneously used in complex array-type arrangements [137, 138]. Along with all the advantages of using a large sensor, it also introduces more possible source of error into the PIV measurement. For example, the large sensors can induce large imaging angle at the edges of the sensors, introducing perspective error which means the velocity in the out-of-plane direction imprints on the 2C-2D PIV measurement and contaminates the velocity fields. Although there is no method to correct for this error using a single-camera in 2C-2D PIV, the perspective error can be reduced by using long focal length lenses or telecentric lenses [139].

Section 4.1 describes the high resolution 2C-2D PIV measurement of a turbulent boundary layer flow with with a frictional Reynolds number $R e_{\tau}=2386$. A single-camera with 47 megapixels is used to capture the flow, which has a field of view of $2.5 \times 1.5$ boundary layer thickness defined by the location where the mean velocity reaches $99 \%$ of the free-stream velocity and is spatially resolved to 5.4 wall units in the wall-normal direction.

Section 4.2 presents a detailed analysis of the uncertainly in the dewarping functions caused by the uncertainties in measuring the physical positions of the calibration markers on the target, as well as uncertainties in measuring the position of markers in the calibration image, when second-order rational functions and third-order polynomials are used to model lens distortion. Furthermore, from the analysis it was found that the bias error produced by the lens distortion locally within an interrogation window is comparable or below the uncertainty of a typical PIV measurement and therefore, indistinguishable from the experimental uncertainty of $2 \mathrm{C}-2 \mathrm{D}$ PIV. Thus, a simplified image dewarping approach is suggested, whereby the 2C-2D cross-correlation digital PIV analysis is performed on the uncorrected images, and the velocity vector positions are shifted to the corrected positions using the dewarping functions determined from calibration. This approach is applied to high spatial resolution (HSR) 2C-2D PIV measurements of a zero-pressure-gradient turbulent boundary layer (ZPG-TBL), and its performance
is compared via the corresponding velocity statistics with the traditional method of dewarping the distorted images prior to 2C-2D cross-correlation digital PIV analysis.

Section 4.3 uses Proper Orthogonal Decomposition (POD) to extract coherent flow structures from the 2C-2D velocity fields. POD is one of the tools available to characterise and study the dominant features of a turbulent flow by capturing the most energetic patterns observed in the data. In the context of fluid dynamics, the patterns captured by POD analysis correspond to coherent flow structures in the turbulent flow [140]. Since POD is purely a data-driven analysis, in order to produce the POD modes that accurately represent the dominant features in the flow, enough velocity fields need to be provided to the algorithm for the analysis. This aspect is investigated in section 4.3 where the number of velocity fields required for a high-fidelity representation of the persistent structures in the turbulent boundary layer flow is studied via a convergence test of the eigenvalues of the most dominant POD modes.

Section 4.4 explores how the large scale motions (LSMs) affect the skin friction of the turbulent boundary layer. Specifically, the turbulent kinetic energy production term identified by Renard-Deck decomposition (RD decomposition) of the skin friction coefficient [141]. In the RD decomposition, the mean friction coefficient is decomposed in an absolute reference frame into a viscous dissipation term, a turbulent kinetic energy production term, and a boundary layer growth term. As the coherent structures are an essential mechanism of turbulent production, the relationship between the presence of LSMs and the value of the turbulent kinetic energy term in RD decomposition is studied using conditional sampling.

### 4.1 HSR PIV Measurements of high Reynolds number ZPG-TBL

The HSR 2C-2D PIV experiments were carried out in the High Reynolds Number Boundary Layer Wind Tunnel of the Laboratoire de Mécanique des Fluides de Lille (LMFL). This wind tunnel has a streamwise test section length of 20.6 m , and a cross-sectional area of $2 m$ wide by $1 m$ high. The facility is constructed using a metal frame with high quality 10 mm thick glass walls along the entire test section providing complete optical access throughout its test section.

The free-stream flow velocity for the experiment was set to $U_{\infty}=9 \mathrm{~m} / \mathrm{s}$ at the inlet of the test section with the measurements taken 6.8 m downstream of the tripping location of the turbulent boundary layer. The ZPG-TBL at the measurement location has a Reynolds number based on the momentum thickness, $R e_{\theta}=8,120$, a boundary layer
thickness defined by the location where the mean velocity reaches $99 \%$ of the free-stream velocity of $\delta \approx 103 \mathrm{~mm}$ and a viscous length $l^{+} \approx 40 \mu \mathrm{~m}$.

The wind tunnel was seeded using a water/glycol smoke generator for the PIV experiments, which generated seeding particles with a mean diameter $d_{p} \approx 1 \mu m$ [138]. HSR 2C-2D PIV images were acquired in a streamwise - wall-normal plane located along the centreline of the wind tunnel. The field of view (FOV) was 254 mm long in the streamwsie direction by 152 mm high in the wall-normal direction, which was illuminated using a dual-cavity BMI Nd:YAG laser with an output energy of 200 mJ per pulse at a wavelength of 532 nm . The laser sheet was formed using two spherical lenses with focal length -800 mm and 500 mm , as well as two cylindrical lenses with focal lengths -60 mm and -25 mm , resulting in a light sheet thickness of approximately $300 \mu \mathrm{~m}$ across the FOV.


Figure 4.1: Experimental set-up 1: dual pulse laser 2: sheet forming optics 3. laser sheet 4. camera

The single-exposed PIV images were acquired using an Imprex Tiger T8810 CCD camera with 47 megapixel array and a dynamic range of 12 bits. The camera's sensor has a pixel array of $8,864 \times 5,288$ with a pixel size of $5.5 \mu \mathrm{~m}$, resulting in a $48.7 \mathrm{~mm} \times 29.0 \mathrm{~mm}$ ( 56.7 mm diagonal) array. The synchronisation between the pulses of the Nd:YAG laser and the camera is the same as used in previous PIV experiments in the same facility [138].

This sensor size is larger than the full-film DSLR cameras, requiring a suitable lens to minimise distortion over the entire image. The use of an unsuitable lens will result in large lens distortion at the edges and corners of the image that will invalidates the premise introduced in the introduction section that the local velocity measurement remains unaffected by lens distortion within the experimental uncertainty of $2 \mathrm{C}-2 \mathrm{D}$ crosscorrelation digital PIV analysis with only the spatial location of the $2 \mathrm{C}-2 \mathrm{D}$ velocity measurement affected by the lens distortion, which will not allow the application of the simplified distortion correction method presented in this paper. In the presented experiments, a telephoto lens (Hasselblad Zeiss Sonnar 250mm f/5.6) with a 45 mm extension
tube was used. This lens is designed for medium format films with a clear aperture of 80 mm and less than $1 \%$ distortion across the entire image. The long focal length of this lens enables the camera to be further away from the imaged object plane with light rays at the edge of the sensor to be nearly perpendicular to the sensor, thus, minimising the perspective error in the 2C-2D PIV. Furthermore, the high dynamic range of the camera ensures that the full image has sufficient contrast, even where the illumination is reduced due to vignetting. The camera lens combination was used to image the near-wall region of the high Reynolds number ZPG-TBL at a large magnification of $M=0.19$, corresponding to a pixel size of $28.9 \mu \mathrm{~m}$ in object space, resulting in a measurement area of $2.46 \delta \times 1.45 \delta$. The imaging set-up is shown in figure 4.2.

In order to account for the increase in magnification and the reduced laser sheet thickness, the seeding was increased by a factor of approximately 3 to 4 in comparison to the similar previous PIV experiments in the same facility reported by [138]. This was necessary given the significantly higher spatial resolution of the present study to ensure that there was an optimal amount of seeding particles illuminated in the images for the subsequent 2C-2D cross-correlation digital PIV analysis. The single-exposed PIV image pairs were processed using an in-house multigrid/multipass 2C-2D cross-correlation digital PIV analysis algorithm [84]. The PIV acquisition parameters are summarized in table 4.1.

All 2C-2D PIV experiments suffer from perspective error caused by the imaging light rays not being perpendicular to the focusing plane. This results in the normal velocity of the seed particles within the 2D light sheet being projected onto the in-plane velocity components measured by 2C-2D PIV, which produces a bias error in the 2C-2D PIV velocity fields [142]. The perspective error cannot be corrected with post-processing when only one camera is used to record the single-exposed PIV images. However, it can be reduced by using a long focal length imaging lens and placing the camera as far away from the imaging plane as possible. In the present experiment, a 250 mm focal length lens is used, which allows the camera to be located approximately 1.5 m from the measurement plane resulting in a maximum imaging angle at the corner of the image of 0.02 radians. Assuming that the out-of-plane displacements in the turbulent boundary layer have approximately the same magnitude as the wall-normal displacements, which is of the order of 1.5 pixels, the maximum perspective error introduced in the PIV measurement is expected to be 0.03 pixels. This additional bias error is less than the measurement uncertainty of 2C-2D cross-correlation digital PIV analysis [84] and would not be detectable in the measurement.

In this study, the streamwise, wall-normal and spanwise direction of the ZPG-TBL are denoted by $x, y$ and $z$ respectively, with the respective velocity components denoted by


Figure 4.2: Imaging setup for the present experiment including a 47 MPixel CCD camera and a 250 mm -focal-length telephoto lens with extension tube.
$u, v$ and $w$. The mean velocities in the $x, y$ and $z$ are denoted by $U, V$ and $W$ respectively, while the corresponding fluctuating velocities are denoted by $u^{\prime}, v^{\prime}$ and $w^{\prime}$. An overbarrepresents the ensemble average of the variables encompassed by it, while hatted variables $\qquad$ represent normalised variables by a reference scale.

Table 4.1: The PIV acquisition parameters for ZPG-TBL measurements

| Property | Symbol | Units | Value |
| :---: | :---: | :---: | :---: |
| Free stream velocity | $U_{\infty}$ | $m s^{-1}$ | 9.64 |
| Friction Reynolds number | $R e_{\tau}$ |  | 2,386 |
| Number of samples | $N$ |  | 34,535 |
| Field of View | FOV | mm | $255 \times 152$ |
|  | FOV | $\delta$ | $2.46 \times 1.45$ |
| PIV final window size in streamwise direction | $I W_{x}$ | pixel | 32 |
|  | $I W_{x}$ | $\mu m$ | 927 |
|  | $I W_{x}^{+}$ | $l^{+}$ | 21.7 |
| PIV final window size in wall-normal direction | $I W_{y}$ | pixel | 8 |
|  | $I W_{y}$ | $\mu m$ | 232 |
|  | $I W_{y}^{+}$ | $l^{+}$ | 5.42 |
| PIV measurement volume | $I W_{z}$ | $\mu m$ | 400 |
| in spanwise direction | $I W_{z}^{+}$ | $l^{+}$ | 4.68 |
| Uncertainty in mean velocity | $\epsilon_{U}$ |  | 0.825\% |
| Uncertainty in the | $\epsilon_{u u}, \epsilon_{v v}$ |  | 0.381\% |
| Reynolds stresses |  |  |  |
| Uncertainty in the | $\epsilon_{u v}$ |  | 0.695\% |
| Reynolds shear stress |  |  |  |

### 4.2 Image dewarping procedure ${ }^{\dagger}$

Since the severity of lens distortion typically increases monotonically from the centre of the lens towards its edge, large sensors are more prone to lens distortions and subsequently require the use of high quality long focal length lenses. Traditionally, lens distortion has been modelled using the Brown-Conrady model $[143,144]$ that separates distortion into a radial and tangential component, which are corrected independently. However, because the radial and tangential components are typically coupled in an optical system, this approach has not been found to be suitable, and more generalised distortion models, such as the use of a bicubic polynomial function (P3) and a secondorder rational function (R2) have been proposed to rectify image distortion by Soloff et al. [145], Scarano et al. [146]. A polynomial containing the second-order and the fourth-order terms has also been suggested as a lens distortion model [147]. Correction of image distortion has been mainly investigated in the context of stereo PIV (SPIV) and tomographic PIV (TPIV) [148, 149], where it has been used to correct for the perspective error introduced by the position of the cameras. However, it is overlooked in the case of $2 \mathrm{C}-2 \mathrm{D}$ PIV and seldom corrected for or reported. Therefore, the awareness and significance of this source of error when using large imaging sensors in 2C-2D PIV needs to be raised.

This section also describes a detailed analysis of the uncertainty in the dewarping functions caused by the uncertainty in measuring the physical positions of the markers on the calibration target, as well as the uncertainty in measuring the position of the markers in the image of the calibration target for the second-order rational functions and third-order polynomials used to model lens distortion. This analysis found that the bias PIV error produced by the local lens distortion within an interrogation window is comparable or below the uncertainty of a typical PIV measurement and therefore, indistinguishable from the experimental uncertainty of 2C-2D PIV. This result suggested a simplified correction approach to 2C-2D PIV using large sensors affected by lens distortion. This new simpler and computationally more efficient approach is compared by applying it, and the more traditional approach of dewarping the raw single-exposed PIV images prior to 2C-2D cross-correlation digital PIV analysis, to high spatial resolution (HSR) single-exposed PIV images of a high Reynolds number zero-pressure-gradient turbulent boundary layer (ZPG-TBL). The comparative performance of both approaches is evaluated via the corresponding turbulent velocity statistics derived from the corrected HSR 2C-2D PIV of the high Reynolds number ZPG-TBL.

### 4.2.1 Image rectification procedure

The dewarping process of the raw single-exposed PIV images is performed in three steps. The first step is to select a suitable image distortion model and compute the parameters in the mapping function based on the measured locations of the markers on the calibration target and the markers on the image of the calibration target. An image of the calibration target used in these experiments is shown in figure 4.3. In the second step, the shape and position of a reference geometry obtained from PIV is used to correct any misalignment between the calibration target and the flow. Thirdly, the lens distortion correction is applied during the PIV analysis process. Each of these steps is now described in detail in the following three subsections.


Figure 4.3: The preprocessed calibration target image. Because the lens distortion is very little, the distorted and correct positions and the shapes of the markers are visually undistinguishable when the whole image is presented.

### 4.2.1.1 Dewarping model selection and mapping function parameter estimation

In order to correct the distortion in the PIV images, a suitable mapping function must to be chosen that is based on the distortion characteristics of the imaging system. The free

[^1]parameters in the mapping function are estimated from the location of known object points in object space and the location of the corresponding image points in image space. A simple first order rational (R1) mapping function that maps object points to corresponding image points is given as [150]:
\[

$$
\begin{gather*}
\hat{x}_{i}=\frac{a_{11} \hat{x}_{o}+a_{12} \hat{y}_{o}+a_{13}}{a_{31} \hat{x}_{o}+a_{32} \hat{x}_{o}+a_{33}}, \\
\hat{y}_{i}=\frac{a_{21} \hat{x}_{o}+a_{22} \hat{y}_{o}+a_{23}}{a_{31} \hat{x}_{o}+a_{32} \hat{y}_{o}+a_{33}},  \tag{4.1}\\
a_{33}=1
\end{gather*}
$$
\]

where ( $\hat{x}_{o}, \hat{y}_{o}$ ) are the normalised coordinates of the object points and ( $\hat{x}_{i}, \hat{y}_{i}$ ) are those of the corresponding image points. Both coordinate systems assume to have their origin located on the centre marker of the calibration target where minimum lens distortion is expected. The eight unknown best fit coefficients are estimated using a nonlinear leastsquares method such as the Levenberg-Marquardt method [151]. While it is straightforward to compute and apply the R1 dewarping function, it only allows for perspective projection of a rectangle onto a four-sided polygon, thus preserving the line-straightness, but does not correct any radial or tangential distortion in the PIV images, which is typically what is present when PIV images are recorded with a large array sensor. Therefore, correcting radial distortion requires a second-order rational function R2 [150]. R2 is a simple extension of the first-order polynomials in R1 to second-order given by:

$$
\begin{gather*}
\hat{x}_{i}=\frac{a_{11} \hat{x}_{o}+a_{12} \hat{y}_{o}+a_{13}+a_{14} \hat{x}_{o}^{2}+a_{15} \hat{x}_{o} \hat{y}_{o}+a_{16} \hat{y}_{o}^{2}}{a_{31} \hat{x}_{o}+a_{32} \hat{y}_{o}+a_{33}+a_{34} \hat{x}_{o}^{2}+a_{35} \hat{x}_{o} \hat{y}_{o}+a_{36} \hat{y}_{o}^{2}},  \tag{4.2}\\
\hat{y}_{i}=\frac{a_{21} \hat{x}_{o}+a_{22} \hat{y}_{o}+a_{23}+a_{24} \hat{y}_{o}^{2}+a_{25} \hat{x}_{o} \hat{y}_{o}+a_{26} \hat{y}_{o}^{2}}{a_{31} \hat{x}_{o}+a_{32} \hat{y}_{o}+a_{33}+a_{34} \hat{x}_{o}^{2}+a_{35} \hat{x}_{o} \hat{y}_{o}+a_{36} \hat{y}_{o}^{2}}, \\
a_{33}=1
\end{gather*}
$$

More recently, [152] suggested a third-order polynomial function (P3) given by equation 4.3 for image dewarping because it can account and therefore, correct non-axisymmetric radial distortion. Although third and higher degree polynomial functions lack any physical interpretation, they provide a better fit to the measured distortion field and are less prone to numerical errors.

$$
\begin{array}{r}
\hat{x}_{i}=a_{01}+a_{02} \hat{x}_{o}+a_{03} \hat{y}_{o}+a_{04} \hat{x}_{o}^{2}+a_{05} \hat{x}_{o} \hat{y}_{o}+a_{06} \hat{y}_{o}^{2} \\
+a_{07} \hat{x}_{o}^{3}+a_{08} \hat{x}_{o} \hat{y}_{o}+a_{09} \hat{x}_{o} \hat{y}_{o}^{2}+a_{10} \hat{y}_{o}^{3}  \tag{4.3}\\
\hat{y}_{i}=a_{11}+a_{12} \hat{x}_{o}+a_{13} \hat{y}_{o}+a_{14} \hat{x}_{o}^{2}+a_{15} \hat{x}_{o} \hat{y}_{o}+a_{16} \hat{y}_{o}^{2} \\
\\
+a_{17} \hat{x}_{o}^{3}+a_{18} \hat{x}_{o}^{2} \hat{y}_{o}+a_{19} \hat{x}_{o} \hat{y}_{o}^{2}+a_{20} \hat{y}_{o}^{3} .
\end{array}
$$

The P3 and R2 mapping functions require the determination of 20 and 18 coefficients, respectively. The calibration image contains 91 markers providing sufficient data to determine the unknown coefficients in a least-square sense.

The process used to calculate the unknown coefficients of the mapping functions $\hat{x}_{i}=$ $f_{x}\left(\hat{x}_{o}, \hat{y}_{o}\right)$ and $\hat{y}_{i}=f_{y}\left(\hat{x}_{o}, \hat{y}_{o}\right)$ is as follows:

1. The positions of the 91 markers $\left\{P_{I}\right\}$ in the image space of the calibration image are determined by cross-correlating the image with a marker template and finding the peak locations to sub-pixel accuracy using a 2D Gaussian fit [84]. The uncertainty in the marker positions in image space is estimated as an ensemble average of the uncertainties of a 2D Gaussian curve fit to the peak locations in the correlated calibration image, given as a standard uncertainty by $\left(\sigma_{x_{i}}, \sigma_{y_{i}}\right)=(0.057,0.057) p x$.
2. In object space, the horizontal and vertical distance $\left(\Delta x_{o}, \Delta y_{o}\right)_{j}$ between markers is measured from the calibration target, from which the mean distance between markers in the horizontal and vertical direction given by ( $\overline{\Delta x_{o}}, \overline{\Delta y_{o}}$ ) with corresponding standard deviations of ( $\sigma_{x_{o}}, \sigma_{y_{o}}$ ) are calculated. The latter is an estimate of the standard uncertainty in locating the markers in object space. For the present study, these values are: $\overline{\Delta x_{o}}=\overline{\Delta y_{o}}=19.510 \mathrm{~mm}$ and $\sigma_{x_{o}}=\sigma_{y_{o}}=20 \mu \mathrm{~m}$.
3. The magnification is estimated from the distance between the centre marker and the adjacent four markers around it in image space, since the distortion is minimum at the centre of the image.
4. The positions of the markers in object space $\left\{P_{O}\right\}$ are determined using the physical positions of the markers and the magnification found in the previous step.
5. The image space $\left\{P_{I}\right\}$ and the object space $\left\{P_{O}\right\}$ coordinates are measured relative to the marker in the centre of the image, which is defined as the origin of both the object and image Cartesian coordinate systems (i.e. $P_{O_{c}}$ and $P_{I c}$, respectively).
6. The Cartesian coordinate systems for image and object space are further normalized as follows:

$$
\begin{gather*}
\left\{\hat{P}_{I}\right\}=\frac{\left\{P_{I}\right\}-P_{I c}}{L_{r e f}}  \tag{4.4}\\
\left\{\hat{P}_{O}\right\}=\frac{\left\{P_{O}\right\}-P_{O c}}{L_{r e f}}, \tag{4.5}
\end{gather*}
$$

where $L_{r e f}$ represents a reference scale, conveniently taken as the width of the image. The marker in the centre of the image is chosen as the origin for both object and image coordinates because this location is near the optical axis and
represents a position with minimum optical distortion. The coordinates are normalised in both spaces to minimise numerical errors in the least square computation of the coefficients of the mapping functions. Figure 4.4 shows the object point coordinates along with arrows pointing towards the corresponding image point coordinates, clearly showing that there is very little distortion in the middle of the image compared to the edges and corners of the image, where there is considerable pincushion distortion. The reason for the larger distortion on the right side of the image compared to the left side is due to a small misalignment between the optical axis of the lens and the centre of the imaging sensor. Therefore, although the origin of the coordinate system is near the centre of the image, the centre of the lens distortion is shifted by a small distance towards the left.
7. Lastly, the coefficients of the R2 and P3 mapping functions are determined using the Levenberg-Marquardt method for nonlinear least-squares curve-fitting [151]. The characteristic parameters determined from the calibration image and used to estimate the free parameters in the mapping functions are summarised in table 4.2.

Table 4.2: The characteristic parameters to compute the dewarping coefficients of the equations 4.2 and 4.3.

| Property | Symbol | Units | Measurements |
| :---: | :---: | :---: | :---: |
| Pitch of object points | $\overline{\Delta x}_{o}, \overline{\Delta y}_{o}$ | (mm) | $19.510 \pm 0.020$ |
| Resolution | M | ( $p x / m m$ ) | ) $34.538 \pm 0.5$ |
| Center point of the image space | $P_{\text {Ic }}$ | ( $p x$ ) | (4,380.356, 2,555.753) |
| Center point of the object space | $P_{O c}$ | ( $p x$ ) | $(4,380.906,2,559.182)$ |
| The maximum absolute error in curve fit (R2/P3) | $L_{r e f}\left[\hat{P}_{I}-\left(f_{x}\left(\hat{P_{O}}\right), f_{y}\left(\hat{P_{O}}\right)\right)\right]_{\max }$ | $(p x)$ | $(1.577,1.517) /(1.742,1.290)$ |
| The mean error in curve fit (R2/P3) | $L_{r e f} \hat{P}_{I}-\left(f_{x}\left(\hat{P_{O}}\right), f_{y}\left(\hat{P_{O}}\right)\right)$ | ( $p x$ ) | $(0.0,0.0) /(0.0,0.0)$ |
| The standard uncertainty in curve fit (R2/P3) | $L_{r e f} \sigma_{\left[\hat{P}_{I}-\left(f_{x}\left(\hat{P_{O}}\right), f_{y}\left(\hat{P_{O}}\right)\right)\right]}$ | ( $p x$ ) (0.8) | $(0.836,0.681) /(0.868,0.508)$ |

### 4.2.1.2 Aligning the flow with the calibration target

Since the mapping parameters are determined from the image of the calibration target and not the PIV images themselves, an error can be introduced due to the misalignment


Figure 4.4: Object points (the red markers) with arrows pointing towards the corresponding image points. To help visualize, the arrows have been enlarged by a factor of 20.


Figure 4.5: Sample image taken in the experiment, with analysis domain for wall position marked
between the mean free-stream flow direction and the calibration target. A minor rotation or translation in the out-of-plane direction will not significantly change the mapping function parameters, as the distortion of the lens will not change greatly over a small displacement in the out-of-plane direction. However, since the sensor size is large, any rotation of the calibration target in the in-plane direction will create a significant error in the dewarped image, especially near the corners. Therefore, the orientation of a reference geometry, for example, the wall in the boundary layer flow, needs to be determined from the PIV images to correct for any in-plane rotation of the calibration target relative to the flow. In order to perform the necessary correction, part of the tunnel wall, as well as the reflection of the particles from the glass tunnel floor are recorded in the PIV images, as shown in figure 4.5 .

The 2C-2D cross-correlation digital PIV analysis of a sample of single-exposed PIV image pairs near the plate yields a mean streamwise velocity profile that is symmetric about the plate surface due to the plate surface reflection of the seed particles as shown in figure


Figure 4.6: Streamwise velocity profile near the wall at one streamwise location, the line of symmetry in the velocity profile indicates the position of the wall at that streamwise location.


Stream-wise position from the middle of the image $[p x]$
Figure 4.7: The apparent shape of the flat channel wall evaluated from the PIV analysis of original and dewarped images. •: Distorted image. •: Corrected image using R2 dewarping model. •: Corrected and rotated image using R2 dewarping model. •: Corrected image using P3 dewarping model. •: Corrected and rotated image using P3 dewarping model. --: Parabolic fit to distorted wall position. - - -: Linear fit to dewarped wall position (P3), rotation angle $0.04^{\circ}$.
4.6. Hence, the determination of the line of symmetry in the mean velocity profile yields an accurate determination of the location of the wall. The line of symmetry is found by a shift between the velocity profile with the flipped profile, $d$, which is determined to sub-pixel accuracy using a 1D Gaussian fit to the peak of the cross-correlation function. This allows the wall position at each $x$ position along the wall to be calculated as:

$$
\begin{equation*}
\text { Wall position }(x)=\frac{h-d(x)}{2} \tag{4.6}
\end{equation*}
$$

This process is repeated to calculate the wall position for every streamwise location along the wall, yielding the shape of the wall along the streamwise direction, as shown in figure 4.7. Figure 4.7 shows that the wall shape before dewarping has a parabolic shape, and after dewarping the shape of the wall is approximately a straight line. However, even after dewarping, the wall is still not parallel with the $x$-axis but rotated clockwise at an angle of approximately 0.04 degrees due to the before mentioned possible in-plane small angular misalignment between the calibration target and the wind tunnel floor (i.e. the flat plate of the ZPG-TBL). Therefore, an additional rotational correction is necessary as part of the dewarping of the PIV images. The final mapping function, which includes the rotation, as well as dewarping is given by equation 4.7 , where the mapping function can be either R2 or P3.

$$
\left[\begin{array}{c}
\hat{x}_{i}  \tag{4.7}\\
\hat{y}_{i}
\end{array}\right]=\left[\begin{array}{cc}
\cos (\theta) & -\sin (\theta) \\
\sin (\theta) & \cos (\theta)
\end{array}\right] \times\left[\begin{array}{c}
\hat{x}_{i_{(\text {mapping function })}} \\
\hat{y}_{i_{(\text {mapping function })}}
\end{array}\right]
$$

Note that since this equation maps from object space to the image space, the negative value of the angle found in figure 4.7 should be used for the rotation angle $\theta$. The maximum deviation of the measured wall profile from the straight and horizontal position before and after dewarping is summarised in table 4.3.

Table 4.3: The maximum deviation of the measured wall profile from straight and horizontal position before and after dewarping

| Condition | Maximum deviation <br> from the horizontal <br> position $(p x) \quad[\mu m$, <br> $\left.l^{+}\right]$ |
| :--- | :---: |
| Distorted $9.00[260,6.10]$ <br> Dewarped by R2 <br> Dewarped by R2 $5.42[157,3.67]$ <br> and rotated  | $1.90[54.9,1.29]$ |
| Dewarped by P3 <br> Dewarped by P3 <br> and rotated | $3.98[115,2.70]$ |
|  | $0.62[17.9,0.42]$ |

### 4.2.1.3 Dewarping of PIV images

The estimated mapping function and rotation angle can now be applied to all of the raw PIV images. For each pixel coordinate in object space, the corresponding coordinate in the image space is calculated using equation 4.7. Since the corresponding coordinates might not be at an exact pixel position, their values are bicubicly interpolated using the
nearest sixteen pixels. The calculated image coordinates that lie outside the image are given a zero intensity value.

A section of a PIV image before (i.e. raw image) and after dewarping (i.e. corrected image) is shown in figure 4.8. Figure 4.8 also shows that a region of $32 \times 8$ pixels, corresponding to the final PIV interrogation window size, does not show any deformation after dewarping, even in the corner of the PIV images where the distortion is maximum. Calculations of the mapped coordinates of the interrogation window borders indicates that the maximum deformation of the IW is estimated to be 0.08 pixels, which is comparable to the measurement uncertainty of 2C-2D cross-correlation digital PIV analysis. Therefore, this level of bias error is within the resolving power and experimental uncertainty of 2C-2D cross-correlation digital PIV analysis [84] and is not detectable in the 2C-2D PIV measurement.

The particle shapes and sizes have also been compared before and after dewarping of the single-exposed PIV images with the results given in figure 4.9. Since the particle images have approximately an average diameter of 2 pixels, it is impossible to detect any change in the particle shape from the PIV images. In order to better show the change in the shape of the particles after dewarping, the distorted shape of a two-pixel diameter circle at the position of maximum distortion is calculated analytically using the dewarping functions. These are the results presented in figure 4.9, which shows that the change in the size of the particles is less than $2 \%$. Therefore, it is expected that the difference between the cross-correlation function shape will be insignificant between 2C2D cross-correlation digital PIV analysis based on the raw single-exposed PIV images and the dewarped single-exposed PIV images and hence, on the uncertainty of the PIV measurement. Furthermore, pixel-locking behaviour [153] might be affected by the distortion as the particle size is slightly changed. However, since the shape and size of the particles in the single-exposed PIV images does not change significantly between the raw and dewarped single-exposed PIV images, the dewarping process does not result in any additional pixel locking in the PIV measurement as demonstrated by the results shown in figure 4.10 , which shows the histograms of the sub-pixel displacement based on 2C-2D cross-correlation digital PIV analysis based on raw and dewarped single-exposed PIV images, indicating that pixel locking is minimal in both cases.

Based on these findings, it is reasonable to assume that the velocity vector measurement will not change between 2C-2D cross-correlation digital PIV analysis based on the raw single-exposed PIV images and those based on the dewarped single-exposed PIV images within the experimental uncertainty of 2C-2D cross-correlation digital PIV. However, the positions of the velocity vector measurements need to be corrected to account for optical distortion. Based on this conclusion, an alternative approach that avoids the


Figure 4.8: A section of: (a) the distorted image, (b) the corrected image using R2 model and (c) the corrected image using P3 model. The sections are taken where the distortion is maximum in the full image, and an interrogation window is shown as the white box in all three figures. The red dashed line marks the origin of the image section. Note the interrogation window doesn't change its shape before and after distortion correction, but is only shifted.


Figure 4.9: Shape of the distorted particle with a diameter of 2 pixels located at the position of maximum distortion, calculated using the R2 and P3 mapping functions. -: The shape of the correct particle. --: The shape of the distorted particle using the R2 dewarping function. -: The shape of the distorted particle using the P3 dewarping function. Note that the difference between the corrected and distorted particle shapes has been exaggerated.
computationally expensive dewarping process of the raw single-exposed PIV images is proposed. In this alternative approach, the velocity vectors are determined using 2C2D cross-correlation digital PIV analysis of the raw (i.e. distorted) single-exposed PIV images. This is then followed by correcting the spatial position of the centre of the PIV interrogation window using the mapping function determined through the image calibration. The two methods available to yield corrected velocity fields using the mapping functions determined through calibration are described in the flow charts shown in figure 4.11, with the former labelled as Method I and named as dewarping the images prior to PIV analysis, while the latter is labelled Method II and named as correcting the velocity field after PIV analysis on the raw (i.e. distorted) images. The results of these two approaches are compared in section 4.2.3.


Figure 4.10: Probability density functions of the sub-pixel residual displacement of 2C2D cross-correlation digital PIV of: (a) calculated using distorted images, (b) calculated from the dewarped images using the R2 model (c) calculated from the dewarped images using the P3 model.


Figure 4.11: Flowcharts describing the two methods implemented for image dewarping: Method I - dewarping the images before performing PIV analysis and Method II dewarping the velocity field after PIV analysis of the raw (i.e. distorted) images.

### 4.2.2 Sensitivity analysis of the mapping functions

Monte Carlo simulations have been used to investigate the uncertainty in the mapping functions and their sensitivity to the change in object and image spaces within their corresponding uncertainties. The uncertainty in the coefficients is a result of the mapping function parameter estimation. The procedure of the Monte Carlo simulations is as follows:

1. Generate sample spaces $\left\{\hat{P}_{I}\right\}_{n}$ and $\left\{\hat{P_{O}}\right\}_{n}$ as $N$ sets of 91 positions of the markers, distributed with an average of zero pixels from the measured position and a standard deviation equivalent to the measurement standard uncertainty.
2. For each set in the sample space, compute the sample mapping functions $\left(f_{x}, f_{y}\right)_{n}$
3. Compute the residual error after dewarping for each marker $j$ in each set, i.e. $\epsilon_{j_{n}}=L_{r e f}\left(\hat{P}_{I n}-\left(f_{x}\left(\hat{P_{O}}\right), f_{y}\left(\hat{P_{O}}\right)\right)_{n}\right.$
4. Repeat steps (1) to (3) to generate an error sample space of size $N$.
5. Using the error sample space of size N from step (4), compute the joint probability distribution functions (JPDFs), $\epsilon_{j}$ for each of the 91 markers.

The JPDFs of $\epsilon_{j}$ using a sample size $N=500,000$ are given in figure 4.12 for the R2 and P3 mapping functions. These results show that with $95 \%$ confidence the residual error using R2 at all marker locations except one is within two pixels, which is less than $0.02 \%$ of the length of the sensor. The uncertainty of the mapping using P3 is slightly better than that for R2, as its residual error is less for most marker locations. Hence, the computed mapping functions can be applied to correct the image distortion introduced into 2C-2D single-exposed PIV images due to the usage of large sensors, since a statistically insignificant additional uncertainty is introduced into the dewarping correction due to measurement uncertainty of the object and image marker positions, when their determination is within the uncertainties specified in table 4.2.

(b)

Figure 4.12: Results of the sensitivity analysis showing the joint JPDFs of the residual error of the mapping functions at the locations of the calibration markers for: (a) R2 mapping function (b) P3 mapping function. See (c) for the nomenclature of the JPDFs.

(c)

### 4.2.3 Image distortion correction results

In order to assess how lens distortion affects 2C-2D PIV measurements, and ascertain the appropriateness and perfromance of the two image dewarping models, as well as the two approaches depicted in figure 4.11 to correct for lens distortion of single-exposed PIV images, the first- and second-order statistics of the velocity field of the ZPG-TBL are presented and compared with those measured in the same facility under similar flow condition in a previous experimental campaign (EuHIT experiment) [138], as well as first- and second-order statistics of the velocity field of a ZPG-TBL DNS with $R e_{\theta}=$ 6,500 [154]. The PIV data provided from the EuHIT database was processed using an interrogation window size of $20^{+} \times 5^{+}$in the streamwise and wall-normal directions for $y<5 \mathrm{~mm}$ with the superscript ${ }^{+}$denoting viscous units. Thus, the spatial resolution is similar to the data presented in this paper. However, since the sensor used in the EuHIT measurement is only $35 \%$ of the size of the sensor used in the presented study and a Zeiss $300 \mathrm{~mm} / \mathrm{f} 2.8$ telephoto lens is used, therefore the lens distortion in the EuHIT data set is minimal. Assuming lens distortion to be the same for both experiments, the estimated error introduced by lens distortion is about $0.2 \%$. For $y>5 \mathrm{~mm}$ the velocity fields were measured using SPIV, which includes correction for any image distortion through the SPIV image calibration process. So, the first- and second-order statistics profiles provided from the EuHIT experiment are deemed to be image distortion-free, and are used as a baseline to estimate the accuracy of the image dewarpping methods presented in this paper.

The boundary layer characteristics calculated from the mean profile based on dewarped 2C-2D PIV analysis presented in table 4.4 compare favourably with the boundary layer statistics measured in the EuHIT experiment. The mean streamwise velocity profiles are given and compared in figure 4.13. These results show that, in the wall region, the mean streamwise velocity profile measured based on the raw distorted images deviates from the EuHIT profile with a maximum difference of as much as $80 \%$, clearly illustrating that lens distortion leads to significant errors in these measurements and must be corrected. The maximum deviation of the profile is near the wall, which is near the edge of the image where lens distortion is a maximum.

Table 4.4: Turbulent boundary layer characteristics compared with EuHIT experiment [138]


The profile determined from 2C-2D PIV based on the dewarped images using the R2 mapping function starts to deviate from the EuHIT data for $y^{+}<7$, with the maximum difference compared to the EuHIT measurements remaining similar to that determined using the raw distorted images. The application of the P3 mapping function to dewarp the raw PIV images prior to $2 \mathrm{C}-2 \mathrm{D}$ cross-correlation digital PIV analysis or position correction after 2C-2D cross-correlation digital PIV analysis of raw PIV images yields mean streamwise velocity profiles that are in agreement with both the EuHIT measurements, as well as the more highly resolved DNS data, which is also shown for comparison. This clearly indicates that most of the lens distortion can be corrected with a suitable image dewarping mapping function. Furthermore, these results also show that there is no significant difference between the mean velocity profiles resulting from the two distortion correction approaches depicted in figure 4.11.


Figure 4.13: Mean streamwise velocity profile in wall units. The profile is compared with an experimental data taken in similar flow conditions (EuHIT Experiment) [138], as well as DNS simulation with $R e_{\theta}=6500[154]$-: DNS. 4 : EuHIT. ○: Distorted. ○: Corrected using Method I, R2 model. ○: Corrected using Method I, P3 model. $\times$ : Corrected using Method II, P3 model

The measured Reynolds stress profiles are presented in figure 4.14 and compared with the profiles from the EuHIT experiment as well as the highly resolved DNS data. These results show that dewarping does not affect the $\overline{u^{\prime} v^{\prime}}$ and $\overline{v^{\prime} v^{\prime}}$ profiles as much as the $\overline{u^{\prime} u^{\prime}+}$ profile. However, the profiles based on the raw distorted PIV images are slightly lower than the profiles based on the dewarped PIV images. The $\overline{u^{\prime} u^{\prime}}{ }^{+}$profile based on the raw PIV images is up to $12 \%$ lower than the profile from the EuHIT experiment with the peak slightly shifted to a higher $y^{+}$value. The difference in the profile is largely corrected by employing the R2 mapping function in the PIV image dewarping. The profile based on PIV images dewarped using the P3 dewarping model corrects all the lens distortion with the results agreeing well with the previous EuHIT experiment measurements. Once again, the profiles of the second order statistics produced using the
dewarping Method I and Method II shown in figure 4.11 agree with each other within experimental uncertainty.

The results show that Method I and Method II to correct lens distortion in 2C-2D PIV provide similar precision and uncertainty as far as the first and second order velocity statistics are concerned. However, Method II is more computationally efficient compared to Method I, so Method II is the recommended approach to correcting lens distortions in 2C-2D PIV.


Figure 4.14: (a) Streamwise Reynolds stress profile $\left(\overline{u^{\prime} u^{\prime}}+\right.$ ), (b) wall-normal Reynolds stress profile $\left(\overline{v^{\prime} v^{\prime}}{ }^{+}\right.$) and (c) Reynolds shear stress profile ( $-\overline{u^{\prime} v^{\prime}}{ }^{+}$) The profiles are compared with experimental data taken under similar flow conditions (EuHIT Experiment) [138], as well as a DNS simulation with $R e_{\theta}=6500$ [154] —: DNS. 4: EuHIT. $\circ$ : Distorted. ०: Corrected using Method I, R2 model. ○: Corrected using Method I, P3 model. $\times$ : Corrected using Method II, P3 model

### 4.3 POD analysis using 2C-2D PIV data

This section discusses the process of the POD analysis is using the 2C-2D PIV velocity fields and the convergence of the POD analysis. The key idea of POD is to decompose the input fields into a linear combination of eigenvectors which attempts to contain as much energy of the input as possible in each eigenvector, with those eigenvectors called the POD modes. Therefore, although the size, strength and time persistence of individual flow structures vary in the turbulent flow, there will be a correlation between the same type of flow structure, which can be identified by POD. Lumley [140] explored this idea and was the first to apply this technique to identify coherent structures in the turbulent shear flows. The POD method has since been widely used to study different flow structures [155-158], such as large scale motions in the wall-bounded turbulent flows [159]. Large scale motions in the wall-bounded turbulent flows are spatially long and wide flow structures that are up to $3 \delta$ in size in the streamwise direction and nearly occupy the entire boundary layer thickness in the wall normal direction [160]. Because other flow structures co-exist and overlap with the large scale motions, they are difficult to identify directly from the velocity fields. However, because of their high contribution to the fluctuating velocity and relative invariance in time, they can be easily separated from the rest of the flow structures using POD, and are typically represented by the most energetic POD mode.

In section 4.3.1, the theoretical background of the classic POD and snapshot POD methods are introduced. Section 4.3 .2 will apply the POD method to the 2C-2D velocity fields, with section 4.3.3 presents a study of the convergence of the POD modes.

### 4.3.1 Proper orthogonal decomposition

In this study, the POD is applied to the 2C-2D fluctuating velocity fields, so considering the following fields,

$$
\mathbf{u}(x, y, t)=\left[\begin{array}{l}
u^{\prime}(x, y, t)  \tag{4.8}\\
v^{\prime}(x, y, t)
\end{array}\right]
$$

where $(x, y)$ is the coordinate of the measurements, and $t$ represents the statistically independent velocity fields produced at different times, also called snapshots. Note that although different snapshots are usually produced by measuring the flow at different times, the POD result does not depend on the acquisition order or time interval between the snapshots.

A POD snapshot vector can then be produced by flattening the $u(x, y, t)$ and $v(x, y, t)$ fields and concatenating them into a single one-dimensional vector. The data set for POD analysis is constructed by stacking the POD snapshot vectors into a matrix, as follows.

$$
\mathbf{X}=\left[\begin{array}{cccccc}
u(1,1,1) & \ldots & u\left(N_{x}, N_{y}, 1\right) & v(1,1,1) & \ldots & v\left(N_{x}, N_{y}, 1\right)  \tag{4.9}\\
u(1,1,2) & \ldots & u\left(N_{x}, N_{y}, 2\right) & v(1,1,2) & \ldots & v\left(N_{x}, N_{y}, 2\right) \\
\vdots & & \vdots & \vdots & & \vdots \\
u\left(1,1, N_{t}\right) & \ldots & u\left(N_{x}, N_{y}, N_{t}\right) & v\left(1,1, N_{t}\right) & \ldots & v\left(N_{x}, N_{y}, N_{t}\right)
\end{array}\right]
$$

The order of flattening the $u(x, y, t)$ and $v(x, y, t)$ fields does not affect the POD result, as long as the resultant POD modes are unflattened in the same way. If the POD method is applied to higher dimensional data with more variables, the POD snapshot vector and the data matrix $\mathbf{X}$ can be constructed in a similar way.

The aim of POD is to use the velocity data matrix $\mathbf{X}$ to find a decomposition of $\mathbf{u}(x, y, t)$ in the form of

$$
\begin{equation*}
\mathbf{u}(x, y, t)=\sum_{j=1}^{N} a_{j}(t) \phi_{j}(x, y) \tag{4.10}
\end{equation*}
$$

to capture as much energy as possible by a minimal number of orthogonal POD modes $\phi_{j}(x, y)$. Traditional POD method solves this problem by performing the eigenvalue decomposition on the covariance matrix of $\mathbf{X}^{T}$, as following,

$$
\begin{equation*}
\mathbf{R}_{\text {Traditional }} \phi_{j}=\lambda_{j} \phi_{j} \tag{4.11}
\end{equation*}
$$

where $\mathbf{R}_{\text {Traditional }}=\mathbf{X} \mathbf{X}^{T}$ and $\lambda_{j}$ is the eigenvalue of the $j^{\text {th }}$ POD mode, representing the kinetic energy captured. Because the size of the velocity data matrix $\mathbf{X}$ is $(2 \times$ $\left.N_{x} \times N_{y}\right) \times N_{t}$, the size of $\mathbf{R}_{\text {Traditional }}$ is $\left(2 \times N_{x} \times N_{y}\right)^{2}$. In a typical experiment $N_{t} \ll\left(2 \times N_{x} \times N_{y}\right)$, which indicates that the size of the covariance matrix can be reduced by defining $\mathbf{R}_{\text {Snapshot }}=\mathbf{X}^{T} \mathbf{X}$, which has a size of $N_{t}^{2} \ll\left(2 \times N_{x} \times N_{y}\right)^{2}$. This was first recognised by Sirovich [161] and is used in the snapshot POD method. The eigenvalue decomposition using $\mathbf{R}_{\text {Snapshot }}$ results in the same eigenvalues as the classical method, with the POD modes calculated from the eigenvectors, $\psi_{j}$, as follows,

$$
\begin{equation*}
\phi_{j}=\mathbf{X} \boldsymbol{\psi}_{j} \frac{1}{\sqrt{\lambda_{j}}} \tag{4.12}
\end{equation*}
$$

Equation 4.12 can also be written as,

$$
\begin{equation*}
\mathbf{X}=\mathbf{\Phi} \boldsymbol{\Sigma} \boldsymbol{\Psi}^{T} \tag{4.13}
\end{equation*}
$$

where $\boldsymbol{\Phi}=\left[\begin{array}{llll}\phi_{1} & \phi_{2} & \ldots & \boldsymbol{\phi}_{N_{t}}\end{array}\right]$ contains the POD modes, $\boldsymbol{\Psi}=\left[\begin{array}{llll}\boldsymbol{\psi}_{1} & \boldsymbol{\psi}_{2} & \ldots & \boldsymbol{\psi}_{N_{t}}\end{array}\right]$ contains the time coefficients, and the diagonal of $\boldsymbol{\Sigma}$ contains the square root of the eigenvalues. Equation 4.13 has the same form as the singular value decomposition of $\mathbf{X}$. Thus, using the snapshot POD method the POD modes can be calculated directly from the singular value decomposition of the data matrix $\mathbf{X}$.

### 4.3.2 Decomposed modes from velocity fields

The eigenvalues of the POD modes and their accumulated sum is presented in the figure 4.15. These results show that the first mode contains $12 \%$ of the total energy in the flow, whereas the first 18 modes can recover $50 \%$ of the total energy in the flow. The slow convergence rate of the POD modes is an indicative of the complex multi-scale behaviour of the turbulent boundary layer flow.


Figure 4.15: Eigenvalues of the POD modes and their cumulative sum as a fraction of the total energy of all modes.

The first ten most energetic POD modes are shown in the figure 4.16. The most energetic mode shown in figure 4.16a presents a single flow structure that occupies nearly the entire boundary layer, with a stream-wise extent that is indicated to be larger than one boundary layer thickness, so it is identified to be the large scale motion. These results show that as the mode number increases, the scales of the flow structure becomes smaller, and its contribution to the total turbulent kinetic energy of the flow decreases.
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Figure 4.16: Velocity fluctuation vector plot of the first nine most energetic POD modes. The colour bar and the colour of the vectors represent the velocity fluctuation magnitude. The red dashed line represents the boundary layer thickness.

### 4.3.3 Mode convergence of proper orthogonal decomposition

Since POD is a purely data-driven process, the calculated POD modes and eigenvalues only reflect the true physics with a small uncertainty if sufficient snapshots are provided to be representative of the physical phenomenon. The POD analysis is deemed to have converged, when the POD modes and eigenvalues no longer change due to the addition of further snapshots. Therefore, the study of the rate of convergence of the POD analysis and to determine the requirement of the number of snapshots for convergence, was performed. $N_{s}$ sets of randomly chosen snapshots from the measurement of the same flow were chosen for the POD analysis. The statistics of the eigenvalues of the POD analysis was computed from these samples.

Five cases of POD analysis with different numbers of snapshots are presented. The number of snapshots, $N_{s}$, used for each case, as well as the number of repetition, $N_{R}$, per velocity snapshot matrix size to calculate the statistics of the eigenvalues, are summarised in table 4.7.

Table 4.7: The size of POD analysis and the repetition of analysis performed to calculate the statistics of POD mode convergence

| Case number | Number of snapshots used <br> for POD analysis, $N_{s}$ | Repetitions to calculate <br> eigenvalue statistics, $N_{R}$ |
| :---: | :---: | :---: |
| 1 | 2,500 | 5,000 |
| 2 | 5,000 | 3,000 |
| 3 | 7,500 | 1,000 |
| 4 | 12,500 | 1,000 |
| 5 | 20,000 | 1,000 |

The averaged eigenvalues calculated using different snapshots and their accumulated sum are shown in figure 4.17. From the normalised mean eigenvalue plot, the most energetic mode contains about $13 \%$ of the total kinetic energy in the flow, and the profiles of eigenvalues calculated from different cases collapse up to the $30^{\text {th }}$ mode, which has a normalised eigenvalue of 0.003 , i.e. $0.3 \%$ of the total TKE. For the less energetic modes, more snapshots used in the analysis result in a lower eigenvalue, but the difference between the profile calculated using 20,000 snapshots and all snapshots is less than $10^{-6}$, suggesting nearly all modes in the physical system can be resolved using the available snapshots. From the normalised mean eigenvalue plot, the first 30 modes contain $46 \%$ of TKE, with a collapse of the profiles from different cases.


Figure 4.17: a) Averaged eigenvalue in each case normalised by the sum of averaged eigenvalue. Eigenvalues calculated from all snapshots available ( 31,746 snapshot) are also included for reference. b) Accumulated sum of the eigenvalues shown in a). The figures are truncated at mode number 25,000 for clarity.

Although the mean eigenvalue profile is similar for different cases, the standard deviation of the eigenvalues differs with the number of snapshots used, as shown in figure 4.18.


Figure 4.18: a) Distribution of the first eigenvalue as a function of the number of snapshots used for POD analysis b) The standard deviation of the first 6 eigenvalues normalised by the averaged eigenvalues for different number of snapshot used for POD analysis.

These results show that the distribution of the eigenvalues is approximately Gaussian for all the cases, with a peak that narrows as more snapshots are used, which is indicative of the convergence of the POD analysis. In addition, figure 4.18 b shows that the first six eigenvalues converge at a similar rate, with the first eigenvalue converging slightly faster than other eigenvalues. In order to reach a standard deviation of less than $1 \%$ of the mean eigenvalues, at least 10,000 snapshots are required for the POD analysis.

### 4.4 Contribution of large scale motion to skin friction

In this section, the contribution of the large scale motions to the turbulent generation term in the RD decomposition of the skin friction is analysed using conditional statistics. Section 4.4.1 presents the theoretical background of the Renard-Deck decomposition of the skin friction coefficient and the physical interpretation of the decomposed terms. Section 4.4 .2 presents the turbulent production term of the RD-decomposition calculated from the large-scale motion dominated snapshots to study how LSM contributes to that term.

### 4.4.1 Renard-Deck decomposition

Renard and Deck [141] present a decomposition (RD decomposition) of the skin friction coefficient based on the mean kinetic energy budget of the fluid motion in an absolute frame of reference. The decomposition is given by

$$
\begin{align*}
C_{f} & =\underbrace{\frac{2}{U_{e}^{3}} \int_{0}^{\infty} \mu\left(\frac{\partial U}{\partial y}\right)^{2} d y}_{C_{f_{a}}}+\underbrace{\frac{2}{U_{e}^{3}} \int_{0}^{\infty}-\left\langle u^{\prime} v^{\prime}\right\rangle \frac{\partial U}{\partial y} d y}_{C_{f_{b}}}  \tag{4.14}\\
& +\underbrace{\frac{2}{U_{e}^{3}} \int_{0}^{\infty}\left(U-U_{e}\right) \frac{\partial}{\partial y}\left(\frac{\tau}{\rho}\right) d y}_{C_{f_{c}}}
\end{align*}
$$

where

$$
\begin{equation*}
\tau=\mu\left(\frac{\partial U}{\partial y}\right)-\left\langle u^{\prime} v^{\prime}\right\rangle \tag{4.15}
\end{equation*}
$$

The frame of reference travels at the same rate as the free-stream undisturbed flow, $U_{0}$, thus the undisturbed flow will appear to be stationary. The only assumption made when deriving this equation is that the instantaneous streamwise velocity is zero at the wall, which allows blowing or suction at the wall. However, neither blowing nor suction is present in the flow studied. The RD decomposition decomposes the skin friction into physically interpretable terms that are local at each streamwise position. The first term, $C_{f_{a}}$ represents the viscous dissipation of the mean streamwise kinetic energy, the second term, $C_{f_{b}}$, represents the production of the turbulent kinetic energy from the mean streamwise kinetic energy and the last term, $C_{f_{c}}$, accounts for the growth of the boundary layer effect.

### 4.4.2 Conditional statistics of the turbulent production term in the RD decomposition

As shown in figure 4.16a, nearly all non-zero velocity vectors in the LSM have a positive fluctuating streamwise velocity and a negative fluctuating wall normal velocity. Therefore, the presence of LSM will have a strong association with the Reynolds shear stress $\left\langle u^{\prime} v^{\prime}\right\rangle$. The viscous dissipation term, $C_{f_{a}}$, of the RD decomposition depends only on the mean values of the fluid field and has no contribution from the turbulence, and hence the LSMs. The boundary layer grows slowly in a ZPG-TBL, hence, the boundary layer growth term, $C_{f_{c}}$, is negligible. Therefore, only Reynolds stress term, $C_{f_{b}}$, is important with respect to the turbulence, and hence the LSMs dependent, and is the term of relevance to turbulence and the effect of coherent structures. So this term is the subject of subsequent analysis.

LSM dominated velocity field snapshots are identified using the time coefficient of the first POD mode, $\phi_{1}$, presented in figure 4.19. The distribution is Gaussian-like, and since all the velocity vectors of the first POD mode are positive in the stream-wise direction, a positive time coefficient corresponds to a high-momentum LSM, where the instantaneous velocity of the flow structure is higher than the mean velocity, and a negative time coefficient corresponds a low-momentum LSM. Furthermore, the absolute value of the time coefficient represents the strength of LSM present in that snapshot. Therefore, the following criterion is used to determine that a snapshot is LSM dominated,

$$
\begin{equation*}
\left|\phi_{1, n}\right|>K \sigma_{\phi_{1}}, \tag{4.16}
\end{equation*}
$$

where $\phi_{1, n}$ represents the time coefficient of the first POD mode for snapshot $n$, and $\sigma_{\phi_{1}}$ represents the standard deviation of the time coefficient for all the snapshots. A higher K value represents a tighter selection criterion, yielding the selection of the snapshots with higher LSM strength.

In this study, a number of K values: $0.5,1,1.5,2,2.5$ are used to perform the study of the sensitivity analysis of the Reynolds stress term to K. The number of snapshots available for each K value is summarised in table 4.8.

The proportion of $C_{f_{b}}$ in the the skin friction coefficient $\left(C_{f_{b}} / C_{f}\right)$ is given as a function of x position in figure 4.20. $C_{f}$ is calculated from the gradient of the mean stream-wise velocity profile at the wall, and the proportion of $C_{f_{a}}$ is plotted for comparison. This results show that LSM dominated snapshots results in an increase of $C_{f_{b}}$, indicating that the LSMs are a significant contributor to the turbulent production term in the RD decomposition of the skin friction.


Figure 4.19: Distribution of the time coefficient of the first POD modes. The red dashed line represents the positions of $\pm 2.5 \sigma, \pm 2 \sigma, \pm 1.5 \sigma, \pm \sigma, \pm 0.5 \sigma$ and the mean value.


Figure 4.20: Proportions of $C_{f_{a}}$ and $C_{f_{b}}$ of the total wall friction $C_{f}$ for different K values

Table 4.8: The number of snapshots for each K value when calculating the conditional statistics

| K value | Number of snapshots |
| :---: | :---: |
| 0.5 | 24,513 |
| 1 | 17,825 |
| 1.5 | 12,148 |
| 2 | 7,662 |
| 2.5 | 4,387 |

Also shown in the figure 4.20 , the sum of $C_{f_{a}}$ and $C_{f_{b}}$ terms only account for about $90 \%$ of the total wall skin friction coefficient measured. One possible reason is that the $\left\langle u^{\prime} v^{\prime}\right\rangle$ term determined from the PIV experiment is lower than the real value because of the spatial averaging within the interrogation windows, leading to an underestimate of the $C_{f_{b}}$ term. Another possible explanation is that the $C_{f_{c}}$ term, even though much smaller than the rest two terms, also has some contribution to the total wall skin friction. Because two differentiation operations are required to calculate the $C_{f_{c}}$ term, the measured velocity fields are too noisy to produce an accurate estimation with low uncertainty to establish its significance.

## Chapter 5

## Conclusion

The key methods and findings of this thesis are summarised as follows:

- A novel 4D-DHPIV/PTV method is described which, in addition to including the standard digital hologram reconstruction, incorporates advanced digital filtering to remove the virtual image effect, 3 -dimensional volume deconvolution to reduce the depth-of-focus problem and the virtual image, followed by an efficient one-pass 3dimensional clustering algorithm coupled with a predictive inverse reconstruction approach to increase the particle reconstruction dynamic range and 3-dimensional reconstruction domain, which is accelerated using particle position prediction.
- The uncertainty of this method is studies through simulated holograms, and how particle concentration, as well as shot noise present in the hologram, affect the measurement uncertainty is explored. The result shows that 4DDHPIV/PTV can detect $70 \%$ of all particles even for high particle concentration, whereas the direct method at the lowest concentration detects at best $35 \%$ of all particles. The bias error does not exceed $0.25 \lambda$ in the in-plane direction, while it stays under $1.5 \lambda$ in the out-of-plane direction. Standard uncertainty does not exceed $3.5 \lambda$ in the in-plane direction, and $8 \lambda$ in the out-of-plane direction for all but the highest concentration case, where the standard uncertainty in the out-of-plane direction is around $12 \lambda$. In addition, the shot noise in the hologram does not affect the detection rate of the particles as long as the SNR is higher than 10 . The detection rate of the iterative method is about $90 \%$, compared to $50 \%$ for the direct method. The bias error increases from $0.2 \lambda$ to $0.5 \lambda$ for in-plane direction and from 0.1 $\lambda$ to $1.8 \lambda$ for out-of-plane direction as noise is added to the hologram. The
standard uncertainty remains between $2 \lambda-3 \lambda$ for the in-plane direction for all noisy images, but the standard uncertainty in the out-of-plane increases from $6 \lambda$ in the noise-free case to $10 \lambda$ in the lowest signal to noise ratio of 5 dB.
- The ability of the 4D-DHPIV/PTV method to measure flow field is demonstrated in a micro-channel measurement, which required the development of a more accurate particle model for phase-changing particles used in waterbased experiments. The measurement error due to the different refractive index along the optical path was also corrected. The experiment illustrates that with the 4D-DHPIV/PTV method, the velocity in the channel can be measured with a standard uncertainty of $0.38 \%, 0.93 \%$ and $0.85 \%$ of the maximum stream-wise velocity in $x, y$ and $z$ directions, respectively.
- This thesis presents high-resolution 2C-2D PIV measurement of a zero-pressuregradient turbulent boundary layer. The experiment incorporates a large size sensor with $47 M P x$ to achieve a final interrogation window size of the measurement is 21.7 wall units in stream-wise direction and 5.42 in wall-normal direction, while covering a field of view of 2.5 boundary layer thickness in stream-wise direction and 1.5 boundary layer thickness in wall-normal direction.
- In the process of analysing the PIV image acquired in the 2C-2D PIV measurement, the problem of lens distortion is identified. In order to correct the lens distortion, a classical image dewarping method is implemented, which consists of three steps. First, a dewarping model suitable for the type of lens distortion is selected, and the free model parameters are found from the calibration image. In this study, the results of using a second-order rational function (R2) and a bicubic polynominal (P3) have been investigated and mutually compared. Then, a PIV analysis near a reference geometry, which in this case is a flat plate used in the ZPG-TBL experiment, is performed to align the calibration target with the flow. Finally, the mapping function is applied to the PIV measurement, with two approaches investigated. The first approach is to dewarp the images before PIV analysis, and the second one is to dewarp the PIV velocity fields produced by the distorted image pairs. The result shows that the lens distortion can create up to $100 \%$ error in the Reynolds normal stress, especially near the wall. Also, the results demonstrate that the use of the P3 dewarping model to correct lens distortion yields better results than the R2 dewarping model. Furthermore, both approaches for the P3 dewarping model yield results which are statistically
indistinguishable. As dewarpping the PIV velocity fields produced by the distorted image pairs is more efficient than dewarpping individual PIV images, the former one is recommended
- Proper orthogonal decomposition is used to decompose the velocity fields acquired by the 2C-2D PIV measurement, and the large scale motion is extracted from the PIV measurement by the most energetic POD modes.
- A convergence test of the POD analysis is performed by randomly sampling $2 \mathrm{C}-2 \mathrm{D}$ velocity fields of the same turbulent boundary layer flow and study the statistics of the eigenvalues resulting from POD as a function of the number of snapshots used. The result shows that the averaged eigenvalues of the first 30 most energetic modes, which contain around $46 \%$ of the flow energy, do not change if more 2,500 snapshots are used for POD analysis. However, the standard deviations of the resulting eigenvalues reduce as more snapshots are included, and 10,000 snapshots are required for the POD analysis to achieve a standard deviation of $1 \%$ of mean for the first six eigenvalues.
- The contribution of the large scale motions to the skin friction coefficient is studied through a Renald-Deck decomposition of skin friction coefficient. Renald-Deck decomposition decomposes the skin friction coefficient into viscous dissipation term, turbulent kinetic energy production term and the boundary layer growth term. The turbulent kinetic energy production term is the most associated with large scale motions, and it is found to increase under the influence of large scale motions through a conditional statistics analysis. This result shows the large scale motions' vital role in turbulent production and Reynolds stress generation.


## Appendix A

## Fresnel and Fraunhofer Diffraction

Fresnel and Fraunhofer diffraction equations are approximations to the Angular spectrum method introduced in section 3.1.1. Although they are not implemented in the 4D-DHPIV/PTV algorithm developed in this thesis, they enable the calculation of the diffraction pattern of simple geometries such as a pinhole, and can provide some analytical insight to the holograms produced by the particles. Thus, they are discussed in this appendix.

## A. 1 Fresnel diffraction

Sherman [162] showed that the angular spectrum propagation equation is equivalent to the first Rayleigh-Sommerfeld diffraction formula, as following:

$$
\begin{equation*}
U(x, y, z)=\frac{z}{j \lambda} \iint_{\Sigma} U(\xi, \eta) \frac{\exp \left(j k r_{01}\right)}{r_{01}^{2}} d \xi d \eta \tag{A.1}
\end{equation*}
$$

where $(x, y)$ and $(\xi, \eta)$ are the coordinate systems in the image and diffraction plane, respectively, $z$ is the propagation distance, and $r_{01}$ is distance between the propagation and image coordinates given by

$$
\begin{equation*}
r_{01}=z \sqrt{1+\left(\frac{x-\xi}{z}\right)^{2}+\left(\frac{y-\eta}{z}\right)^{2}} \tag{A.2}
\end{equation*}
$$

The major difficulty of solving the Rayleigh-Sommerfeld diffraction formula is the integration of the $r_{01}$ term, as there is no analytical solution to the integration. Therefore, an approximation is made to the $r_{01}$ term. Considering the function $\sqrt{1+b}$, it can be binomial expanded as follows,

$$
\begin{equation*}
\sqrt{1+b}=1+\frac{1}{2} b-\frac{1}{8} b^{2}+\cdots \tag{A.3}
\end{equation*}
$$

The Fresnel diffraction applies the binomial expansion to $r_{01}$ and retaining only the first two terms, yields

$$
\begin{equation*}
r_{01} \approx z\left[1+\frac{1}{2}\left(\frac{x-\xi}{z}\right)^{2}+\frac{1}{2}\left(\frac{y-\eta}{z}\right)^{2}\right] \tag{A.4}
\end{equation*}
$$

The condition for this approximation to be valid is that the second order term contribute less than one radian to the resulting phase change, which can be expressed as,

$$
\begin{equation*}
z^{3} \gg \frac{\pi}{4 \lambda}\left[(x-\xi)^{2}+(y-\eta)^{2}\right]_{\max }^{2} \tag{A.5}
\end{equation*}
$$

This shows that for the Fresnel diffraction to be accurate, the viewing position can't be too far away from the centreline of the beam, therefore, the approximation used in the Fresnel diffraction is also called a paraxial approximation. For an aperture size of $1 \mu \mathrm{~m}$ illuminated by a 532 nm laser and captured by a $20 \mathrm{~mm} \times 20 \mathrm{~mm}$ sensor, the distance between the sensor and the particle has to satisfy $z \gg 250 \mathrm{~mm}$. Substituting the equation A. 4 back to equation A. 1 results in

$$
\begin{equation*}
U(x, y, z)=\frac{e^{j k z}}{j \lambda z} \iint_{-\infty}^{\infty} U(\xi, \eta) \exp \left\{j \frac{k}{2 z}\left[(x-\xi)^{2}+(y-\eta)^{2}\right]\right\} d \xi d \eta \tag{A.6}
\end{equation*}
$$

which is the Fresnel diffraction equation. Equation A. 6 can be recognised as a convolution between the image $U(\xi, \eta)$ and the diffraction kernel,

$$
\begin{equation*}
h(x, y)=\frac{e^{j k z}}{j \lambda z} \exp \left[j \frac{k}{2 z}\left(x^{2}+y^{2}\right)\right] \tag{A.7}
\end{equation*}
$$

Another way to view equation A. 6 is to expand the quadrant phase term and move the $\exp \left[j \frac{k}{2 z}\left(x^{2}+y^{2}\right)\right]$ term out of the integral since it does not depend on $\xi$ or $\eta$, resulting in

$$
\begin{equation*}
U(x, y, z)=\frac{e^{j k z}}{j \lambda z} e^{j \frac{k}{2 z}\left(x^{2}+y^{2}\right)} \iint_{-\infty}^{\infty}\left\{U(\xi, \eta) e^{j \frac{k}{2 z}\left(\xi^{2}+\eta^{2}\right)}\right\} e^{-j \frac{2 \pi}{\lambda}(x \xi+y \eta)} d \xi d \eta \tag{A.8}
\end{equation*}
$$

Besides the multiplication factors in the front, the Fresnel diffraction is a Fourier transform of the aperture modified by a quadratic phase exponential.

## A. 2 Fraunhofer diffraction

aFraunhofer diffraction further approximates the Rayleigh-Sommerfeld diffraction formula by only considering the first term of the binomial expansion of the term $r_{01}$, thus, $r_{01} \approx z$. Under this approximation, the quadratic phase term in equation A. 7 is approximately one, resulting in,

$$
\begin{equation*}
U(x, y, z)=\frac{e^{j k z}}{j \lambda z} e^{j \frac{k}{2 z}\left(x^{2}+y^{2}\right)} \iint_{-\infty}^{\infty} U(\xi, \eta) e^{-j \frac{2 \pi}{\lambda}(x \xi+y \eta)} d \xi d \eta \tag{A.9}
\end{equation*}
$$

The integral of the equation A.9 is recognised as the Fourier transform of the $U(\xi, \eta)$, which can be written as

$$
\begin{equation*}
U(x, y, z)=\frac{e^{j k z}}{j \lambda z} e^{j \frac{k}{2 z}\left(x^{2}+y^{2}\right)} \mathscr{F}(U(\xi, \eta)) \tag{A.10}
\end{equation*}
$$

The condition necessary for this approximation to apply is

$$
\begin{equation*}
z^{3} \gg \frac{k\left(\xi^{2}+\eta^{2}\right)_{\max }}{2} \tag{A.11}
\end{equation*}
$$

## A. 3 Fraunhofer diffraction hologram of a particle

This section presents the calculation of the hologram produced by a particle illuminated by a planar wave using Fraunhofer Diffraction. The model of the particle is a circular block of radius $r_{0}$ illuminated by a planar wave of amplitude $A$. Without loss of generality, the phase of the illumination wave is assumed to be zero at the particle plane. The transmitted light field can be expressed in cylindrical coordinates as,

$$
U(r, 0)= \begin{cases}0, & r \leq r_{0}  \tag{A.12}\\ A, & r>r_{0}\end{cases}
$$

## A.3.1 Fraunhofer diffraction equation for radially symmetric function

In order to transform the Fraunhofer diffraction equation, represented by equation A.10, into cylindrical coordinate system, the following transformations are made:

$$
\begin{align*}
x & =r \cos (\theta) \\
y & =r \sin (\theta)  \tag{A.13}\\
f_{x} & =\rho \cos (\phi) \\
f_{y} & =\rho \sin (\phi)
\end{align*}
$$

where $\theta$ and $r$ denote the circumferential and radial directions of the coordinates, with $\phi$ and $\rho$ denoting the frequencies in those directions. In order to transform the Fourier operator to cylindrical coordinates, first consider the Fourier transformation in Cartesian coordinates,

$$
\begin{equation*}
\mathscr{F}(U)=\iint_{-\infty}^{\infty} U(\xi, \eta) e^{-j \frac{2 \pi}{\lambda}(x \xi+y \eta)} d \xi d \eta \tag{A.14}
\end{equation*}
$$

Substitute equation A. 13 into equation A.14, and for a circular symmetric function $U(r)$,

$$
\begin{align*}
\mathscr{F}(U(r)) & =\int_{0}^{2 \pi} d \theta \int_{0}^{\infty} r U(r) e^{-j 2 \pi \rho r(\sin (\theta) \sin (\phi)+\cos (\theta) \cos (\phi))} d r \\
& =\int_{0}^{2 \pi} d \theta \int_{0}^{\infty} r U(r) e^{-j 2 \pi \rho r \cos (\theta-\phi)} d r  \tag{A.15}\\
& =\int_{0}^{\infty} r U(r) \int_{0}^{2 \pi} e^{-j 2 \pi \rho r \cos (\theta-\phi)} d \theta d r
\end{align*}
$$

Using the identity of the Bessel functions, $J_{0}(x)=\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{-j x \cos (\theta-\phi)} d \theta$, where $J_{0}$ is the Bessel function of the first kind and zeroth order,

$$
\begin{equation*}
\mathscr{F}(U(r))=2 \pi \int_{0}^{\infty} r U(r) J_{0}(2 \pi \rho r) d r \tag{A.16}
\end{equation*}
$$

Equation A. 16 is also known as Fourier-Bessel Transform, which is denoted by $\mathscr{B}()$. Therefore, for a circularly symmetric function, its Fraunhofer diffraction pattern can be calculated by,

$$
\begin{equation*}
U(r, z)=\frac{e^{j k z}}{j \lambda z} e^{j \frac{k r^{2}}{2 z}} \mathscr{B}(U(r, 0))_{\rho=\frac{r}{\lambda z}} . \tag{A.17}
\end{equation*}
$$

## A.3.2 Application of Fraunhofer diffraction function to the particle model

Substituting equation A. 12 to equation A.17,

$$
\begin{equation*}
U(r, z)=\frac{e^{j k z}}{j \lambda z} e^{j \frac{k r^{2}}{2 z}} \mathscr{B}\left(A-A \operatorname{Step}\left(\frac{r}{r_{0}}\right)\right)_{\rho=\frac{r}{\lambda z}} \tag{A.18}
\end{equation*}
$$

where the step function, $\operatorname{Step}(x)$ is one when x is smaller or equal to one and zero otherwise. Because of the linearity of the Fourier transform, $\mathscr{B}\left(A-A \operatorname{Step}\left(r / r_{0}\right)\right)=$ $A \mathscr{B}(1)-A \mathscr{B}\left(\operatorname{Step}\left(r / r_{0}\right)\right)$, thus,

$$
\begin{equation*}
U(r, z)=\frac{A e^{j k z}}{j \lambda z} e^{j \frac{k r^{2}}{2 z}} \mathscr{B}(1)_{\rho=\frac{r}{\lambda z}}-\frac{A e^{j k z}}{j \lambda z} e^{j \frac{k r^{2}}{2 z}} \mathscr{B}\left(\operatorname{Step}\left(\frac{r}{r_{0}}\right)\right)_{\rho=\frac{r}{\lambda z}} . \tag{A.19}
\end{equation*}
$$

The first term of equation A. 19 represents the propagation of a planar wave, which represents a phase change of $k z$, therefore

$$
\begin{equation*}
U(r, z)=A e^{j k z}-\left.\frac{A e^{j k z}}{j \lambda z} e^{j \frac{k r^{2}}{2 z}} 2 \pi \int_{0}^{r_{0}} r J_{0}(2 \pi \rho r) d r\right|_{\rho=\frac{r}{\lambda z}} \tag{A.20}
\end{equation*}
$$

Define $r^{\prime}=2 \rho r \pi$, then $d r=\frac{1}{2 \rho \pi} d r^{\prime}$ and $r=\frac{r^{\prime}}{2 \rho \pi}$,

$$
\begin{equation*}
U(r, z)=A e^{j k z}-\left.\frac{A e^{j k z}}{j \lambda z} e^{\frac{k r^{2}}{2 z}} \frac{1}{2 \rho^{2} \pi} \int_{0}^{2 \rho \pi r_{0}} r^{\prime}\left(J_{0}\left(r^{\prime}\right)\right) d r^{\prime}\right|_{\rho=\frac{r}{\lambda z}} . \tag{A.21}
\end{equation*}
$$

Using the identity $\int_{0}^{x} r J_{0}(r) d r=x J_{1}(x)$,

$$
\begin{align*}
U(r, z) & =A e^{j k z}-\frac{A e^{j k z}}{j \lambda z} e^{j \frac{k r^{2}}{2 z}}\left(\frac{r_{0}}{\rho} J_{1}\left(2 \pi \rho r_{0}\right)\right)_{\rho=\frac{r}{\lambda z}} \\
& =A e^{j k z}-\frac{A e^{j k z}}{j \lambda z} e^{j \frac{k r^{2}}{2 z}}\left(\frac{r_{0} \lambda z}{r} J_{1}\left(\frac{2 \pi r r_{0}}{\lambda z}\right)\right) . \tag{A.22}
\end{align*}
$$

The hologram generated is the squared amplitude of the light field, therefore,

$$
\begin{equation*}
H(r, z)=\operatorname{abs}\left[A e^{j k z}-\frac{A e^{j k z}}{j \lambda z} e^{j \frac{k r^{2}}{2 z}}\left(\frac{r_{0} \lambda z}{r} J_{1}\left(\frac{2 \pi r r_{0}}{\lambda z}\right)\right)\right]^{2} \tag{A.23}
\end{equation*}
$$

The radial profile of a simulated hologram using equation A. 23 compared with the profile calculated using angular spectrum method is presented in figure A.1. The result shows that equation A. 23 captures well the frequency and general shape of the hologram, however, the peak value and the decay rate of the profile is underestimated. Under the simulation condition, $\frac{2 z^{3}}{k\left(\xi^{2}+\eta^{2}\right)_{\max }}=50$ which is not much bigger than 1 , therefore the criteria for Fraunhofer diffraction regime is not strictly satisfied, which can explain the difference in profile observed in figure A.1.


Figure A.1: Radial profile of the simulated holograms using angular spectrum method and equation A.23, the particle has a radius of $58 \mu \mathrm{~m}$ located at 1 m away from the imaging plane. The hologram is captured by a virtual imaging sensor of size $4096 \times 4096$ pixels with pixel size $5.86 \mu \mathrm{~m}$.
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