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Abstract 

Fragment-based drug design (FBDD) has become a mainstream alternative to more 

traditional drug discovery approaches. Fragment screening uses very small 

molecules, typically containing fewer than 20 heavy atoms. Due to their small size 

fragments tend to bind to their target proteins with low affinities. As a result, highly 

sensitive bioassays such as nuclear magnetic resonance (NMR), X-ray 

crystallography, and mass spectrometry are required for the characterisation of these 

binding events. Development of the fragment hits with intrinsically low affinities (low 

millimolar) into high affinity (nanomolar) lead-like compounds typically requires 

multiple iterative rounds of medicinal chemistry.  

 

A major bottleneck in the rounds of medicinal chemistry is the purification and 

characterisation of compounds, which is typically conducted prior to testing for every 

compound that is synthesised. Workflows have recently been developed, which 

synthesise compounds in parallel microscale reactions and screen them as unpurified 

products to identify compounds that bind without extensive purification or 

characterisation. Binding assays to support the testing of unpurified products have 

been developed for surface plasmon resonance, mass spectrometry and X-ray 

crystallography. These strategies exploit the protein’s ability to isolate the most slowly 

dissociating component from parallel reaction mixtures. As dissociation is often the 

key driver of binding affinity, the compounds isolated in this way are usually those that 

bind with the highest affinity. These approaches have accelerated the  

design-synthesis-testing cycle and have resulted in the efficient identification in 

improved fragment analogues. Another emerging strategy for the rapid optimisation of 

fragment efficacy is the introduction of electrophilic covalent warheads to low affinity 

fragments. Covalent attachment of the fragments can enhance the inhibition of 

challenging targets that lack a well-defined small molecule binding pocket.  

Structure-based drug design (SBDD) is used heavily in FBDD to expand fragments 

within binding sites. Protein interactions and binding hot spots to target by SBDD can 

be identified by screening high concentrations of low molecular weight probes by  

X-ray crystallography and NMR. Orthogonal biophysical techniques can reveal 

complimentary information about different aspects of binding and using these 
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techniques and design strategies in concert can expedite the development of 

fragments into lead-like compounds.  

 

The work in this thesis applies these orthogonal approaches of early fragment 

elaboration to the development of inhibitors of the antivirulence target Escherichia coli 

DsbA (EcDsbA). The active site of EcDsbA comprises a shallow hydrophobic 

substrate binding site, which makes it an extremely challenging target for small 

molecule inhibition. In Chapter 2, the interaction of EcDsbA with a mono-cysteine 

peptide substrate was characterised and the insight obtained through this covalent 

adduct was used to inform the design of thiol functionalised fragments. Chapter 3 

describes efforts to synthesise a series of thiols for testing as EcDsbA inhibitors. It was 

found that these compounds were encumbered by issues in stability and purification 

and so efforts were undertaken to identify a more tractable covalent warhead. Chapter 

4 describes the design of a ‘target agnostic’ library of electrophilic warheads. This 

library was designed to be suitable for testing against multiple other targets in addition 

to EcDsbA. The library was designed to contain a range of electrophilic warheads, 

linked via spacers of different lengths, to a reactive functionality which was amenable 

to coupling the covalent warheads with known non-covalent fragment binders. A library 

was constructed of a known EcDsbA ligand coupled to each of the covalent 

warhead/linkers. This library was synthesised in parallel and the unpurified products 

of these reactions were screened by 1H-15N heteronuclear single quantum coherence 

(HSQC) NMR in an effort to identify a selective and stable covalent inhibitor of 

EcDsbA. In a complementary approach, a suite of methods was employed to identify 

hot spots on the surface of EcDsbA. Chapter 5 describes the screening of solvents 

against EcDsbA using NMR and X-ray crystallography. Chapter 6 describes the design 

of a library of diverse and very low molecular weight probes containing 5 – 8 heavy 

atoms. These compounds, termed MicroFrags, were screened against EcDsbA at high 

concentrations using X-ray crystallography and NMR and were able to identify 

conserved residue interactions in multiple binding hot spots. Together, these target 

agnostic electrophilic warhead and MicroFrag libraries have provided data that can be 

used to expedite the development of fragment inhibitors against EcDsbA and these 

strategies should be equally applicable to other challenging targets. 
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Chapter 1: 

Introduction 
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1.1 Fragment-based Drug Design (FBDD) 

High-throughput screening (HTS) is one of the most common methods for generating 

a starting lead compound for medicinal chemistry campaigns. Although HTS libraries 

are very large (up to millions of compounds), there are many instances where the 

screens conducted identify little to no hits and the identified hits often have suboptimal 

physicochemical properties. Furthermore, purchasing, maintaining and screening 

these libraries is often beyond the scope of academic research, as it requires 

dedicated infrastructure and is very costly and time consuming before compound 

optimisation has even begun. Since its inception in 1996 by Fesik and colleagues (1), 

fragment-based drug design (FBDD) has rapidly gained popularity and become a 

mainstream alternative to HTS. The shortcomings of HTS campaigns are addressed 

in FBDD by screening smaller libraries (up to thousands) of small and simple 

compounds (“fragments”), which increases the chances of finding a “hit” (2). The 

diminished size of these fragment hits results in an intrinsically lower affinity than their 

HTS counterparts and requires a larger design effort to develop lead-like compounds. 

However, this can afford more control over compound properties during optimisation 

and can improve the physicochemical property profiles of the resulting lead-like 

compounds (3, 4). Fragments have been defined in many ways, however, the core 

guidelines are widely accepted as the Astex “rule of three” (Ro3) (5, 6). These guidelines 

suggest that fragments have a molecular weight < 300 Da, ≤ 3 hydrogen bond donors, 

≤ 3 hydrogen bond acceptors, ≤ 3 rotatable bonds, a ClogP ≤ 3, and a total polar 

surface area of ≤ 60 Å2. While these rules suggest that compounds could be 

~ 22 heavy atoms (7), screening libraries are often < 17 heavy atoms and many have 

begun to shift toward even smaller compounds to conform with the hit rates observed 

in historical campaigns (6, 8, 9). 

 

Fragment-based strategies have waged successful campaigns against challenging 

targets some consider “undruggable” such as protein-protein interactions (PPIs), 

transcription factors, Ras proteins and others (10-24). Furthermore, this approach has 

already resulted in four fragment-based compounds approved for therapeutic use 

(erdafitinib (25), pexidartinib (26), vemurafenib (27), venetoclax (12)) and over 40 

compounds have progressed into clinical trials (28).  



3 

 

1.1.1 Advantages of fragment-based drug design 

The main ideology of fragment-based design revolves around the ability of smaller 

compounds to cover chemical space more effectively, which increases the chances of 

finding a binding site on the protein where there is complementarity between the 

fragment and the surface of the protein. Chemical space refers to the exhaustive 

combinations of chemical molecules given a specified set of parameters (29). The size 

of chemical space has been estimated as > 1060 molecules (heavy atom  

count ≤ 30) (30), however imparting stricter parameters to conform with the Lipinski 

“rule of 5” this chemical space is closer to the order of 1033 (heavy atom  

count ≈ 36) (31). Similar computational enumerations of atoms to generate all possible 

structures have been conducted by Reymond and colleagues for the Generated 

DataBase (GDB) of chemical space for molecules more akin to fragments (32-36).  

These studies implement very conservative restrictions for inclusion and still claims 

between 26.4 million (11 heavy atoms (33)) and 166 billion (17 heavy atoms (32)) 

molecules for fragment-like chemical space. Analysis of the GDB-13 (34) suggests that 

with the addition of each heavy atom the number of possible compounds increase  

~ 8-fold, however, this is a gross underestimation as the calculation only includes the 

elements C, N, O, S and Cl (8, 34, 37). Moreover, analysis of the GDB libraries revealed 

that some known molecules were not predicted in the calculations. Nonetheless, 

based on these estimations, this equates screening a library of 1000 fragments with 

14 heavy atoms to screening 1018 HTS compounds of 32 heavy atoms (37). As less 

compounds are required for these libraries they are more cost effective to both 

maintain and test, thereby making fragment-based drug design more accessible to 

academic groups and small pharmaceutical companies. 

 

The higher hit rates for fragment screens is not just due to the statistical coverage of 

chemical space, but is also largely contributed to the simplicity of the compounds 

tested. Hann et al. have described a model which details the probability of finding 

useful compounds based on the complexity of the target and ligand, and the sensitivity 

of the assay being used (2). Using +’s and –‘s as minimalistic representations of surface 

properties of ligands and receptors (topologies, pharmacophores, physicochemical 

properties), they explored how the number of features (complexity) affects molecular 

recognition. A range of ligands were compared to a target with a complexity of 12 
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(12 + or – features) and the number of direct matches between the two were 

enumerated (Figure 1.1). A “useful event” was used to describe the detectable binding 

of a singular and unique binding mode. Moreover, when selecting an appropriate 

compound complexity, one must consider the sensitivity of assays being used to 

detect the binding event.  

 

As the complexity of a ligand increased, so too did the probability of a “mismatch”, or 

unfavourable interaction. Consequentially, this resulted in the compound not being 

identified as binding (as exemplified with the low hit rates of HTS). Conversely, as the 

ligands complexity decreased it became less likely to be detected, and more likely to 

display multiple binding modes (as exemplified by solvents, see section 1.1.2.4.6 Hot 

spot identification). The efficiency of fragment strategies arises from balancing these 

considerations of complexity and sensitivity thresholds of bioassays to achieve an 

improved library hit rate. Indeed, the rise of FBDD has been made possible by 

advances in biophysical screening methods that have enabled weak binding 

interactions to be detected with confidence. Furthermore, as the compounds identified 

are of lower complexity and are more developable, a greater control over 

physicochemical and pharmacokinetic properties can be obtained during lead 

optimisation.   
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Figure 1.1: Hann molecular complexity model for protein-ligand complementarity. Complexity is defined 

as a binding site or ligand features including different pharmacophores, topologies, physicochemical 

properties and matches refers to the number of potential binding modes. Reprinted (adapted) with 

permission from Hann MM, Leach AR, Harper G. Molecular Complexity and Its Impact on the Probability 

of Finding Leads for Drug Discovery. Journal of Chemical Information and Computer Sciences. 

2001;41(3):856-64 Copyright 2001 American Chemical Society. (2)  
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Attrition of drugs in clinical trials is often linked to poor absorption, distribution, 

metabolism, excretion and toxicity (ADMET) profiles, which in turn is principally 

controlled by their physicochemical properties. Lipophilicity and molecular weight have 

been widely implicated in detrimental solubility, bioavailability, toxicity and promiscuity 

of failed drug candidates (38-44). The size and lipophilicity of compounds in many HTS 

libraries result in their initial hits having less than optimal physicochemical property 

profiles (45)
. This is exacerbated by the fact that medicinal chemists often increase 

ligand affinity through the introduction of hydrophobic groups, which in turn increases 

both size and lipophilicity (4). Screening smaller, more polar ligands can lead to the 

identification of more efficient binders, where ideally each heavy atom in the molecule 

makes a positive contribution to affinity (46). These starting points begin with more 

desirable physicochemical properties which can then be closely controlled during 

optimisation, to lead compounds with improved drug-likeness (3, 4). Analysis of 

marketed drugs and drug candidates from large pharmaceutical companies has 

recognised that adopting fragment-like strategies could aid in clinical attrition of new 

drug candidates (3, 40, 47, 48).  

 

While there are many advantages that arise from the screening of small fragments, 

their size is also the source of some of the limitations of FBDD. The low affinity inherent 

in the fragment hits requires highly sensitive techniques to detect binding and a 

substantial medicinal chemistry effort is required to obtain a high affinity lead-like 

compound. However, there have been great advancements in assay sensitivity, 

acquisition and automation (49-52), and fragment elaboration is being expedited through 

the implementation of new and innovative strategies. 

 

1.1.2 Strategies of fragment-based drug design 

Successful fragment campaigns are a result of the culmination of intelligent library 

design, screening the library for hits – which usually involves implementation of 

biophysical techniques to measure binding, hit evaluation, and fragment optimisation 

strategies. There is no one set way to approach these components and many unique 

styles based on expertise and personal preferences can dictate which pathway a 

campaign takes.  
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1.1.2.1 Library design 

Fragment libraries are curated to contain a diverse collection of compounds which 

follow the general guidelines and principles discussed above. These libraries can be 

manipulated to enhance certain properties or contain functionalised compounds for 

specific assays or labelling. Generally, libraries stick fairly close to the Ro3 (5) when 

selecting compounds, however they are not viewed as strict rules. Many groups tend 

to include ~1000 – 2000 compounds (9) and are beginning to skew their libraries toward 

smaller and polar fragments. This is due to historical data showing that these 

compounds are over-represented amongst the observed hits and they are more likely 

to have sufficient solubility to be suitable for the screening assays (6, 8, 9). Diversity and 

developability in a library are key for the efficient detection and evolution of an initial 

fragment. Broad coverage of the desired physicochemical property space, 

pharmacophores and chemical fingerprints ensure the highest chance of finding 

fragments with protein complementarity and ensure the transferability of the ligand set 

across different classes of targets (53). As a result of the higher hit rates observed in 

FBDD, it is often the case that the same fragment can be observed binding to multiple 

targets. Although this promiscuity can be perceived as undesirable, specificity can be 

introduced during fragment evolution. However, the high hit rates also mean that many 

fragments are identified in each screen. The inherent ligand diversity in fragment 

libraries often allows for the identification of new chemical classes binding to the 

protein target and provides novelty in the development of lead compounds. Libraries 

are often designed to ensure the commercial availability of analogues of library 

members to allow for “structure-activity relationship (SAR) by catalogue” as the first 

stage of hit progression (9). This allows expansion vectors of fragment hits to be 

assessed through purchased compounds prior to expending substantial chemistry 

efforts. Furthermore, historical data can be used to identify and remove from 

undevelopable scaffolds such as 2-aminothiazoles (PrATs) as well as pan-assay 

interfering compounds (PAINS) from screening libraries. Unwanted properties and 

functional groups can also be avoided to prevent significant resources being devoted 

to hits that represent futile starting points (54-58)
.     

 

Natural product-like fragment libraries have been designed with the aim of enhancing 

the coverage of 3-dimensional (3D) space (59-61). This is due in part to the observation 
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that the small and simple molecules that are typically selected in fragment libraries 

also tend to be relatively flat. It has been suggested that more complex natural  

product-like compounds can improve solubility and selectivity, and are more useful for 

challenging targets (62-64), however with the caveat of lower hit rates. These starting 

points are designed to emulate drugs and drug candidates, which suggest that 

stereochemistry and aromaticity play a role in clinical success (65, 66). However, the 

hypothesis that more 3D fragments are better starting points for optimisation has been 

challenged by observations which suggest that the 3D characteristics of the developed 

lead compounds are independent from the planarity of the initial hit fragment (8, 67). 

Nonetheless, these libraries present geometrically different expansion vectors and 

explore chemical space often missed by sp2 rich fragment libraries. 

 

Libraries which consist of fluorinated fragments have been gaining popularity for their 

use in 19F nuclear magnetic resonance (NMR) screening (68-70). Fluorine has many 

advantages in the field of NMR, namely that it is a 100 % naturally abundant isotope, 

it is absent from natural biomolecules and buffers that are typically used in screening, 

it is highly sensitive, has a chemical shift range over hundreds of ppm and narrow 

linewidth (Figure 1.2) (68, 69). This translates into fast screening, because the sensitivity 

allows low compound concentrations and due to the wide chemical shift range,  

19F spectra of mixtures can be designed with no overlapping resonances, so they are 

easily deconvoluted. Together this means that numbers of fluorinated compounds can 

be combined into larger screening cocktails (68-70). Furthermore, these properties of 

fluorine atoms can also be used to establish sensitive and robust assays for 

determination of ligand affinities, saving resources in comparison to protein-detect 

approaches that require isotope labelling of protein samples (68, 71). While 19F 

compounds show great promise, the requirement that the molecules must contain at 

least one fluorine atom limits the coverage of chemical space (68, 69) and care must be 

taken when designing the library to ensure sufficient diversity within the compound 

set. 
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Figure 1.2: Typical 19F NMR fragment screen spectra. Two identical sets of spectra are acquired, one 

containing 10 µM protein (in red) and the other containing no protein (control plate, in black). Compound 

hits can be determined by changes in peak intensity or chemical shift in the presence of protein. 

Reprinted (adapted) with permission from Jordan JB, Poppe L, Xia X, Cheng AC, Sun Y, Michelsen K, 

et al. Fragment Based Drug Discovery: Practical Implementation Based on 19F NMR Spectroscopy. 

Journal of Medicinal Chemistry. 2012;55(2):678-87. Copyright 2012 American Chemical Society (68) 

 

 

The resurgence of covalently labelling drugs (discussed in more detail in section 1.2) 

has also seen the growing use of covalent libraries in fragment-based drug design. 

They have been employed in many different strategies, including but not limited to; 

screening of electrophilic ligands (72, 73), tethering (74), photoaffinity labelling (75), whole 

cell screening (76-78) and in silico screening (79). The design of these covalent libraries, 

builds upon the same factors used in the design of traditional FBDD libraries, but must 

give consideration to the reactivity of any covalent groups that are employed (80). 

Reactivity of the functional groups must be tempered to limit non-specific labelling, 

however, factors such as electronic effects of the fragment, and the nucleophilicity of 
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the target residue require that any library must contain a diverse range of warhead 

reactivities. Furthermore, an appropriate type of warhead (irreversible, reversible, 

photoactivated, residue specific) must be selected for the targets that are likely to be 

screened and the assays that will be employed. It should be noted that reactivity can 

also be tuned in development by modifying the affinity of any non-covalent interactions 

and properties of the fragment. This can provide a unique strategy for developing 

highly efficacious and specific fragment binders.     

 

1.1.2.2 Biophysical techniques 

The use of biophysical techniques in fragment-based drug design has been 

extensively reviewed and will not be discussed in detail (22, 28, 81, 82). Highly sensitive 

and robust assays are required for testing due to the low binding affinities of fragments 

for their protein targets. In many fragment screening campaigns, biochemical assays 

are complemented by the use of biophysical techniques. The most popular biophysical 

techniques (67) are nuclear magnetic resonance (NMR) (83, 84), surface plasmon 

resonance (SPR) (85) and X-ray crystallography (86). However, many research groups 

also identify and characterise fragments through isothermal calorimetry (ITC) (87), 

mass spectrometry (MS) (88, 89), differential scanning fluorometry (DSF or thermal shift) 

(90) and virtual screening (91). As technology advances, the introduction of cryogenic 

electron microscopy (92), weak-affinity chromatography (WAC) (93) and microscale 

thermophoresis (94) into screening cascades has also been reported. Orthogonal 

biophysical techniques can identify different hits through their ability to detect  

different ranges of affinity (owing to occupancy and sensitivity,  

Figure 1.3), tolerance of fragment solubility, and assay artefacts which generate  

false-positives and/or false-negatives (6). While not all orthogonal techniques are 

suitable for each target, they are often used in tandem for cross-validation (95, 96) and 

can also provide characterisation of different aspects of binding. Structural information, 

binding affinity, thermodynamics, kinetics and stoichiometric characterisation can be 

obtained through the application of complimentary techniques. This characterisation 

is vital in evaluation and prioritisation of fragment hits and analogues in medicinal 

chemistry campaigns.  
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Figure 1.3: Typical affinity ranges for biophysical techniques used in fragment-based drug discovery. 

 

 

1.1.2.3 Hit evaluation 

Hit compounds, either from initial screens or series optimisation, require extensive 

evaluation to allow for their prioritisation. Compounds are conventionally ranked using 

factors such as structure-activity relationships, synthetic viability, selectivity, affinity, 

and the availability of structural data in complex with their target. However, factors 

such as physicochemical properties and relative size also need to be considered as 

advancing compounds based solely on affinity tends to result in the prioritisation of the 

largest compounds, rather than the most efficient. Ligand efficiency metrics (LEMs) 

have been embraced in fragment-based drug design in order to monitor and normalise 

affinity relative to the size and properties of the fragment.  
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Equation 1.1 ΔG = -RTln(KD) ≈ -RTln(IC50)  

Equation 1.2 LE = ΔG/HAC (7) 

Equation 1.3 LLE = pKD (or pIC50) - ClogP (or logD) (40) 

Equation 1.4 LLEAT = 0.11 + 1.34(LLE/HAC) (97) 

Equation 1.5 LELP = ClogP/LE (98) 

Equation 1.6 GE = Δ(ΔG)/ΔHAC (99) 

Equation 1.7 SILE = pKD/HAC0.3 (100) 

Equation 1.8 FQ = LE/(0.0715 + (7.5328/(HAC)) + (25.7079/(HAC2) 

           – (361.4722/(HAC3)) 

(101) 

 

ΔG = Gibbs free energy, R = ideal gas constant (1.987 x 10-3 kcal K-1 mol-1), T = temperature in Kelvin (K),  

KD = dissociation constant, IC50 = half-maximal inhibitory concentration, LE = ligand efficiency, HAC = heavy 

atom count, LLE = lipophilic ligand efficiency, LLEAT = lipophilic ligand efficiency adjusted for heavy atom count 

or Astex LLE, LELP = lipophilicity-corrected ligand efficiency, GE = group efficiency, SILE = size-independent 

ligand efficiency, FQ = fit quality. 

 

 

The concept of comparing compounds based on the contribution of each atom or 

functional group to the free energy of binding was first proposed by Andrews et al. (102), 

and demonstrated by Kuntz et al (46). However, it was ultimately Hopkins et al. (7) who 

defined “ligand efficiency” (LE) (Equation 1.2) and suggested the use of the simple 

term in compound development. An estimation using a 10 nM ligand of 38 heavy atoms 

(~ 500 Da) was used to obtain a target value and suggested that ligands should aim 

for a LE of ~ 0.29 kcal mol-1 HAC-1
. Although 0.3 kcal mol-1 HAC-1 is often used as a 

benchmark for success, it should be noted that the optimal LE value will be target 

dependent (103). Small molecule inhibitors of protein-protein interactions will often have 

lower ligand efficiency due to the size of the binding interfaces, which often requires 

larger, more lipophilic compounds to obtain a reasonable affinity. Conversely, targets 

such as aminergic G protein-coupled receptors (GPCRs) have well defined binding 

sites and are able to achieve high affinity with small molecules. GPCR ligands with 

high LE values are often achievable as the endogenous ligands are similarly small, 

tight binders. Furthermore, ligand efficiency has been shown to be size dependent. 

Average LE values are systematically higher for compounds with a low heavy atom 

count (HAC) (101), a consideration especially pertinent to FBDD. The metric also does 

not discriminate between the addition of carbon, heteroatoms or halogens, nor does it 
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account for the beneficial or detrimental changes in ADMET profiles that this can 

cause. In response, LEMs have been developed to compensate for lipophilicity  

(LLE) (40), polar surface area (SEI) (104), molecular size (FQ, SILE) (100, 101), 

thermodynamics (SIHE) (105) and combinations of these properties (LLEAT,  

LELP) (97, 98). Group efficiency (99) is a metric very similar to ligand efficiency, however, 

it is specifically used to compare incremental changes to the ligand and aid in the 

interpretation of structure-activity relationships.  

 

When selecting which metric to use for compound comparison the chemotype, 

druggability and binding site of the intended target, affinity range and size of the 

ligands, and the required ADMET properties should be considered. Striving to maintain 

constant efficiency during optimisation is a useful tactic and, where possible, the 

indicators should be used in concert to provide more confidence in the advancement 

of compounds.  

 

1.1.2.4 Fragment development and optimisation 

Beginning from fragment hits can require many iterative rounds of medicinal chemistry 

before obtaining a high affinity lead-like compound. There is no right or wrong way to 

arrive at this point, however, there are established approaches that are often used for 

fragment development. The general approaches to optimisation are often described 

as fragment linking, merging, elaboration and self-assembly. However, more than one 

strategy may be available for a given target and in practice they often overlap during 

campaigns (Figure 1.4) (106, 107). Accompanying strategies such as hot spot 

identification, screening of crude reaction mixtures and covalently functionalising 

compounds can be employed in parallel to these approaches and aid in the efficient 

advancement of fragments (107, 108).  
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Figure 1.4: General fragment-based drug design strategies. A) Fragment linking B) Fragment merging 

C) Fragment elaboration D) Fragment self-assembly 

 

 

1.1.2.4.1 Fragment Linking 

Fragment linking was the strategy employed in the first reported fragment-based 

ligand optimisation (1), and involves the identification and joining of two fragments 

binding to the target in close proximity to each other. While linking can be very efficient 

in boosting affinity, there are challenges inherent with this approach. Identifying two 

adjacent fragments is not always possible, is reliant on structural information and can 

require multiple screening campaigns. Furthermore, once discovered, these 

fragments may not contain expansion vectors that allow the two fragments to be  

linked (109).    
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The binding energetics of such linked molecules was first described by Jencks. In this 

analysis, the binding free energy of a compound is a summation of the free energies 

of its fragments or functional groups (102, 110). The summation of these intrinsic free 

energies of binding must compensate for the benefits or costs incurred by linking the 

individual compound components. Thus, Jencks (110) describes the energetic 

contributions of a two component molecule as: 

 

 

Equation 1.9 ΔG0
AB = ΔGi

A + ΔGi
B + ΔGs  (110) 

 

 

Where ΔG0
AB is the overall binding energy, ΔGi

A and ΔGi
B are the binding energy of 

the individual components and ΔGs is the connection energy. This energy of 

connection can be detrimental due to the loss of translational or rotational entropy, or 

geometric and conformational strain (102, 110, 111). Conversely, if optimised, the linker 

attaching the fragments can increase the affinity of the ligand. Although rare, 

compound linkers can obtain “superadditivity” (also referred to as positive cooperation) 

and further increase affinity through the formation of their own protein  

interactions (112, 113). 

 

In the seminal ‘SAR by NMR’ FBDD paper, Fesik and colleagues (1) describe the use 

of 1H-15N heteronuclear single-quantum correlation (HSQC) NMR to identify two low 

affinity fragments binding in adjacent sites of FK506 binding protein. The initial 

fragment was a pipecolinic acid derivative (1, KD = 2 µM) and subsequent screening 

in the presence of saturating concentrations of 1 identified a benzanilide derivative 

binding in a neighbouring site. The binding orientations of these compounds were 

modelled using intermolecular 15N-13C filtered nuclear Overhauser effects (NOE) data. 

These models were then used to identify appropriate positions on the fragments for 

linking. Using simple alkyl chain linkers, fragment 1 and 2 (an analogue of the original 

benzanilide fragment, which bound with KD = 100 µM) were coupled. This resulted in 

a high affinity inhibitor (KD = 19 nM) which was developed with minimal rounds of 

medicinal chemistry (Figure 1.5).  
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Figure 1.5: Fragment linking strategy against FK506 binding protein implemented by NMR in the 

seminal “SAR by NMR” report. (1) 

 

 

1.1.2.4.2 Fragment merging 

Fragment merging combines elements of one or more fragments which bind to the 

target in overlapping poses. The challenges faced in merging compounds are very 

similar to fragment linking. This largely revolves around the merging process 

introducing geometric strain into the merged compound, which compromises the initial 

binding interactions of the individual components (102, 110, 111). As a result, the expected 

increases in potency of the merged compound may not be achieved. Merging also 

heavily relies on the use of structural data to identify the binding orientation of 

appropriate fragments to guide their subsequent fusion. In the absence of structural 

characterisation, the SAR from separate or literature compounds can be combined to 

gain insight into potential merging opportunities (114).   

   

Venetoclax, one of the four fragment-derived United States Food and Drug 

Administration (FDA) approved therapies, was derived from a fragment merging 

campaign (Figure 1.6) (12). A preclinical anticancer agent navitoclax has a high affinity 

for both BCL-2 and BCL-XL 
(115, 116). A side effect of navitoclax is the decrease in the 

number of circulating platelets within patients’ blood caused by the inhibition of  

BCL-XL 
(117, 118). To reduce this effect and maintain its efficacy, this drug was optimised 

to be selective to BCL-2 (12). A crystal structure of BCL-2 complexed with an 

acylsulfonamide analogue (4) resulted in a similar binding pose as adopted by 

navitoclax. However, the P4 region which is occupied by the thiophenyl group of 
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navitoclax was now occupied by a tryptophan sidechain from a second protein 

molecule. This amino acid sidechain was incorporated into the design of a series of 

compounds and produced an indole containing derivative (5). Compound 5 gained an 

electrostatic interaction through this appendage which gave the desired selectivity for 

BCL-2 over BCL-XL. Optimisation of the indole resulted in an azaindole derivative 

which was then merged with navitoclax to become the BCL-2 selective anticancer 

therapy venetoclax.   

 

 

 

 

Figure 1.6: Fragment merging strategy which lead to the FDA approved BCL-2 inhibitor Venetoclax. 

 

 



18 

 

1.1.2.4.3 Fragment elaboration 

Fragment elaboration is by far the most common fragment optimisation strategy (109). 

Evolution of the compound through this method requires the sequential addition of 

binding motifs and functional groups. The general workflow of this approach involves 

iterative rounds of SAR (by biophysical or biochemical assays), structural 

characterisation and analogue synthesis.  

 

Vemurafinib, the first fragment derived drug on the market, was developed by the 

growth of a 7-azaindole fragment into a highly potent and selective B-RafV600E inhibitor 

(Figure 1.7) (119). B-RafV600E is one of the most commonly oncogenic mutations 

observed for the B-Raf protein kinase and is a key driver of melanoma. Selectivity to 

this mutation over the wild type kinase is key for the drugs toxicity profile. 20,000 

fragments were screened against a panel of kinases and hits from the initial 

biochemical screen were validated and characterised by co-crystallisation. The  

7-azaindole scaffold (6, IC50 > 200 µM) was selected for optimisation in spite of the 

observation of multiple binding modes. Monosubstituted compounds resolved this 

issue and through crystal structures an important hydrophobic Raf-specific pocket was 

identified as a potential source of selectivity. Extension into this pocket was achieved 

through the formation of hydrogen bonds which anchored the 7-azaindole into the 

hinge region and a sulfonamide linker which directed an alkyl chain into the  

Raf-specific pocket. These analogues allowed the development of a compound with 

10-fold selectivity for B-rafV600E (8). Optimisation of the ADMET profile of this 

compound, resulted in the development and approval of vemurafenib as a treatment 

of therapy resistant melanomas (27).   
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Figure 1.7: Fragment elaboration campaign against B-RafV600E which led to the first fragment-derived 

therapeutic Vemurafinib. 

 

1.1.2.4.4 Fragment self-assembly 

Similar to fragment linking, fragment self-assembly requires two reactive fragments to 

bind in adjacent protein subpockets. Fragments bind to a target simultaneously, 

positioning their reactive handles in close proximity and utilise the proteins surface to 

catalyse their ligation. This can reduce the effort required to identify and optimise 

linkers that maintain the initial fragment binding poses. Furthermore, using the protein 

surface to template the reaction allows synthesis and evaluation of activity to be done 

in one step, resulting in an efficient optimisation of fragments. Target guided synthesis 

can employ either reversible or irreversible linking between both the individual 

fragment components or between the fragment and protein (120, 121). Unfortunately, the 

range of reactions suitable for this approach is limited by the required assay 

conditions, which must maintain the protein in a folded state, and this is problematic 

especially with respect to C-C bond formation and cross coupling reactions (120, 121). 
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Figure 1.8: Identification of inhibitors by fragment self-assembly. A) General concept of ligation assay 

B) Fragment progression against Coxsackie virus B3 3C protease.  
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Rademann and colleagues used the Coxsackie virus B3 3C protease  to catalyse the 

assembly of broad spectrum enteroviral protease inhibitors (Figure 1.8) (122). Initially a  

bis-electrophile fragment (9) was designed through the combination of a cysteine 

labelling warhead (epoxide) and a reactive handle for ligation with nucleophilic amines 

(aldehyde) and was validated using a fluorescence-resonance energy transfer-based 

assay. This assay was then used to identify a nucleophilic amine which enhanced the 

reduction of enzymatic activity when ligated to electrophile 9. Cycloheptyl amine 10 

when screened alone reduced the activity of the protease < 10 %, however the epoxide 

coupled product 11 resulted in complete inhibition. The reaction was quantified by high 

performance liquid chromatography – mass spectrometry (HPLC/MS) with and without 

the presence of the protein which confirmed the templating effect of the enzyme. Once 

amine 10 was validated, a series of electrophilic warheads were explored, resulting in 

a vinyl sulfone inhibitor (12). The vinyl sulfone analogue showed submicromolar IC50 

values against multiple genetically related viral proteins and was inactive when tested 

against human proteases. 

 

1.1.2.4.5 Crude reaction mixture screening 

A major bottleneck in the development of fragments is the synthesis and purification 

of compounds for testing. Techniques which employ microscale parallel synthesis 

speed up the process of compound synthesis and a number of approaches have been 

reported that enable subsequent screening to be performed with minimal purification, 

thereby removing the need for compound purification and characterisation prior to 

testing. Together, these techniques have begun to navigate these bottlenecks. In 

these assays the target protein is used to resolve the component in a crude reaction 

mixture which binds with the highest affinity. This is achieved as the highest affinity 

compounds tend to have slower dissociation rates and longer residence times at the 

binding site. Therefore, this approach rapidly identifies compounds of interest without 

the need for purification. Currently there have been reports of screening crude reaction 

mixtures by SPR (123-125), affinity-selection mass spectrometry (126, 127) and X-ray 

crystallography (128, 129). These assays are limited to high-yielding chemistries and 

robust protein systems to ensure sufficient reaction conversion to achieve observable 

ligand occupancies and protein target viability. With the improvement in the sensitivity 
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of many biophysical assays this approach will likely be extended to other techniques 

and more widely implemented in medicinal chemistry campaigns.  

 

A library of amide resorcinol derivatives was developed into inhibitors of pyruvate 

dehydrogenase kinase (PDHK) by using an SPR technique termed “off-rate screening” 

(Figure 1.9) (124). PDHK has four mammalian isoforms (PDHK-1, -2, -3 and -4), which 

have been implicated in glucose regulation. The role of PDHK isoforms have been 

studied in multiple disease states including diabetes and cancer, and has sparked 

interest in the development of pan-PDHK inhibitors as potential therapeutics. Heat 

shock protein 90 (HSP90) is a member of the same kinase super family as PDHK and 

these enzymes show very similar ATP binding sites. Immense care was taken to 

ensure that the structure-based designs exploited the subtle differences in binding 

sites to optimise fragment selectivity for PDHK over HSP90.  

 

An NMR fragment screen was conducted against PDHK-2 which identified 78 initial 

hits which produced 43 compounds structures bound to PDHK-3. A resorcinol 

derivative 13 was identified in these screens, however, the binding pose for the 

fragment was virtually identical for PDHK-3 and HSP90. Further docking studies using 

these structures suggested that replacing the methylketone with an amide provided 

expansion vectors which could be used to design in selectivity. A small series of  

N-substituted compounds, such as disubstituted amide 14, showed activity against all 

four isoforms with some selectivity over HSP90. These results suggested that an  

off-rate screen based on a series of amidation reactions could be used to advance this 

fragment series. Acyl chlorides were reacted with a library of secondary amine 

reagents to explore direct attachment to the amide or expansion through an  

N-benzamide vector. This off-rate screen identified the directly attached N-benzyl 

compound 15 which gave a slow off-rate and high ligand efficiency. This compound 

was therefore selected for further parallel chemistry. 
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Figure 1.9: Application of off-rate screening against pyruvate dehydrogenase kinase (PDHK).  

 

 

Carboxylic acid and boronate ester analogues of 15 were synthesised and used as 

the starting materials for a series of amidation and cross coupling reactions 

respectively. One cross coupling product, 2-chloro,5-methylpyrimidine analogue 16, 

resulted in 100-fold selectivity for PDHK-1 over HSP90 by fluorescence polarisation 

(FP). Pyrimidine 16 was optimised for potency and physicochemical properties using 

traditional medicinal chemistry strategies and resulted in the identification of 

compound 17. This final difluoromethyl compound gave an FP Ki value of 28 nM 

against PDHK-1 and > 100 µM against HSP90. While in vivo studies ultimately 

attributed the antiproliferative activity to off-target effects, compound 17 was optimised 
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through off-rate screening of crude mixtures and was able to obtain high potency 

against all PDHK isoforms and retained high selectivity over HSP90. 

 

1.1.2.4.6 Hot spot identification 

FBDD strategies rely on the efficient protein interactions made by fragments. Binding 

at protein “hot spots” allows these fragments to make the most energetically 

favourable interactions. Initial fragment screens uncover the main ligand binding spot, 

however, in order to improve affinity, it is necessary to identify favourable interactions 

at neighbouring sites. Hot spot identification extends the core idea of fragment-based 

discovery which uses small compounds to efficiently cover chemical space and 

increase the possibility of target complementarity. The Hann complexity model limits 

the size of fragments based on the definition of useful binding as a single site  

event (2). In hot spot identification this limit no longer applies. As the aim is to discover 

multiple interaction sites for ligand expansion, it is favourable to detect more than one 

binding event and therefore smaller compounds can be used.  

 

Organic solvents (such as acetonitrile, methanol, etc) are considered minimal 

pharmacophores as they are often a single functional group and can represent a single 

pharmacophore (102). The implementation of solvents as binding site probes originated 

as multiple copy simultaneous search (MCSS) computational modelling (130). This 

approach identified the lowest energy poses of multiple solvents and used clusters of 

solvent poses to prioritise protein hot spots and interactions. Shortly after, 

experimental methods emerged for screening of solvents using X-ray  

crystallography (131) and NMR (132). Low molecular weight probes bind in affinity ranges 

even lower than fragments and require high sensitivity in the biophysical technique 

being used. To compensate for the low affinity and protein occupancy very high 

concentrations of solvent are required (up to 100 % solvent in crystallography (133)).       

 

 

 

 



25 

 

 

 

Figure 1.10: Development of lanosterol 14α-demethylase (CYP51) antifungal agents using multiple 

copy simultaneous searching (MCSS). A) Chemical structure of the designed lead compounds.  

B) Calculated interaction energies (kcal/mol) for the complexes of the lead compounds with the active 

site of CYP51 of Candida albicans, Ludi scores, and experimentally determined binding affinity (IC50, 

µmol/L) of the lead compound for the reconstituted CYP51 from Candida albicans. a: Etotal = Evdw + Eelec. 

C) Inhibition of the activity of CYP51 from Candida albicans by lead compounds. Reprinted (adapted) 

with permission from Ji H, Zhang W, Zhang M, Kudo M, Aoyama Y, Yoshida Y, et al. Structure-Based 

de Novo Design, Synthesis, and Biological Evaluation of Non-Azole Inhibitors Specific for Lanosterol 

14α-Demethylase of Fungi. Journal of Medicinal Chemistry. 2003;46(4):474-85. Copyright 2003 

American Chemical Society (134) 
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A MCSS solvent model was used in the de novo design of specific lanosterol  

14α-demethylase (CYP51) antifungal agents (134). Azole containing CYP51 antifungal 

treatments show toxicity due to their ability to coordinate the heme group of the CYP51 

mammalian counterpart. Therefore, it is desirable to identify compounds which contain 

a novel scaffold and to avoid this interaction. An MCSS using benzene, propane, 

cyclohexane, phenol, methanol, ether and water identified 4 binding subsites outside 

of the heme adjacent site. Fragments were designed by connecting the most 

favourable functional groups from each subsite and subsequent testing of the 

derivatives showed micromolar activity against CYP51.  

 

More recently there has been a move toward identifying hot spots with compounds 

which are between solvents and fragments in size and complexity (135-138). Currently, 

these techniques focus on using X-ray crystallography to identify the ligand binding 

motifs. Concentrations and conditions do not need to be as extreme as those used in 

organic solvent screening due to the increased affinities of these compounds. 

Nonetheless, libraries often contain polar compounds to aid in solubility and often 

incorporate halogen atoms to exploit anomalous scattering for unambiguous binding 

pose identification.  

 

A set of “FragLites” were screened by X-ray crystallography to map the protein hot 

spots of cyclin-dependent kinase 2 (CDK2) (138). The FragLite library consists of 31 

halogenated fragments with either a hydrogen bond donor and acceptor or two 

hydrogen bond acceptor motifs with pharmacophore connectivities between one and 

five bonds. They were screened at a concentration of 50 mM by soaking each 

compound individually into crystals of CDK2. Electron density was observed for nine 

of these 31 compounds. The two known binding sites of CDK2 (the orthosteric and 

allosteric sites) as well as an additional four previously unidentified sites were found 

to be occupied by FragLites. The proximity of some of these unique binding sites and 

interaction motifs led to the design of compounds which merged aspects of the hits 

(Figure 1.11). The interactions made by the original FragLite hits were conserved by 

the new compound 18 and afforded a KD of 350 µM by ITC. Linking this fragment to 

another of the original crystallographic hit which displayed an extra interaction in the 
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proteins hinge region led to the FragLite derived fragment 19 with a KD of 50 µM for 

CDK2.    

 

 

 

Figure 1.11: Optimisation of cyclin-dependent kinase 2 (CDK2) inhibitors by merging high 

concentration X-ray crystallography hits (FragLites). 

 

 

1.1.2.4.7 Covalent fragments 

Covalent adaptation of fragments has been gaining great momentum in recent years 

with a large number of publications exemplifying this developmental strategy (67). The 

development of covalent fragments can be approached from either optimising the 

affinity of a covalent fragment hit or attaching a covalent warhead onto an advanced 

non-covalent fragment. These compounds contain electrophilic warheads with the 

ability to either reversibly or irreversibly label nucleophilic residues. The low affinity of 

fragments can be supplemented by the enthalpic gain of covalently labelling the 

protein. It is often applied to inhibitors of difficult or “undruggable” targets to address 
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flat, featureless protein-protein binding interfaces (139, 140). Furthermore, covalent 

anchoring of compounds can assist with multiple or unreliable binding modes during 

fragment optimisation (141). Toxicity caused by non-specific binding is one of the main 

concerns in the field of covalent inhibition (142-144). In order to reduce ligand promiscuity 

frequent fragment hitters and warheads with an intrinsically high reactivity must be 

carefully monitored or avoided if possible (141). 

 

GTPase K-Ras is susceptible to oncogenic mutations where a G12C mutation is highly 

common and usually results in poor response to oncotherapies (145). Replacement of 

glycine with a nucleophilic cysteine provides an interesting opportunity to use covalent 

inhibition to infer compound selectivity. Furthermore, Cys12 of K-Ras is located in 

close proximity to regions of the protein involved in effector interactions (146). Disulfide 

tethering (74) was used to identify an initial fragment hit (20) which bound specifically 

to K-RasG12C in an allosteric ligand-induced cryptic pocket (146).  

 

 

 

 

Figure 1.12: Development of Sotorasib a covalent K-RasG12C inhibitor derived from fragments identified 

by tethering. 
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Structural guided development into this pocket and replacement of the disulfide with 

an electrophilic warhead yielded acrylamide 21. The compound was modified to 

improve its affinity and ADMET profile by scaffold hopping, expanding into a 

hydrophobic pocket and removal of the amide bond linkage to become analogue 22 

which achieved potency akin to a drug candidate (147, 148). Acrylamide 22 was further 

optimised for potency and became Sotorasib, a first-in-class K-RasG12C inhibitor, which 

is currently in phase 2 clinical trials (149).   

 

 

1.2 Covalent inhibitors 

Covalent enzyme inhibition has been shown as a successful therapeutic strategy and 

is utilised by many commonly used drugs. Highly popular drugs such as aspirin and 

penicillin have covalent modes of action, however, this mechanism was not intended 

and only discovered many years later (150, 151). Nonetheless, there has historically been 

much skepticism to this type of inhibition due to concerns over potential off-target 

effects and promiscuity (143, 144). These concerns are being addressed through rational 

drug design, with an emphasis on taming and tuning ligand reactivity and thorough 

establishment of mechanisms of action. While some remain sceptical, advancements 

in the field have seen covalent inhibitors undergo a great resurgence with both 

publications and clinical candidates booming (67, 143, 144, 152). Although already used 

extensively in activity based protein profiling (153), covalent functionalisation is readily 

being implemented into fragment-based design (141), DNA-encoded libraries (154), in 

silico screening (155) and other drug design strategies.   

 

Covalent inhibition by compounds can arise from chemoreactive and photoactivatable 

functional groups or as prodrugs that are activated by enzymatic modification for 

covalent binding. The reactions may be either reversible or irreversible and generally 

target nucleophilic amino acids. While cysteine and serine residues make up over half 

of the targeted residues in FDA approved drugs, there has been a growing interest in 

labelling threonine and lysine residues (152). It is possible to label other amino acids 

and protein cofactors, however, they are rarely the focus of drug development (152, 156).  
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Figure 1.13: General reactions of covalent inhibitors (I) with their target proteins (E). Reprinted 

(adapted) with permission from Tuley A, Fast W. The Taxonomy of Covalent Inhibitors. Biochemistry. 

2018;57(24):3326-37. Copyright 2018 American Chemical Society. (157) 

 

 

1.2.1 Advantages of covalent inhibition 

The renewed interest in covalently modifying compounds has arisen due to their 

potential to address drug resistance and to address some of the common factors that 

lead to compound failure in clinical trials (such as lack of potency and poor ADMET 

profiles). Covalent inhibition of a target protein can lead to the separation of 

pharmacokinetic and pharmacodynamic profiles. When a drug encounters its target 

protein, an equilibrium is established between the bound and unbound states, which 

is described by an equilibrium constant (KD or Ki). This equilibrium is affected by the 

affinity of the drug to the target, the concentration of any endogenous ligands that 

compete with the drug for binding and the remaining concentrations of the drug at the 

target site. Covalent drugs undergo a subsequent reaction with the enzyme where 

they transition to form an essentially irreversible covalent complex. The formation of 

this covalent complex is described by the rate constant kinact (Figure 1.14). Due to this 

final step, covalent drugs operate under nonequilibrium kinetics. Furthermore, this step 

increases the residence time of the compounds and duration of inhibition is no longer 

determined by compound clearance, but by target resynthesis. This often translates 

to higher potency and less systemic drug exposure (158, 159). In turn, this can result in 

fewer side-effects, less frequent dosing, and ultimately higher patient  
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compliance (159, 160). Compounds with less desirable physicochemical properties may 

be less problematic for clinical development due to the diminished role that 

pharmacokinetics play in covalent inhibition (161).  

 

 

 

 

 

Figure 1.14: Binding kinetics of irreversible covalent inhibition. 

 

 

In addition, covalent drugs have the ability to address problematic targets, namely, 

those susceptible to resistance by mutation and ‘undruggable’ proteins with shallow 

binding sites that do not easily accommodate conventional small molecule drugs. 

Many enzymes require a nucleophilic residue in their catalytic motif, therefore, this 

residue is essential and cannot be mutated without loss of function, which eliminates 

one potential route to acquired resistance. Furthermore, resistance to therapies has 

also been linked to the short residence times that are associated with high koff values 

that are sometimes observed for non-covalent inhibitors (144, 162). In contrast, covalent 

inhibition results in long residence times. Together, this suggests that covalent 

mechanisms of action are a valid strategy to combat therapeutic resistance. Like 

fragments, covalent compounds have found applications in targeting difficult binding 

sites. Forming an irreversible bond with the protein has been identified as a way to 

overcome the low affinity interactions inherent with flat and solvent exposed binding 

sites that are typically found at protein-protein interaction sites (163, 164). Furthermore, 

as described in the case study against K-RasG12C, exploitation of unique residues 

(mutations or distinctions between homologues) and their intrinsic reactivity can 

provide an orthogonal way to obtain target selectivity (149).  
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1.2.2 Challenges of covalent inhibition 

Some of the advantages of covalent inhibition can also present challenges for the 

implementation of covalent inhibition. While prolonged residence time has benefits 

with respect to ADMET profiles, it requires great understanding of the implications of 

continuous suppression of the target. If the ramifications of this are poorly understood 

or some function is still required, total blockage may result in unacceptable toxicity 

profiles (161, 165, 166). For example, glutamate – related neuronal cell injuries have been 

implicated in many neurodegenerative disorders such as dementia (167). These injuries 

can be exacerbated by the overexcitation of N-methyl-D-aspartate-sensitive glutamate 

receptors which results in an excessive influx of calcium through associated channels. 

However, glutamate is crucial for the regulation of the nervous system. Complete or 

even excessive inactivation of this receptor is not appropriate due to the receptors vital 

role in the nervous system. Furthermore, the intrinsic reactivity of the covalent 

warhead needs to be closely examined. Compounds with highly reactive functional 

groups or active metabolites can cause adverse drug reactions due to off-target  

effects (142).  

 

Compounds which label non-catalytic residues as a means to achieve selectivity can 

be susceptible to resistance. For example, osimertinib is a covalent inhibitor that is 

used as a treatment for therapy resistant lung cancer. It acts by targeting a  

non-catalytic cysteine on the epidermal growth factor receptor (EGFR). However, 

since this cysteine residue is not essential for EGFR function, resistance has been 

found to emerge through a cysteine point mutation (C797S) (168). This mutation 

removes the covalent mechanism of the drug without affecting protein function and 

thereby results in resistance to the treatment. However, the development of drug 

resistance through mutation of target residues is not an issue unique to covalent 

inhibitors, and despite this limitation, osimertinib is a clinically approved drug.  

 

Lastly, development of covalent compounds cannot be ranked and evaluated using 

the same metrics as their non-covalent counterparts. The nonequilibrium binding and 

time dependent effects make the use of KD and IC50 values inappropriate or difficult to 

implement and interpret (144, 169). The use of kinact/Ki examines the kinetics and 

efficiency of the formation of the covalent complex (169). kinact describes the rate of 
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covalent bond formation and the Ki value describes the concentration required to 

achieve half maximal occupancy, the metric can be used to describe the relationship 

between drug concentration and rate of reaction. Another commonly used metric for 

comparisons are the classical Michaelis-Menten kinetics (Km) (170, 171). Km 

demonstrates the relationship between the substrate concentration and half maximal 

velocity of bond formation using the following relationships: 

 

Equation 1.10 Km = (koff + kinact) / kon (170, 171) 

Equation 1.11 V0 = (Vmax[S]) / (Km + [S]) (170, 171) 

 

Where Km is the Michaelis constant, V0 is the initial velocity and Vmax the maximum 

velocity of inaction and [S] is the substrate concentration. These values can be more 

time consuming to obtain, however, they provide greater insights to structure-activity 

relationship, selectivity, pharmacokinetics and target occupancy (169). 

 

1.2.3 Inhibition and reactive functional groups 

There are many different electrophiles which have the ability to label nucleophilic 

residues of proteins, as well as cofactors and DNA. Of the 88 FDA approved drugs 

which work by a covalent mechanism, there are over 35 different types of  

warheads (152). In spite of this, β-lactams (generally antibiotic drugs), acrylamides and 

aziridiniums (prodrugs) made up 39 % of the warheads. Furthermore, cysteine and 

serine residues are the target for 62 % of compounds, representing a clear bias for 

warhead and target (152). Despite the commonality in target residue and warhead, 

reactivity can be difficult to predict. Reactivity can be dictated by the intrinsic properties 

of the functional group or by the affinity-driven placement of warheads in close 

proximity to nucleophiles.    

 

Selectivity and potency can be challenging to tune however, it is generally approached 

by optimising a non-covalent motif for high affinity and functionalisation with a relatively 

unreactive warhead. This is the general concept and strategy behind targeted covalent 

inhibitors drug discovery which has championed the resurgence of covalent inhibition 
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in drugs. The electrophilic warheads operate by one of three types of inhibition; 

mechanism-based (enzyme catalysed), irreversible or reversible.  

 

 

 

 

Figure 1.15: Non-exhaustive examples of covalent warheads. Warheads which require photoactivation 

are denoted by the blue dashed box, leaving groups denoted by LG. (152, 156, 172-174) 
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1.2.3.1 Mechanism-based inhibition 

Mechanism-based inhibitors are considered difficult to design and, consequently, they 

have often been identified phenotypically, with their mode of action discovered 

retrospectively. These inhibitors bind at the active site of an enzyme and are 

processed as a substrate. This enzyme may be the intended target or an enzyme used 

for compound metabolism. This process yields a functional group which covalently 

labels the desired protein. For example, the P2Y12 purinoceptor plays an important 

role in platelet aggregation and has been implicated in strokes. Clopidogrel is oxidised 

to a thiophenone by CYP450 and subsequent hydrolysis to the open ring results in a 

free thiol metabolite (175). This active metabolite can act as a covalent inhibitor and 

form a disulfide bond to a cysteine of the P2Y12 purinoceptor (Figure 1.16) (176). This 

type of enzyme catalysed mechanism generally uses highly reactive functional groups. 

This can lead to a lack of selectivity, where the activated functional group labels the 

most accessible residues, and this in turn can result in unwanted toxicity (144, 175). For 

these reasons modern strategies tend to avoid designing compounds in this way. 

 

 

 

 

 

Figure 1.16: Mechanism-based inhibition of P2Y12 by Clopidogrel. 
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1.2.3.2 Photoactivated inhibition 

Photoreactive groups can be useful in targeting residues which are normally 

unreactive. An inert functional group is activated through exposure to a particular 

wavelength (functional group dependent) to form a highly reactive motif. Due to the 

high reactivity obtained it is possible to target unreactive, and even non-nucleophilic, 

residues (172, 177). This allows for more flexibility in positioning of this motif as it does 

not require proximity to a specific nucleophilic residue. However, the requirement for 

UV dependent activation means that these compounds are not generally suitable as 

therapeutics or tool compounds for in vivo experiments (172, 178). However, they can be 

useful compounds to probe mechanisms because they do not require the covalent 

warhead to be positioned close to a nucleophilic residue on the protein. 

 

 

 

 

Figure 1.17: Photoactivated inhibition of the M1 muscarinic acetylcholine receptor. 
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A group at Monash University developed a photoactivated covalent ligand to bind to 

and probe the function of an allosteric site on the M1 muscarinic acetylcholine receptor 

(M1 mAChR) (Figure 1.17) (179). This family of receptors is implicated in neurological 

disorders such as schizophrenia and Alzheimer’s disease and characterisation of the 

structure and mechanism of these GPCRs could advance the design of cognitive 

therapeutics (180). A known positive allosteric modulator of M1 mAChR (benzyl 

quinolone carboxylic acid, BQCA (181)) was modified to contain a photoactivatable 

benzophenone component (182). This analogue was shown to have a similar binding, 

cooperativity and specificity profile of BQCA against the mAChR family. The ability to 

mimic the binding of BQCA was thought to be an important characteristic in 

characterising the effects of BQCA on the structure and function of the GPCR. In 

contrast, a previous covalent ligand designed by the same group contained an 

isothiocyanate warhead (182). While this compound was also an irreversible allosteric 

binder of M1 mAChR, it was likely that significant conformational change in the mode 

of binding was necessary to facilitate the covalent labelling of nearby nucleophilic 

residues. Due to the importance of conformational change and protein dynamics in 

GPCR signalling it was reasoned that the benzophenone was a better tool compound 

for probing the effects of BQCA. 

 

1.2.3.3 Chemoreactive inhibition 

Chemoreactive functional groups are generally electrophilic in nature and are used to 

target nucleophilic amino acids (157). The implementation of this covalent inhibition 

generally uses weakly reactive functional groups to allow for compound stability and 

target selectivity. While these warheads need to be able to readily undergo reactions 

with their target protein they must remain intact in water prior to reaching their 

destination (172). Moreover, these reactions must be selective enough to their target in 

order to avoid adverse side effects through promiscuity.  

 

Chemoreactive inhibition can occur via various reactions, including but not limited to; 

Michael addition, alkylation, acylation, sulfonylation, phosphorylation, oxidation and 

Pinner-type reactions (156, 172, 174). This broad range of reactions allow an expansive 

number of warheads to be used. Furthermore, based on reaction type and intrinsic 
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reactivity of the warhead, these reactions can either be reversible or irreversible. The 

reactivity of the functional groups is often tempered by the compound motif responsible 

for molecular recognition (157). Not only can this part of the compound alter the 

electrostatic properties of the warheads, higher affinity compounds can increase the 

rate of reaction through an increase in local concentrations. For this reason, weakly 

reactive warheads can be employed in covalent inhibitors. 

 

 

 

Figure 1.18: Non-exhaustive examples of chemoreactive inhibition reaction mechanisms. 
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1.3 Antibacterial resistance and bacterial virulence 

One of the most significant discoveries of modern medicine has been the use of 

antibacterial agents to treat infections, conversely, the emergence of widespread 

antibacterial resistant strains of bacteria is considered to be one of the largest health 

challenges to be faced in the 21st century. Despite the growing need, introduction of 

new treatments have dwindled as large pharmaceutical companies have abandoned 

this area of research in lieu of more lucrative projects (183). No new classes of 

antibiotics against Gram-negative bacteria have been discovered for more than 50 

years (184) and only two new classes of antibiotics in general have been discovered in 

the last 20 years (183). Although the pipeline of antibacterial development is undergoing 

a revitalisation with 30 new chemical entities currently in clinical trials (185, 186), the 

problem is mostly addressed through repurposing of, or improving upon, old 

antibiotics, known scaffolds and existing drug classes (187). This lack of investment in 

new compounds that address novel targets and mechanisms of action is why the 

trajectory for antibacterial resistance still stands to see annual deaths increase from 

the current 700,000 (188) to 10 million by the year 2050 (189) at an estimated cost of 

$100 trillion USD (189).   

 

Existing antibiotics work by either adopting a bacteriostatic (inhibiting the growth of 

bacteria) or bactericidal (reduction in bacterial viability) approach. These drugs target 

processes which play a role in essential bacterial pathways such as peptidoglycan 

synthesis (β-lactams), DNA replication and transcription (quinolones), protein 

synthesis (tetracyclines), and folate synthesis (sulfonamides) (190). Resistance to these 

drug classes is most concerning for Gram-negative bacteria which display high 

morbidity and mortality rates. Acinetobacter baumannii, Pseudomonas aeruginosa, 

Escherichia coli, Klebsiella (species plural), Enterobacter (species plural) have 

demonstrated resistance to multiple antibiotic classes and are amongst the highest 

priority species for research and development (191). The development of drugs for the 

treatment of Gram-negative infections is particularly challenging due to their unique 

cellular structure whereby two cellular membranes are present. The outer membrane 

is rich in lipopolysaccharides, which presents an effective barrier against large and 

hydrophobic compounds, and limits drug permeability. The inner membrane presents 

an effective barrier to the small and polar compounds, which are able to cross the 
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outer membrane. In addition, efflux pumps are able to remove antibiotics from both 

periplasm and cytosol (Figure 1.19) (192).    

 

 

 

Figure 1.19: The Gram-negative cell envelope and pathways of drug fluxes across it. The envelope 

includes a network of lipopolysaccharides that limits penetration of large and hydrophobic compounds 

(green C; 1), porin channels that permit passage of small, hydrophilic molecules (red C; 2), and  

trans-envelope efflux pumps that capture their substrates from the periplasm (3) or cytosol (4) and pump 

them out of the cell. Reprinted by permission from Springer Nature: Nature Chemical Biology, Defining 

new chemical space for drug penetration into Gram-negative bacteria. Zhao, S., Adamiak, J.W., 

Bonifay, V. et al.   Copyright 2020 (192) 

 

 

Antibacterial resistance arises due to a variety of reasons, including in response to 

poor infection and disease control, inappropriate waste disposal of antibiotic 

compounds by pharmaceutical manufacturers and health care facilities, and most 

importantly, the abuse and misuse of current antibiotics in humans, animals and 

farming of livestock and crops (Figure 1.20) (185, 188, 189). The overexposure to 

antibiotics imposes severe evolutionary pressure on the bacterial cells and results in 

the appearance of antimicrobial resistant strains. 
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Figure 1.20: Main causes, drivers and impacts of antimicrobial resistance. Reprinted from World Health 

Organisation No time to wait: securing the future from drug-resistant infections. World Health 

Organisation, Geneva, 2019 (188) 

 

 

Although resistance can occur naturally, the major resistance issues stem from 

acquired or transferred means (193). Bacteria can acquire resistance through a variety 

of different mechanisms. One is to reduce the amount of active antibiotic that is present 

in the cell. This can involve changes to the influx and efflux of drugs as well as their 

efficacy or metabolism within the cell (193). As mentioned above Gram-negative 

bacteria are able to reduce the permeability of drugs through the cell membrane 

through lipopolysaccharides, however, this can be further exacerbated by changes in 

the type, amount or function of the water-filled diffusion channels that are present in 

the outer membrane and are known as porins. These changes are able to reduce the 

amount of a drug that enters that bacterial cell. In addition, upregulation or increased 

activity of efflux pumps can reduce the effective drug concentration by increasing the 

rate at which bacteria expel the antibiotics from within the cell. Other mechanisms that 

reduce the efficacy of antibiotics have also been observed. For example, bacteria have 
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been shown to overproduce proteins that are the targets of an antibiotic, which 

requires more of the antibiotic to be present to achieve the same effect, or overproduce 

non-essential proteins that bind to the antibiotic and thereby negate their effects on 

the desired metabolic pathway. Bacteria are also able to produce modifying enzymes 

which can chemically modify antibiotics, thereby decreasing the affinity and efficacy of 

the drug for its target. Furthermore, conformational changes or mutations at  

non-essential residues in the binding site of the target can further decrease the affinity 

of the drug and prevent functional inhibition. These adaptations and advantages can 

be passed on using horizontal gene transfer between different organisms to rapidly 

spread resistance.  

 

Addressing the problem of bacterial resistance to current antibiotics will require the 

introduction of new treatments, preferably with novel mechanisms of actions, and 

ideally ones which do not exert profound selective pressures. Virulence, or 

pathogenicity, is the ability of an organism to cause disease and infect the host, 

however, virulence is not an essential function for bacterial survival. This is potentially 

and attractive trait, as it means that targeting virulence can inhibit disease without 

exerting a strong selection pressure for the development of resistance. Many factors 

are involved in virulence and so this strategy also offers an abundance of new 

pharmacological targets. Antivirulence compounds should allow preservation of native 

microbiota thereby leading to a reduction of colonisation by the pathogenic bacterium 

(194, 195). It is hypothesised that this combination of factors would allow the host to clear 

the infection (194-198). Virulence factors include proteins or protein complexes which 

mediate various functions including adhesion, biofilm formation and colonisation, 

toxins, their transcription factors and secretory pathways (type II and III secretion 

systems), quorum sensing, two-component response systems and  

motility (194-199). Disruption of any of these virulence pathways has the potential to 

neutralise the pathogen and either make it more susceptible to antibiotic treatment or 

clearance by the host (195, 197, 200). 

 

Although the FDA has approved antibody treatments targeting pathogen specific 

exotoxin virulence factors, there are presently no small molecule antivirulence 

inhibitors approved for therapeutic use (199). Of the 30 new chemical antibacterial 
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entities which are progressing though the clinical pipeline, none work via an 

antivirulence mechanism (185, 186) and the 33 antivirulence projects in preclinical trials 

are the currently most advanced treatments of this kind (200). Therefore, targeting 

virulence factors or regulators presents an exciting new opportunity for novel 

treatments against multidrug resistant bacteria. 

 

 

1.4 Escherichia coli DsbA (EcDsbA) 

1.4.1 DsbA as an antivirulence target 

In Gram-negative bacteria a family of oxidoreductase enzymes are responsible for the 

introduction and isomerisation of disulfide bonds in peptides and proteins. These 

proteins form the Dsb enzyme family. Once exported into the periplasm, protein 

substrates require these Dsb enzymes to catalyse formation of intramolecular disulfide 

bonds that are necessary for their correct folding, stability and function. In Escherichia 

coli (E. coli) there are potentially over 300 proteins that contain disulfide bonds, many 

of which play a role in virulence (201, 202). These proteins include FlgI, which is a 

component of the flagellar motor and is necessary for motility (203), PapD the P fimbriae 

molecular chaperone (204), the heat-labile enterotoxin (LT) (205)
, and outer membrane 

secretin EscC (206). Many of these virulence proteins require DsbA in order to fold 

correctly (207), thereby making DsbA a key regulator of bacterial virulence.   

 

Bacteria in which the dsbA gene is either deleted or inactivated by mutation have been 

shown to give pleiotropic phenotypes in multiple strains of Gram-negative bacteria. 

This is consistent with the involvement of DsbA in the folding of multiple proteins. It is 

almost always observed that bacteria lacking a functional DsbA are avirulent in both 

in vitro and in vivo infection models (208-217). One such study investigated the role of 

DsbA in the virulence of Burkholderia pseudomallei (Bps), the causative pathogen of 

the melioidosis (217). A dsbA deletion strain of Bps was shown to be defective in both 

secretion and motility. In animal infection models, mice which were subjected to the 

wild type strain of Bps showed 100 % mortality rate at 42 days post injection, whereas 

the mice which were challenged with the ΔdsbA Bps did not result in any deaths. The 
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surviving animals had failed to clear the infection, (with bacterial colonies observed in 

the liver, lungs and spleen) proving that this mutant did not affect bacterial viability. 

Therefore, the study infers that targeting DsbA would be able to suppress 

pathogenicity but would not result in the rapid development of resistance against DsbA 

based treatments. 

 

DsbA from E. coli K-12 (EcDsbA) is considered the archetypal enzyme and is the most 

characterised DsbA to date. Due to its prevalence, place on the World Health 

Organisation priority list and its extensive characterisation, the E. coli strain of DsbA 

is the main focus of this body of work. 

 

1.4.2 Mechanism and catalytic cycle of EcDsbA  

EcDsbA is able to introduce disulfide bonds into unfolded substrates through a series 

of disulfide exchanges between the protein, EcDsbA, and EcDsbB, with the oxidising 

potential of the system being derived from ubiqinone (Figure 1.21) (218). The substrate 

is drawn into a hydrophobic groove on the surface of EcDsbA where its thiol attacks 

the solvent exposed Cys30 of the EcDsbA active site in a nucleophilic substitution 

reaction (SN2) (219, 220). The formation of this bond requires a planar arrangement of 

the sulfur atoms involved and results in an intermediate where all residues share the 

charge (219, 220). This intermediate contains an intermolecular disulfide bond which is 

subsequently attacked by the second cysteine of the substrate, releasing the oxidised 

substrate protein and reduced EcDsbA.  
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Figure 1.21: Catalytic cycle of EcDsbA and redox partner EcDsbB. A) Introduction of disulfide bond 

into peptide substrates by EcDsbA B) Oxidation of EcDsbA by EcDsbB and ubiqinone 

 

 

EcDsbB has two disulfide bonds which participate in the redox cycle, Cys104-Cys130 

and Cys41-Cys44 (221). Electrons flow from EcDsbA through these bonds sequentially, 

through the DsbB co-factor ubiquinone and on through the rest of the respiratory 

electron transport chain (218). The unidirectional flow of electrons in EcDsbB is thought 

to be promoted by conformational changes in the protein, including the relocation of 

Cys130 to the vicinity of Cys41-Cys44, and the forced spatial separation of Cys104 

and Cys130 by EcDsbA’s Met64 (222). This then promotes the attack of the 

intermolecular bond by Cys33 of DsbA (fast pathway) (223) or the attack of Cys41 by 



46 

 

Cys130 of DsbB (slow pathway) (221, 224) and continues the remainder of the redox 

cycle to finally result in the regeneration of oxidised EcDsbA and EcDsbB.  

1.4.3 Structure and function of EcDsbA  

The DsbA family of enzymes from different bacteria often do not share a high 

sequence identity, however, the main structural architecture remains the same (225, 226). 

These proteins comprise of a thioredoxin fold and an inserted α-helical domain with 

highly conserved sequence of residues at the catalytic site CPHC which is located in 

spatial proximity to a cis-Pro loop motif. Although most DsbA enzymes maintain these 

two features, the topology and interactions between β-sheets in the structure have led 

to the characterisation of the enzymes into two classes (I and II) (227). These classes 

are further separated into two subclasses (a and b) based on the surface loops 

surrounding the catalytic cysteines. These subclasses also result in distinct α-helical 

features (Figure 1.22) and surface topology which has been implicated in substrate 

recognition (225, 227-231). This suggests that it would be difficult to develop a broad 

spectrum DsbA inhibitor, however, it may be possible to develop a subclass specific 

inhibitor (227, 232).  
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Figure 1.22: Structural characteristics of DsbA subclasses. A large groove on the catalytic surface is 

common to the DsbA-Ia enzymes (green): A) EcDsbA B) SeDsbA C) VcDsbA. In contrast, DsbA-Ib 

members (yellow) typically have a small surface pocket on the catalytic surface located between loops 

L2 and L3: D) BpsDsbA E) XfDsbA F) PaDsbA. DsbA-II enzymes (IIa =blue, IIb = purple) do not 

generally have a defined pocket near the catalytic site: G) MtbDsbA and I) WpDsbA1, with the exception 

of H) BsDsbA. In each case, the position of the active site cysteine is indicated by “S” and the region of 

the surface groove or pocket is shown in red. Reprinted by permission from Elsevier: Biochimica et 

Biophysica Acta (BBA) – Proteins and Proteomics, Four structural subclasses of the antivirulence drug 

target disulfide oxidoreductase DsbA provide a platform for design of subclass-specific inhibitors. 

McMahon, R. M, Premkumar, L., Martin, J. L. Copyright 2014 (227) 
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EcDsbA contains five β sheets (β1 – 5) and seven α helices (α1 – 7). The thioredoxin 

fold encompasses β sheets β2 – β5 and α-helices α1, α7 and partially includes α6, 

whereas the inserted α-helical domain spans from α2 – α6 (Figure 1.23) (230). The 

active site, 30CPHC33, is located at the N-terminal end of the α1 helix, and although 

distant in sequence, the cis-Pro loop lies adjacent to the active site on the loop 

connecting α6 and β4. EcDsbA is part of the Ia subclass (227), and therefore has a large 

and solvent exposed hydrophobic groove on the catalytic face of the protein (referred 

to as the “front” of the protein for the remainder of the thesis). This hydrophobic groove 

is thought to be the main substrate binding site and has been shown to be the interface 

where EcDsbA interacts with EcDsbB (Figure 1.24) (222). Furthermore, recent studies 

have identified an internal cryptic pocket whose entrance is guarded by two structural 

waters adjacent to the cis-Pro loop (233). Currently the mechanistic or biological 

relevance of this internal pocket is unknown, however two phenylalanine residues 

(Phe26 and Phe93), which make up a large portion of the internal surface, have been 

shown to be highly conserved throughout the DsbA family (225) and may play a potential 

role in function.  
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Figure 1.23: Structural domains of EcDsbA (PDB ID: 1FVK). Thioredoxin fold shown in orange, inserted 

α helical domain shown as blue, active site CPHC shown in yellow and cis-Pro loop shown in red. 
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The active site cysteine of EcDsbA is highly reactive and has an oxidative potential of 

-122 mV and an uncommonly low cysteine pKa (Cys30 ≈ 3.5, average  

cysteine ≈ 9) (234, 235). The electrostatic interactions of the dipeptide sequence between 

the cysteines in the catalytic CXXC motif have been shown to modulate the cysteine 

pKa and contribute to the greater thermodynamic stability of the reduced state (234-236). 

The stability of the reduced redox state of EcDsbA over oxidised further promotes the 

rapid disulfide exchange with unfolded substrates (237).  

 

The roles of the residues within the cis-Pro loop for the catalytic cycle was investigated 

using single point mutagenesis. Variability in these residues reduces enzymatic 

activity and protein stability, and sees the accumulation of intermolecular complexes 

between EcDsbA and either peptide substrates or redox partner DsbB (238, 239). It was 

suggested that the cis-Pro conformation is important in maintaining the correct 

backbone orientation of the preceding loop. Crystal structures have been obtained of 

EcDsbA trapped in intermolecular complexes with DsbA and either substrates or  

EcDsbB (222, 229, 240-242). These structures show that the periplasmic loop of EcDsbB is 

drawn into the putative substrate binding site and is anchored there by the 

intermolecular disulfide bond (222, 240, 241). The section of EcDsbB which binds within 

this site forms an antiparallel β sheet with Arg148 and Val150 of EcDsbA. These 

interactions with the main chain of the cis-Pro loop are also observed for binding of 

covalently bound peptide substrates (229, 242). The conservation of these hydrogen 

bonds implies that the substrate-DsbA interactions at this loop are vital to the oxidative 

cycle (239).   
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Figure 1.24: Main structural features of EcDsbA (grey, PDB ID: 1FVK). A) CPHC catalytic site (yellow 

sticks) B) cis-Pro loop (magenta sticks) C) substrate binding groove (purple sticks). 
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The groove is approximately 6 Å tall, 7 Å wide, 5 Å deep and comprised of residues 

from the α1 helix, β5 sheet, α7 helix and the loop connecting β5 and α7  

(Figure 1.24) (243). Binding at this site is driven by hydrophobic interactions and, as a 

consequence, generally results in weak binding (222, 242, 244, 245). The bottom of the 

groove consists of residues from a flexible, unstructured loop and, together with the 

weak interactions with peptide substrates, is thought to facilitate the broad substrate 

specificity of EcDsbA. On the other hand, these interactions within the hydrophobic 

groove have been proven to be paramount for substrate binding. The reactions of 

EcDsbA with covalent peptides which make low affinity non-covalent interactions and 

EcDsbA with reduced glutathione (GSH) have been compared (245, 246). The reactions 

with GSH displayed significantly slower kinetics than those with the peptides. This 

suggested that the formation of the mixed disulfide bond is proximity driven and 

promoted by non-covalent interactions within the hydrophobic groove. Therefore, 

despite the low affinity (often in the millimolar range (242, 246)) of these interactions, they 

still provide sufficient complex stability to enhance the oxidation of unstructured 

substrates. 

 

Comparisons of DsbA sequences from different bacteria have identified a number of 

conserved residues (225, 243, 247) (Figure 1.25) and their importance to EcDsbA are 

slowly becoming evident. Valine residues Val22 and Val155 maintain the fold and 

positioning of the cis-Pro loop (225), however surrounding residues 156NGKY159 are also 

highly conserved. These residues are flexible in solution (discussed below) (233) and 

potentially play a role in the release of substrates. Many charged and invariant 

residues are grouped in an acidic patch on the back of the protein, however, they do 

not directly affect the reactivity of DsbA. While they were shown to stabilise the 

oxidised protein, no definitive function has been identified for the residues (243, 247). 

Furthermore, conserved phenylalanine residues Phe26 and Phe93 have been shown 

to form part of a recently discovered internal cryptic pocket (233). While more extensive 

characterisation of these residues is required, the high conservation between DsbA 

variants suggests they hold an important role in protein function.  
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Figure 1.25: Sequence conservation of DsbA homologues. Truncated sequence alignments of EcDsbA 

and 10 DsbA homologues showing residue and characteristic conservation as the consensus of 80 % 

of the populations. Residue number is based on the sequence of EcDsbA. Each homologue is labelled 

with the UniProt ID used for analysis and the sequence identity compared to EcDsbA. Catalytic 

cysteines highlighted in yellow. Structural features are denoted as the single letter amino acid codes, 

“o” for alcohols, “l” for aliphatic, ‘a” for aromatic, “c” for charged, “h” for hydrophobic, “-” for anion, “+” 

for cation, “p” for polar, “s” for small, “u” for tiny, and “t” for turnlike as allocated by MView (248). 
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1.4.4 Dynamics of EcDsbA  

Previous work has examined the dynamics of EcDsbA and close  

homologues (231, 233, 249, 250). NMR relaxation dispersion experiments have 

demonstrated that the DsbA proteins from B. pseudomallei (250), V. cholerae (249) and 

E. coli (233) undergo concerted dynamics motions that are dependent on the redox state 

of the protein. Movement is evident immediately prior to and within the active site helix 

for all of these variants of DsbA. These dynamic residues have also been identified as 

the binding sites for small molecules that interact with either BpsDsbA (adjacent to the 

active site) or EcDsbA (internal cavity behind the active site). The pockets into which 

the small molecules bind in these two proteins are not evident in the structure of either 

apo-protein – and are therefore referred to as “cryptic” pockets. These cryptic pockets 

can either represent a low population state that is present in the protein in the absence 

of the ligand, or they can form in the presence of the ligand. In either case a 

conformational change is required for the cryptic pocket to form, and the residues that 

form the cryptic pockets corresponded well with residues which had displayed 

dynamics in the NMR data. The cryptic pocket in EcDsbA is an internal pocket that is 

shielded from solvent, which means that the residues which line this pocket must 

undergo significant conformational change to allow access for small molecule binding. 

Additional evidence for the presence of this internal cryptic pocket in EcDsbA came 

from a study aimed at the development of EcDsbB inhibitors. This had led to the 

discovery of a quinone derivative which covalently bound cysteines in EcDsbB that 

was subsequently shown to also bind to EcDsbA (251). This compound did not react 

with the solvent exposed Cys30 as expected, however, nanoESI experiments showed 

that the compound had labelled Cys33. As Cys33 is buried and inaccessible in the 

crystal structures of EcDsbA, these data suggest that the active site is undergoing 

conformational changes to expose and facilitate alkylation of this residue.  
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Figure 1.26: Dynamics of DsbA. A) Overlay of EcDsbA residues which showed dynamic characteristics 

by 1HN CPMG-RD (blue) and fragment bound within the internal cryptic pocket (orange sticks)  

B) Cartoon structure of NmDsbA3 (PDB ID: 2ZNM) with a partially unwound active site helix (yellow). 
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Both the labelling study and the NMR dynamics experiments are consistent with an 

unwinding of the active site helix of EcDsbA. This would allow binding of small 

molecules at the cryptic pocket and covalent labelling of Cys33 (233). Evidence for this 

minor population of EcDsbA was characterised by 1HN Carr-Purcell-Meiboom-Gill 

relaxation dispersion (CPMG-RD) and hydrogen-deuterium (H/D) exchange 

experiments by NMR. The relaxation-dispersion NMR data for the residues in the 

active site helix were consistent with it adopting a disordered secondary structure in 

the minor state. Furthermore, active site residues which appear to be protected from 

solvent in the crystal structure of EcDsbA underwent H/D exchange when lyophilised 

protein was exposed to deuterated buffer. These experiments suggest that a minor 

population of EcDsbA exists where the active site helix is partially unwound. This is 

further supported by a crystal structure obtained for a DsbA homologue from Neisseria 

meningitidis (NmDsbA3) (231). A crystal structure of NmDsbA3 captured a protein 

conformation where the N-terminal end of its active site helix was partially unfolded 

(Figure 1.26). Taken together, these studies suggest that active site dynamics play an, 

as yet, undefined role in binding and reactivity of EcDsbA with substrates and small 

molecules. 

 

1.4.5 Small molecule inhibitors of EcDsbA  

Small molecule inhibitors of EcDsbA have the potential to be useful as both potential 

therapeutics and tool compounds to characterise the detailed mechanism of action. 

As the substrate binding site is rather shallow, fragment-based strategies have been 

implemented to aid in their discovery. A fragment screen of 1132 compounds against 

EcDsbA was conducted by saturation transfer difference NMR (STD-NMR) (252). This 

screen identified and validated 37 fragment hits of 8 distinct classes and 11 singletons. 

Many of these compound classes have undergone further development with varying 

success (Figure 1.27) (128, 233, 252-256). All crystal structures obtained for these series 

identified fragments bound within the hydrophobic groove. Unfortunately, some 

classes, such as thiophenes (254) and benzofurans (256), did not maintain binding poses 

throughout optimisation, making SAR difficult to interpret. Nonetheless, a common 

feature observed for these fragments is the hydrophobic contacts which drive their 

affinity. The most important interaction made by all of these compounds is a π-π 
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interaction with His32 of the active site. This interaction acts as an anchor point for 

binding and each series displayed a significant reduction in affinity when it was lost. 

Conversely, obtaining hydrogen bonds to the carbonyl oxygen of Pro151 and the 

amide sidechain of Gln164 generally failed to provide any significant improvement in 

affinity (233). This illustrates that although interactions can be gained, some interactions 

are more favourable than others. The ability to determine which interactions will boost 

affinity would greatly improve the ability to design higher affinity compounds.   

 

 

 

 

Figure 1.27: Most advanced small molecule inhibitors of EcDsbA. 

 

 

In an attempt to navigate inconsistent binding poses and unproductive non-covalent 

interactions a series of covalent fragments were designed and tested (254, 255). A weak 

fluoromethylketone (FMK) warhead was attached to a thiophene scaffold through  

click chemistry. These analogues improved the parent compound from an  

estimated KD of ~ 6.6 ± 3 mM by 1H-15N HSQC to an elaborated aryl FMK with a  

Km of 110 ± 30 µM. Furthermore, the importance of the thiophene ligand in placement 

of the FMK warhead adjacent to the active site of EcDsbA was demonstrated as 

significant activity was lost when the FMK was attached to a simple phenyl ring. 
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Figure 1.28: Proposed mechanism for labelling of EcDsbA at Cys30 and subsequent turnover of aryl 

fluoromethylketone fragment by neighbouring residues. (254, 255) 

 

 

While this validated that attaching a covalent warhead to a weakly binding fragment 

could greatly improve compound activity, the resultant protein complex was found to 

be unstable. After the FMK alkylation of the active site Cys30 it was proposed that a 

nearby weakly acidic residue (possibly His32) facilitated the nucleophilic attack of 

Cys33 on the protein-fragment conjugate, releasing the desfluoro thiophene  

(Figure 1.28). There was also evidence of a slow build-up of a protein species which 

was alkylated at both Cys30 and Cys33, providing further evidence that dynamics in 

residues around the active site contributes to substrate binding.   

 

Recently a fragment screen using another fragment library of 1118 compounds was 

conducted against EcDsbA in the same manner as the previous screen (233). This 

screen identified 26 validated fragment hits, two of which contained an isoxazole 

scaffold. These isoxazoles caused a unique chemical shift perturbation profile by  

1H-15N HSQC. Rather than perturbing residues within the hydrophobic groove, peak 

broadening and perturbations were observed for residues adjacent to the active site 

cysteines. An X-ray crystal structure discovered that these fragments bound inside the 

protein, behind the active site, within the cryptic pocket (Figure 1.26). Even more 

interestingly, binding at this previously unidentified pocket inhibited the ability of 
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EcDsbA to introduce disulfide bonds into substrates. Since the isoxazole fragments 

do not block the hydrophobic groove or prevent direct access to the active site Cys30, 

this suggests that the cryptic pocket – and potentially the dynamic processes that allow 

it to form – plays a functional role in DsbA activity.  

 

Attempts to develop the fragments that bind within the hydrophobic groove and the 

cryptic pocket have not yet generated the compounds with submicromolar affinities 

that are expected to be required to achieve functional inhibition of DsbA in bacteria. 

The efforts to develop DsbA inhibitors have employed structure-based design, as well 

as parallel synthesis and screening of unpurified reaction mixtures (128, 233, 253). This 

has enabled the development of a suite of robust biophysical assays to characterise 

binding to EcDsbA. This provided a platform for this research project, which aimed to 

explore some of the approaches described above, how they might be employed in the 

development of EcDsbA inhibitors, and how they might be implemented more 

generally to advance programs of FBDD against difficult protein targets. 

 

 

1.5 Project hypotheses and aims 

This thesis explores the hypothesis that the implementation of orthogonal  

fragment-based design techniques will expedite fragment development against 

difficult targets. In order to test this theory, multiple techniques were applied to the 

optimisation of inhibitors of EcDsbA.  

 

Previous characterisation of peptide and small molecule binding has implied that there 

are some protein interactions which are privileged and some that are unproductive for 

increasing substrate affinity. In my research I explored a range of different methods in 

an effort to characterise “hot spots” on EcDsbA that may be targeted to improve 

compound binding affinity. Previous studies have also demonstrated that fragment 

activity can be vastly improved through the addition of a covalently binding functional 

group. The previous work resulted in the reaction of an FMK covalent warhead with 

EcDsbA. This generated a protein-ligand complex that was ultimately turned over, 

however, this suggests that identification of a warhead which forms a stable covalent 
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species may lead to a potent inhibitor of EcDsbA. Lastly, a novel cryptic binding pocket 

was discovered during a fragment screen. Binding at this site requires dynamic protein 

movement and this pocket is not observable in a static unbound crystal structure. This 

suggests that there are still aspects of ligand binding which are not understood and 

that new binding sites could be identified by probing EcDsbA with diverse libraries and 

structural studies.  

 

This body of work aims to: 

• Interrogate the interaction of EcDsbA with a peptide substrate and apply this 

knowledge to the design of covalent small molecule inhibitors. 

• Develop methods to screen crude products by 1H-15N HSQC NMR for the 

identification of selective and stable covalent inhibitors. 

• Develop methods to identify protein binding hot spots, their conserved 

interactions and privileged pharmacophores for use in future fragment 

development. 
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Chapter 2: 

Characterisation of a  

mono-cysteine peptide 

substrate 
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Initial attempts within the group to inhibit EcDsbA with covalent substrates included 

the optimisation of a fluoromethylketone (FMK) inhibitor which primarily binds within 

the hydrophobic groove (254, 255). This FMK compound successfully labelled the 

catalytic thiolate Cys30 of the reduced protein and recognition of the fragment binding 

motif was vital. This was shown by replacement of the fragment extension with a 

benzyl substituent which significantly reduced the FMK reactivity with reduced 

EcDsbA. However, the covalent complex was unexpectedly turned over by EcDsbA to 

release the desfluoro derivative of the ligand and oxidised EcDsbA (proposed 

mechanism is given in Figure 2.1). Additional testing of maleimide, which formed a 

similar intermolecular -keto thioether, also yielded oxidised protein. Furthermore, 

initial 1H-15N HSQC NMR testing of other common thiol labelling motifs, such as 

acrylamides, demonstrated little to no reactivity with EcDsbA. The mechanism by 

which EcDsbA oxidises native peptide substrates was further investigated to 

understand the reactivity of Cys30 thiol in reduced EcDsbA.   

 

 

 

 

Figure 2.1: Proposed mechanism for labelling of EcDsbA at Cys30 and subsequent turnover of aryl 

fluoromethylketone fragment by neighbouring residues. (254, 255) 
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EcDsbA has a high redox potential of -122 mV (257) and the active site Cys30 has an 

unusually low pKa value of ~ 3.5 (258). This results in the predominance of an active 

site thiolate for reduced EcDsbA at physiological pH. Furthermore, the reduced form 

of the protein is stabilised due to the electrostatic interaction between the negatively 

charged cysteine and neighbouring His32 (236). This stability results in the preference 

of the reduced state over the oxidised and, therefore, drives the reaction of the enzyme 

and substrates forward (234, 236). Historically, the oxidation of substrates occurs too 

rapidly for the disulfide intermediate between EcDsbA and the unfolded peptides to be 

isolated. In order to interrogate different rates, stabilities and structures of inter- and 

intramolecular reactions and complexes it was necessary to employ the use of 

cysteine mutants of either substrate peptides or EcDsbA (222, 229, 240-242, 244-246). DsbA’s 

preferential reaction with peptides over glutathione is attributed to non-covalent 

interactions formed in addition to the disulfide bond (246). These interactions are 

important for substrate recognition but are not typically very strong. Affinities of these 

non-covalent interactions were too weak to measure (242, 246), however, these 

complexes do not need to be high affinity to catalyse peptide substrate oxidation. 

Furthermore, weaker interactions which are only mildly stabilising can facilitate the 

dissociation of folded peptide substrates and continuation of the catalytic cycle.  

 

A crystal structure was obtained for the interaction of EcDsbA and EcDsbB through 

mutations of the cysteines involved in the resolution pathways by nucleophilic attack 

(EcDsbA – Cys33Ala, EcDsbB – Cys130Ser, Figure 2.2) (222, 240, 241). This structure 

highlighted a seven-residue sequence from EcDsbB which occupied the main 

substrate binding site of EcDsbA, 100PFATCDF106. This structure showed a mixed 

disulfide bond between Cys30 and Cys104 of DsbA and DsbB respectively  

(Figure 2.2). A tripeptide sequence of EcDsbB (Cys104 – Phe106) forms an 

antiparallel β sheet with residues in the loop preceding the cis-Pro residue  

(Arg148 – Val150). The hydrogen bonds to the backbone amides of these residues 

represented the only polar interactions between the two proteins. However, the 

sidechains of DsbB form many hydrophobic interactions to residues within the 

hydrophobic groove of DsbA (such as Leu40 and Phe174).  
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As this segment of EcDsbB’s periplasmic loop is drawn into the main substrate binding 

site of EcDsbA attempts have been made to optimise the DsbB sequence to into 

peptide inhibitors (242). Mono-cysteine peptide analogues were characterised through 

ITC and thermal shift assays which led to the identification of Ac-PWATCDS-NH2 (23) 

which had a KD of 5.7 ± 0.4 µM against EcDsbA. A structure of a close analogue of 

this peptide was obtained in which it adopted a highly similar pose as the EcDsbB loop 

(Figure 2.2b). There were no peaks consistent with reduced protein observed by 

thermal shift and data obtained by ITC supported a reversible 1:1 binding model. 

Therefore, it was proposed that a second peptide molecule did not attack the mixed 

disulfide bond to release oxidised dimerised peptide and reduced DsbA. Instead it was 

suggested that the mixed disulfide was resolved by the nucleophilic attack of EcDsbA 

Cys33 on the mixed disulfide bond to release the original states of reduced peptide 

and oxidised protein. Although this mechanism does not reflect the enzymatic 

pathway. 
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Figure 2.2: Crystal structures of EcDsbA in complex with peptide substrates. A) Overlay of secondary 

structures for EcDsbA in its unbound oxidised form (green cartoon, PDB ID: 1FVK (236)), in complex with 

EcDsbB (magenta cartoon, PDB ID: 2ZUP (241)) and in complex with a SigA derivative (cyan cartoon, 

PDB ID: 3DKS (229)). B) Overlay of binding poses of covalently labelled EcDsbA (grey surface, PDB ID: 

1FVK) for a SigA derivative (cyan sticks, PDB ID: 3DKS), EcDsbB periplasmic loop (100Pro – Phe106, 

magenta sticks, PDB ID: 2ZUP) and EcDsbB derivative PWATCDF (yellow sticks, PDB ID: 4TKY (242)) 

with structural waters (red spheres). C) Conserved polar interactions (yellow dashes) between peptide 

substrates (coloured sticks) and cis-Pro loop of EcDsbA (grey sticks). 

 

 

 



66 

 

A nine-residue SigA transporter peptide (a substrate of EcDsbA) with the cystine 

replaced with a homobromoalanine has previously been synthesised and reacted with  

EcDsbA (229). This allowed a crystal structure to be obtained as a model of the catalytic 

intermediate, by preventing substrate turnover through the replacement of the disulfide 

bond with an α-thioether bond. The superposition of this model intermediate with 

previously recorded structures of the unbound reduced and oxidised protein indicated 

that no significant global conformational changes occur upon substrate interaction 

(Figure 2.2a). This peptide mimics DsbB’s interactions with Arg148 – Val150 by 

adopting a similar antiparallel β sheet formation with the cis-Pro loop. The only 

additional interactions made by the peptide are hydrophobic interactions with DsbA 

sidechains. Interestingly, this crystal structure does not show the SigA substrate 

occupying the hydrophobic groove (Figure 2.2b). The sidechain of His32 orientates 

itself downward toward the groove and allows the peptide to interact with residues 

along the thioredoxin – α helical domain interface. However, the interaction of EcDsbA 

and a non-covalent homoserine SigA analogue was characterised by 1H-15N HSQC 

NMR. As the only difference between the peptide substrates is the formation of the 

thioether linkage with Cys30 it was predicted that the binding orientation and 

interactions would be consistent with the crystal structure. Mapping of the chemical 

shift perturbations caused by the presence of the homoserine peptide suggested that 

the peptide may be binding along the domain interface and also within the hydrophobic 

groove. Furthermore, it should be noted that the hydrophobic groove is partially 

occluded in the crystal structure. Together these observations suggest that it is 

possible for the peptide to present multiple binding poses and could potentially 

relocate once the intermolecular bond is formed with EcDsbA.  

   

The ambiguity of these studies highlights how much is still to be understood about the 

unusual and unique chemistry of EcDsbA. Additionally, it cannot be overlooked that 

the structural and mechanistic scrutiny of the system is conducted with either mutated 

protein or mutated substrates. Non-covalent peptides bound in multiple and 

unexpected poses raising questions about the importance of the type of interactions 

made and the residues which make them. In this study the native 30CPHC33 EcDsbA 

will be studied in the presence of a mono-cysteine heptapeptide by solution NMR in 
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order to obtain structural and kinetic insights with the native protein and to evaluate 

thiols as potential warheads for covalent inhibitor design.  

 

2.1 Structural characterisation of peptide binding 

2.1.1 Effects of non-covalent peptides against EcDsbA 

The interactions made by the Ac-1PWATCDS7-NH2 peptide (23) are dominated by the 

formation of the intermolecular disulfide bond formed between C5 and Cys30 (242). The 

residues which flank the cysteine are either exposed to the main substrate groove or 

form an antiparallel β sheet with Arg148 and Val150 from EcDsbA. In order to 

interrogate the overall value of the non-covalent interactions and determine whether 

binding in the hydrophobic groove or along the cis-Pro loop is more favourable, an 

alanine replacement peptide Ac-PWATADS-NH2 (24) and a truncated Ac-PWAT-NH2 

peptide (25) were tested for binding to U-15N labelled EcDsbA by 1H-15N HSQC  

(Figure 2.3). 

 

 

Figure 2.3: EcDsbB peptide analogues used to characterise substrate oxidation by EcDsbA. 
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The chemical shift perturbations (CSPs) of EcDsbA in the presence of the  

non-covalent peptides were mapped onto the structure of the protein. The truncated 

peptide 25 showed movement in Arg148 consistent with the antiparallel β sheet 

formed in previous studies, however no other residues in the vicinity of the cis-Pro loop 

gave rise to CSPs. Perturbations of Gln35, Ser169, and Met171 more strongly 

supported binding within the hydrophobic groove, as predicted by the crystallographic 

binding pose. Similarly, binding of C5A peptide 24 was suggested to occur primarily 

within the main substrate binding site (Figure 2.4). Residues along the α1 helix which 

contains the catalytic motif and forms the top of the groove are affected by the 

presence of the peptide, however, as with 25, no residues preceding or within the  

cis-Pro loop show significant shifts. Phe29, which is implicated in binding of the SigA 

peptide, (229) along with adjacent residues of Tyr34 and Gln97 showed movement in 

the HSQC spectrum. These perturbations in both the hydrophobic groove and domain 

interface may be explained by the transient and non-selective binding of peptides to 

DsbA. Reports using different peptide sequences have provided evidence to suggest 

that peptides may bind in multiple poses along the surface of EcDsbA, however this 

has not been definitively proved (229, 244). 
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Figure 2.4: Characterisation of non-covalent interactions of 24 by 1H-15N HSQC. A) 1H-15N spectra of 

oxidised 15N EcDsbA (blue), incubated in the presence of 1 mM 24 (red) and 3 mM 24 (green).  

B) 1H-15N HSQC chemical shift perturbations caused by 3 mM 24 onto the crystal structure of EcDsbA 

(PDB ID: 1FVK) and coloured from white to red by the extent of CSP: minimum = 0.0 ppm (white) and 

maximum = 0.08 ppm (red), and unassigned (black).  
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The peptides were assessed for aqueous solubility via semi-quantitative 1D 1H NMR 

serial dilutions in D2O buffer (259). The peptide chemical shifts remained consistent and 

relative concentrations were calculated by the comparison of the peak integration to 

an internal standard (sodium trimethylsilylpropanesulfonate, DSS). This was used to 

determine the maximum assayable concentration with respect to the maximal solubility 

and no evidence of aggregation. KD values could not be assigned to 24 and 25 as the 

perturbations which occur at the highest peptide solubility are too small for reliable 

calculations. However, based on the magnitude of historical fragment CSPs the affinity 

was estimated to be in the low millimolar range (KD > 2 mM). This observation is also 

consistent with other studies being unable to quantify binding affinities for the  

non-covalent peptide analogues (242). 

 

2.1.2 Effects of a covalent peptide against EcDsbA  

In the presence of Ac-PWATCDS-NH2 (23) the 1H-15N HSQC resonances of oxidised 

wildtype EcDsbA backbone amides changed dramatically, suggesting the formation of 

an intermolecular disulfide species not previously recorded (Figure 2.5). No  

cross-peaks were consistent with either oxidised or reduced Cys30 or Cys33, implying 

that the new species was a complex corresponding to the disulfide intermediate of 

substrate peptide oxidation with DsbA. The magnitude of the changes observed in the 

1H-15N HSQC spectrum of EcDsbA did not allow for nearest neighbour approximations 

and required the backbone resonances of this complex to be reassigned. However, 

the acquisition of these experiments provided an opportunity to further interrogate the 

structural implications of substrate binding. 
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Figure 2.5: Comparison of redox states by 1H-15N HSQC. HSQC overlays of unbound oxidised (blue) 

and reduced (red) EcDsbA (100 µM) and in the presence of 1mM 23 (green).  

 

 

 

U-15N-13C labelled EcDsbA was complexed with covalent peptide 23 for the acquisition 

of double and triple resonance experiments used to assign amide backbone, Cα and 

Cβ resonances (experiments conducted by Dr Biswaranjan Mohanty, see chapter 8 

for experimental detail). Backbone amide resonance assignments were determined 

for 99 % of non-proline residues including His32, Ser106 and Phe129 which are not 

observed in the 1H-15N HSQC of oxidised EcDsbA.  Analysis of the H, N, C and C 

chemical shifts showed large changes in the two active site cysteines where Cys30 

completely broadened out in the 1H-15N HSQC and the Cβ shift for Cys33 was now 

consistent with the residue being in a reduced-like state. Additionally, His32, which is 

not observed in oxidised EcDsbA 1H-15N HSQC, can now be seen and is in a position 

which is inconsistent with the peak from the reduced spectrum. Random coil analysis 

on the Cα and Cβ environments was conducted against all three states; oxidised, 

reduced and the intermediate complex with the peptide, to determine any changes in 

secondary structure without the use of nuclear Overhauser effects (NOE)  
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(Figure 2.6) (260, 261). Random coil analysis involves the comparison of known chemical 

shift ranges for residues in unstructured peptides and the observed chemical shifts for 

the protein of interest. Secondary structure motifs can be identified by the local 

densities of positive or negative deviations from the random coil shift values, with a 

string of positive values indicating the presence of an α helix and a string of negative 

values indicating a β sheet. While the global folds between the states were mostly 

unchanged the regions of biggest discrepancy were at the active site and the cis-Pro 

loop. The structural order of Cys30 and Pro31 in the complex appears to be between 

those of oxidised and reduced while the adjacent residues along the α1 helix  

(His32 – Gln35) appear almost identical to the state of the reduced protein. The  

cis-Pro loop from Val150 – Ala152 which are the same for oxidised and reduced now 

shows less flexibility and takes on the properties of a well ordered β sheet. This may 

be due to the known hydrogen bonding interactions with the backbones of substrates 

in this area.  
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Figure 2.6: Secondary structure determination by random coil shift analysis. Overlays of ΔCα - ΔCβ 

(ppm) for oxidised (blue), reduced (red) and complexed (green) EcDsbA against residue number. 

Estimated positions of α helices (grey cylinder), β sheets (grey arrow) and unstructured loops (grey line) 

shown under graph.  
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Mapping of the difference in the weighted average of 1H and 15N chemical shifts from 

the mixed state against the oxidised and reduced proteins showed affected areas 

similar to those described above (Figure 2.7). Despite the Cα and Cβ environments 

for the redox states showing minimal changes, the perturbations between the 1H-15N 

HSQC spectra are significant. The CSP profile is similar to that observed for the  

non-covalent peptides 24 and 25, where the main effects are along the α1 helix and 

Phe29 and Tyr34 amongst the most affected. Residues Phe63 – Gly66 form a type IV 

β turn to connect the thioredoxin and inserted α helical domains and this turn is 

believed to act as a hinge in domain motion (243). These residues show large 

perturbations in the 1H-15N HSQC spectra for the disulfide bond complex and are 

visible only in the formation of the intermolecular bond and not detected in the binding 

of non-covalent peptides 24 and 25. Although there are some perturbations observed 

within the hydrophobic groove they are dwarfed by those along the domain interface. 

This suggests that binding of this peptide is more consistent with the pose for the SigA 

derived peptide (229) than the crystal structure obtained with the DsbB peptide  

analogue (242). Furthermore, the areas of greatest change coincide with the protein 

areas where dynamics were observed by relaxation-dispersion NMR studies (233).   
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Figure 2.7: 1H-15N HSQC chemical shift perturbations caused by 23 labelling. CSP against (A) oxidised 

and (B) reduced EcDsbA mapped onto the crystal structure of EcDsbA (PDB ID: 1FVK) and coloured 

from white to red by the extent of CSP: minimum = 0.0 ppm (white) and maximum = 0.5 ppm (red), and 

unassigned (black).  
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2.2 Characterisation of reaction kinetics for peptide oxidation 

As the peptide contained a cysteine residue it was expected that oxidised EcDsbA 

would facilitate the dimerisation of peptide 23. However, it was also found that the 

peptide was susceptible to oxidation by the aqueous buffer conditions in the absence 

of EcDsbA. Therefore, the rate of oxidation in both the presence and absence of 

EcDsbA was monitored and compared. To investigate the rate at which EcDsbA 

catalysed the formation of a disulfide bond between two molecules of mono-cysteine 

peptide 23 the populations of reduced and oxidised dimerised peptide were followed 

by 1D 1H NMR. Proton signals corresponding to the Trp2 residue of the peptide where 

isolated from all others and did not overlap when in the monomer or dimer state. 

Relative peak height and integration of the monomer/dimer signals were used to 

monitor reaction completion (Figure 2.8). The conversion of 23 to its corresponding 

dimer by aerial oxidation in aqueous conditions occurred so rapidly (< 10 mins) that 

reduced peptide was never observed. In order to slow the peptide oxidation, the 

sample was placed under an atmosphere of nitrogen (in addition to the degassed 

buffer) which caused the extension of the reduced peptide’s half-life to 3.5 days.   

 

The addition of 23 to oxidised EcDsbA saw a mixed disulfide intermediate form rapidly 

(< 30 mins) under both an atmosphere of air (aerobic conditions) or nitrogen. This 

implies that oxidised DsbA can rapidly react with reduced mono-cystine peptide 23 to 

form the complex prior to background peptide dimerisation. No proton signals 

consistent with the reduced form of peptide 23 were ever observed in the presence of 

oxidised EcDsbA in aerobic conditions and therefore a peptide half-life could not be 

calculated (Figure 2.8). Nevertheless, the peptide and oxidised EcDsbA formed the 

protein-peptide complex which was stable for 21 – 28 days. Purging the sample’s air 

with nitrogen gas reduced aerial oxidation and prolonged the life of the intermediary 

complex, which now resolved in 33 – 56 days, with a peptide half-life of 4.3 days. 

However, the 95% confidence intervals of the half-lives in the presence and absence 

of EcDsbA overlaps. Therefore, this does not allow us to determine if this reaction was 

being catalysed by the protein. 
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Figure 2.8: Peptide oxidation time course by 1H NMR. Overlay of proton signals corresponding to 

reduced (10.18 ppm) and oxidised (10.08 ppm) peptide 23 in the presence of oxidised EcDsbA and 

under A) an atmosphere of air or B) an atmosphere of nitrogen. C) Half-life of reduced peptide 23 in the 

presence of oxidised EcDsbA and under an atmosphere of nitrogen calculated using the normalised 

peak integration of 1H NMR signals. 

 

 

Ethylenediaminetetraacetic acid (EDTA) was introduced to further reduce background 

oxidation by the means of metal coordination. This resulted in an extension of peptide 

half-life by up to 20 hours, and increased the stability of the disulfide complex by up to 

seven days. Reducing the stoichiometric ratio of peptide to protein to 1:1 (as opposed 

to 10:1) still resulted in the mixed disulfide intermediate. As no peaks correlating to the 

oxidised protein were observed it was assumed that the peptide fully labelled the 
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protein and no free ligand was left in solution. It was thought that the removal of free 

peptide would slow the degradation of the complex, however, its residency was 

reduced by five days.  

 

Surprisingly the resolution of the complex always resulted in the observation of 

oxidised peptide and oxidised EcDsbA with no trace of reduced peptide or reduced 

EcDsbA. Mechanistically it would be expected that the cysteine of peptide 23 would 

undergo nucleophilic attack by its corresponding cysteine in a free molecule of 23 

thereby releasing reduced EcDsbA and oxidised peptide. Reduced EcDsbA is stable 

in solution for ~ 10 days before aerial oxidation converts it into oxidised EcDsbA. As 

there was never any indication of the presence of reduced EcDsbA in the 1H-15N 

HSQC spectra, the mechanism of DsbA introducing the peptide’s disulfide bond and 

regenerating oxidised protein through aerial oxidation is not supported. In lieu of this 

mechanism, it would be expected that the interaction with EcDsbA is reversible. This 

would insinuate that the accumulation of oxidised peptide is caused by background 

oxidation only and would explain why reduced protein is not observed. Furthermore, it 

would provide a reason as to why the half-life of the peptide did not decrease in the 

presence of EcDsbA. Conversely, the formation and stability of the mixed disulfide 

complex under an atmosphere of air does not support this theory. If a reversible 

reaction was occurring between the reduced peptide and oxidised protein the 

intermediate state should not be formed under air as the half-life of the reduced peptide 

in these conditions is < 30 mins.  

 

Although this system was designed to investigate how oxidised DsbA interacts with 

reduced peptide, it is also possible that any reduced DsbA released into solution was 

reacting with oxidised peptide. As the peptide is derived from EcDsbB it would not be 

surprising if the oxidised peptide was able to bind to the reduced protein and react 

rapidly. The addition of reduced peptide to reduced EcDsbA generated a 1H-15N HSQC 

profile identical to the chemical shift profile for the complex obtained by reacting 

reduced peptide with oxidised EcDsbA under the same conditions. The complex was 

also formed by the reduced protein at the same rate as it was formed when beginning 

with oxidised protein (< 30 mins). This shows that the bond is not formed exclusively 

between oxidised EcDsbA and reduced peptide as < 30 mins is not long enough for 
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the reduced protein to have undergone background oxidation. However, the complex 

formed by mixing reduced peptide and reduced EcDsbA was only visible for 10 – 17 

days and still resolved to oxidised peptide and oxidised protein. This was 2 – 3 times 

shorter than the complex formed with the reduced peptide and oxidised EcDsbA which 

was stable for 33 – 56 days. The ability of reduced EcDsbA to rapidly react with the 

peptide may explain why the reduced protein was never observed by HSQC and 

suggests that the trace amounts of reduced protein may play a role in turnover of the 

complex. 

  

2.3 Conclusions and future directions 

Previous studies have attempted to characterise the interactions between EcDsbA and 

its substrates, however, due to the transient nature of their interactions have had to 

rely on mutated proteins or stabilised non-disulfide covalent (thioether) intermediates. 

This work details the first time the native enzyme has been captured in an 

intermolecular disulfide bond with an unmodified peptide in physiologically relevant 

conditions. 

 

Through the use of HSQC perturbations caused by binding of non-covalent peptides 

it was confirmed that binding occurs at the hydrophobic groove in a solution state. 

Although formation of an antiparallel β sheet between substrates and the protein are 

conserved in crystal structures the residues involved were not affected by the 

presence of these non-covalent version of the peptide. In concordance with previous 

studies it was found that the non-covalent interactions were of very low affinity  

(KD > 3 mM) and were not able to be quantified. Fragment binders which are known 

to bind in the hydrophobic groove generally have KD values an order of magnitude 

lower than estimated for these peptides and introduction of a covalent labelling motif 

is likely to yield an efficacious inhibitor. 

 

It is clear that aerial oxidation plays a major role in the oxidation of the mono-cystine 

peptide as well as resolution of the covalent intermediate. This was shown by the 

prolonged presence of the intermolecular disulfide bond when the protein-peptide 

complex was placed in an inert atmosphere and/or in the presence of EDTA. However, 
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the mechanism of the resolution of the covalently linked peptide-protein complex 

remains ambiguous. It is possible that the system is undergoing a 1:1 reversible 

binding event in a similar fashion observed by Duprez et al (242). The mechanism 

proposed in that study requires Cys33 of EcDsbA to attack Cys30 to regenerate the 

original states of oxidised protein and reduced peptide. Alternatively, the complex 

could be resolved by the attack of the free thiol of a secondary peptide on the 

intermolecular disulfide bond to release the dimerised peptide and reduced EcDsbA. 

Each of these potential mechanisms have discrepancies with the observations made 

by NMR. Firstly, the disulfide bond was formed between the reduced peptide and both 

oxidised and reduced EcDsbA. This implies that if the system begun with the reduced 

protein a reversible binding event would regenerate reduced peptide and reduced 

protein. The resolution of the complex did not result in either 1D 1H or 1H-15N HSQC 

NMR spectra with profiles consistent with the presence of reduced peptide or reduced 

protein. Furthermore, as the reduced protein was never observed by 1H-15N HSQC it 

is unlikely that the intermolecular bond was resolved by the mechanism expected by 

the traditional peptide/EcDsbA/EcDsbB oxidation cycle. This further highlights the 

difficulty in determining the exact mechanisms, stabilities and reaction rates for the 

covalent reactions of substrate or small molecules with EcDsbA. 

 

Regardless of the difficulty in determining the exact mechanisms these studies have 

provided insights that will be useful for future medicinal chemistry campaigns. Notably 

a peptide functionalised with a free cysteine was able to trap EcDsbA in a stable 

intermediate, that is consistent with inhibition of DsbA activity (242). Furthermore, the 

complex was formed by targeting both redox states and did not undergo drastic 

conformational changes upon labelling. High-resolution crystal structures have 

already been solved and together these observations suggest that a small molecule 

or fragment could be developed into a covalent inhibitor of EcDsbA using a thiol 

warhead and traditional structure-based drug design techniques. 
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A major challenge faced in fragment-based drug design is the low binding affinity 

inherent in most initial fragment hits. It is often the case that many rounds of medicinal 

chemistry, generally heavily reliant on a knowledge of the structure of the fragment 

bound to its protein target, is required for optimisation of fragments into higher affinity 

compounds (67). Recently there has been a resurgence within the pharmaceutical 

industry to implement strategies to develop compounds which covalently modify their 

protein targets (144, 152). These are particularly applicable in the context of  

fragment-based drug design, as the addition of a covalent “warhead” allows for a rapid 

increase in potency. There are now several examples where it was possible to 

generate highly potent, and selective fragments either by attaching a fragment that 

binds to a target to an initially identified reactive motif or attaching an electrophilic 

functional group to a known fragment binder (80, 141).    

 

The reactivity of a functional group can be modulated by the properties of the chemical 

scaffold to which it is attached, greatly affecting the ability of a covalent modifier to 

label its target. Non-covalent protein interactions involving the chemical scaffold 

attached to the reactive functional group are thought to increase the rate and 

selectivity of the reaction by constraining the covalent warhead in close proximity to 

the reactive residues of the protein target. EcDsbA has a uniquely reactive catalytic 

site cysteine, which contains an active site cysteine residue (Cys30) that has a very 

low pKa of at ~3.5. This makes it ~1000 times more reactive than normal towards  

thiol-reactive functional groups (262). This increased reactivity due to the low pKa, 

results in the thiolate being the predominant form of Cys30 in reduced EcDsbA at 

physiological pH, and provides a great opportunity to design highly selective covalent 

inhibitors using a weakly thiol reactive functional group as a covalent warhead. 

 

Compounds that covalently bind to EcDsbA have been identified through the 

derivatisation of peptides derived from the sequence of the redox partner protein 

EcDsbB (242, 263), its co-factor ubiquinone (251) and an endogenous peptide substrate of 

EcDsbA, SigA (229). Furthermore, the characterisation of the mono-cysteine 

heptapeptide (chapter 2) has indicated that a stable ligand-protein conjugate can be 

formed by forming a disulfide bond between EcDsbA and a mono-cysteine peptide. 

This suggests that a similarly stable covalent complex could be replicated if a fragment 



83 

 

that bound adjacent to the active site of EcDsbA were to be appropriately 

functionalised with a free thiol. Furthermore, it was expected that suitable fragments 

with thiol warheads would act as inhibitors of EcDsbA. To test this hypothesis, a range 

of thiol-functionalised fragments was synthesised and tested. 

 

Purification of synthesised compounds prior to testing represents an extensive 

bottleneck in medicinal chemistry. The development of biophysical techniques to 

screen libraries of unpurified single compound reaction mixtures that contain the 

desired compound would largely mitigate this issue and aid in the prompt identification 

of high affinity binders. Currently there are examples of this strategy applied  

using SPR  (123-125), affinity-selection mass spectrometry (127) and X-ray  

crystallography (128, 129). SPR can be used to identify high affinity binders in unpurified 

reaction mixtures via analysis of the dissociation kinetics observed in sensorgrams. 

However, for this reason it is limited to analysis of compounds that bind non-covalently. 

X-ray crystallography is useful in characterising binding across a wide range of 

affinities and can give atomic level detail for binding events. In principle, X-ray 

crystallography can be used for analysis of both covalent and non-covalent binding. 

However, some targets are not amenable to crystallisation and the process of data 

acquisition, analysis and refinement can be time consuming. Mass spectrometry is 

able to detect the exact mass of protein adducts, unequivocally identifying the bound 

mixture component and its reaction stoichiometry with the target. It is ideal as only 

small amounts of reagents (both protein and compound) are required for screening, 

however in order to determine the site of labelling more involved experiments are 

necessary (such as trypsin digests). Using NMR to screen a library of reaction 

mixtures would provide an orthogonal method, with reasonable throughput, for 

characterisation of compound interactions and covalent complex formation. These 

experiments would provide residue-specific, structural information about the binding 

event. The information acquired by mass spectrometry and NMR complement each 

other well and together they provide a promising avenue for screening libraries of 

crude products for potential covalently modifying compounds.  
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In this chapter we aimed to develop new NMR techniques to screen libraries of 

reaction mixtures and apply these in conjunction with mass spectrometry to covalently 

modifying thiol functionalised small molecules as potential EcDsbA inhibitors. 

 

3.1 Structural analysis of small molecule inhibitors 

Previous optimisation of small molecules as EcDsbA inhibitors within the group  

has yielded crystal structures of multiple scaffolds and their elaborated  

analogues (128, 233, 252, 253). An analysis of in-house crystal structures was undertaken 

to identify a suitable fragment for expansion with a reactive thiol. Two series of 

compounds, benzyl thiazoles (233) and diaryl ethers (253), are known to bind with mid 

µM to low mM affinity along the hydrophobic groove, adjacent to the active site of 

EcDsbA (Figure 3.1, 3.2). Compounds that provide synthetic handles or vectors which 

could be expanded toward the catalytic cysteines with a thiol warhead were required 

for development of thiol inhibitors.    

 

The series built upon the benzyl thiazole core gave 38 high resolution crystal 

structures where ligands show unambiguous binding poses. The core consistently 

adopts planar poses along the hydrophobic groove with most optimisation focussing 

on extending out of the groove toward the hydrophilic region. The consistent 

interactions made in this series are face-face or face-edge π-π stacking interactions 

with aromatic residues His32, Phe36, Phe174. In addition, the most developed 

compounds in the series form a hydrogen bond to the sidechain of Gln164  

(Figure 3.1). As π stacking interactions with His32 were found to be a key element of 

the pharmacophore for this binding pocket, most of the efforts to improve the binding 

affinity of this series involved the design of analogues that were intended to make 

additional interactions by adding polar substituents to the core that expanded toward 

the hydrophilic region. As a result of this strategy, there were only five compounds that 

contained expansion vectors that projected towards the active site of EcDsbA, and of 

these five, only amide 26 and sulfonamide 27 maintained the conserved core binding 

pose (Figure 3.1). These two benzyl thiazole compounds which provided a potential 

expansion vector showed low affinity KD’s of > 1 mM and LE < 0.15. 
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Figure 3.1: Binding modes of benzyl thiazole fragment series. A) Conserved interactions of the benzyl 

thiazole core with interactions shown as yellow dashes, fragments shown as coloured sticks, protein 

residues of the hydrophobic groove shown as grey sticks. B) Binding affinity characterisation of 

fragment analogues C) Overlay of benzyl thiazole analogues with expansion vectors towards the active 

site. Catalytic cysteines shown as grey sticks, structural waters as red spheres, fragments as coloured 

sticks, fragments which did not maintain the optimised binding mode shown as transparent.  
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The second series containing the diaryl ether core, had produced 19 crystal structures 

where either full or partial ligand density was observed, which were available for 

analysis (further crystal structures have since been published (128)). The diphenyl ether 

analogues had a conserved binding mode for the two main aryl rings, consistently 

making π stacking interactions with His32, Phe36, and Phe174. Compounds with a 

para-nitrile group also maintained a hydrogen bond to the sidechain amide of Gln35 

(Figure 3.2). Compounds with the 2-methyl benzonitrile ring were found to have 

generally higher affinities, presumably due to their ability to make the best hydrophobic 

contacts within the right-hand side of the hydrophobic groove. The opposing ring 

showed that para substituted acids bound in almost identical poses, made a hydrogen 

bond to His32 and provided a direct vector toward the active site. Additionally, 

amidation of this carboxylic acid generated many alkyl amides that expanded from this 

vector and filled part of the channel between His32 and Val150 leading to the active 

site Cys30 and Cys33, suggesting that optimisation of these compounds would be 

able to reach the active site (Figure 3.2).   
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Figure 3.2: Binding modes of diaryl ether fragment series. A) Conserved interactions of the diaryl ether 

core with interactions shown as yellow dashes, fragments shown as coloured sticks, protein residues 

of the hydrophobic groove shown as grey sticks, structural waters shown as red spheres. B) Binding 

affinity characterisation of fragment analogues. C) Overlay of diaryl ether analogues with expansion 

vectors towards the active site. Catalytic cysteines shown as grey sticks, structural waters as red 

spheres, fragments as coloured sticks, fragments which did not maintain the optimised binding mode 

shown as transparent.  
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The carboxylic and sulfonic acid functionalised ethers 28 and 29 had a similar vector 

as seen in benzyl thiazoles 26 and 27, however they had higher affinities, with KD 

values of 490 ± 20 µM and 530 ± 30 µM respectively, and both had LE values > 0.2 

(Figure 3.2). This suggested that these compounds were more developable than the 

benzyl thiazoles and therefore, the covalent compound library was designed around 

diphenyl ethers 28 and 29.  

 

3.2 Design of targeted thiol fragment series 

The side chains of Cys30 and His32 from the catalytic motif of EcDsbA show 

conformational flexibility in different crystal structures, which include the protein in 

different redox states as well as bound complexes with peptide substrates  

(Figure 3.3a). Cys33Ala mutations of EcDsbA have also been used to capture 

complexes with intermolecular disulfide bonds in order to prevent substrate  

turnover (222, 229).  The structure of unbound wildtype EcDsbA (PDB ID: 1FVK (243)) is 

most often used for non-covalent docking calculations and is one of the higher 

resolution structures available. However, it was reasoned that a structure with a 

covalently labelled Cys30 would provide more relevant protein conformation for 

designing and evaluating potential covalent fragments. A structure of the complex of 

EcDsbA bound with redox partner EcDsbB (PDB ID: 2HI7 (222)) was considered for use 

in covalent docking calculations, however due to the low resolution of this structure 

(3.7 Å) and the uncommon rotamer observed for His32, this was determined to be 

unsuitable. Therefore, the structure of EcDsbA in complex with a short peptide derived 

from the loop of EcDsbB which binds within the hydrophobic groove (PDB ID:  

4TKY (242)) was selected and prepared for docking studies (see chapter 8 for full 

experimental details).  

 

The diaryl ether core was enumerated with alkyl thiols either directly attached to the 

core, or attached via an amide or sulfonamide and covalently docked to EcDsbA 

(Figure 3.3b, table 3.1). A short (1 carbon), medium (5 carbon) or long (10 carbon) 

alkyl chain was explored to approximate the number of heavy atoms required to retain 

the binding pose of the parent compounds 28 and 29. None of the long alkyl chains 

maintained the correct poses with the diaryl ethers flipping ring orientations, losing the 
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hydrogen bonding interactions with His32 and the chain itself did not sit close to the 

protein surface. The 5 carbon linkers either maintained their binding poses or resulted 

in minimal movement of the core. Although the interactions with His32 were lost, it was 

often due to the wrong orientation of the linker and not due to the extreme relocation 

of the amide/sulfonamide as seen with the longer linkers. The shortest linkers caused 

the compounds to shift leftwards away from the hydrophobic groove and toward the 

active site. This lost the nitrile interaction with Gln35 and significantly weakened their 

hydrogen bonds to His32 (now ~ 3.6 – 3.8 Å away), however they did gain a hydrogen 

bond to the backbone of Val150. These docking results suggest that amines with  

2 – 5 heavy atoms between the nitrogen of the linker and the terminal thiol would 

provide the most ideal geometry without perturbing the fragment binding pose within 

the groove. The desire to constrain the compound warhead within close proximity of 

the active site led to the decision to restrict the flexibility of the linker by using 5- and 

6-membered rings.   
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Table 3.1: Observations from covalent docking with alkyl thiols. 

 

 

R = Observation 

 

Shifted core to the left, replaced interaction between amide 

and His32 with Val150 

 

Shifted core to the right, lost interaction between amide and 

His32 (wrong orientation) 

 

Core flipped vertically and shifted to the right, lost 

interaction between amide and His32 (too far away) 

 

Shifted core to the left, flipped nitrile ring, replaced 

interaction between sulfonamide and His32 with Val150 

 

Core did not shift but flipped vertically, lost sulfonamide 

interactions to His32 (too far away) 

 

Core flipped vertically, sulfonamide lost interactions with 

His32 (too far away) 

 

Core binding adjacent to His32 instead of inside the 

hydrophobic groove 

 

Maintained binding pose and orientations 

 

Core shifted left (almost out of the hydrophobic groove) and 

flipped vertically 
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A targeted library of amines was designed by filtering commercially available 

compounds for the desired size and functional groups, covalently docked and selected 

from the best poses. Initially the commercially available building blocks from eMolecule 

were filtered to identify amines which had a terminal thiol or could undergo minimal 

functional group manipulations to form a terminal thiol (thioesters, alcohols, and alkyl 

halides, figure 3.3c). These compounds were then converted to the terminal thiols and 

grouped by the resulting product. They were then filtered to exclude compounds larger 

than 15 heavy atoms (this allowed for protection groups to be included), did not include 

a 5- or 6-membered ring and were manually inspected. A series of 92 reagents were 

then reacted in silico and converted to the desired fragment linked thiol analogues of 

ethers 28 and 29. These analogues were then covalently docked to EcDsbA using 

CovDock (264) (Figure 3.3d).  

 

The compounds with the lowest energy conformations were able to form additional 

hydrogen bonds to His32, Val150 or Pro151. The compounds which gained one or 

more of these interactions and maintained the binding pose of the parent diary ethers 

were considered for the small thiol library. The functional group manipulations for the 

compounds was to be conducted by parallel synthesis in 96 well plates and so they 

were purchased as the alcohol functionalised amines (30 – 37, Figure 3.3e). 
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Figure 3.3: Covalent molecular docking of thiol containing compounds. A) Overlay of available EcDsbA 

crystal structures. Overlay of the catalytic motif shown as sticks for oxidised EcDsbA (PDB ID: 1FVK, 

green), in complex with EcDsbB (PDB ID: 2HI7, EcDsbA as cyan sticks, EcDsbB as light grey sticks) 

and in complex with peptide substrate (PDB ID: 4TKY, EcDsbA as magenta sticks, peptide as light grey 

sticks) with structural waters shown as red spheres. B) Overlay of molecular docking results for alkyl 

chain linkers with the active site shown as grey sticks, bound poses shown as coloured sticks, and 

crystal structure of diaryl ether 28 shown as transparent purple sticks. C) Searching parameters for 

amine reagents for the targeted library. A denotes any atom and X is either a Cl, Br, I, OH or a thioether. 

D) Covalent docking results for targeted library showing new interactions (yellow dashes) between 

EcDsbA (grey sticks and surface) and predicted analogue poses (coloured sticks). E) Amino-alcohol 

reagents selected for the synthesis of the targeted thiol library. 
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3.3 Parallel synthesis of thiol fragments 

3.3.1 Synthesis of diaryl ether precursors 

Formation of the diaryl ether compounds 38 and 39 was achieved via a  

copper-mediated Ullmann coupling between 4-bromo-2-methylbenzonitrile and a para 

substituted phenol in moderate yields (30 – 58 %, Scheme 3.1). The methyl ester 38 

was hydrolysed to the desired carboxylic acid 28 by lithium hydroxide as confirmed by 

the loss of the methyl signal in 1H NMR at δ 3.72 ppm and m/z of 266.8 [M-H]-, 

consistent with current literature (128).    

 

To obtain sulfonic acid 29, initial Ullmann coupling with 4-bromo-2-methylbenzonitrile 

and 4-hydroxylmethyl phenol gave alcohol 39. Attempts to then convert alcohol 39 into 

a suitable leaving group started with bromination using N-bromosuccinimide and 

triphenylphospine. The reaction was monitored by 1H NMR and it was observed that 

the benzylic protons shift upfield from δ 4.72 ppm to δ 2.75 ppm, consistent with 

bromination. The bromide 40 however, proved to be unstable during purification and 

the crude bromide product was therefore reacted with sodium sulfite to yield the 

desired sulfonic acid product 29 in low yields (10 – 23 %). As the sulfonic acid 29 was 

a key precursor to undergo a further four synthetic steps to obtain the thiol compounds 

an improved synthesis was investigated. The observed instability of the bromide was 

initially addressed via formation of the tosylate or mesylate from alcohol 39 with the 

corresponding sulfonyl chloride in DCM at 0 C. Formation of the tosylate was 

observed in LCMS with peaks at 221.9 m/z [M]+ and 170.8 m/z [M]- corresponding to 

the diphenyl ether benzyl cation and tosylate anion respectively, correlated to a new 

LC UV/Vis peak. However, upon addition of sodium sulfite no product was formed. 

Mesylation was conducted under the same conditions, the crude material 41 was 

treated with sodium sulfite and gave the desired sulfonic acid 29 in good yields  

(52 – 75 %) over two steps. 
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Scheme 3.1: Synthesis of parallel thiol library and precursors. Reagents and conditions:  

a) N,N-dimethylglycine hydrochloride, Cs2CO3, Cu(I)I, 1,4-dioxane, 120 ̊C, 18 h b) LiOH(aq), THF, H2O, 

RT, 18 h c) N,N-dimethylglycine hydrochloride, Cs2CO3, Cu(I)I, 1,4-dioxane, 120 ̊C, 18 h d) Et3N, 

methanesulfonyl chloride, DCM, 0 ̊C, 4 h. Sodium sulfite, EtOH, H2O, 60 ̊C, 20 h  

 

 

3.3.2 Microscale synthesis of thiol functionalised analogues 

With both the key precursor carboxylic acid 28 and sulfonic acid 29 obtained in 

moderate yields the synthetic pathway to convert amino-alcohols to the corresponding 

fragment coupled thiols was investigated as a parallel microscale library synthesis. 

Initially a four steps synthesis, starting with acylation/sulfonylation of the amine via the 

acid chloride/sulfonyl chloride, halogenation of the alcohol, S-alkylation to the thiourea, 

and hydrolysis to the free thiol was proposed (Scheme 3.2) (265). This synthesis was 

selected as the conditions and reagents used in these transformations were generally 

compatible with the use of microscale in thinly glass-coated 96-well plates, allowed for 

consistent conditions for both carboxylic acid 28 and sulfonic acid 29, and used volatile 

reagents, hoping to reduce the amount of by-products remaining in the parallel 

microscale reaction mixture for screening.  

 

Acid precursors 28 and 29 were added to triethylamine in thionyl chloride at room 

temperature to provide the corresponding acid chloride 42 and sulfonyl chloride 43 in 

quantitative yields (as determined by LCMS). This was followed by microscale 

acylation/sulfonylation with triethylamine in MeCN and after 18 hours the reaction was 

evaporated under vacuum. Product purities were estimated using LCMS and all 

reactions showed an m/z corresponding to the desired product with purities between 

15 – 60 % measured by UV/Vis peaks at 215/254 nm. 
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The crude product mixtures were then redissolved in chloroform and treated with 

thionyl chloride to afford the chlorides in purities between 10 – 35 %, with m/z profiles 

showing a 3:1 isotopic abundance consistent with the presence of a single chlorine. 

Alkylation of thiourea with the crude chlorides in DMF resulted in LCMS spectra with 

many UV/Vis peaks. Although the thiourea analogues did not always provide distinct 

peaks the expected m/z for the desired products were observed. The reactions for 

which clear UV absorption data were observed saw purities of 4 – 35 %, suggesting 

almost quantitative conversion of the alkyl chlorides. 

 

The isothiourea fragments were treated with sodium hydroxide for 4 hours after which 

the reactions were quenched with hydrochloric acid. Conversion to the free thiol was 

difficult to determine unambiguously as many by-products and previous intermediates 

overlapped or obscured peaks in the LCMS. Nonetheless, 50 % of reaction mixtures 

were determined to have the presence of the thiol compound by observation of the 

desired m/z corresponding to a peak in the UV/Vis trace. The carboxylic acid core and 

its sulfonic acid counterpart performed equally well, however the 6-membered 

aromatic amines 47 – 49 and 55 – 57 gave the best results having successfully reacted 

with both cores and giving the best purities over four steps (10 – 35 %). 

 

After concentration of the reactions, d6-DMSO stocks of the crude products were made 

to a nominal 100 mM concentration based on complete conversion over all four steps 

of the synthesis.  
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Scheme 3.2: Synthetic route for parallel synthesis of the targeted thiol library. a) 28 or 29, thionyl 

chloride, RT, 2 h. Amine, Et3N, MeCN, 25 ̊C, 18 h b) thionyl chloride, CHCl3, RT, 19 h c) thiourea, DMF, 

RT, 12 h d) NaOH(aq), RT, 4 h.  

 

 

Table 3.2: Purity of parallel reaction mixtures for compounds 44 – 59. Purity over the four steps was 

calculated by UV absorbance at 254 nm by LCMS. The purity was reported as the UV absorbance of 

the desired product as a percentage of all UV active peaks at 254 nm.   

 

 

  

Compound no. R1 R2 Reaction purity (%) 

44 

 
 

8 

45 

  

4 

46 

  

24 

47 

  

35 

48 

 
 

31 
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Compound no. R1 R2 Reaction purity (%) 

49 

  

19 

50 

  

15 

51 

  

17 

52 

 
 

7 

53 

  

0 

54 

  

4 

55 

  

10 

56 

  

10 

57 

  

28 

58 

  

28 

59 

  

0 
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3.3.3 Covalent labelling of EcDsbA by unpurified reaction products  

To assess the ability of each of the thiol-modified fragments to react with EcDsbA, 

each synthetic product was added at a notional concentration of 1 mM, without further 

purification from the reaction mixture, to 100 µM EcDsbA. After 5 hours of incubation, 

the extent of cysteine labelling was assessed by LCMS. No crude products gave MS 

peaks expected for the covalent attachment of the corresponding thiol-fragment 

product. 

 

In order to ensure that the crude products did not cause protein precipitation, unfolding 

or degradation prior to LCMS analysis, a comparison was conducted of 1H NMR 

spectra of the purified protein alone, the protein incubated with the reaction mixture of 

45, and the reaction mixture in the absence of protein (Figure 3.4a). The spectrum of 

the reaction mixture suggested the presence of multiple compounds in the aromatic 

region, consistent with the low conversion to the thiol observed by LCMS. Overlay of 

the three samples showed that neither the protein nor the crude products showed any 

clear change when incubated together.  

 

To assess whether the conditions of the LCMS assay was causing the fragmentation 

of covalently attached adducts, 1H-15N HSQC experiments were recorded for EcDsbA 

after incubation for 5 hours with the mixture containing the target thiol which gave the 

highest purity, 47. Following acquisition of the HSQC of the protein in the presence of 

the reaction mixture at a final d6-DMSO concentration of 2 %, the sample was 

subjected to size exclusion chromatography in order to remove any free starting 

materials, reagents or by-products. Comparison of the spectra prior to and after the 

size exclusion purification was expected to allow distinction between non-covalent and 

covalent protein interactions. Although minor CSP were observed in the spectrum of 

EcDsbA after the initial incubation of the reaction mixture, they were not observed 

following size exclusion chromatography (Figure 3.4b). This indicated that the CSP 

were not caused by covalent labelling but by non-covalent interactions of reaction 

mixture components with EcDsbA.   
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Figure 3.4: Characterisation of crude products by NMR. A) 1H NMR spectra of 1 mM crude product 45 

(green), 1 mM crude product in the presence of 100 µM oxidised U-15N-EcDsbA (red) and 100 µM 

oxidised U-15N-EcDsbA (blue). B) 1H-15N spectra of oxidised100 µM U-15N EcDsbA (blue), incubated in 

the presence of 1 mM crude product 47 (red) and incubated sample after a size exclusion column  

(SEC, green).   

 

 

It was hypothesised that these results may have been caused by false positives in 

thiol identification by LCMS during parallel synthesis, or dimerisation of the thiol 

products. We therefore undertook a more standard research scale synthesis and 

purification of a selection of the fragment-thiol analogues to address this concern. We 

anticipated that these authentic samples would allow us to validate the suitability of 

conditions used in the LCMS assay for analysis of the unpurified reaction mixtures. A 

similar approach has previously been used to validate conditions for screening 

unpurified reaction products using SPR and X-ray crystallography (125, 128).  

 

3.4 Synthesis of thiol fragments as pure compounds 

Three amino alcohols were chosen for batch scale synthesis. Amino alcohols 32, 34 

and 36 were selected to sample the different reactivities, linker geometries and ring 

systems in the targeted library. As non-covalent interactions modulate and contribute 

to the binding of covalent inhibitors replacement of the diaryl ether fragment was also 

replaced with an unsubstituted benzene ring as control compounds. Initial attempts to 

sulfonylate each amine with sulfonyl chloride 43 failed to show any product, hence 
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EDC coupling conditions were attempted with both the sulfonic acid 29 and carboxylic 

acid 28. EDC coupling with carboxylic acid 28 showed minimal product conversion 

with amino thiazole 36 and pyridinyl amine 34, with the major component by LCMS 

consistent with the EDC activated carboxylic acid intermediate. Although there was 

some evidence of the desired product in the crude product the pure product was 

unable to be isolated. EDC coupling of carboxylic acid 28 with morpholine 32 did not 

show any evidence of product formation.  

 

As only a small amount (500 mg) of the amino alcohol library reagents was purchased 

and some reagents were sterically hindered, alkyl amino alcohols, 3-aminopropanol 

and 6-aminohexanol, were used in the further optimisation of reaction conditions as 

they are also desirable analogues for investigation of covalent binding to EcDsbA. The 

EDC coupling of sulfonic acid 29 and 6-aminohexanol was monitored by TLC and 

LCMS, however no indication of product formation was observed and only starting 

material sulfonic acid 29 was recovered. 3-Aminopropanol however, did give the 

desired sulfonamide 60 in 7 % yield. 6-Aminohexanol and 3-aminopropanol were 

successfully coupled with carboxylic acid 28 using EDC in moderate yields  

(61 and 62, 49 and 66 % yields, respectively). These amide couplings were replicated 

using commercially available benzoic acid in place of carboxylic acid 28 with 

comparable results (63 and 64, 55 and 42 % yields, respectively). As sulfonic acid 29 

showed little or no conversion to the sulfonamides and carboxylic acid 28 showed 

moderate yields of the amides, benzoic acid was used to optimise the chemistry and 

conditions to save resources during synthesis optimisation (Scheme 3.3). 

 

Hence, phenyl amido alcohols 63 and 64 underwent chlorination using thionyl chloride 

and the transformation was confirmed by the loss of hydroxy protons at δ 6.71 and 

4.31 ppm in their 1H NMR spectra, respectively, and LCMS showing m/z profiles 

consistent with chlorinated compounds 65 and 66. Nucleophilic substitution of 

chloropropyl 66 to the isothiourea 67 failed to yield any desired product as assessed 

by 1H NMR and LCMS with the reaction showing unknown by-products and no starting 

material was able to be recovered. The treatment of chlorohexyl 60 with thiourea was 

successful with product identified by LCMS. However subsequent column 

chromatography purification attempts and characterisation by 2D TLC indicated that 
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the desired S-alkyl product 68 was unstable on silica. Further attempts to precipitate 

the desired product, recrystalise or triturate the crude material failed to give high purity 

isothiourea 68 product. Hence, for these reasons the crude product of 68 was used in 

the next step without purification. 

 

 

 

Scheme 3.3: Synthesis of benzoic acid analogues. Reagents and conditions: a) EDC.HCl, HOBt, DMF, 

N2, RT, 16 – 18 h b) thionyl chloride, chloroform, 0 oC – RT, 1 h, 80 oC, 16 h c) thiourea, DMF, N2,  

120 oC, 3 h d) 1 M NaOH(aq), RT, 1 h 

 

 

Deprotection of 68 was achieved using NaOH (aq. 1 M) and loss of urea was supported 

by the observed 237.1 m/z corresponding to [M+H]+ of the desired thiol by mass 

spectrometry. However, a minor m/z corresponding the 473.1 [2M+H]+ ion was also 

seen and suggested the presence of the disulfide dimer by-product 69. Unfortunately, 

the 13C NMR spectrum showed that the carbon α to the sulfur was at a chemical shift 

consistent with the disulfide rather than the reduced thiol (generally > δ 35 ppm 

oxidised, < δ 32 ppm reduced) (266). Although high conversion was observed in the 

reaction, the disulfide product 69 was only obtained in low yield after purification  

(< 5 %), however two major by-products were also obtained. These by-products had 

m/z peaks consistent with further oxidation to the sulfone and disulfone or sulfoxide 

analogues (489.0 [M+H]+, and 505.1 [M+H]+, respectively). It was clear from the 

compound instability, and oxidation problems observed while conducting step-wise 

synthesis of the fragment-thiol and benzamide-thiol analogues that this pathway was 
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not suitable for microscale parallel synthesis of thiol libraries and a new avenue had 

to be explored. 

 

Promising initial results from acylation/sulfonylation on microscale prompted us to 

focus on optimisation of the S-alkylation and deprotection steps. Utilising thioacetic 

acid as the source of sulfur nucleophile may alleviate stability issues as well as allow 

for milder S-deprotection conditions in an attempt to avoid disulfide formation and 

further oxidations (Scheme 3.4) (267). Alcohol 63 was therefore halogenated via an 

Appel reaction in the presence of triphenylphosphine and carbon tetrabromide to 

afford bromide 70 in a moderate yield (48 %). The thioester 71 was then formed by 

nucleophilic substitution with thioacetic acid and was confirmed by the appearance of 

acetyl protons at δ 2.32 ppm in the 1H NMR spectra. Subsequent cleavage with NaOH 

in water and acetonitrile at room temperature for 20 mins was then still found to give 

the disulfide 69 as the major product, similar to results observed during the thiourea 

synthesis. However, no evidence of further oxidation to sulfone and possibly sulfoxide 

species was observed with the milder hydrolysis conditions.  

 

 

 

Scheme 3.4: Synthesis of hexanethiol diaryl ether analogue. Reagents and conditions: a) EDC.HCl, 

HOBt, N2, DMF, RT, 16 h b) CBr4, Ph3P, DCM, 0 – RT, 2.5 h c) thioacetic acid, Et3N, EtOH, RT, 16 h 

d) NaOH(aq), MeCN, RT, 30 min 
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This improved synthetic strategy was then applied to fragment carboxylic acid 28, 

where a yield of 7 % was obtained for the Appel reaction halogenation to bromide 72. 

S-alkylation of thioacetic acid with bromide 72 to give thioester 73 proceeded with high 

conversion as judged by HPLC, however only 13 % of the desired product could be 

isolated. The stability of all intermediates on silica was examined by 2D TLC, which 

indicated that both the bromide and thioester were degrading under column 

chromatography conditions and this could explain the low isolated product yields.  

 

A small-scale test hydrolysis of the thioester to the terminal thiol confirmed that the 

conditions used with benzamide analogue also resulted in the formation of a disulfide 

bond giving diaryl ether dimer 74. It was evident that the free thiol would not be formed 

as the sole product, however an Ellman assay was used to interrogate the rate of the 

removal of the acetyl group and subsequent dimerisation. Ellman assays can be used 

to detect free thiols in solution by a change in colour and UV absorption caused by 

disulfide exchange of Ellman’s reagent (5,5'-dithio-bis-(2-nitrobenzoic acid), DTNB) 

with a free thiol (Scheme 3.5). This releases 2-nitrothiobenzoate (TNB) into the 

solution which becomes a strong yellow colour and can be tracked by absorbance at 

412 nm. It was hoped that we could use Ellman’s reagent as a trap for any desired 

free thiolate product and follow the reaction by LCMS to identify the reaction time of 

acetyl hydrolysis which would provide the highest yield of thiol. DTNB was reduced 

using sodium borohydride to obtain a pure sample of the assay product, TNB. The 

retention times and UV absorbance profiles for both compounds were obtained to be 

used as standards in the assay. Furthermore, a standard curve was generated using 

DTNB and a serial dilution of cysteine which was then measured at 412 nm using the 

same LCMS method to be used to track the reaction.  
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Scheme 3.5: General reaction scheme for free thiol detection by Ellman assay 

 

 

Aliquots of the acetyl cleavage of 73 were quenched every 5 minutes for 30 minutes 

using DTNB. Surprisingly none of the samples displayed the change in colour normally 

observed by the reduction of DTNB in the presence of free thiols. Analysis of the LCMS 

spectra indicated that the formation of the disulfide homodimer 74 occurred without 

the detection of the free thiol, indicating that it was unlikely that the free thiol would be 

able to be isolated. The lack of free thiol stability to even mild aqueous conditions lead 

us to re-evaluate the thiol warhead as a suitable warhead for covalent inhibitor design 

with EcDsbA. 

 

3.5 Conclusions 

Fragments containing free thiols as covalent warheads were investigated as potential 

small molecule inhibitors of EcDsbA. Molecular docking indicated that optimal linkers 

could potentially gain additional hydrogen bonds to His32, Val150 and Pro151. It also 

suggested linkers containing 5- or 6-membered rings would provide a suitable rigidity, 

linker length and geometry to place the thiol warhead in close proximity to the active 

site. A small thiol fragment library was designed and synthesised in parallel microscale 

reactions. The resultant crude reaction products were screened against EcDsbA by 

LCMS. Unfortunately, no clear evidence of covalent product formation was observed. 

Using 1D 1H and 1H-15N HSQC experiments it was clear that this was not due to 

fragmentation of the covalent adduct during the LCMS assay, nor was it due to the 

reaction mixture precipitating or unfolding the protein. It was hypothesised that the 
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desired thiol products were dimerising prior to addition to the protein and purified 

products could be used to confirm dimerisation and to optimise the MS assay. 

 

Batch scale synthesis using the diaryl ether cores 28 and 29 often resulted in low 

yields or no conversion. Two reaction pathways were explored to transform the 

terminal alcohols to the corresponding thiols. The intermediate halogens, thioureas 

and thioesters, were found to be unstable in solution, subject to degradation during 

purification and ultimately resulted in low yields. Furthermore, each attempt at 

hydrolysing the compounds to the free thiol caused the formation of disulfide 

homodimers. Careful time course analysis of the final deprotection step revealed that 

the desired thiols were oxidising equally as fast as deprotection was occurring, 

suggesting that the desired free thiol compounds would not be able to be isolated. 

 

Although the optimised synthetic scheme could be applied in microscale, the lack of 

any detectable free thiol would be problematic for assays as well as ongoing covalent 

inhibitor design. Due to the problems encountered in both the synthesis and testing of 

fragments containing thiol warheads, it was determined that it would not be productive 

to follow up this series of thiol compounds with further rounds of medicinal chemistry. 

Instead we decided to find an approach which could identify a more tractable covalent 

warhead and chemistry more amenable to parallel or high-throughput chemistry. 

  



106 

 

 

 

Chapter 4: 

Design and screening of an 

electrophilic warhead library 
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We have previously described the development of a reversible covalent inhibitor of 

EcDsbA. This was achieved by elaborating an EcDsbA-binding phenylthiophene 

fragment with an aryl fluoromethylketone (FMK) warhead using copper (I) catalysed 

azide-alkyne cycloaddition (CuAAC or click) chemistry (254, 255). Characterisation of the 

reaction between the FMK and EcDsbA indicated that initially the warhead reacted 

with Cys30 to generate a thioether product as predicted. However, subsequent to this 

initial reaction the adjacent His32 facilitated the formation of the Cys33 thiolate, which 

resulted in nucleophilic attack on the thioether adduct to release the des-fluoro 

compound (Figure 4.1). 

 

 

 

Figure 4.1: Proposed mechanism for labelling of EcDsbA at Cys30 and subsequent turnover of aryl 

fluoromethylketone fragment by neighbouring residues (254, 255). 

 

Further investigations revealed that EcDsbA demonstrated unusual and unpredictable 

reactivity. EcDsbA was also able to turn over maleimide, which is generally considered 

to be an irreversible thiol-reactive reagent which forms an α-thiocarbonyl intermediate, 

and did not show any covalent labelling by an acrylamide functionalised fragment (254). 

This highlights the importance of selecting the most appropriate warhead for a specific 

target as opposed to relying on the most commonly used motif for the desired residue. 
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As described in the previous chapters, several studies have demonstrated that the 

screening of crude products expedites the process of fragment  

optimisation (123, 124, 126-129). Therefore, our goal was to develop a similar approach to 

enable us to identify covalent inhibitors of EcDsbA. It was envisaged that this could be 

achieved by attaching a suitable electrophile to an EcDsbA-binding fragment via an 

appropriate linker. Based on the unexpected chemistries displayed by EcDsbA, a 

modular library amenable to parallel chemistry and consisting of a wide range of 

electrophilic warheads was designed. This library was to be tested by biophysical 

techniques against the protein alone and subsequently retested using a crude product 

containing the electrophilic warheads coupled to a known fragment binder (Figure 4.2). 

We sought to identify those warheads that formed covalent adducts with EcDsbA only 

when attached to the fragment. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



109 

 

 

Figure 4.2: General workflow for screening the electrophilic warhead library and the crude amidation 

products by 1H-15N HSQC. Screen 1) pure warhead screen, screen 2) crude fragment-coupled product 

screen.   

 

 

Comparison of the reactivity with the warhead alone and when attached to the 

fragment would allow for the identification of motifs that are only weakly thiol reactive 

and may be enhanced by attachment to the fragment. We predicted that this would 

allow the identification of compounds which would be unlikely to react non-specifically 

with other cysteine-containing proteins and aid in the development of selective 

inhibitors for EcDsbA. To ensure that the compounds were not being turned over as 
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seen in previous studies, the stability of any covalent adducts was assessed by 

comparing the samples after short (hours) and longer (days) incubation times. 

Reactions with EcDsbA were monitored by recording 1H-15N HSQC spectra of the 

reduced protein following addition of a compound carrying the warhead. It was 

anticipated that reaction with EcDsbA would induce CSPs for resonances of residues 

close to the active site, and that following the initial reaction the spectra would remain 

unchanged. The appearance of chemical shifts that were characteristic of the oxidised 

form of EcDsbA would suggest that the compound was most likely being turned over, 

whereas further changes to the HSQC spectra over time would potentially indicate the 

formation of multi-adducts due to non-specific reaction with residues other than Cys30. 

While compounds having low selectivity, or compounds that are substrates may be 

potentially useful as probes of the scope of EcDsbA’s reactivity they were not desired 

as specific inhibitors. 

 

We aimed to design a covalent warhead library that was both suitable for the 

subsequent analysis of other protein targets and amenable to elaboration by attaching 

the warhead to a fragment using parallel microscale synthesis. The library was to be 

tested against EcDsbA to identify suitable warheads that could be coupled to  

EcDsbA-binding fragments to generate a stable and selective inhibitor for further 

medicinal chemistry optimisation.  

 

4.1 Electrophilic warhead library design 

This library was designed to be target agnostic and able to form adducts with any 

nucleophilic residue, including serine, threonine, lysine, tyrosine and cysteine. It was 

important for the versatility of this approach that warheads were not excluded due to 

their selectivity to a certain residue over others and therefore it was desirable to cover 

many different reactivities in the library while still being amenable to a consistent 

chemistry for linking to a fragment (152, 156, 173, 174). Furthermore, we did not wish to 

discriminate between screening reversible or irreversible warheads and therefore 

many different reaction mechanisms were covered in the small library. 
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Reviewing the literature of covalent drugs and probes was undertaken to compile lists 

of covalent reactive warheads. Ultimately, aldehydes, nitriles, α-β unsaturated 

ketones, alkyl halides, isothiocyanates, isocyanates, boronic acids, vinyl sulfones, 

sulfonyl fluorides, epoxides, carbamates, maleimides, phosphonates, β-lactams and 

nitrogen mustards were selected as the reactive groups. Amide coupling and click 

chemistry were considered for coupling between the fragment and warhead as their 

conditions are relatively mild and should not compromise the integrity of the warhead 

during coupling. Therefore, commercially available reagents were filtered for these 

warheads with the condition that they were also functionalised with either a terminal 

alkyne, an acid, acyl chloride or sulfonyl chloride and methyl or ethyl ester.  

 

Due to a lack of commercial reagent availability, phosphonates, β-lactams and 

nitrogen mustards could not be included in the library, which unfortunately excluded 

the entire phosphorylation reaction class. Additionally, alkyne functionalised 

analogues were scarce therefore a library based on click chemistry would be difficult 

to compile commercially, requiring synthesising a bespoke in-house library to 

sufficiently cover the desired warhead diversity. Upon parallel library synthesis and 

attachment to a non-covalent fragment binder, it was expected that different length 

and chemical composition of the linkers between the fragment and the warheads can 

modulate reactivity, vary rigidity and warhead placement with respect to the reactive 

residue. It was intended to include in the library the same warhead with linkers of 

different length and composition. Linkers were generally classified as short  

(1 – 3 heavy atoms), of medium length (3 – 5 heavy atoms) or long (5+ heavy atoms) 

and each warhead generally had one analogue selected of each classification. Where 

highly similar linkers were available, the most chemically simple linker was selected. 

These considerations resulted in the final selection of an electrophilic warhead library 

for parallel chemistry that contained 35 compounds with 14 different warheads  

(75 – 109, Figure 4.3). 
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Figure 4.3: Final selection of compounds for the electrophilic covalent warhead library (75 – 109).  

 

 

4.2 Pure warhead screen 

The ability of each covalent warhead to react with reduced EcDsbA was tested by 

recording 1H-15N HSQC experiments of EcDsbA (100 µM) following addition of the 

warhead (1000 µM). Of the 35 library members 13 compounds were shown to affect 

the intensity of the active site cysteines of EcDsbA, which was considered to be 

indicative of forming a covalent adduct with the active site (Figure 4.4a). 
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Figure 4.4: Pure covalent warhead screening results A) Warheads which caused broadening of Cys30 

or Cys33 of reduced EcDsbA by 1H-15N HSQC B) Residues which perturb or broaden in 1H-15N HSQC 

spectra upon covalent modification (purple sticks) located adjacent to the active site cysteines (yellow 

sticks). C) Residues which perturb or broaden in 1H-15N HSQC spectra upon covalent modification 

(purple sticks) located on the opposite side of the protein from the active site cysteines (yellow sticks).  

 

 

The compounds that were observed to cause changes in the 1H-15N HSQC spectrum 

of EcDsbA were all of the maleimides (96 – 98), alkyl bromides (105 – 107) and 

epoxides (99, 100). It was unsurprising that these motifs appeared to form adducts 

with the protein as they are recognised as highly reactive groups and are often used 

as non-specific cysteine labelling agents (268, 269). Alkyl chlorides are less reactive than 
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their bromide counterparts and chloride 104 was the only compound in the alkyl 

chloride warhead subset which showed any binding. It is possible that the linker of 

benzoyl chloride 104 contributes the reactivity of the warhead. The aromatic ring in the 

linker could activate the warhead through its electron withdrawing effects, however, it 

is also possible that this group is forming a π-π interaction with the sidechain of 

neighbouring His32. This non-covalent interaction may enhance the extent of labelling 

by alkyl chloride 104 through proximity of the warhead. In the Michael acceptor subset, 

the warhead with the acrylate 90 was shown to bind however, the warhead with the 

acrylamide 91 did not. It is unclear why this would occur based solely on the intrinsic 

reactivity of the warheads, however this may be affected by thiolate of Cys30 which 

has been shown to display unpredictable chemical properties. Alternatively, the 

shorter length between the acrylate warhead of 90 and the carboxylic acid may have 

allowed for a hydrogen bond with His32 and, as suggested above, enhance labelling 

through non-covalent interactions. For the isocyanate (78 – 80) and isothiocyanate (87 

– 89) warheads there are matched pairs with the same short (methyl), medium (propyl) 

and long (pentyl) linkers. Surprisingly, the shortest isothiocyanate 87 and the two 

longer isocyanates 79 and 80 caused large changes in the 1H-15N HSQC spectrum of 

EcDsbA, however the same linker attached to the opposite warhead (78, 88 and 89) 

showed no effect at all. 

 

The warheads that did not show signs of a covalent adduct in the screen were often 

either weakly reactive or are known for forming reversible bonds. Some warheads that 

were expected to label such as the short and medium length alkyl chlorides (102 and 

103), aldehydes (81 and 82) and vinyl sulfonic acid 101 may have been due to steric 

hinderance of Cys30 or the unusual nature of EcDsbA’s intrinsic reactivity.   
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Where binding was observed, that pattern of changes in the 1H-15N HSQC spectrum 

of EcDsbA were consistent amongst the warheads:  

 

1. All compounds caused perturbation or broadening of residues of the active site 

(Cys30, His32, Cys33, Figure 4.4b). 

2. Large shifts or broadening of peaks also occurred for residues on the domain 

interface above the active site in most spectra which showed evidence of 

labelling (Phe25, Phe26, Phe29, Asn62, Phe63, Met64, Gly66, Gln97, Val150, 

Figure 4.4b). This supports the notion that the cysteine residues are being 

covalently modified. Many of these residues are not nucleophilic and are likely 

broadening due to the changes at the adjacent active site. 

3. Solvent exposed and nucleophilic residues Glu37, Glu38, His41, Asp44 and 

Lys58 were broadened or shifted in each spectrum. This group of residues is 

located at the protein’s acidic patch between the inserted α helical and the 

thioredoxin domains on the opposite side of the protein to the active site  

(Figure 4.4c). These resonances for these residues are often affected by 

binding events at other sites (discussed below), however as these residues can 

be covalently modified this data may suggest off-target labelling of EcDsbA. 

4. With the exception of warheads which showed a global loss of signals, residues 

that are found in the main binding site hydrophobic groove were unaffected in 

both intensity and chemical shift.  

 

4.3 Synthesis and characterisation of non-covalent fragment 

For parallel library synthesis with the warhead library an amine handle was required 

on a non-covalent fragment binder. Hence synthesis of the ethylamine diaryl ether 

analogue 110 was designed to be reactive with the functionalised warhead library via 

acylation. Amine 110 was synthesised as shown in Scheme 4.1. Tyramine was Boc 

protected to give phenol 111 which was then Ullmann coupled with 4-bromo-2-

methylbenzonitrile to give Boc-protected diphenyl ether 112. Trifluoroacetic acid 

deprotection then gave the desired ammonium trifluoroacetate salt 110 in overall high 

yield. 
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Scheme 4.1: Parallel synthesis of covalent fragment library. Reagents and conditions: a) THF, RT, 2 h 

b) N,N-dimethylglycine.HCl, Cu(I)I, Cs2CO3, 1,4-dioxane, 120 ̊C, 21 h c) TFA, DCM, RT, 1.5 h  

d) R-COOH, Et3N, HATU or EDC.HCl, DMF, RT, 18 h e) R-COCl, Et3N, DMF, RT, 18  f) R-COOR2, 

Et3N, HATU or EDC.HCl, KOH(aq), RT, 18 h 

 

 

The binding of parent fragment amine 110 to reduced EcDsbA was characterised by 

recording 1H-15N HSQC titrations (Figure 4.5). The pattern of CSPs observed was to 

be used for comparison with future crude screening results to discriminate between 

non-covalent binding and covalent labelling. It was anticipated that similar CSP would 

be observed in the event of non-covalent binding of either unreacted 110 starting 

material in the reaction mixture, or non-covalent binding of the desired product. The 

CSP profile indicated that binding was occurring in the hydrophobic groove, with the 

largest localised shifts occurring for the resonances of residues His32, Gln164, Phe36 

and to a lesser extent Cys33, Val150, Ser169, Asn170 and Phe174. These residues 

span the entire length of the hydrophobic groove and the region adjacent to the active 

site. It should be noted that although perturbations were seen for Cys33 of the active 

site, the peak intensity showed no change and the shifts were not large enough to 

indicate that the redox state of the thiolate was affected. 
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Figure 4.5: Binding characterisation of amine diaryl ether 110 A) 1H-15N HSQC titration of diaryl ether 

110 with reduced U-15N EcDsbA. Expansion shows contours for ligand concentrations of 0 (blue), 125 

(cyan), 250 (green), 500 (yellow), and 1000 (red) µM. B) Binding isotherm of 110 at the hydrophobic 

groove plotting concentration (µM) vs CSP (ppm) and fit globally using a single site binding model with 

ligand depletion. C) Binding isotherm of inferred effects of 110 plotting concentration (µM) vs CSP (ppm) 

and fit globally using a single site binding model with ligand depletion.  

 

 

Another large cluster of CSP were observed for residues on the opposite side of the 

protein to the active site, namely at residues Glu37, His41, Thr57, Lys58, and Tyr59. 

These residues are a part of the acidic patch (Glu37, His41) and a ridge which 

connects the two protein domains (Thr57, Lys58 and Tyr59). They are also commonly 

perturbed in 1H-15N HSQC titrations of fragments which have crystal structures 

confirming their binding to the hydrophobic groove (128, 233, 253, 254). Furthermore, 

analysis of the CSP for these residues indicate that these are unlikely to represent 

another binding event, since the CSP for these two clusters can be fitted to the same 
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1:1 binding model and the KD value obtained from these calculations are essentially 

identical (Figure 4.5). It is more likely that these are inferred shifts due to changes in 

conformation or dynamics of these residues caused by binding at the hydrophobic 

groove.  

 

4.4 Parallel synthesis of covalent fragment library 

The covalent library was functionalised as acyl chlorides, carboxylic acids, sulfonic 

acids and esters and as such required three conditions to couple the amine fragment 

110 to all warheads. Due to the small size of the warhead library, a separate condition 

optimisation phase using a few select library members was unnecessary. All reaction 

conditions were attempted with all relevant warheads to quickly find the highest 

reaction conversion and increase the chance of finding a condition which maintained 

the integrity of the reactive group. DMF and acetonitrile were both considered as the 

solvents as they were compatible with all reactions as they aprotic and therefore would 

not interfere with amide coupling conditions. However, the parent amine compound 

110 was not soluble in acetonitrile and so DMF was selected for the synthesis. 

Furthermore, DMF is water miscible, which enabled in situ ester deprotection in 

aqueous base. Amide coupling reactions using HATU or EDC as acid activating 

agents were selected due to their mild nature and previous success in parallel 

synthesis within our research group for similar compounds (128, 253). Acyl chlorides, 

which do not require further activation were directly added to fragment amine 110 with 

triethylamine base. Aqueous bases and concentrations were screened in small scale 

against epoxides 99 and 100, boronic acid 86 and isothiocyanate 87 and crude 

products were analysed by LCMS and 1H NMR to confirm the integrity of the warhead. 

Aqueous potassium hydroxide was selected for ester deprotection as these reactions 

suggested that it was able to hydrolyse the ester without degrading the reactive 

warheads. 

 

The reaction plates were set up and left at room temperature without agitation for  

18 hours. The solvent and volatile reagents were then removed under vacuum and 

made to 100 mM d6-DMSO stocks. The stocks were diluted to 5 mM using a 1:1 

acetonitrile:water solution, filtered and product purity was estimated from UV 
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absorbance and m/z of crude samples by LCMS (Table 4.1). Desired products were 

observed in one or more reaction conditions for 78 % of the warheads, with 15 of the 

35 warheads showing ≥ 10 % product purity and an m/z consistent with the desired 

product. Successful reactions using acid or acyl chloride functionalised warheads were 

obtained in moderate purities (average of 44 and 32 % respectively). Although the 

ester functionalised warheads in the library had low purities (≤ 10 %), the correct m/z 

for the desired product was observed for all warheads except 146.   

 

 

Table 4.1: Characterisation of crude parallel mixtures 113 – 147 

 

Compound 

no. 
R group Conditiona 

Product 

purity (%)b 

Binding 

(Y/N)c 

113 
 

EDC m/z onlyd N 

114 

 

EDC 50 N 

115 

 

HATU 37 N 

116 

 

HATU m/z onlyd N 

117 

 

EDC 6 N 

118 

 

EDC 7 N 

119 

 

EDC 35 N 
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Compound 

no. 
R group Conditiona 

Product 

purity (%)b 

Binding 

(Y/N)c 

120 

 

EDC 1 Y 

121 
 

EDC 17 N 

122 

 

HATU 48 N 

123 

 

EDC 12 N 

124 

 

EDC m/z onlyd N 

125 

 

HATU 2 Y 

126 

 

EDC 10 Y 

127 

 

EDC m/z onlyd Y 

128 

 

EDC m/z onlyd N 

129 

 

HATU 69 Y 

130 

 

EDC 0 N 
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Compound 

no. 
R group Conditiona 

Product 

purity (%)b 

Binding 

(Y/N)c 

131 

 

HATU 45 N 

132 

 

HATU 4 Y 

133 

 

EDC 0 N 

134 

 

HATU 38 Y 

135 

 

HATU 79 Y 

136 

 

HATU 53 Y 

137 

 

EDC 28 N 

138 

 

EDC m/z onlyd N 

139 
 

EDC 0 N 

140 
 

N/A 40 N 

141 
 

N/A 0 N 
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Compound 

no. 
R group Conditiona 

Product 

purity (%)b 

Binding 

(Y/N)c 

142 

 

N/A 0 Y 

143 
 

N/A 0 Y 

144 

 

N/A 24 Y 

145 

 

N/A 0 Y 

146 

 

EDC 0 N 

147 

 

N/A m/z onlyd Y 

a The coupling condition that led to the highest product purity that was used for screening against 

EcDsbA. b LCMS product purity of the UV/Vis peak with the correct corresponding m/z of the desired 

product. c Binding results determined by 1H-15N HSQC d “m/z only” denotes the corresponding desired 

product m/z was obtained but no or overlapping UV/Vis peaks were present at this retention time. 

 

It was hypothesised that the amide coupling reagents, activated intermediates and 

potential by-products of the amidation reactions may have bound to EcDsbA or 

obscured the covalent modification by the crude products. In order to address this 

EDC, HATU, acetic acid and benzylamine were used to generate “faux” reaction 

mixtures using the same conditions as the parallel synthesis of the crude warhead 

library.  

 

The following combinations were used: 

1. Amine parent 110 with coupling agent (EDC or HATU) to determine if the 

coupling reagents bound to EcDsbA or interfered with the binding of amine 110. 

2. Acetic acid and coupling agent (EDC or HATU) to determine if the activated 

acid intermediates would covalently modify nucleophilic residues of EcDsbA. 
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3. Acetic acid, benzylamine and coupling agent (EDC or HATU) to determine if 

any by-products generated by the consumption of the coupling reagents would 

interfere with binding. 

 

4.5 Crude parallel synthesis library screen 

1H-15N HSQC of U-15N EcDsbA (100 µM) were recorded after ~1.5 – 17 hours of 

incubations with each library crude product at 1 mM (with the assumption of 100 % 

reaction conversion). Initially the faux reactions were examined for any effects caused 

by the reaction reagents and by-products. It was found that EDC did not bind to the 

protein and the CSP in the 1H-15N HSQC spectra were consistent with the  

non-covalent binding profile of the pure amine 110. HATU was shown to bind weakly 

to the protein, producing some minor CSP, however, HATU did not cause any changes 

to peak intensity. Neither the HATU or EDC activated acids or potential by-products 

formed in the model amidations caused any further effects than those observed in the 

previous control mixtures. In light of this, analysis of the HSQC data for the crude 

products was compared to the controls which consisted of the parent amine 110 and 

the corresponding amide coupling reagent used in the reaction to account for any CSP 

arising due to the presence of HATU. This revealed that eight crude library products 

(maleimides 134 – 136, alkyl bromides 143 – 145, benzyl chloride 142 and 

isothiocyanate 125) of the 13 warheads that showed covalent reactivity in the pure 

warhead HSQC screen also showed labelling in the synthesised crude  

fragment-warhead library. The crude library products derived from epoxides 137 and 

138, isocyanates 117 and 118 and acrylate 128 no longer formed covalent adducts 

with EcDsbA. This may be caused by degradation of the warhead during synthesis 

and misleading data from the crude product LCMS data which shows the desired 

products mass in all of these cases or reduced binding in the presence of the fragment.  

 

In addition to those warheads that showed reactivity in the pure warhead screen, 

seven crude library products showed evidence of labelling the active site of EcDsbA 

where no reaction was observed in the pure warhead screen (Figure 4.6). These crude 

library products reduced the peak intensity of Cys30 or Cys33 by > 20 %. The majority 

of new warheads identified were compounds which were expected to hit without the 
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presence of the fragment. Acrylamide 129 and aldehyde 120 showed only minor 

decreases in the peak intensity of Cys33, however did not show any additional CSPs 

or reductions in peak intensity. Isothiocyanates 126 and 127 showed reduced intensity 

of both Cys30 and Cys33, as well as CSPs consistent with strong binding to the 

hydrophobic groove.  

 

Figure 4.6: Crude reaction mixture screening results. A) Warheads which only labelled when 

conjugated to fragment binder, reaction purity as determined by LCMS. B) Residues whose peaks 

broadened in the spectra of sulfonylfluoride 147 and carbamate 132 (cyan cartoon). C) 1H-15N HSQC 

overlay of crude product of sulfonylfluoride 147 with reduced 15N EcDsbA. Expansion shows contours 

for faux reaction with no ligand (red), initial timepoint of crude product (blue) and 14-day timepoint 

(green). D) 1H-15N HSQC overlay of crude product of carbamate 132 with reduced 15N EcDsbA. 

Expansion shows contours for faux reaction with no ligand (red), initial timepoint of crude product (blue) 

and 14-day timepoint (green).  
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The two warheads which showed the most striking changes in their HSQC spectra 

after coupling to the diaryl ether precursor were the difluoromethyl sulfonylfluoride 147 

and phenyl-linked methylcarbamate 132 (Figure 4.6c, d). Both crude products caused 

peak broadening in not only Cys30 and Cys33, but also multiple residues adjacent to 

the active site in a similar profile to that observed in the covalent modification by pure 

warheads (Figure 4.6b). The magnitude of the CSPs observed for residues in the 

hydrophobic groove was increased, however many of the peaks were no longer in fast 

exchange and as a result could not be assigned in the spectrum. To confirm that the 

crude covalent warheads formed stable covalent complexes and were specific to 

Cys30, the crude products were screened again after 14 days of storage at 4 oC.     

 

Five of the seven warheads that were found only to label EcDsbA in the crude product 

screen and not the pure warhead library screen (aldehyde 120, isothiocyanates 126 

and 127, vinyl sulfone 139 and sulfonyl fluoride 147), showed additional peak 

broadening and CSPs at the 14-day timepoint. This was interpreted as potential 

evidence of a secondary reaction with the protein. Further reduction in the intensity of 

the HSQC peaks for active site residues was often accompanied with instances of 

broadening of residues in other regions of EcDsbA. These included residues located 

close to or within the acidic patch of EcDsbA, as well as in two regions found far away 

from the expected binding site at the active site. Residues Asn62, Asp71 and Glu139 

are situated along the domain interface on the α2 and α6 helices and loop connecting 

the β3 sheet and α2 helix. The remaining residue, Asn156, is found on the loop 

connecting sheets β4 and β5, adjacent to the C terminus of the protein. These two 

areas were where many residues showed dynamic characteristics in previous 

1HN CPMG-RD NMR experiments (Figure 1.26) (233) and these dynamics may account 

for covalent labelling of the residues over time. 
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Figure 4.7: Broadening and CSP histogram of 132. Chemical shift perturbations of reduced EcDsbA 

caused by the presence of 132 as a function of residue. CSP (black), missing or unassignable residues 

(dark red), with nucleophilic residues Y (green), K (pink), T (purple), S (blue) and C (yellow) highlighted. 

With the active site helix (α1 helix) and the hydrophobic groove labelled beneath the residue numbers.  

 

 

Acrylamide 129 and carbamate 132 gave 1H-15N HSQC spectra which were consistent 

with stable single site covalent modification. Carbamate 132 was considered the most 

interesting compound to be identified in this screen as large changes in the original 

spectrum were observed (in comparison to acrylamide 129) and the CSPs were 

unchanged after 14 days. The residues that had broadened beyond detection or had 

moved so far that they were no longer able to be assigned in the sample treated with 

crude product 132 were almost exclusively located in or around the active site  

(Figure 4.7). This indicated that the covalent complex was not being turned over as 

seen with previous fluoromethylketone (FMK) compounds as it formed a stable adduct 

that was unchanged over 14 days, and its reactivity was greatly enhanced by coupling 

to the diaryl ether fragment. Together these observations suggested that the 

carbamate was likely to be labelling EcDsbA in a site-specific manner. The promising 

results of this crude library screen were to be validated with resynthesised and purified 

compounds to confirm and fully characterise the compounds and behaviour. 
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4.6 Purified compound validation 

We set out to validate the covalent modification of EcDsbA by carbamate 132 through 

batch synthesis and retesting the pure compound. We also wanted to explore the 

effects of yields on the kinetics of covalent modification by synthesising isothiocyanate 

125, the effects of reaction purity on binding by synthesising alkyl bromides 143 – 145, 

and the effects of linker composition and fragment recognition by synthesising methyl 

carbamate 131 and a phenethyl coupled warhead 148 respectively. 

 

4.6.1 Selection of compounds for pure compound screening 

4.6.1.1 Isothiocyanate warhead 

The short isothiocyanate 125 was chosen to test the effects of yield in the parallel 

synthesis. When the isothiocyanate 87 was initially tested in the pure warhead screen, 

it was found to label EcDsbA quickly and lost amide signals in the 1H-15N HSQC 

suggesting it had caused extensive labelling or precipitation of the reduced protein. 

The corresponding crude product 125 initially showed evidence of non-covalent 

interactions, however the minor reduction of the cross-peak intensity for the active site 

cysteines suggested only low levels of covalent labelling. However, changes observed 

in the HSQC spectrum of EcDsbA after 14 days incubation with isothiocyanate 125 

were more consistent with those produced by isothiocyanate 87 in the original pure 

warhead screen. Evaluation of the crude products by LCMS indicated a product purity 

of 2 %, suggesting that low conversion could have affected reaction kinetics in this 

case.    

 

4.6.1.2 Alkyl bromide warhead 

The alkyl bromides were chosen to examine the effects of interference due to the 

presence of by-products in the reaction mixtures. The crude mixtures  

143 – 145 generated with each of the alkyl bromides produced much larger changes 

in the HSQC spectrum of EcDsbA in comparison to the pure uncoupled warheads  

106 – 108. The HSQC profile of the reaction mixtures saw large global shifts and loss 

of amide resonances which was interpreted as protein precipitation or unfolding. Two 
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of the expected products in the crude reaction with the alkyl bromides could not be 

verified from the LCMS data as no peaks with the correct m/z for 143 and 145 were 

identified and there were no new UV peaks observed. Therefore, changes observed 

in the HSQC spectra in the presence of the crude products could have resulted from 

the protein interacting with a reaction by-product. Alternatively, the warheads may 

have been present but were too reactive or unstable for detection in the reaction 

assessment by LCMS and the loss of HSQC signal was caused by the increased 

molecular recognition of the diaryl ether fragment.  

 

4.6.1.3 Carbamate warhead 

Carbamate 132 which bound as a crude fragment but not in the pure warhead screen 

as carbamate 94 was selected for synthesis. The methyl carbamate warhead 

containing a methylene linker 131, which did not show any evidence of binding in the 

pure warhead screen or as a crude product was also selected. This second methyl 

carbamate-containing compound 131 was resynthesised to ensure that this compound 

had not given rise to a false negative in the crude product screen. It also provided a 

means to assess the importance of the linker in the reactivity of the fragment-coupled 

compound. One additional methyl carbamate analogue was also synthesised. In this 

analogue the 2-methyl-4-phenoxybenzonitrile section of the diaryl ether fragment was 

replaced with a non-substituted benzene ring to generate carbamate 148. This 

compound was synthesised to determine the contribution of the non-covalent 

interactions made by the diaryl ether fragment to the reactivity and recognition of the 

compound.  

 

4.6.2 Synthesis and compound solubility 

The analogues were all synthesised using similar conditions to those which gave the 

best purity in the microscale reactions by LCMS. Nucleophilic substitution of acyl 

chlorides was conducted in DCM with triethylamine to afford the alkyl halides  

143 – 145 in moderate yields of 34 – 68 %. Isothiocyanate ester 125 was deprotected 

by lithium hydroxide in situ and this compound, as well as carbamates 131, 132 and 
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148, were coupled using standard HATU coupling conditions and obtained in 

moderate to good yields of 56 – 86 %. 

 

Before further testing, the aqueous solubility of these compounds was determined by 

semi-quantitative NMR analysis. Solubility was measured by recording 1D 1H-NMR 

spectra for each compound at a concentration of 1000, 500, 250, 125 and 62.5 µM, 

respectively, in a buffer containing 2 % d6-DMSO, as used in the crude mixture screen. 

Compounds which showed the expected doubling in intensity without any change in 

the chemical shift of the resonances were considered to be soluble and not 

aggregating (259). The compound with the highest solubility calculated from this 

analysis was the methylene carbamate 131, which was determined to be soluble at a 

concentration of 250 µM. Increasing the amount of organic solvent to 5 % aided 

solubility of some of the compounds, however only minor increases in solubility were 

observed. To compensate for the poor solubility, the concentration of EcDsbA used in 

the assays was decreased to 50 µM in an effort to maintain an excess of the covalent 

fragment in the mixture.  

 

The solubility of the most promising compound, carbamate 132 was the lowest of all 

the compounds tested. The apparent solubility was below 20 µM in 5 % d6-DMSO, 

however, a solvent screen with this compound revealed that the highest aqueous 

solubility was observed in the presence of 5 % d7-DMF giving ~30 µM. Due to the low 

solubility of this compound it was not possible to generate a mixture where the covalent 

fragment was in excess without dropping the EcDsbA concentration below what was 

required to generate sufficiently sensitive HSQC data to allow validation by NMR. 

Therefore, alternative analytical strategies that would tolerate lower compound 

concentrations would need to be explored for this compound. Nonetheless, all other 

diaryl ether analogues were validated by 1H-15N HSQC. 
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Table 4.2: Aqueous solubility of pure compounds estimated from semi-quantitative 1D 1H NMR 

Compound Estimated solubility (µM) Solvent 

125 < 125 5 % d6-DMSO 

143 250 5 % d6-DMSO 

144 < 125 5 % d6-DMSO 

145 < 125 5 % d6-DMSO 

131 250 5 % d6-DMSO 

148 125 5 % d6-DMSO 

132 < < 125 5 % d7-DMF 

 

 

4.6.3 Pure compound screen 

The pure isothiocyanate 125, alkyl bromides 143 – 145, and carbamates 131 and 148 

were incubated with EcDsbA for 4 – 7 hours prior to acquisition of the 1H-15N HSQC.  

These samples were stored at 4 oC for 14 days, retested by HSQC and compared to 

the initial spectra of the pure compounds.  

 

4.6.3.1 Isothiocyanate and alkyl bromide warheads 

Analysis of the HSQC data for the purified diaryl ether isothiocyanate 125 revealed a 

slow rate of reaction for this compound with EcDsbA. Only in the HSQC data at the 

14-day timepoint was any significant CSP observed in the spectra, suggesting that the 

protein adduct was formed slowly, consistent with the original crude screen  

(Figure 4.8 a, b). This indicates that the reaction kinetics observed for this compound 

were independent of the low product purity seen in the crude mixture and are more 

likely controlled by the modulation of the warhead placement and reactivity caused by 

the diaryl ether. 

 

Comparison of the changes observed in the HSQC spectra of EcDsbA purified diaryl 

ether-linked alkyl bromides 143 – 145 with their corresponding crude products 

revealed similar patterns of CSP were observed in each case. However, in the spectra 
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for the 14-day timepoint the quality of the spectra for the purified compounds was 

improved. More of the peaks in the HSQC spectrum could still be observed in the data 

(Figure 4.8c). This suggests that by-products and/or reagents in the crude reaction 

mixture were contributing to the degradation in the quality of the HSQC data.    

 

The validation of the purified diaryl ether linked isothiocyanate 125 and bromide 

compounds 143 – 145 as binding to EcDsbA highlights the potential for false negatives 

in the data analysis. For compounds with low reactivity and/or solubility such as the 

isothiocyanate, binding may not be evident unless long incubation times are employed. 

For compounds which are highly reactive, such as the alkyl bromides, it is possible 

that protein modification is possible, even if there is no evidence in the LCMS data for 

the formation of the desired product in the crude reaction mixture. This supports the 

use of data acquisition at two timepoints to monitor the reactivity of warheads and 

adduct stability. Furthermore, this suggests that the LCMS analysis should not be used 

to exclude compounds from testing or validation, rather it provides a means to evaluate 

the suitability of the conditions used for the synthesis of the coupled fragments. Where 

different synthetic strategies are used to generate the desired products (e.g. EDC vs 

HATU) the LCMS can indicate the reactions where products are observed with the 

highest purities. Even where the desired products are not observed in the LCMS, the 

data can be used to prioritise reactions for analysis by considering the reaction 

conditions which showed the highest success amongst the other analogues.  
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Figure 4.8: Validation of pure covalent compounds A) 1H-15N HSQC overlay of crude product of 

isothiocyanate 125 with reduced 15N EcDsbA. Expansion shows contours for faux reaction with no 

ligand (red), initial timepoint of crude product (blue) and 14-day timepoint (green). B) 1H-15N HSQC 

overlay of pure isothiocyanate 125 with reduced 15N EcDsbA. Expansion shows contours for no ligand 

(red), initial timepoint of crude product (blue) and 14-day timepoint (green). C) 1H-15N HSQC overlay of 

crude product and pure alkyl bromide 143 with reduced 15N EcDsbA after 14 days. Contours for no 

ligand (red), 14-day timepoint of pure 143 (blue) and 14-day timepoint of 143 crude product (green). 
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4.6.3.2 Carbamate warheads 

Neither methylene carbamate 131 nor the phenethyl carbamate 148 showed evidence 

of covalent modification of any of the nucleophilic residues in EcDsbA (Figure 4.9). 

The methylene carbamate 131 displayed small perturbations consistent with diaryl 

ether binding in the hydrophobic groove, however there was no evidence of covalent 

modification of either active site cysteine. This may be due to the decreased intrinsic 

reactivity of the methylene linked 131 in comparison to the phenyl linked 132 which 

may be enhanced by the electron withdrawing effects of the benzene ring in the linker. 

No perturbations were caused by the phenethyl carbamate 148 in the hydrophobic 

groove, and this compound showed no sign of non-covalent or covalent interactions 

to any other region of the protein.  

 

As the phenyl-linked carbamate 132 could not be tested by 1H-15N HSQC a covalent 

docking study was conducted with 131, 132 and 148 for further potential insight into 

the difference in reactivity between analogues (Figure 4.10). These studies identified 

hydrogen bonds to the amide of Val150 and the sidechain of His32 with the  

S-thiocarbamate groups of each of the carbamate analogues. They also suggested 

that the aromatic ring of carbamates 132 and 148 make a π-π stacking interaction with 

the sidechain of His32, an interaction not achievable by the methylene linker of 

carbamate 131. However, it supported that phenyl-linked carbamate 132 and the 

methylene carbamate 131 would have retained the binding pose of the diaryl ether 

fragment in the hydrophobic groove, whereas phenethyl 148 would have lost all of 

these non-covalent interactions. It is possible that the loss of non-covalent interactions 

in the linker of methylene carbamate 131 and the non-covalent interactions within the 

hydrophobic groove for phenethyl carbamate 148 causes these compounds to no 

longer react with Cys30 or Cys33, consistent with the lack of reactivity observed in the 

assays. 
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Figure 4.9: A) 1H-15N HSQC overlay of pure methylene carbamate 131 with reduced 15N EcDsbA. 

Expansion shows contours for no ligand (red), initial timepoint (blue) and 14-day timepoint (green).  

B) 1H-15N HSQC overlay of pure phenethyl carbamate 148 with reduced 15N EcDsbA. Expansion shows 

contours for no ligand (blue), initial timepoint (red) and 14-day timepoint (green). 
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Figure 4.10: Covalent docking of carbamate functionalised compounds against reduced EcDsbA. 

EcDsbA (PDB ID: 4TKY) shown as grey surface, interactive residues shown as grey sticks, structural 

waters shown as red spheres, interactions shown as yellow dashes, docked pose of inhibitors shown 

as cyan sticks. A) phenyl carbamate hit 132, B) methylene carbamate 131 C) phenethyl carbamate 148. 

 

 



136 

 

4.7 Conclusions and future directions 

In this chapter, a library of 35 electrophilic covalent warheads was designed for 

coupling to a known fragment binder via parallel microscale amidations. A  

1H-15N HSQC NMR assay which tested crude product fragment linked warheads was 

implemented in an attempt to identify mildly reactive covalent warheads which labelled 

reduced EcDsbA in a stable and selective manner. This was achieved by analysing 

the enhanced labelling of reactive functional groups upon the conjugation to a known 

fragment binder, and the progression of the reaction with EcDsbA over an extended 

period of time. The pure carbamate warhead 94 did not bind in the original pure 

warhead screen, however when coupled to the diaryl ether fragment the crude 

carbamate product 132 showed large chemical shift perturbations, broadening of the 

active site cysteines and remained stable for 14 days. Six analogues and one control 

compound were resynthesised and tested as purified compounds by HSQC. Upon 

retesting the compounds, it was found that the crude product results were able to be 

confirmed with resynthesised and purified samples. However, the potentially selective 

and stable carbamate 132 showed poor aqueous solubility and was unable to be 

retested by 1H-15N HSQC NMR.  

 

Although this study encountered a number of challenges in validation of the initial data, 

the implementation of this crude reaction screening of electrophilic fragments was able 

to quickly identify a promising potentially selective and stable warhead for further 

optimisation. The design of this warhead library was target agnostic and has the ability 

to be applied to multiple targets with nucleophilic residues adjacent to the fragment 

binding site for the discovery of covalent inhibitors of other protein targets.  
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In chapter 2, 3 and 4 compounds that can bind covalently to EcDsbA were 

investigated. The unique reactivity of EcDsbA active site Cys30 thiol provides an 

opportunity as well as a challenge for the development of covalent inhibitors. These 

efforts identified the electrophilic carbamate warhead as a promising candidate that 

could be used in further covalent inhibitor development. While development of 

covalent inhibitors can be an attractive strategy for increased potency not all targets 

are amenable to covalent inhibitor development due to the requirement of a suitable, 

often nucleophilic, residues in or adjacent to a binding site. In addition, development 

of covalent inhibitors also generally requires optimisation of the non-covalent 

interactions to enhance kinetics and selectivity for the desired target. Hence, in parallel 

to investigating covalent inhibitors we investigated other strategies to provide 

information for improved non-covalent inhibitor design. Chapters 5 and 6 present 

efforts to employ existing and novel techniques for identification and characterisation 

of interaction hot spots on EcDsbA. 

 

Drug discovery efforts for targets that make protein-protein interactions (PPIs) are 

often difficult due to the fact that the binding site surface area is often large and 

commonly devoid of well-defined cavities and proximal hot spots required for high 

affinity small molecule inhibitor binding. DsbA proteins show low specificity for 

endogenous peptide substrates (201, 202) and non-cysteine peptides have been shown 

to bind with poor affinity (explored in Chapter 2). NMR studies of EcDsbA have also 

shown significant protein dynamics and flexibility in and around residues that form the 

main hydrophobic groove binding site (233) (Figure 5.1). These observations are further 

supported by the identification of a previously unidentified internal cryptic pocket (233) 

(Figure 5.2). Furthermore, previous attempts to develop covalent inhibitors of EcDsbA 

resulted in the labelling of the buried active site cysteine residue, Cys33, highlighting 

the presence of dynamics (251, 254, 255). Finally, crystal structures obtained within the 

group have demonstrated significant loop and side chain flexibility during medicinal 

chemistry efforts to develop inhibitors (233, 253). These dynamic conformational changes 

and motions of the protein makes compound optimisation a challenge due to entropic 

penalties during compound binding as well as difficulty employing structure-based 

design to predict the binding site conformation for novel ligands.   
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Figure 5.1: Known small molecule binding sites of EcDsbA. A) Hydrophobic groove and B) internal 

cryptic pocket (shown with surface highlighted as cyan carbons, red oxygens, blue nitrogens, yellow 

sulfurs) positioned on EcDsbA (PDB ID: 1FVK, shown as grey sticks, grey surface). 
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Structure-based design using computational docking has previously been used in the 

design of higher affinity analogues of various small molecule scaffolds. Fragments 

which bind at the main hydrophobic groove of EcDsbA have been well characterised 

and the structures obtained have been used to design analogues which can form a 

multitude of new interactions. However, these compounds, when synthesised and 

tested, failed to improve affinity significantly. For example, compounds which formed 

hydrogen bonds to Val150 and Pro151 in the cis-Pro loop of EcDsbA, which were 

predicted by docking and confirmed by X-ray crystallography only achieved small 

improvement in affinity (< 5-fold) (233, 253). This suggests that computational docking 

studies using flexible ligands and a semi-rigid protein conformation (some side chain 

flexibility is allowed) for EcDsbA does not adequately model which interactions can 

lead to increased binding energy. We therefore sought to supplement docking with 

additional experimental information on interaction hot spots to prioritise key 

interactions that may be targeted for improved affinity inhibitor design. 

 

Organic solvents have been used as chemical probes to identify binding hot spots and 

favourable residue interactions due to their small size, which enables them to provide 

a good coverage of very small compound chemical space (130-132). As discussed in the 

introduction the probability of finding a complementary interaction of a compound and 

target are significantly increased when compound size and complexity are  

decreased (2). Organic solvents commonly contain single functional groups that are 

representative of the functional groups in lead-like compounds. They therefore have 

the potential to identify the position and desired interaction orientations of hot spots on 

the target that can be used to gain key interactions in the design of high affinity binders. 

 

This idea was first described as a computational method known as multiple copy 

simultaneous search (MCSS) (130) and was shortly followed by experimental 

techniques developed for X-ray crystallography (131) and NMR spectroscopy (132). 

Clustering of organic solvents in localised areas are hypothesised to be indicative of 

protein hot spots and key interactions can be determined by the analysis of crystal 

structures or HSQC amide perturbations.  
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5.1 Computational binding site predictions 

More recently computational methods such as FTMap (270, 271) and DoGSiteScorer 

(DoGSS) (272) have expanded on algorithms similar to MCSS. FTMap emulates the 

solvent screening technique and provides poses of each probe allowing the key 

interactions to be identified. DoGSiteScorer provides cluster surfaces that define the 

shape of the binding pockets without predicting exact interactions. Each of the 

methods discussed above was conducted on EcDsbA (chain A monomer from the 

1FVK PDB structure) to predict binding site hot spots (243). 

 

 

5.1.1 Analysis of FTMap clusters 

The FTMap algorithm uses 16 small molecule probes; ethanol, isopropanol, 

isobutanol, acetone, acetaldehyde, dimethyl ether, cyclohexane, ethane, acetonitrile, 

urea, methylamine, phenol, benzaldehyde, benzene, acetamide and  

N,N-dimethylformamide (DMF) to predict hot spots. The presence of multiple highly 

populated and adjacent hot spots has been linked to the ability to develop high affinity 

drug-like small molecules (270, 271). 12 cluster sites were identified on the protein surface 

of EcDsbA, characterised as seven binding hot spots (Figure 5.2).  
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Figure 5.2: Results from FTMap calculations. Predicted solvent clusters (coloured sticks, surface) 

bound to EcDsbA (PDB ID: 1FVK, shown as grey surface) on A) the front catalytic face and B) the 

back of the protein.  
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5.1.1.2 Clusters around the substrate peptide binding site 

The highest ranked FTMap cluster shows 14 probes bound below a ledge formed from 

loop residues Val145 – Pro151. These residues make up the loop that forms an 

antiparallel β sheet interaction with the EcDsbB loop (PDB ID: 2HI7 (222)) and substrate 

peptides, however, the peptide motifs do not occupy the space under the loop where 

the cluster is found, but rather bind across the top of the ledge (Figure 5.3).  

The solvent exposed surface of this ledge is highly polar and has few hydrophobic 

interactions. Non-polar side chains Leu147, Val150 and Pro151 are pointed inwards 

while the polar backbone and flexible side chains of Gln146, Arg148 and Gln160 point 

towards the surface. The hydrogen bonds suggested by the clusters are concentrated 

at the backbone amides of Arg148 and Gly149, but are also observed to the 

backbones of Val150, Pro151 and the sidechain of Gln160 which create the right and 

bottom of the FTMap cluster. To our knowledge no evidence of peptides or small 

molecules binding to the space under the loop residues has been observed, however 

analogues previously synthesised within the group in the benzyl thiazole series have 

made hydrogen bonding interactions to the backbone carbonyl of Pro151 similar to 

some probes in this cluster. 

 

 

Figure 5.3: Overlay of the EcDsbB peptide (103TCDFMV108, green sticks) with the FTMap peptide 

binding ledge cluster (blue sticks) on the surface of EcDsbA (PDB ID: 2HI7, grey surface). Interactions 

are shown as yellow dashes and residues of EcDsbA labelled.  
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Four clusters of probes were also found in the hydrophobic groove where substrate 

peptides and EcDsbB loops form hydrophobic interactions. As the name suggests, the 

most common interactions found were hydrophobic interactions to Phe36, Leu40, 

Pro163, Met171, Phe174, and each were formed by at least 2 solvents. The only polar 

interactions that were formed were hydrogen bonds to His32 and the backbones of 

Gln164 and Met166 all found on the left-hand side of the groove proximal to the 

hydrophilic region of the substrate binding site. These clusters are ranked as 6th, 7th, 

11th and 12th of the 12 clusters that were identified and have only a few probes per 

cluster. This is an unexpected result given that all fragments identified to bind to 

EcDsbA, with the exception of the isoxazole series, bind at this hydrophobic groove 

site. 

 

A cluster is also observed between the hydrophobic groove and the peptide binding 

ledge, partially overlapping with the peptide binding ledge site. These residues make 

up what is referred to as the hydrophilic region of the substrate binding site  

(Figure 5.4). All previously solved high resolution crystal structures have identified two 

structural waters that make hydrogen bonds to Leu161, Typ178 and Met153, casting 

doubt on more than half of the predicted probe binding poses which make similar 

interactions as the structural waters. FTMap removes all ligands and waters prior to 

probe sampling and minimisation. Solvents that are predicted to bind without 

displacing these structural waters make hydrogen bond donor interactions to the 

backbone of Gln160 and Leu161 or hydrogen bond acceptor interactions with the side 

chain of Thr10. 

 

A small cluster of compounds (Figure 5.4) also bind at the active site Cys30 and 

adjacent residues Met64, His32 and Val150. The hydrogen bonds suggested are 

formed to His32 or Val150, supported by hydrophobic interactions with the sidechains 

of Met64 and Cys30.This small pocket is directly above the hydrophilic portion of the 

substrate binding site and together with the top of the peptide binding ledge, 

hydrophilic and hydrophobic portions of the groove form the main peptide substrate 

and EcDsbB binding site.  
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Figure 5.4: Binding hot spots identified by FTMap around the substrate binding site. Binding hot spot 

residues shown as cyan sticks and surface, structural waters shown as red spheres, mapped onto 

EcDsbA shown as grey surface (PDB ID: 1FVK).  
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5.1.1.3 Other FTMap clusters 

The second highest ranked FTMap cluster is found on the front left of the protein along 

the α6 helix which links the thioredoxin domain and the inserted α helical domain 

approximately 9 Å away from the peptide binding ledge in a shallow pocket  

(Figure 5.5). This cluster makes conserved hydrophobic interactions with a shallow 

pocket formed by the side chains of Val61, Phe63, and Ala142 as well as two potential 

hydrogen bonds with a ring of polar atoms surrounding the shallow pocket (Asn62, 

Phe63, Glu139, Leu147 and Ala142). Similar to the area below the peptide binding 

ledge, to our knowledge, no small molecules have been found to bind here. 

 

A known structural feature of EcDsbA is the acidic patch (Figure 5.5) found on the 

back of the protein, this patch is formed by the 3 carboxylate sidechains of Asp44, 

Glu37 and Glu38. Methylamine, urea and ethanol probes were found here making 

ionic and hydrogen bond donor interactions to Glu37 and Glu38 sidechain as well as 

the backbone of Glu37. Although this feature is known, only metals have been found 

to bind here previously. 

 

A water channel runs across the back of the protein between the thioredoxin domain 

and α-helical domain, extending the acidic patch around the back of EcDsbA  

(Figure 5.5). Three FTMap clusters are found in this channel spaced across the back 

of the protein. Several hydrogen bonds are formed to the top (Trp76, Met80, Glu85, 

and Thr89), as well as the bottom of the channel (Glu37, Lys55, Met56, Lys58 and 

Tyr59).  
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Figure 5.5: Binding hot spots identified by FTMap distant from the substrate binding site. Binding hot 

spot residues shown as cyan sticks and surface, structural waters shown as red spheres, mapped onto 

EcDsbA shown as grey surface (PDB ID: 1FVK). 
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Although a total of 12 clusters were identified by FTMap, these calculations notably 

failed to identify the internal cryptic pocket. Furthermore, the well-studied major 

binding site of EcDsbA (the hydrophobic groove) was ranked among as the least 

important clusters. Finally, interactions suggested by the probes in the hydrophilic 

region of the substrate binding pocket have been previously investigated. Analogues 

designed within the group which have formed these hydrogen bonds (confirmed to 

make these by X-ray crystallography) have yielded only small gains in affinity  

(2 – 5-fold). 

 

5.1.2 Analysis of DoGSiteScorer simulation 

DoGSiteScorer (DoGSS) predicts binding pockets using a series of geometry, property 

and machine learning steps. Initially a grid is produced around the target, followed by 

a difference of Gaussians calculation to identify grid points where a sphere like probe 

may bind. These grid points are then clustered and merged to give potential binding 

sites and subsites as volumes, where they are then passed to a machine learning 

algorithm trained on pocket properties to identify druggable pockets. Potential binding 

sites are scored from 0 – 1 as undruggable to druggable. DoGSS does not identify 

exact interactions and a single pocket may be made up of multiple interaction hot 

spots. Despite this DoGSS was conducted to see if more traditional binding site 

identification algorithms could identify both the main hydrophobic groove binding site 

as well as the cryptic pocket, something FTMap was unable to do.  
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Figure 5.6: Results from DoGSiteScorer calculations. Predicted binding hot spots (coloured surfaces) 

mapped onto EcDsbA (PDB ID: 1FVK, shown as grey surface). 
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The highest ranked binding site from DoGSS was a binding site spanning the front 

and back of the protein made up of subpockets in the hydrophilic portion of the 

substrate binding site at the front of the protein, into the cryptic pocket and expanding 

out the back of the protein into an area spanning both the acidic patch and partially 

filling the water channel on the back of the protein (Figure 5.6). Similarly, the 

hydrophobic groove and the shallow hydrophobic pocket previously identified by 

FTMap on the front of the protein next to α6 helix linking the thioredoxin and α helical 

domains were identified. The hot spot along the α6 helix was classified as one pocket, 

however, compared to the FTMap α6 helix hot spot, it was extended upward and was 

divided into two subpockets (top and middle of the helix). These DoGSS pockets are 

all overlapping with clusters identified by FTMap, with the region at the peptide binding 

ledge the only FTMap cluster not covered by a pocket in DoGSS.  

 

In additional to these pockets, four additional pockets were identified by DoGSS 

(Figure 5.7): 

 

1. at the bottom of the α6 helix to the far left the peptide binding ledge. This site is 

made from Leu12, Glu13, Lys14 and capped by Gln146 to create a small 

pocket.  

2. a narrow hydrophilic indent approximately 5 Å deep in the apex of the protein 

(Figure 5.7). The indent is surrounded Asp71, Ser106, Arg109, Asp123, 

Trp126, and Asn127, while the bottom of the indent is formed by hydrophobic 

residues Trp126, Ile108, Ala105 and the polar phenol of Tyr122. 

3. at the top left of the back of the protein above the acidic patch. This pocket is 

made up of charged residues Glu94, Arg103, Asp107 and Asp110 and the polar 

sidechains of Thr99 and Thr101.  

4. a hollow at the back of the α6 helix as an extension of the water channel. Similar 

to the pocket at the apex, the opening is surrounded by polar sidechains and 

backbone amides of Gly18, Pro20, Tyr59, Gln137, Lys140, and Asp144, while 

the inside is formed by hydrophobic residues Val16, Ala19, Pro20, Leu23, 

Val145, Phe154 and Gly157. 
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Figure 5.7: New binding hot spots identified using DoGSiteScorer (DoGSS). Binding hot spot residues 

shown as cyan sticks and surface, structural waters shown as red spheres, mapped onto EcDsbA 

shown as grey surface (PDB ID: 1FVK). 
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DoGSiteScorer predicted all but one FTMap cluster/hot spot but also predicted the 

cryptic pocket as well as three new pockets on EcDsbA. While sites are broken down 

into subpockets and ranked for their druggability, the grid system fails to identify key 

interactions that may be used for structure-based design and significant interpretation 

is required for this information to be used directly in analogue design.  

 

5.1.3 Computational prediction conclusions 

13 combined protein hot spots were predicted using both FTMap and DoGSiteScorer. 

Of these sites it is encouraging to see that the hydrophobic groove was predicted by 

both. However, the cryptic pocket was only predicted by DoGSS and while both 

computational methods predicted binding sites at the back of the protein in the acidic 

patch and water channel, multiple fragment screens against EcDsbA have failed to 

identify small molecules that bind there. This may be due to EcDsbA’s flexibility which 

could expand and contract this area as the two domains move relative to one another. 

Key interactions identified by FTMap in the hydrophilic region have already been 

investigated in two different series of fragments, with only small gains in affinity. 

Compounds that bind to the cryptic pocket also gain little information from these 

calculations as the limited flexibility of the protein in these calculations does not allow 

for possible opening to the cryptic pocket to be explored.  

 

While these algorithms only require a crystal structure of the protein and do provide 

theoretical hot spots and subpockets to elaborate towards, each algorithm has 

limitations. We therefore conducted organic solvent screens by both X-ray 

crystallography and 1H-15N HSQC NMR to validate and possibly expand on these set 

of hot spots. 
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5.2 Solvent library selection 

Experimentally identifying interaction hot spots using solvent libraries is an attractive 

technique. However, the high concentrations required to provide enough occupancy 

of the target for the identification of the interaction (often solvent concentrations of  

2 – 5 % in solution NMR and > 50 % in X-ray crystallography) can make it difficult to 

execute these screens due to the potential for target unfolding, precipitation and 

non-specific binding. 

 

A list of 15 solvents was selected to cover hydrophilic, hydrophobic, hydrogen bond 

donors and acceptors as well as aliphatic and aromatic motifs while also being 

miscible with water for NMR screening. These selected solvents varied in calculated  

octanol-water partitioning co-efficient (ClogP) from -1.67 to 1.18 (mean -0.01), and 

topological polar surface area (TPSA) from 9.23 to 69.11 (mean 28.17). These 

compounds are very simple, synthetic and molecular complexity (SMCM) ≤ 14, and 

13/15 compounds contain only 1 or 2 pharmacophores. 

 

Table 5.1: Characteristics of organic solvent library 

Solvent Structure 
MW 

(Da) 
ClogP 

TPSA 

(Å2) 
HDon HAcc SMCM 

Acetonitrile  41.05 0.53 23.79 0 1 4.44 

Tetrahydrofuran 

(THF)  
72.11 0.80 9.23 0 1 7.80 

N,N-

dimethylformamide 

(DMF) 
 

73.10 -0.30 20.31 0 1 6.39 

Dimethyl sulfoxide 

(DMSO)  
78.14 -0.01 17.07 0 1 1.42 

Methanol (MeOH)  32.04 -0.39 20.23 1 1 3.05 

Ethanol (EtOH)  46.07 0.00 20.23 1 1 5.05 
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Isopropanol (IPA) 
 

60.10 0.39 20.23 1 1 9.05 

Acetone 
 

58.08 0.60 17.07 0 1 4.67 

Benzyl alcohol 
 

108.14 1.18 20.23 1 1 14.05 

Ethylene glycol 
 

62.07 -1.03 40.46 2 2 7.094 

Glycerol 
 

92.10 -1.67 60.69 3 3 13.14 

N,N-

dimethylacetamide 
 

87.12 0.10 20.31 1 2 6.39 

Ethyl acetate 

(EtOAc) 
 

88.11 0.57 26.30 0 2 4.47 

Acetic acid 

 

60.05 0.09 37.30 1 1 6.72 

Urea 

 

60.06 -0.98 -0.98 2 1 4.68 

 

 

The selected solvents have between 2 and 6 heavy atoms (with the exception of 

benzyl alcohol, included as a water miscible hydrophobic ring system) which limits 

possible topologies and covers almost all pharmacophore types (HBD, HBA, 

negatively charged and hydrophobic aromatic and aliphatic). Although the selection is 

not exhaustive the majority of hot spots are expected to be able to be characterised 

using this set of solvents. 
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5.3 X-ray crystallography solvent screen 

Both X-ray crystallography and 1H-15N HSQC NMR solvent screens were conducted 

using the library, discussed here first is the X-ray crystallography solvent screen. In 

order to obtain enough solvent occupancy, the protein needs to be treated with high 

percentages (v/v) of solvent. Many crystal systems are not amenable to such harsh 

conditions with pre-grown crystals often dissolving, cracking or no longer giving high 

resolution diffraction patterns upon soaking. Although EcDsbA has a very robust 

system for X-ray crystallography, many of the conditions attempted for this organic 

solvent screen had similar issues. Additionally, the volatility of these solvents caused 

issues in maintaining the desired final organic solvent concentration since evaporation 

within the crystal containing drop occurred quickly. Consequently, this may have 

resulted in some crystals providing false negatives. Preformed crystals of EcDsbA 

were soaked at 50 and 80 % (v/v) concentrations (between 5 – 20 M) of each solvent.  

 

A resolution cut-off of 2.5 Å was implemented for the refinement of structures and 

these were ultimately solved to high resolutions between 1.8 – 2.5 Å (mean 2 Å, see 

chapter 8 for experimental details). Some studies have suggested that the high 

percentage of organic solvents used can cause conformational changes, based on the 

comparison of the root mean square deviation (RMSD) to the unbound structure (273). 

However, the effect of the solvents on the main chain of EcDsbA was comparable to 

conformational changes caused by fragment binding. The small size of some of the 

solvents also often made it difficult to distinguish between a solvent and water 

molecule, also potentially resulting in false positives for some solvents. Ligands were 

generally fit with β factors between 50 – 80 Å2, however, the smallest solvents, 

methanol and acetonitrile, were fit with β factors between 35 – 50 Å2. When refined 

with either solvent or water occupying these small densities, similar β factor values 

were obtained and this did not aid in the discrimination between the two.  

 

Nonetheless, of the 15 compounds soaked, 6 solvents gave structures which diffracted 

to < 2.5 Å and had density for the solvent (Figure 5.8). For clarity of analysis, ligands 

which simultaneously made interactions to both molecules of EcDsbA in the 

asymmetric unit or were found at the crystal packing interface were disregarded, as 

these pockets are not expected to be found in the solution form of EcDsbA. As glycerol 
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exclusively had ligands at crystal packing interfaces this meant that this data set was 

not included in the analysis. Hot spots which were occupied by more than one solvent 

were prioritised and overlaying all of the available solvent crystal structures identified 

seven hot spots in which molecules of two or more solvents were binding (Figure 5.9). 

Another six clusters were found with two or more overlapping molecules of the same 

solvent, either from overlaying the chains in the asymmetric unit or where two 

structures of the same solvent were available (Figure 5.10).  

 

 

 

Figure 5.8: Overlay of all organic solvent structures solved by X-ray crystallography. Solvents shown 

as coloured sticks (DMSO = green, urea = purple, ethanol = blue, acetonitrile = pink, methanol = yellow). 

Molecules which were at crystal contacts or did not overlap with another molecule were removed for 

clarity.  
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5.3.1 Sites occupied by more than one solvent 

The sites that are occupied by two or more solvents, the cryptic pocket, acidic patch, 

rear water channel, apex indent and the back top left pocket had previously been 

predicted by FTMap and DoGSS. An additional site was also observed with solvents 

bound at a hydrophobic patch on the front top right of EcDsbA approximately 10 Å 

above the active site Cys30 (Figure 5.9). 

 

Both ethanol and acetonitrile were found to bind within the cryptic pocket, making 

hydrogen bonds with the sidechain of Glu24, and with the backbones of Cys33, Ile42, 

and Ser43. Crystal structures of fragments bound to the cryptic pocket expand the size 

of the pocket and also make hydrogen bonds to the acid side chain of Glu24. The 

solvent screen however, did not identify interactions to Phe25 and Glu37 which are 

observed in structures with some fragments which bind at this site. It was also noted 

that although urea was not observed in the cryptic pocket, Glu37 was found in an 

alternative conformation in these structures resulting in the cavity slightly expanding. 

It is possible that urea is bound with low solvent occupancy which may have resulted 

in density too weak to fit a model. There were no interactions in the cryptic pocket that 

were observed by more than one solvent, despite multiple solvents being able to fit 

within the pocket and make the interaction. For example, the hydrogen bond observed 

from ethanol to Cys33 backbone could presumably be formed by methanol, however 

no density for methanol was found here. 

 

At the acidic patch methanol was found to form a hydrogen bond donor interaction 

with the amide carbonyl of Glu38. Ethanol was also found to bind at the acidic patch 

but forms a hydrogen bond to a conserved water that in turn is bound to the side chains 

of Glu38 and Glu37. Finally, DMSO was found making hydrogen bond acceptor 

interactions with an altered conformation His41 side chain. The rear water channel 

has two areas in which solvents bind. Firstly, a DMSO molecule was found making 

hydrogen bond acceptor interactions with Thr89 and Lys58 at the bottom of the 

channel. Acetonitrile and methanol were found in overlapping poses, however, were 

ambiguous in orientation and either made a hydrogen bond donor or a water mediated 

hydrogen bond to Glu85 side chain from above the channel. These may be the only 

two solvents binding in this spot due to their small size. Similarly, two solvent clusters 



158 

 

were found at the apex indent, binding both ethanol and DMSO on either side of 

Ala105. Multiple water mediated hydrogen bonds are observed between the protein 

and DMSO and ethanol. One of these, the hydrogen bond to the sidechain of Asn127, 

is the only conserved interaction in this hot spot. Additional water mediated hydrogen 

bonds are made to Asp71, Ala105, Tyr122 and ethanol also participates directly in a 

hydrogen bond donor interaction to the sidechain of Asp123.     

 

The hot spot at the back of the protein at the top left was found to bind four DMSO and 

one ethanol molecule, all making different interactions to Asp107, Asp110, Asn114, 

Thr99 and Thr101. The DMSO molecules which interact with Asn114 have high β 

factor values (69 and 89 Å2) which may indicate these interactions are less stable. 

Within the new hydrophobic patch, which was identified at a position ~10 Å above the 

active site on the front top right of the protein, multiple DMSO molecules are found 

making hydrophobic interactions with the aromatic ring of Phe29. Urea is also found 

in an overlapping pose with DMSO at this hot spot, however, it forms two hydrogen 

bond donor interactions to the carbonyls of Val96 and Ile102.  
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Figure 5.9: Binding sites occupied by multiple solvents. Solvents shown as coloured sticks  

(DMSO = green, urea = purple, ethanol = blue, acetonitrile = pink, methanol = yellow), protein residues 

shown as grey sticks, water shown as red spheres and interactions shown as yellow dashes. Coloured 

boxes around the binding site shown on the full view of the protein correspond to the border of the hot 

spot label. 
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5.3.2 Sites occupied by multiple copies of the same solvent 

Hot spots where two copies or more of only a single solvent were observed occur in 

the hydrophobic groove, hydrophilic region, active site and α6 helix top pocket as well 

as a new hot spot on the back top right of the protein that was not predicted by FTMap 

or DoGSS (Figure 5.10). Three molecules of DMSO were observed in the hydrophobic 

groove. These made hydrophobic interactions with Met171, Phe36 and Phe174, and 

one DMSO molecule made a hydrogen bond acceptor interaction with the side chain 

of Gln35. A similar hydrogen bond has been observed previously with some fragments 

that bind in the hydrophobic groove. Two molecules of urea bound to the hydrophilic 

region and showed hydrogen bonds to the side chain of Thr10 as well as the backbone 

of Leu161 and Gln160. In the α6 helix top pocket urea made multiple hydrogen bond 

donor interactions to Asp71 and Glu74. Within the active site pocket two molecules of 

DMSO made hydrophobic interactions with Met64 and Phe63, as well as a conserved 

hydrogen bond acceptor interaction with the amide of Val150. Two DMSO molecules 

were also bound at the novel hot spot on the back top right however, no polar 

interactions were made to the protein. 

 

X-ray crystallography solvent screening was able to identify the hydrophobic groove 

and cryptic pocket where fragments have been found to bind. Furthermore, it identified 

substrate peptide hot spots such as the hydrophilic region and the active site and 

predicted hot spots on the back of the protein in the acidic patch, rear water channel 

and at the indent at the protein’s apex. However, very few polar interactions were 

found that were conserved between multiple different solvent molecules, making 

selection and prioritisation of potential interactions difficult. Of the cases where the 

same polar interaction is observed in more than one crystal structure, Thr10 and 

Gln160 in the hydrophilic region and Val150 of the active site are the only interactions 

in close proximity to fragment binding sites. Based on X-ray crystallography these 

would be the highest priority hot spots to target for elaboration of the current inhibitor 

series. 
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Figure 5.10: Binding sites occupied by single solvents. Solvents shown as coloured sticks  

(DMSO = green, urea = purple, ethanol = blue, acetonitrile = pink, methanol = yellow), protein residues 

shown as grey sticks and interactions shown as yellow dashes. Coloured boxes around the binding site 

shown on the full view of the protein correspond to the border of the hot spot label. 
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5.4 1H-15N HSQC NMR solvent screen 

To compliment the X-ray crystallography solvent screen a 1H-15N HSQC screen was 

also performed with the same series of 15 solvents. HSQCs were acquired with  

U-15N EcDsbA (100 µM) in the presence of 1 – 5 % (v/v) solvent (~1 – 12 M). 

Comparisons of the 1H-15N HSQC spectra of EcDsbA in the presence and absence of 

an organic solvent were used to measure chemical shift perturbations (CSPs) for 

individual residues. To investigate potential binding site locations the CSPs were 

mapped onto the structure of EcDsbA.  

 

Glycerol and ethylene glycol were classified as non-binding as they showed only one 

and four residues with CSPs over 0.04 ppm, respectively (Figure 5.11). Benzyl alcohol 

and acetic acid caused loss of intensity for the majority of amide resonances in spectra 

for all concentrations indicating large changes in dynamics or protein precipitation from 

solution. These solvents were therefore excluded from the analysis conducted below. 
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Figure 5.11: 1H-15N HSQC binding profiles of benzyl alcohol, ethylene glycol and glycerol  

A) 1H-15N spectra of oxidised 15N EcDsbA (blue), incubated in the presence of 1 % (v/v, red) and  

5 % (v/v, green) benzyl alcohol.  B) Chemical shift perturbations of EcDsbA treated with ethylene glycol 

as a function of residue. C) Chemical shift perturbations of EcDsbA treated with glycerol as a function 

of residue.  
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5.4.1 Hot spots identified by chemical shift perturbation mapping 

The 1H-15N HSQC spectra showed a large number of CSPs for each of the 11 solvents 

analysed. Ten residues (Cys33, Val39, Ile42 – Asp44, Thr57 – Tyr59, Val61, Gln164) 

gave perturbations over 0.03 ppm in every spectrum. The majority of these residues 

are found at the top of the hydrophobic groove, the acidic patch, the water channel 

and partially line the cryptic pocket. The perturbations of these residues are very large 

(up to 0.15 ppm) and when mapped onto the structure of EcDsbA (Figure 5.12), they 

visually dominate the appearance of their respective areas. In addition to these sites, 

residues which give CSP > 0.03 ppm in at least half of the solvents, when mapped 

onto the structure of EcDsbA, suggest hot spots at the hydrophobic patch and the site 

midway down the α6 helix. However, using these criteria, there are one or two residues 

found in other binding sites such as the back top left and back top right. When 

inspecting the individual CSP maps these residues appear to be surrounded by 

residues with weaker CSP.  

 

This highlighted a problem with using a simple threshold to interpret the CSP data. If, 

in these cases, these weak shifts are considered indicators of binding at this location 

of the protein, shifts of the same magnitude should also be considered binding events 

without the presence of one or two strong perturbations. Weak CSP like these are 

found to cover large portions of the protein surface (eg DMSO, Figure 5.12) and do 

not allow the determination or prioritisation of discrete hot spots. Furthermore, a 

number of residues are buried within the protein (such as the back of the α6 helix), or 

are NMR silent (proline or unassigned residues) and can obscure the identification of 

hot spots. Hence a quantitative method for identification of the hot spots based on the 

CSPs observed in the 1H-15N HSQC NMR was investigated.  
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Figure 5.12: 1H-15N HSQC analysis of organic solvent binding. CSPs of solvents mapped onto the 

crystal structure of EcDsbA (PDB ID: 1FVK) and coloured from white to red by the extent of  

CSP: minimum = 0.0 ppm (white) and maximum = 0.1 ppm (red).  
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5.4.2 Hot spot identification by grid point analysis 

In order to capture the potential hot spots and produce volumes in the surface features 

of the protein that were more consistent with computationally (FTMap and DoGSS) 

and X-ray crystallography identified hot spots, a grid point system around the protein 

was used. Multiple methods of scoring the grid points based on nearby CSPs were 

then investigated. Briefly, a value could be assigned to each grid point using three 

factors: 

1. nearby amide N-H CSPs (< 5 Å) were treated either as the magnitude of CSP 

or simply CSP above a set noise level (≥ 0.04 ppm) 

2. scaling the CSP values by their distance to the grid point using binary, linear or 

exponential scaling factors 

3. CSPs from multiple residues to the same grid point were combined by average, 

geometric mean or summation 

The grid points can be optionally smoothed with adjacent grid points and filtered based 

on their values. An agglomerative clustering method based on the number of adjacent 

points was then used to identify clusters where a set number of points, average value 

or maximum value above threshold was observed. Grid points and grid point clusters 

can then be inspected for each solvent separately or summed together across multiple 

solvents to provide a global map of potential hot spots. Here we discuss the method 

which gave the clearest identification of potential hot spots by 1H-15N HSQC solvent 

screening.  

 

A grid of points 1 x 1 x 1 Å spaced covering the protein surface was generated at a 

maximum of 5 Å away from each residue’s amide N-H hydrogen (Figure 5.13). Using 

an in-house script each solvent’s grid points were assigned a value based on the 

magnitude of a the CSP observed for nearby residues and the distance between the 

grid point and that residue (see chapter 8 for experimental detail). If a group of adjacent 

grid points with high values was observed it was taken to indicate that a binding event 

had occurred in the area. Importance of binding sites can be estimated based on the 

number and increased value of grid points within a cluster. A summation and clustering 

of the data for all solvent grid points was also conducted to allow for the identification 

of consistent binding sites across multiple solvents. 



167 

 

 

Figure 5.13: NMR predicted binding sites of organic solvents. A) Predicted binding sites by grid point 

clusters (shown as coloured spheres) calculated by the summation of individual solvent clusters. B) All 

possible grid points (shown as cyan spheres) and their coverage of the surface of EcDsbA  

(PDB ID: 1FVK, shown as grey surface). C) Predicted binding sites by grid point clusters (shown as 

coloured spheres) for methanol. D) Predicted binding sites by grid point clusters (shown as coloured 

spheres) for acetone. E) Predicted binding sites by grid point clusters (shown as coloured spheres) for 

isopropanol.  
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From analysis of the grid point clusters of the individual solvents it was observed that 

the two major fragment binding sites, the hydrophobic groove and cryptic pocket, were 

consistent populated by grid points across the majority of solvents (10/13). Where 

ethanol and DMSO were not found in the hydrophobic groove and urea did not 

generate any grid clusters for any hot spots due to the weak CSPs observed. The 

water channel was also found to be a common binding site with methanol, ethanol, 

acetonitrile, DMF and DMSO all showing grid clusters here, consistent with inspection 

of the mapped CSP data. Small solvents such as acetonitrile, methanol, and acetone 

also gave clusters in the acidic patch, with grid points centred around His41 being the 

strongest. Isopropanol suggested the presence of a previously unidentified hot spot 

on the back of the protein at the top right above the water channel consisting of Met80, 

Ala81, Val130 and Leu134 (Figure 5.13).  

 

The summation of the grid point values from all solvents also predicted interactions to 

the two experimentally observed fragment binding sites at the hydrophobic groove and 

cryptic pocket. In addition, hot spots were identified at the acidic patch and water 

channel, which was often the strongest cluster for the individual solvents. The α6 helix 

grid point cluster was found to be the largest cluster overall, with grid points extending 

the full length of the helix. This volume encompassed the hot spot at the top of the 

helix to the hot spot at the bottom, which had previously been identified using DoGSS 

and the X-ray crystallography solvent screen. Although the site on the back top right 

of the protein was only evident in the presence of isopropanol, its appearance upon 

summation of the data suggests that there may be minor interactions at this site for 

other solvents as well. The hydrophobic patch which was not defined as a hot spot on 

an individual solvent level, was validated as a hot spot in a similar manner.   

 

 

5.4.3 KD determination of binding hot spots 

In addition to the single point analysis conducted based on CSPs at 5 % v/v a 6-point 

1H-15N-HSQC titration series from 0 - 5% organic content was also acquired. Using 

these titrations, KD values were estimated for binding at different hot spots around the 

protein. Residues which gave perturbations less than 0.04 ppm at the highest 
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concentration or non-linear perturbations were excluded from the calculations and the 

data were fit to a single site with ligand depletion binding model (Figure 5.14). Some 

binding sites were unable to have KD values fitted (or gave inaccurate fits) due to few 

residues meeting the minimum CSP criteria or not showing curvature in the binding 

model.  

 

The CSPs obtained for the hydrophobic groove, cryptic pocket, acidic patch, water 

channel, middle of the α6 helix and hydrophobic patch were large enough to enable 

affinity data to be generated. This observation is also consistent with the rankings 

obtained by the grid point analysis based on number of grid points and their values. 

The acidic patch and water channel gave the lowest KD values estimated between  

10 – 100 mM, followed by the cryptic pocket (50 – 150 mM), and all other binding sites 

had estimated affinities ranging between 100 – 800 mM. The lower KD values could be 

caused by synergistic chemical shifts between the cryptic pocket and water channel 

as residues are located in close proximity to both hot spots. Additionally, residues 

between the two sites overlap and are used in calculations of affinities for both.  

 

 

Figure 5.14: Binding isotherm obtained for each binding site using 0 – 5 % (v/v) solvent 1H-15N HSQC 

titrations.  
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5.5 Comparison of hot spot identification techniques 

Computational calculations of hot spots can be fast and are often provided as free to 

use services where little to no resources are required to obtain results, and where 

numerous potential binding sites can be identified. For DoGSS these potential binding 

sites were often very broad and the calculations provide no details of specific 

interactions which may be targeted in developing small molecules. While FTMap does 

provide details of specific interactions formed by the probes, it failed to identify a 

number of sites that were observed experimentally through X-ray crystallography and 

NMR solvent screening. Although multiple conformations of a target proteins can be 

used for FTMap calculations, these conformations must either be generated 

computationally or through extensive experimental structural studies and even then, 

they may miss certain populations of structures generated by protein dynamics. This 

is evident when applying FTMap to EcDsbA, which did not identify the cryptic pocket. 

In contrast, DoGSS identified more hot spots, however the large surfaces and volumes 

of the suggested sites decreased the confidence in these predicted sites. Furthermore, 

interactions with structural waters can often be integral for catalytic activity or affinity 

and their removal prior to the calculations also cause these important interactions to 

be overlooked.  

 

X-ray crystallography can identify distinct interactions between solvent molecules and 

the protein, however, the size of the solvents is often comparable to that of a water 

molecule, making it difficult to distinguish between them in the data. Refinement of the 

solvent and water often resulted in equally good fit of density and similar β factors 

meaning that it was not possible to unambiguously assign which molecule was bound. 

Crystal packing and contacts between multiple copies of the protein in the asymmetric 

unit may also occlude or enhance binding to some sites, which adds additional 

complexity to the data. To compensate for low affinities, very high concentrations of 

solvent are used. Unfortunately, while these conditions can help increase occupancy, 

which enables the solvent to be observed in the electron density, they are often 

detrimental to the viability of the crystals. This results in crystals which diffract to lower 

resolution or do not diffract at all. High solvent concentrations may also induce large 

conformational changes which can disrupt the integrity of the crystals. Moreover, 

crystallography does not give an indication of the relative importance of the 
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interactions in terms of their contribution to binding affinity, and as very few interactions 

with EcDsbA were conserved between the different solvent molecules, this makes 

ranking of these hot spots for investigation in fragment elaboration strategies 

problematic. 

 

1H-15N HSQC NMR solvent screening avoided some of these problems by identifying 

hot spots in samples where the protein was present in aqueous solutions. This 

potentially allows for sampling of structures that are formed dynamically in solution, 

which may be difficult to capture with other methods. However, this presents a different 

problem as solvent binding may perturb the protein dynamics. In this case some of the 

CSP observed can be due to conformational changes for residues that can be distant 

from the solvent binding site leading to uncertainty in identifying the true binding site. 

Large perturbations in lone residues can also obscure the recognition of binding sites 

which may have multiple residues with consistent weak shifts. Artefacts such as these 

can lead to false negatives in sites where ligand occupancy may be low. Therefore, to 

attempt to address some of these issues, a systematic grid point analysis was 

designed. 

 

While the grid points allow for the ranking of binding sites and clustering of 

perturbations more objectively than manual inspection, it can also introduce other 

biases. The grid does not cover the entire exposed surface area of the protein, as the 

grid is generated based on solvent exposed amide N-H hydrogens only. Unfortunately, 

some of the areas containing few grid points may correlate to potential binding sites. 

These sites could be overlooked due to the lack of available grid points in close 

proximity to the observed CSPs, especially when the CSPs are of a low magnitude. 

Conversely, pockets of the protein that are surrounded by many amide N-Hs (such as 

internal or deep pockets) are potentially overrepresented as many more surrounding 

residues can contribute to the grid point value. Furthermore, specific interactions still 

need to be inferred from the extent of CSP of residues encompassed in the identified 

binding sites.  

 

The limitations observed for, and artefacts caused by, the individual techniques 

described highlight the necessity for validation across multiple methods. Although 
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FTMap uses six solvents included in the NMR and crystallography screens, data sets 

for only three solvents, urea, acetonitrile, and ethanol, were obtained across FTMap, 

NMR and X-ray crystallography. All three of these methods placed ethanol at the acidic 

patch, however each method suggested different binding poses. NMR clustering 

indicates that the binding event would be below His41, whereas X-ray and FTMap 

provide poses above His41. While FTMap and crystallography both suggest the 

formation of hydrogen bonds to the sidechain of Glu38, the FTMap ethanol forms this 

bond directly and whereas a water mediated bond is observed by crystallography. This 

crystallographic water facilitates two hydrogen bonds (to Glu37 and Glu38), however 

is removed for the FTMap calculations. Removing this water only allows ethanol to 

form one of these interactions by FTMap and provides a good example of one of this 

method’s drawbacks.  

 

Similarly, all three methods place acetonitrile at the water channel, however X-ray 

crystallography and FTMap show it binding above and within the channel respectively, 

and thereby do not maintain consistent interactions. In contrast, NMR clustering 

covers all of the three poses provided by FTMap and X-ray crystallography. In the 

cryptic pocket, NMR and X-ray crystallography both suggest that ethanol and 

acetonitrile are able to bind, with the results for ethanol resulting in a direct overlay. 

NMR and FTMap suggest that acetonitrile will bind within the hydrophobic groove, 

however at opposite ends of the hot spot, approximately 9 Å away. Likewise, urea 

binds within the hydrophilic region at Thr10 by X-ray crystallography, however in the 

FTMap predictions it binds in the place of the structural waters approximately 4 Å 

away.   
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Figure 5.15: Comparison of binding hot spots identified by different techniques. Overlay of FTMap 

predicted binding poses (green sticks), NMR predicted binding site clusters (cyan spheres) and  

multi-solvent clusters solved by X-ray crystallography (magenta sticks) onto EcDsbA (PDB ID: 1FVK, 

grey surface).  

 

The three techniques showed little concordance when viewed on an individual 

solvent/probe level. Consequently, the hot spots and highly ranked interactions were 

compared. Overall a total of 15 potential binding hot spots on EcDsbA were identified 

across four methods (FTMap, DoGSS, crystallography and NMR). Of these 15, 11 

binding sites were validated in 2 or more of the methods, 13 if the single solvent sites 

observed by X-ray crystallography are included (Table 5.2). Interestingly, the two sites 
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where fragments have been observed to bind, the hydrophobic groove and the cryptic 

pocket were only validated in three approaches each (NMR, FTMap and DoGSS, and 

NMR, X-ray crystallography, and DoGSS, respectively). The acidic patch and the 

water channel were the only hot spots to be identified in all methods, suggesting that 

these would be the most common or strongest binding interaction sites. This is 

supported by these sites having the lowest estimated KD values by NMR titrations  

(22 ± 10 mM). Within the acidic patch, interactions with the sidechains of Glu37, Glu38 

and His41 are conserved across the techniques. The water channel containing Met56, 

Lys58, Trp76, and Glu85 was the most commonly observed hot spot across all 

methods showing interactions with these residues or CSP in the NMR data, for 12 of 

the solvents. The α6 helix middle hot spot favoured non-polar compounds interacting 

with the sidechain of Phe63 and Val61. 1H-15N HSQC NMR also show consistent 

chemical shifts around these residues. The hydrophobic patch above the active site is 

largely non-polar with a prominent area formed by the aromatic sidechain of Phe29. 

Although this hot spot was identified by both NMR and crystallography, Phe29 is the 

only residue that is highlighted in binding across the two methods. The binding hot 

spots at the back of the α6 helix and the back top right were deemed the least 

important binding sites as they are not known interaction sites (unlike the active site 

and peptide binding ledge) and were only identified by one method. 

 

 

Table 5.2: Binding site cross validation 

Binding site FTMap DoGSS NMR 
X-ray 

crystallography 

Hydrophobic groove  Y Y Y Single solvent only 

Cryptic pocket  N Y Y Y 

Peptide binding ledge Y N N N 

Hydrophilic region  Y Y N Single solvent only 



175 

 

Active site Y N N Single solvent only 

Acidic patch Y Y Y Y 

Water channel Y Y Y Y 

α6 helix (top) N Y Y Single solvent only 

α6 helix (middle) Y Y Y N 

α6 helix (bottom) N Y Y N 

α6 helix (back) N Y N N 

Back top left N Y N Y 

Apex indent N Y N Y 

Hydrophobic patch N N Y Y 

Back top right N N Y Single solvent only 

 

 

5.6 Conclusions and future directions 

X-ray crystallography and 1H-15N HSQC NMR solvents screens as well as 

computational hot spot identification techniques were conducted against EcDsbA to 

discover conserved binding hot spots and interactions that may help future fragment 

optimisation efforts. A total of 15 potential hot spot/interaction sites were suggested, 

and 11 of these sites were validated across two or more methods. Fragments and 

analogues binding to the hydrophobic groove did not have any adjacent and validated 

interactions to exploit in the evolution of these compounds. FTMap did not reveal the 
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cryptic pocket which may be due to the limited ability of this approach to sample 

flexibility. Furthermore, X-ray crystallography identified solvents binding within this 

site, however not all of the interactions made by fragments were observed with the 

solvents.  

 

To our knowledge no fragments or peptides have been observed to bind to the most 

prominent hot spot identified (the acidic patch and water channel). Furthermore, due 

to the extremely low affinity of solvents for the hot spot high solvent concentrations 

were required and this made it difficult to prepare samples and obtain unambiguous 

high-quality data for some solvents. Despite these draw backs, screening simple, 

minimal functional groups for hot spot analysis provided some promising data with 

EcDsbA. Development of these methods to provide higher affinity interactions, clearer 

data, and improve the information generated for implementation in fragment 

elaboration strategies was explored further in chapter 6.    
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Chapter 6: 

Design and screening of a 

MicroFrag library 
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Solvent screening allows for the identification of energetically favourable interaction 

hot spots on a protein surface that can be targeted when elaborating fragments. This 

can aid in the design of higher affinity binders. As solvents bind with very low affinity, 

the technique requires exposing proteins to very high concentrations of organic 

solvents (~0.5 – 20 M) in order to achieve sufficient occupancy so that binding can be 

detected. Not all proteins that will tolerate these conditions, meaning this approach 

can be limited in its implementation. In addition, the high organic solvent 

concentrations that are used can alter the targets conformation or dynamics (273) and 

may not provide a comprehensive coverage of binding events that can occur in 

physiologically relevant aqueous environments.  In the solvent screen with EcDsbA 

(Chapter 5) it was found that the most frequent hot spots, bound solvents with KD 

values that were in the range of 100s of mM. This suggests that at the high 

concentrations that were used for screening, the probes should have had sufficiently 

high occupancy to be detected, but nonetheless it was observed that the electron 

density observed in the X-ray crystallography data was ambiguous. The ambiguity 

arose from both the orientation of the solvent or at times identifying if the density was 

due to the solvent or a water molecule.   

 

A more recent approach that has been reported in FBDD, involves X-ray 

crystallographic screening of small libraries of very small compounds with a heavy 

atom count (HAC) between 5 – 13. These small compounds are screened at high 

ligand concentration (0.05 – 1 M) (136-138). The advantage of using probes of this size 

is that the sampling of chemical space is still higher than in conventional fragment 

libraries while molecules of this size typically bind with higher affinity than organic 

solvents, which make the binding events easier to detect in biophysical assays. These 

libraries have been designed to include compounds containing heteroatoms, which 

aid in maintaining aqueous solubility and provide the ability to form polar interactions 

with the target. In addition, aromatic and halogenated compounds were incorporated 

to ensure a wide scope of drug-like interactions are able to be emulated and lipophilic 

hot spots can be identified. Higher screening hit rates (26 – 60 %) (136-138) were 

observed when screening these very small compounds in comparison with standard 

fragment screening. Moreover, the screens generally resulted in the identification of 

more binding pockets (3 – 20) (137). It is likely that the data from this screening 
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approach, as opposed to solvent screening, can be more easily utilised in medicinal 

chemistry as a result of these considerations.  

 

While X-ray crystallography provides atomic resolution detail of protein-ligand 

interactions and compound orientation, not all proteins are amenable to crystallisation. 

NMR spectroscopy has also been utilised as a biophysical technique for screening 

organic solvents (132) and provides a potential alternative method for screening low 

molecular weight fragments. NMR provides the ability to screen against the protein in 

solution, where dynamics allow the protein to sample a range of conformations, which 

may also affect compound binding. Screening and validating these binding events 

using multiple techniques offers potential advantages in identifying consistent protein 

hot spots and interactions that may be more successfully employed in structure-based 

design.   

 

The chapter describes the design of a library of very small compounds, termed 

“MicroFrags”, and its screening against EcDsbA. The screen was conducted using 

both X-ray crystallography and protein-detected NMR spectroscopy. The results 

obtained from these two approaches are described and compared. 

 

6.1 MicroFrag library design 

The screening techniques described above achieve a high coverage of chemical 

space with a relatively small number of compounds by utilising chemically diverse 

compounds of ultra-low molecular weight. To identify protein hot spots by high 

concentration X-ray crystallography and NMR spectroscopy we designed a 

“MicroFrag” screening library. The MicroFrag library was designed to be enriched in 

chemotypes that are either commonly found in oral drugs or have been observed by 

crystallographic screening. In addition, the MicroFrags were selected to efficiently 

cover chemical space, contain a variety of pharmacophore elements and be soluble 

under aqueous conditions. Elements of the design and selection strategy are most 

similar to reported protocols for REFiL reagent selection (125, 128) and the Vertex 

SHAPES fragment library (274). The REFiL reagent selection protocol uses a flexible, 

iterative method that considers multiple components such as compound 
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physicochemical properties, compound similarity, and the addition of new chemotypes 

that are not yet represented in the set to select optimised small libraries of compounds. 

This iterative selection protocol is ideally suited to small libraries (< 500 members) and 

allows for selections that require balancing of multiple factors and fine tuning of library 

properties. The Vertex SHAPES fragment library was designed to included common 

scaffolds and motifs already found as substructures of approved drugs. The SHAPES 

fragment library also forced the inclusion of heteroatoms in compounds to participate 

in polar interactions and to aid solubility. The final selection of compounds for the 

MicroFrag library used an iterative selection protocol enriching for drug-like motifs 

while maintaining properties similar to the Astex “MiniFrag” library (137). The Astex 

MiniFrag library was designed for X-ray crystallography screening and contains 81 

compounds of 5 – 7 heavy atoms (one 8 heavy atom MiniFrag), with a minimum of 

one heteroatom. The MiniFrag library contained polar compounds with an average 

ClogP of -0.4 (137). 

 

To be selected in the library MicroFrag ligands had to meet the criteria of containing  

5 – 8 heavy atoms, with a minimum of one heteroatom, one 5- or 6-membered ring 

and a ClogP between -2 and 2. As in the SHAPES and MiniFrag libraries, the 

insistence upon a minimum of one heteroatom and ClogP between -2 and 2 gave the 

compounds the ability of participate in hydrogen bonds and a greater chance of 

aqueous solubility at the concentrations required for screening. Rings were made 

essential to decrease flexibility, reduce the number of possible compound orientations 

per binding site and aid crystallographic refinement. Rings smaller than 5 members 

were excluded from the selection due to their increased ring strain and lower 

prevalence as privileged scaffolds in drug design compared to 5- or 6-membered rings 

(see section 6.1.1). The MicroFrag library was biased toward compounds which were 

found in the Protein Data Bank (PDB) (275-277) or substructures of orally available, FDA 

approved therapeutics from the DrugBank database (278, 279).  

 

6.1.1 Privileged MicroFrags 

It was envisaged that MicroFrag binding motifs would be identified by X-ray 

crystallography and be used in the optimisation of fragments into lead-like compounds. 
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Hence, the Protein Data Bank (PDB) (275-277) and DrugBank databases (278, 279) were 

mined to find privileged scaffolds/motifs common to crystallised and therapeutic 

compounds to inform library selection.  

 

Filtering all PDB ligands for HAC 5 – 8, ClogP ≤ 2, ≥ 1 ring, and ≥ 1 heteroatom gave 

a list of 199 compounds. Removal of ligands by an in house manually curated set of 

PAINS (54, 55), reactive functional groups (alkyl bromides, Michael acceptors etc.) and 

≥ 3 alert structures (urea, terminal alkynes etc.) gave 147 molecules. All molecules 

except two had a ClogP between -2 and 2, however the profile was biased toward the 

larger more lipophilic compounds with the average ClogP for this set as 0.34 and an 

average HAC of 7.3. 93 % of the compounds contained either a 5- or 6-membered 

ring with the 10 additional compounds contained rings with less than five or less than 

six atoms or complex bridged ring systems. 39 % of the ring systems were saturated 

while 61 % were aromatic.  

 

The DrugBank database contains 30,118 compounds with 2,603 of them FDA 

approved, orally available therapeutics. These drugs were filtered for compounds with 

a ClogP between -2 and 6, and fragmented into 5,250 substructures of 5 – 8 heavy 

atoms. 2,293 substructures contained at least one heteroatom, a ring and did not 

contain a PAINS motif, reactive functional groups or ≥ 3 alert structures. As the 

MicroFrag library was designed to be commercially available these substructures were 

filtered by their availability through the MolPort Building Blocks reagent list to give 

1,033 potential compounds.  

 

The property profiles of the potential MicroFrags from the PDB and DrugBank were 

very similar (Figure 6.1) with 93 and 87 % containing a 5- or 6- membered ring and an 

average of 7.3 and 7.4 heavy atoms in the datasets, respectively. However, the 

DrugBank MicroFrags showed a bias toward slightly more lipophilic compounds (PDB 

mean ClogP = 0.34; DrugBank mean ClogP = 0.72). 2D 2-point pharmacophores were 

used to compare the coverage of bonding characteristics (hydrogen bond donors and 

acceptors, positive and negative charges, 5- or 6-membered aromatic rings) and their 

number of connecting bonds in 2D space. Although the DrugBank had seven times 

the number of compounds as the PDB dataset, they only provided an extra six unique 
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2D 2-point pharmacophores, and had three fewer unique topologies. 78 molecules 

were considered privileged as they were found in both the PDB and DrugBank 

MicroFrag datasets. Of these, nine of the top ten most common ligands found in oral 

drugs were benzene rings substituted with a single oxygen or nitrogen containing 

substituent, among the simplest of possible ring containing MicroFrags. Surprisingly, 

Astex’s MiniFrag library has only one compound containing a benzene ring (phenol) 

and while many rings with aniline type nitrogens, phenol type oxygens, aminomethyl 

and hydroxymethyl substituents are present, they are almost always attached to 

heteroaromatic rings. Interestingly, in the dataset of 78 privileged MicroFrags there 

were only two halogen containing compounds (one fluorine, one chlorine) and only 

one compound contained a carboxylic acid. As the datasets are restricted to 5 – 8 

heavy atoms, carboxylic acids are only possibly on 5-memebred rings and this 

severely restricts the number of possible compounds that contain a negative charge 

and their representation in the datasets.  

 

 

 

Figure 6.1: Privileged MicroFrag scaffolds. Property profiles for privileged MicroFrag scaffolds in the 

Protein Data Bank (PDB) and DrugBank database. Top 10 compounds of DrugBank database found 

in crystal structures from the PDB (ordered from highest occurrence, left to right).  
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6.1.2 MicroFrag library selection 

The MicroFrag screening library was designed to consist of compounds which were 

commercially available, highly soluble, cover as many unique topologies and 2D  

2-point pharmacophores as possible with few close neighbours while also, if possible 

being present in oral drugs and known X-ray crystal structures. The MolPort building 

blocks reagent list comprising of ~350,000 compounds were refined to a list of 2560 

ligands which fit all definitions of a MicroFrag (1 ring, ≥ 1 heteroatom, 5 – 8 heavy 

atoms, ClogP -2 to 2) and did not contain a reactive functional group (280),  

PAINS (54, 55) or ≥ 3 structural alerts (281). In addition, their physicochemical properties, 

2D 2-point pharmacophores, synthetic molecular complexity (SMCM) (282) and 

chemical fingerprints (ECFP4 (283), FCFP4 (283) and MACCS (284)) were calculated for 

use in library design and diversity analysis. An iterative selection protocol was used 

where a single compound was added to the library at each step. For each step, 

inclusion in the library was based on a selection score derived from three main criteria:  

 

1) physicochemical property and PDB/drug relevance; calculated based on 

normalised HAC, number of heteroatoms, ClogP, TPSA, number of aromatic 

rings, number of halogens, the number of unique 2D-2-point pharmacophores 

in the compounds, whether they were present in the PDB or the fragmented 

DrugBank oral drug dataset. 

2) novel diversity; measured as coverage of novel 2D 2-point pharmacophores or 

topologies compared to the currently selected library. 

3) similarity/sphere exclusion; measured as maximum Tanimoto similarity based 

on ECFP4 and 2D 2-point pharmacophore fingerprints of the potential library 

member to the currently selected library.  

 

These factors were weighted and optimised based on inspection of trial library 

selections in order to provide an even balance of the factors (Figure 6.3, Figure 6.4, 

see chapter 8 for experimental detail). After purchase a 91-member MicroFrag library 

was obtained (Figure 6.2). 
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Figure 6.2: Selected MicroFrag library 
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Figure 6.3: Physicochemical properties of the MicroFrag library visualised as violin plots with overlayed 

boxplots. Abbreviations used: heavy atom count (HAC), molecular weight (MW), hydrogen bond donor 

(HBD), hydrogen bond acceptor (HBA), topological polar surface area (TPSA), number of rotatable 

bonds (NRotB), synthetic and molecular complexity (SMCM), fraction of sp3 hybridised carbons (Fsp3), 

ClogP (calculated octanol-water partitioning co-efficient).  
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Figure 6.4: Diversity of the MicroFrag library. A) Tanimoto similarities of the library based on the 

calculated fingerprint profiles. B) Normalised principle moments of inertia (nPMI) plot describing 

compound shape and 3D character. C) Coverage of 2D 2-point pharmacophores by all compounds in 

the library as a function of number of bonds separating the pharmacophore pairs. Pharmacophore pairs 

are described using the following abbreviations: 6-membered aromatic ring (Aryl (6)), 5-membered 

aromatic ring (Aryl (5)), hydrogen bond acceptor (HBA), hydrogen bond donor (HBD).  
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Comparing the library diversity coverage to the diversity coverage of all commercially 

available MicroFrags, the final library selection covered 100 % of possible 2D 2-point 

pharmacophores and 14 % of Murcko scaffolds (285) of this size in the MolPort reagent 

list. These compounds also covered 70 % of commercially available topologies, with 

some of the missing topologies only found in commercial reagents that contained 

bridged rings or involved substitution of hydrogens with fluorine or deuterium atoms. 

In comparison to the theoretical and commercial availability of drug-like compounds  

(≤ 36 HAC, ≤ 500 Da) and fragments (≤ 17 HAC), the MicroFrag library obtains a huge 

gain in relative chemical space coverage (Table 6.1). Although many of the ligands 

contain aromatic rings and are inherently planar, the library did not lie along the  

rod-disk-like axis in the normalised principle moment of inertia (nPMI) (286) plot and had 

an average fraction of Csp3 of 0.43. 

 

Table 6.1: Chemical space coverage of drug-like compounds, fragments and MicroFrags 

 
“Rule of 5” 

compoundsa 
Fragmentsb MicroFrags 

Compounds 

Theoretical 1033 (31) 166 x 109 (32) 44,000 (34) 

Commercially 

available c 

6,890,000  

(0.2 – 2 x 106) 

440,000  

(1 – 5 x 103) 

14,000  

(91) 

Topologies 

Theoretical Unknown 5,420,000 21 

Commercially 

available c 
Unknown 50,000 

17  

(12) 

2D 2-point 

pharmacophores 

Theoretical 95 95 55 

Commercially 

available c 
95 95 

51  

(51) 
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Murcko scaffolds 
Commercially 

available c 
Unknown 26,733 

214 

(31) 

a drug-like compounds (≤ 36 HAC, ≤ 500 Da), b fragments (≤ 17 HAC), c available from the MolPort 

catalogue. Shown in bold within brackets are the typical or included size or coverage of libraries that 

are used for screening in this chemical space.  

 

 

6.2 X-ray crystallography MicroFrag screen 

6.2.1 Assay optimisation 

X-ray crystallography soaking experiments with the MicroFrags required optimisation 

to find suitable conditions that were tolerated by the crystals. A trial set of 20 

MicroFrags was used to investigate optimal soaking conditions for EcDsbA. Due to the 

significantly higher concentrations required for the MicroFrag screen, conditions were 

optimised to maintain crystal stability and quality of diffraction while having enough 

occupancy to detect binding (estimated as 10 × KD for EcDsbA X-ray crystallography).  

 

Protein crystals can be sensitive to changes in pH, although previous experience with 

EcDsbA in the group indicated that the crystal form used for soaking of EcDsbA 

tolerates a wide pH range from pH 5 to 9. pH values outside these ranges can cause 

dissolution, damage or affect the diffraction quality of the crystals. Initially the EcDsbA 

cryoprotectant (24 % PEG 8000, 22 % glycerol, 100 mM sodium cacodylate, pH 6.1) 

was tested for its ability to resist pH changes caused by the presence of different 

concentrations of MicroFrags using a universal dye indicator assay (287). The results 

indicated that 500 mM of the trial MicroFrags did not cause changes more than ± 1 pH 

unit with 250 mM and 100 mM showing less than ± 0.5 pH units. Therefore, the 

buffering ability of the cryoprotectant was deemed satisfactory for the assay.    

 

EcDsbA crystals of the apo protein as well as co-crystals with the hydrophobic groove 

binder carboxylic acid diaryl ether 28 or the highest affinity binder of the diaryl ether 

series were used in the optimisation of the MicroFrag soaking experiments to 

investigate possible differences when additional higher affinity ligands are bound. 
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Initial conditions were based on the Astex Therapeutics MiniFrag X-ray crystallography 

conditions (137) and drops were prepared with MicroFrags at a concentration of 1 M in 

EcDsbA cryoprotectant (24 % PEG 8000, 22 % glycerol, 100 mM sodium cacodylate, 

pH 6.1). Soaking time of the apo crystals in the MicroFrag solution was varied to 

monitor the effects on crystal stability, quality of diffraction. Crystals were soaked for 

30 seconds, 2.5 minutes, 7.5 minutes, 30 minutes and 60 minutes. Almost all  

apo-crystals were stable and did not dissolve or crack even after 1 hour of soaking 

with the trial set of MicroFrags. In the case of the preformed EcDsbA-diaryl ether  

co-crystals, soaking with 1 M MicroFrag for 1 hour revealed that two MicroFrags 

appeared to affect the crystal stability. However, upon acquisition of diffraction data 

electron density was observed for only 3/20 (15 %) of the tested MicroFrags in the apo 

crystals. In the case of the co-crystals, either no diffraction was observed or there was 

no density for the MicroFrag. The Astex Therapeutics MiniFrag crystallography 

screens suggested that a higher hit rate would be obtained (137) and so it was 

hypothesised that this may have been caused by a low MicroFrag solubility in the 

relatively non-polar cryoprotectant.  

 

The MicroFrag solubility in the EcDsbA cryoprotectant was assessed using  

semi-quantitative 1D 1H NMR. The MicroFrag samples were prepared as per the trial 

soaks, diluted in d6-DMSO and analysed by semi-quantitative 1D 1H NMR with 1 mM 

DSS internal standard. These spectra showed that only three of the MicroFrags tested 

were visible in the cryoprotectant and happened to be the three MicroFrags for which 

electron density was observed. These results confirmed that the solubility of the 

MicroFrag in the cryoprotectant solution was an issue in the previous crystallisation 

attempts. Furthermore, issues with sample preparation were identified upon visual 

inspection of the 96-well plates where it appeared that some MicroFrags may have 

evaporated. The initial plates were prepared by making 1 M MicroFrag stocks in 

methanol, transferring the required volume to the 96-well plate and removing the 

solvent under vacuum. The samples were prepared again and were left at atmospheric 

pressure to evaporate to minimise possible MicroFrag evaporation which, upon visual 

inspection, showed that some sample remained in all wells. Subsequently, the 

MicroFrags were no longer concentrated under vacuum. To optimise buffer solubility 

the MicroFrags were dissolved in either the EcDsbA cryoprotectant (with and without 
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10 % methanol), or the crystallisation mother liquor (13 % PEG 8000, 7.5 % glycerol, 

1 mM CuCl2, 100 mM sodium cacodylate pH 6.1). Samples of this soaking solution 

were taken and diluted into d6-DMSO and analysed as above. The MicroFrags in the 

cryoprotectant with methanol or in the mother liquor had > 2-fold improved solubility 

than the cryoprotectant alone. As a result, the MicroFrag samples were prepared using 

10 % methanol in the crystallisation mother liquor.  

 

The soaking time of MicroFrags with apo EcDsbA crystals was revisited, however, with 

the solubility issue now resolved the crystals were generally not viable for longer than 

15 – 30 minutes. The effect of MicroFrag concentration in the soaking experiments 

was evaluated at 200 mM, 1 M and 2 M, using the new sample preparation process in 

crystallisation mother liquor with 10 % methanol. Slightly lower occupancies were 

observed for the samples containing 200 mM MicroFrag, however, there was no 

discernible difference for the density obtained at either 1 or 2 M and the final screening 

concentration remained at 1 M. The optimised soaking conditions also afforded a 

higher hit rate of 14/20 (70 %) compared to experiments conducted with the 

cryoprotectant alone (15 %), which is more in line with expected MicroFrag results 

based on Astex’s data. 

 

The full 91-member MicroFrag library was soaked into apo oxidised EcDsbA crystals 

for 5 – 15 minutes at a 1 M MicroFrag concentration using the optimised protocol. 

Despite optimisation efforts not all crystals were stable in the presence of all 

MicroFrags at 1 M in the soaking buffer (13 % PEG 8000, 7.5 % glycerol, 1 mM CuCl2, 

100 mM sodium cacodylate pH 6.1 and 10 % methanol). The MicroFrags which were 

observed to dissolve or damage the crystals were commonly found to be at a pH of  

< 3 or > 10 and were adjusted to a pH between 5 – 9. If the soaking buffer with 1 M 

MicroFrag was already in this pH range, or still damaged the crystal after adjustment, 

the concentration of the MicroFrag was halved (500 mM). These adjustments allowed 

for collection of datasets for every ligand in the MicroFrag library. 
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6.2.2 MicroFrag screen by X-ray crystallography 

The X-ray crystallography screen of the MicroFrag library yielded structures of 47 

compounds and 180 poses with an overall hit rate of 52 % (Figure 6.5). All structures 

had resolutions between 1.47 – 1.88 Å and resulted in an average ligand β factor of  

< 50 Å2. Determining the presence and orientation of the MicroFrags was significantly 

simpler compared to the solvent screen. The increased compound size and varied 

shapes gave a clear distinction between MicroFrag and water molecules and resulted 

in more confidence in the MicroFrag poses. 

 

 

 

Figure 6.5: Overlay of all MicroFrag structures solved by X-ray crystallography. MicroFrags shown as 

coloured sticks, oxidised EcDsbA shown as transparent grey surface. 
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In this form of EcDsbA crystals two monomers are observed in the asymmetric unit. 

This, along with crystal packing, results in different solvent exposed areas for each 

monomer and, although the interface blocks part of the protein surface, all previously 

described binding sites remained accessible by ligands in at least one of the 

monomers (Figure 6.6). These contacts also cause compounds to potentially bind in 

pockets which do not occur naturally in solution, which is considered to be one of the 

limitations of X-ray crystallography. To avoid biasing hot spot identification due to 

crystal packing artefacts any ligands which did not make any interactions to the protein 

or made interactions (hydrogen bonds, halogen, ionic, hydrophobic contacts or π-π 

stacking) with more than one EcDsbA molecule were removed, resulting in 112 poses 

for analysis (Figure 6.7). These compounds made a total of 295 interactions (hydrogen 

bonds, halogen, ionic, hydrophobic contacts or π-π stacking) with the protein. 223 of 

these interactions were made directly between the ligand and protein and the 

remaining 72 were water mediated hydrogen bonds.      
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Figure 6.6: Crystallographic asymmetric unit of EcDsbA. Surface contacts of the two monomers 

(coloured as cyan and green surfaces) of EcDsbA with active site (30CPHC33) highlighted in yellow and 

water channel shown as red spheres.  
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Figure 6.7: Overlay of analysed MicroFrag structures solved by X-ray crystallography. Binding poses 

are shown for MicroFrags (cyan sticks) which did not interact with both of the EcDsbA monomers and 

are a member of a binding site occupied by ≥ 2 MicroFrags. 

 

 

All remaining poses were overlayed and hot spots were identified based on having   

≥ 2 MicroFrags bound to the site. 11 hot spots were identified using this technique and 

two hot spots, an extension of the hydrophobic patch and at the middle top back of the 

protein had not been previously described. Single MicroFrags were found to bind at 

the active site and the back top left of the protein and no densities were found in the 

acidic patch, water channel, or the top of the α6 helix. The most occupied hot spot was 

the hydrophobic groove where 26 different MicroFrags were found to bind (29 % hit 

rate), with many showing multiple poses and interactions (Figure 6.8a). Interactions 

made by the MicroFrags were similar to those made by optimised fragment binders. 

Hydrophobic π-π stacking interactions with Phe36, Phe174 and His32 were the most 

common, followed by hydrogen bonds to the sidechains of Gln35, Gln164 and the 

main chain of Thr168, all of which have been previously observed with fragment 

analogues. Two MicroFrags with two poses each were found bound in the cryptic 
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pocket and these overlapped with the lower ring of the known cryptic pocket binders. 

However, no MicroFrags were found where the upper isoxazole ring of cryptic pocket 

binders is located (Figure 6.8b, c). During medicinal chemistry development of the 

cryptic pocket fragments replacement of the isoxazole ring was poorly tolerated (233) 

and possibly reflects the change in conformation of EcDsbA required to bind at the 

upper region of this hot spot. Furthermore, although the MicroFrags made hydrogen 

bond donor interactions to Glu37, which the fragment analogues also make, the 

MicroFrags make different interactions with conserved π-π stacking to Phe36, a 

hydrogen bond donor interaction or halogen bonding to Tyr178 side chain, a 

conserved water mediated interaction with the carbonyl of active site Cys33 and a 

singular hydrogen bond acceptor interaction with backbone NH of Ser43. Some of 

these interactions could be incorporated into the design of future cryptic pocket binding 

analogues.  

 

MicroFrags binding to the peptide binding ledge make hydrogen bond donor 

interactions with Arg148, Val150 and Pro151 backbone carbonyls as well as Gln160 

side chain (Figure 6.9a). In the hydrophilic region two MicroFrags containing a  

1-3 diaza-5-membered heteroaromatic motif make two hydrogen bonds to Thr10 and 

Leu161 (Figure 6.9b). This binding interaction is also found with urea in the solvent 

screen where a similar pharmacophore and interactions are observed. Two ligands 

were found at the middle of the α6 helix, however, no conserved interactions were 

made (Figure 6.9c). Binding to the hot spot at the bottom of α6 helix shows two distinct 

interaction locations (Figure 6.9d). The first forms a hydrogen bond donor interaction 

to Gln146 backbone, where the second makes hydrogen bond interactions with the 

backbones of both Lys14 and Asp144. The back of the α6 helix bound gave 15 

MicroFrag poses (Figure 6.9e). Many conserved water-mediated hydrogen bonds 

were made in this hot spot to Pro20, Lys140, Asp144, Phe154, Asn156 and Gly157 

as well as a direct hydrogen bond to the main chain of Ala141 and π-π stacking 

interactions were formed with Phe25 and Phe154.  
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Figure 6.8:  Overlay of MicroFrag crystal structures and their protein interactions at the known fragment 

binding sites. A) MicroFrag interactions with residues of the hydrophobic groove. MicroFrags shown as 

cyan sticks, conserved interactions as yellow dashes and EcDsbA shown as grey sticks and grey 

surface. Interactions with residues of the cryptic pocket with B) MicroFrags and C) a known cryptic 

pocket binder. MicroFrags and fragment binder shown as cyan sticks, conserved interactions as yellow 

dashes, interactions made by single compounds as tan dashes, water molecules as red spheres and 

EcDsbA shown as grey sticks and grey surface. 
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Figure 6.9:  Overlay of MicroFrag crystal structures and their protein interactions at binding hot spots 

A) peptide binding ledge, B) hydrophilic region, C) α6 helix middle, D) α6 helix bottom and E) α6 helix 

back which bind ≥ 2 ligands.  MicroFrags shown as cyan sticks, conserved interactions as yellow 

dashes, interactions made by single compounds as tan dashes, water molecules as red spheres and 

EcDsbA shown as grey sticks and grey surface. 

 

Binding to the protein apex is facilitated by two π-π interactions with Tyr122 and 

Trp126, a hydrogen bond to Ala105 (either direct or water mediated) and a hydrogen 

bond donor interaction with Asn127 (Figure 6.10a). An additional one-off hydrogen 

bond is made to the sidechain of Asp123. Large clusters of ligands are found at the 

hydrophobic patch and at an extension of this site to toward the acidic patch. The main 

section of the hydrophobic patch features conserved π-π stacking interactions with 

Phe29 and a hydrogen bond donor interaction with the backbone of Gly95  

(Figure 6.10b). The extension of this site conserves hydrophobic interactions with 

Tyr34 and the alkyl chain of Lys98 (Figure 6.10d). Taken together however, these hot 

spots show a conserved hydrogen bond to the sidechain Gln97. The other newly 

identified hot spot on the back of the protein at the top middle above the water channel 
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has conserved hydrogen bonds to the sidechains of Lys87 and Glu121 and 

hydrophobic contacts with Val84 and Ile117 (Figure 6.10e). While two MicroFrags bind 

to the back top right of the protein, there were no conserved interactions at this site 

(Figure 6.10c). 

 

 

 

Figure 6.10:  Overlay of MicroFrag crystal structures and their protein interactions at binding hot spots 

A) apex indent, B) hydrophobic patch, C) back top right, D) extended hydrophobic patch and  

E) back top middle which bind ≥ 2 ligands. MicroFrags shown as cyan sticks, conserved interactions as 

yellow dashes, interactions made by single compounds as tan dashes, water molecules as red spheres 

and EcDsbA shown as grey sticks and grey surface. 

 

 

It is clear from these studies with MicroFrags that EcDsbA presents many possible hot 

spots across the protein surface and with residues within small pockets. Among the 

11 identified ligand clusters, the peptide binding ledge, hydrophilic region, the 

hydrophobic patch and its extension are the closest to the fragment series currently 
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under development. While the conserved hydrogen bond donor interaction to the 

peptide binding ledge and Thr10-Leu161 di-aza motifs in the hydrophilic region can 

potentially be targeted from the hydrophobic groove and cryptic pocket, the 

hydrophobic patch hot spots are located 10 – 14 Å away from the hydrophobic groove 

binders and would appear to be inaccessible to the cryptic pocket binders. While polar 

interactions are preferred for boosting affinity and creating selective binders, 

MicroFrag crystallography clusters also highlight the importance of hydrophobic π-π 

interactions as they are found in all hot spots except the peptide binding ledge, 

hydrophilic region, bottom of the α6 helix and the back top right of the protein. These 

hydrophobic interactions were not seen consistently with solvent screening, most likely 

due to the lack of hydrophobic motifs in the solvent set. If analogues properties can be 

suitably maintained it would be remise to exclude these conserved interactions from 

future compound designs. 

 

X-ray crystallography screening of the MicroFrag library identified hot spots and 

interactions at a similar rate to those in similar screening campaigns (136-138). As some 

targets are not amenable to crystallography, we wanted to test the capacity to extend 

this approach to screening by 1H-15N HSQC NMR, using the same approach described 

in chapter 5 for the identification of hot spots by solvent screening.  

 

 

6.3 1H-15N HSQC NMR MicroFrag screen 

6.3.1 Assay optimisation 

1H-15N HSQC NMR experiments with EcDsbA were optimised with a test set of 

MicroFrags under a variety of conditions to investigate protein stability, the ability to 

detect binding, and the quality of the spectra at the high ligand concentrations required 

for MicroFrag screening.  

 

Denaturation and/or precipitation of EcDsbA was at the forefront of concerns for this 

assay. Initially buffering conditions were examined in order to limit the denaturation of 

protein due to large changes in pH upon addition of ionisable MicroFrags, or 
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precipitation caused by the pH approaching the isoelectric point of EcDsbA (theoretical 

pI = 5.4). As this library is designed to be target agnostic, not all targets will use the 

same buffer conditions and therefore the compound stocks were prepared in pure 

water. These stocks were manually pH adjusted as close as possible to pH 7; 

generally, stocks were within ± 0.5 pH units, however, due to the lack of buffering 

capacity of water this was occasionally difficult and was not possible for all MicroFrags.  

 

Previous NMR experiments recorded on EcDsbA have typically used a buffer system 

comprising either 50 mM HEPES and 25 mM NaCl or 50 mM phosphate and 25 mM 

NaCl at a pH of 6.8. These buffers were tested at normal and double concentrations 

for their ability to maintain the desired pH after the addition of the MicroFrag stocks. 

The desired pH is 6.8 and HEPES has the greatest buffering capacity over the pH 

range of 6.8 – 8.2, while phosphate buffer has a wider buffering capacity over the pH 

range of 5.7 – 8.0. This was reflected in the observation that phosphate buffer was 

superior to HEPES in controlling pH upon addition of the ligands. Doubling the 

concentration of the phosphate buffer (100 mM phosphate, 50 mM NaCl, pH 6.8) 

improved the buffering capacity and this buffer was used in the final screening of the 

MicroFrag library. The resonances of some residues in EcDsbA are very sensitive to 

pH and although the buffer system generally maintained the samples close to the 

desired pH, samples were manually readjusted to a pH of 6.8 ± 0.2 prior to acquisition 

where necessary.  

 

High concentrations of MicroFrag were expected to be required to achieve high 

enough occupancy at the binding sites to detect CSP in HSQC spectra. However, high 

concentrations can have detrimental effects on protein stability and spectrum quality.  

A range of compound concentrations from 1 mM to 2.5 M was used to probe the effects 

of MicroFrag ligand concentration on the assay and determine at what concentration 

significant chemical shifts can be observed as well as where spectral quality may 

degrade. The high concentrations of MicroFrag caused some 1D 1H NMR experiments 

to fail due to receiver overflow, even when receiver gain was at the lowest possible 

setting. 1H-15N HSQC experiments did not have the same issue due to the low natural 

abundance of 15N in the MicroFrag compounds (0.4 %) and high-quality HSQC spectra 

were obtained even at the highest MicroFrag concentrations tested. 
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Figure 6.11: MicroFrag titrations. A) 1H-15N spectra of oxidised 15N EcDsbA (100 µM, blue), in the 

presence of 0.3 M (red), 0.6 M (green) and 1.5 M (magenta) MF66. B) Binding isotherms obtained for 

the hydrophobic groove, peptide binding ledge, acidic patch and the back of the α6 helix by  
1H-15N HSQC MicroFrag titrations.  
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The maximum concentration of MicroFrags that could be tested was generally found 

to be limited by the aqueous solubility of the MicroFrag, rather than protein stability or 

spectral quality. For example, high quality spectra were observed for EcDsbA upon 

addition of 2 M succinimide, however, other trial MicroFrags showed maximum 

solubilities between 100 – 500 mM in the phosphate buffer, limiting the highest 

concentration at which they could be screened. To estimate the binding affinity of the 

MicroFrags, a subset of the compounds were titrated against EcDsbA (5-point, 2-fold 

dilution series from 100 mM or 300 mM) and KD values in the range of 10 – 100 mM 

were observed for multiple binding sites (Figure 6.11). These affinities suggested that 

ligand concentrations between 100 mM – 500 mM were sufficient to achieve 

occupancies of > 50 %, which was judged to be sufficient to induce CSPs that could 

be measured reliably. A final concentration of 300 mM was selected for screening of 

the MicroFrag library as the best condition to ensure protein stability, ligand solubility 

and hot spot occupancy.        

 

6.3.2 MicroFrag screen by 1H-15N HSQC NMR 

A 1H-15N HSQC was acquired for oxidised EcDsbA in the presence of each MicroFrag 

at a concentration of 300 mM. Two MicroFrag screening samples had significantly 

reduced peak intensity in the HSQC and a further 21 compounds caused large global 

chemical shift perturbations. These 23 MicroFrags were excluded from the subsequent 

analysis. The analysis of binding site hot spots was conducted using the grid point 

generation, summation and clustering scripts as described in Chapter 5 (Figure 6.12).  
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Figure 6.12: NMR predicted binding sites of MicroFrags. Binding sites were predicted from grid point 

clusters (coloured spheres) calculated by the summation of individual MicroFrag grid point clusters and 

mapped onto the surface of oxidised EcDsbA (PDB ID: 1FVK, grey surface). The individual grid point 

clusters were calculated from 1H-15N HSQC chemical shift perturbations upon addition of each 

MicroFrag to EcDsbA. 

 

 

In total, the 1H-15N HSQC clusters for the individual MicroFrags identified 15 potential 

hot spots. Seven of these hot spots were identified upon the summation of the grid 

point clusters of all the individual MicroFrags. One new hot spot that had not been 

observed in the solvent screening was identified at the N-terminus of EcDsbA  

(Figure 6.12) and this was found in the analysis of both the individual and summation 

clusters.  There were four hot spots identified in the combined solvent screening 

methods (Chapter 5) that were not identified by the NMR MicroFrag screen. These 

were the cryptic pocket, active site, back top left, and the apex indent. Furthermore, 

two hot spots from the solvent screen, hydrophilic region and the back of α6 helix, 

showed very few cases (< 10 %) of MicroFrag binding. This may be rationalised in part 

because the MicroFrag screen resulted in larger CSPs than the organic solvent 

screen, which meant that the definitions of clusters were stricter and now required 

more adjacent grid points above a minimum value threshold to be classified as a hot 
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spot. It is likely that the cryptic pocket and hot spot at the back of the α6 helix were not 

identified in the clusters due to the small number of adjacent grid points within the site, 

thereby disqualifying them from the formation of grid point clusters.  

 

The hydrophobic groove is the main substrate and fragment binding pocket, and it was 

surprising that only 21 % of the MicroFrags gave rise to grid point clusters at this site.  

The centre of the hydrophobic groove was not often identified by the grid point clusters. 

However, Ser169 – Val173 and Leu40 of the groove were commonly perturbed and 

gave rise to clusters around these residues, however on the opposite side of the 

residues to the hydrophobic groove. If these clusters were considered to be indicative 

of binding to the hydrophobic groove, this resulted in 97 % of MicroFrags showing 

evidence of binding at this site, which is more in line with expectations.  

 

The most frequently identified hot spots were the middle of α6 helix, the water channel, 

the acidic patch, the extension and the main section of the hydrophobic patch, which 

were identified in 64 – 99 % of spectra. 18 residues within these sites had a high 

occurrence (> 20 % of MicroFrag spectra) of perturbations above 0.04 ppm and were 

generally within close proximity of each other. Many of these residues form parts of 

multiple different hot spots and as a result they form a continuous stretch of highly 

perturbed residues from the middle of the α6 helix, to the hydrophobic patch and 

around the side of the protein to the acidic patch and water channel. Furthermore, 

14/18 of these residues are located on or are directly adjacent to the active site α1 

helix or the β3 sheet which runs through the protein from the water channel to the 

middle of the α6 helix (Figure 6.13). It is therefore possible that their high hit rate may 

be due to altered protein dynamics from compound binding at one position of the helix 

or sheet and causing CSPs along the secondary structure motif.   
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Figure 6.13: Residues from the top 5 predicted binding sites with chemical shift perturbations frequently 

> 0.04 ppm. Important residues (cyan) are mapped onto the surface of EcDsbA (PDB ID: 1FVK, grey 

cartoon).  

 

 

The 1H-15N HSQC MicroFrag screen was able to identify multiple binding hot spots 

also identified by the solvent screens and the MicroFrag crystallography screen. 

Furthermore, the NMR MicroFrag screen identified a binding hot spot not identified by 

any of the other screens. While the results require a more involved interpretation of 

binding events, the results suggest that this approach is able to provide valuable hot 

spot information for proteins which are not amenable to X-ray crystallography.  
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6.4 Assay comparisons 

6.4.1 Comparison of the 1H-15N HSQC NMR and X-ray crystallography MicroFrag 

screens 

This MicroFrag library was designed for use in both X-ray crystallography and  

1H-15N HSQC NMR in order to extend the current applications of similar assays to 

proteins which are unable to be crystallised or crystal systems are not amenable to 

high ligand concentrations. Binding was found for 47 and 67 ligands in  

X-ray and NMR screens, respectively, together identifying 12 binding sites overall.  

X-ray and NMR MicroFrag screens had six hot spots represented in both screens (the 

middle and bottom of the α6 helix, the hydrophobic patch and its extension, and the 

back top middle and right of the protein). Among the most populated hot spots, binding 

was not observed to the peptide binding ledge or hydrophilic region in the NMR screen. 

Similarly, no MicroFrags were found in the water channel by X-ray crystallography. 

Neither NMR nor X-ray crystallography screening identified MicroFrags binding to the 

active site (Figure 6.14). 

 

Each MicroFrag crystal structure showing binding was overlayed with their 

corresponding HSQC NMR grid point clusters and binding profiles obtained in each 

assay were compared. X-ray poses were found in the same binding hot spot as an 

NMR cluster 28 % of the time, with 14 % of poses directly overlaying with grid points. 

Conversely, only 5 % of NMR grid point cluster binding sites were also occupied by a 

ligand solved by crystallography with 3 % of clusters having a direct overlap of the  

X-ray crystallography pose with the NMR grid points. On an individual MicroFrag level, 

there was poor correlation of NMR and X-ray crystallography data. However, when a 

similar comparison was done with the summation of NMR grid point clusters and the 

overlayed set of crystal structures, 58 % of binding hot spots are identified in both 

approaches. Of these 50 % have direct or partial overlap of NMR grid points and  

X-ray crystallography binding poses. Direct overlays were observed at the middle and 

the bottom of the α6 helix, at the top of the hydrophobic patch, the extended 

hydrophobic patch, the back top middle and back top right of the protein.   
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Figure 6.14: Comparison of global MicroFrag X-ray crystallography poses and corresponding NMR 

predicted binding sites. NMR grid point clusters (transparent yellow spheres) are overlayed onto binding 

poses of all crystallography MicroFrag clusters to show hot spot agreement between the two 

techniques.  

 

MicroFrags which bound within the hydrophobic groove by X-ray crystallography often 

did not overlay with NMR grid points, however, these MicroFrags did show NMR 

clusters in the acidic patch and water channel (examples provided in Figure 6.15). This 

is possibly due to changes in the conformation or dynamics of EcDsbA, where binding 

in the hydrophobic groove results in inferred chemical shifts being observed at the 

acidic patch and water channel on the opposite face of the protein. A similar 

phenomenon has been observed previously for fragments binding to the hydrophobic 

groove (Chapter 4). Furthermore, X-ray crystallography did not find any MicroFrags in 

the acidic patch or the water channel. The asymmetric unit does not obscure access 

to these areas in X-ray crystallography (Figure 6.6) and the reason for lack of 

MicroFrags found bound to these hot spots which have been found by multiple other 

techniques is not clear. Follow-up studies where longer or higher concentration soaks 

or co-crystallography could be performed may validate these results with MicroFrags 

that show CSP for residues at these sites in the HSQC NMR spectra. This analysis 
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was not performed due to their significant distance from the hydrophobic groove 

fragment binding site and are unlikely to provide useful information on conserved 

interactions that may be targeted by novel analogues. 

 

 

 

Figure 6.15: Comparison of individual MicroFrag X-ray crystallography poses and corresponding NMR 

predicted binding sites. NMR grid point clusters (transparent yellow spheres) are overlayed onto binding 

poses of A) MF37 and B) MF6 (cyan sticks) to show hot spot agreement between the two techniques.  

 

 



209 

 

Residues that showed interactions to MicroFrags by X-ray crystallography also had 

CSP > 0.04 ppm in > 10 HSQC spectra 47 % of the time. These overlapping residues 

can be considered validated hot spot interaction points and those in close proximity to 

the known analogue binding sites may be used to prioritise expansion vectors and 

target interactions (Table 6.2).  

 

 

Table 6.2: Correlation of X-ray crystallography interactions and NMR chemical shift perturbations 
(CSP) by binding site. 

Binding site 

X-ray interactions 

with matched 

NMR CSP 

NMR CSP with 

matched X-ray 

interactions 

Conserved 

residues 

Hydrophobic 

groove 
4/8 4/6 

Gln35, Leu40, 

Gln164, Thr168 

Cryptic pocket 2/5 2/6 Cys33, Ser43 

Peptide binding 

ledge 
1/5 1/1  Arg148 

Hydrophilic 

region 
1/2 1/1 Leu161 

Hydrophobic 

patch 
2/6 2/2 Phe29, Gln97 

Extended 

hydrophobic 

patch 

2/4 2/4 Tyr34, Lys98 
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6.4.2 Comparison of MicroFrag and solvent screens 

Both MicroFrag and solvent screens are based on the use of simple, low molecular 

weight probes to identify protein binding hot spots. After conducting both 1H-15N HSQC 

NMR and X-ray crystallography screens it is clear that the high concentrations of 

MicroFrags were more well tolerated by EcDsbA than the extremely high 

concentrations of solvents required to identify hot spots. X-ray crystallography analysis 

of MicroFrag also gave data that was easier to analyse and refine. Determining hot 

spots by the 1H-15N HSQC NMR solvent and MicroFrag screens was more difficult due 

to the extensive interpretation of possible binding events by CSPs and required the 

used of additional grid point clustering analysis. The NMR screens, however, were 

useful in validating key residues and identified more hots spots than X-ray 

crystallography in both solvent and MicroFrag screens. 

 

Solvent screening by X-ray crystallography was technically challenging due to solvent 

volatility and uncertainty in the orientation of the solvent or sometimes its identity, 

where either the solvent molecule or water could be fit to the electron density in refined 

structures. Using MicroFrags, which generally have more atoms than the solvents and 

reduced flexibility, lower ligand concentrations could be used and the lower volatility 

of the MicroFrags diminished these issues. The higher affinity of MicroFrags compared 

to solvents also possibly resulted in higher hot spot occupancy which gave less 

ambiguous electron density in crystallography and allowed the use of lower ligand 

concentrations that were better tolerated than the solvents, although with the caveat 

of requiring a larger library to effectively cover their respective chemical spaces. The 

use of lower ligand concentrations resulted in more samples with interpretable data 

obtained by crystallography and NMR for MicroFrags. 

 

Benzyl alcohol, which is a member of both the MicroFrag and solvent screening 

libraries, gave different results depending on the conditions used. The conditions used 

in the solvent NMR screen saw concentrations of 3 % (289 mM) start to cause loss of 

intensity in 1H-15N HSQC and by 5 % (481 mM) protein signals were no longer 

detectable by 1H-15N HSQC. Although the MicroFrag screen was run at a 

concentration comparable to the sample with 3 % solvent v/v, using a stronger buffer 

system and adding ligand which had already been pH adjusted to ~7 allowed for 
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interpretable data to be obtained, which resulted in the identification of three binding 

sites by grid point clustering. In the X-ray crystallography analysis, the high volume of 

solvent (50 – 80 %, 4.8 – 7.7 M) used in the solvent soaking experiments did not result 

in any compound density, however in MicroFrag soaking conditions at 1 M gave a 

crystal structure which contained five ligands and one pose which was part of a  

multi-ligand cluster. This may be due to multiple factors including the high volatility of 

benzyl alcohol (causing total evaporation from the solvent screen soaking buffer), low 

solubility in the cryoprotectant compared to the MicroFrag soaking buffer which notably 

contains 10 % methanol or the stability and diffraction of the crystal under the 

concentrations used. 
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Figure 6.16: Comparison of global organic solvent screen and MicroFrag X-ray crystallography 

clusters. Overlay of all binding site clusters obtained from A) the organic solvent screen (Figure 5.21) 

and B) the MicroFrag screen (Figure 6.12a).  
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Hit rates for the two screening libraries varied. Solvent crystal structures had an 

average of 5.2 ligands per structure, whereas an average of 2.3 ligands was observed 

per MicroFrag structure. In contrast, for the NMR analysis an average of 2.7 HSQC 

clusters were observed per solvent, which is lower than the average of 7.4 HSQC 

clusters per MicroFrag. The number of refined solvent molecules in each crystal 

structure may be inflated by incorrectly assigned water molecules, however it is also 

possible that additional binding sites may result from their small size and ability to 

occupy regions of the proteins inaccessible to even slightly larger compounds. These 

solvent screen X-ray structures identified six multi-solvent hot spots, having three (the 

cryptic pocket, apex indent and hydrophobic patch) also identified with the MicroFrag 

X-ray screen. Solvent X-ray crystallography, however, also identified hot spots at the 

acidic patch and water channel, sites which were not identified in the MicroFrag 

crystallography screen. Conversely, eight hot spots identified in the MicroFrag 

crystallography screen, including the hydrophobic groove, were not found in the 

solvent X-ray screen. Many of these sites that were not identified by the solvent screen 

featured interactions with hydrophobic residues which are sparingly covered by the 

organic solvent library. The NMR data for the MicroFrag screen identified all clusters 

from the NMR solvent screen except the cryptic pocket. This may be due to the higher 

affinity MicroFrags resulting in the need for more stringent requirements imposed on 

calculation of grid point clusters. These requirements are implemented to restrict large 

and poorly defined hot spots into discrete binding sites. However, this may bias the 

results by unintentionally removing hot spots which are represented by only a few grid 

points, such as the cryptic pocket and the back of the α6 helix. 
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Figure 6.17: Comparison of global organic solvent screen and MicroFrag 1H-15N HSQC grid point 

clusters.  Binding site clusters obtained by the summation of the individual NMR clusters obtained from 

A) the organic solvent screen (Figure 5.18b) and B) the MicroFrag screen (Figure 6.6).  
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6.5 Conclusions and future directions 

A screening library of 5 – 8 heavy atom compounds (MicroFrags) was designed for 

testing by 1H-15N HSQC NMR and X-ray crystallography assays. The library was 

chosen by iterative rounds of diversity selections skewed for the inclusion of 

compounds which were found within structures from the PDB (275, 276) and fragments 

of orally approved drugs from the DrugBank database (278, 279). Of the 47 X-ray 

crystallography hits, 15 were members of both databases and a further 25 are 

substructures of the DrugBank database. Once the screening conditions for the library 

had been optimised it was logistically easier to implement these screens compared to 

solvent screening and the data generally produced more reliable results. Having more 

confidence in hot spots and interactions and identification of higher affinity ligands 

should also aid in the incorporation of this data into structure-based drug design 

strategies for new analogues. The NMR assay was successful in identifying binding 

hot spots through the use of the summation of ligand grid point clusters and specific 

interactions were highlighted by inspecting chemical shift perturbations. This assay 

could be used as a stand-alone screening technique for proteins not amenable to  

X-ray crystallography, however the data is most compelling in conjunction with the 

results obtained by X-ray crystallography. Of the 18 binding hot spots described within 

this body of work, 16 were identified by the MicroFrag screens (all except the active 

site and back top left). Seven sites were cross-validated by the 1H-15N HSQC clusters 

and crystallography poses with two additional X-ray crystallography observed hot 

spots being supported by CSPs but not grid point analysis.   
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Figure 6.18: Overlay of known fragment binders and nearby protein hot spots. A) Cryptic pocket binder 

(green sticks) overlayed with the peptide binding ledge and hydrophilic region clusters (cyan sticks) with 

distances labelled and shown as yellow dashes, structural waters as red spheres. Hydrophobic groove 

binder 28 (green sticks) overlayed with the B) main and extended hydrophobic patch and C) peptide 

binding ledge and hydrophilic region clusters (cyan sticks) with distances labelled and shown as yellow 

dashes, structural waters as red spheres.  
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Four protein hot spots in two groups are located near the known hydrophobic groove 

binding diaryl ether series and cryptic pocket isoxazole series (Figure 6.18). The 

peptide binding ledge and hydrophilic region are 5 – 10 Å away from these ligand 

series and hydrogen bonds identified in the MicroFrag analysis suggest that targeting 

Arg148 as well as Thr10-Leu161 may be useful in developing inhibitors with improved 

affinity. Although the residues in the peptide binding ledge are already implicated in 

substrate binding, neither the MicroFrag orientations at this hot spot, nor the 

interactions and di-azo motif at the hydrophilic region have been targeted with 

fragment binders. The hydrophobic patch is also within 10 – 14 Å away from the diaryl 

ether compounds in the hydrophobic groove and expansion into these sites would 

likely require longer linkers and be more difficult. Nonetheless, Phe29 and Tyr34 

appear to make conserved interactions to MicroFrags, are highly conserved across 

DsbA homologues (Figure 1.25) (243) and are also implicated in peptide binding 

(Chapter 2).  

 

Hot spot identification requires a balance of compound affinity, library size, 

physicochemical properties and the assay technologies available. While fragment 

screening can identify multiple starting points for medicinal chemistry efforts, not all 

binding hot spots are identified. Similarly, solvent screening identified a number of hot 

spots, however failed to find π-π interactions within hot spots. In addition, the binding 

poses obtained from solvent screening were sometimes ambiguous and the technique 

was limited by the requirement of protein stability and solubility at the high 

concentrations required. MicroFrags balanced these requirements with the property 

and complexity profiles of compounds in the library lying between those for the 

compounds used for solvent and fragment screening. Screening moderately sized 

compound libraries by X-ray crystallography is becoming quicker and more accessible 

with the advancements in automation and data collection. In this case, the library of 

MicroFrags was able to be screened in ~16 hours of synchrotron time. Furthermore, 

we showed that screening MicroFrags by 1H-15N HSQC could provide hot spot 

information for targets which are not amenable to crystallography. These MicroFrag 

screens provided valuable information on binding hot spots and conserved interactions 

that may lead to higher affinity inhibitors of EcDsbA and would be equally applicable 

to screening of other challenging drug targets. 
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This body of work aimed to explore orthogonal strategies towards the optimisation of 

compounds that bound to EcDsbA. This research was informed by previous work that 

had enabled the identification of peptides and small molecules that bound to EcDsbA 

both covalently and non-covalently (128, 229, 233, 242, 251-256). The initial strategy was to 

examine the interaction of EcDsbA with a peptide containing a single cysteine residue 

that was based on the sequence of a loop in EcDsbB that has been shown to interact 

with EcDsbA in the crystal structure of their complex. The heptapeptide 23,  

Ac-PWATCDS-NH2, derived from the sequence of EcDsbB was able to form a stable 

mixed disulfide complex with native 30CPHC33 EcDsbA. Most previous studies of 

mixed disulfide complexes with EcDsbA have used an active site mutant, 

30CPH(S/A)33. I found that the mixed disulfide formed with native EcDsbA was 

surprisingly stable and this complex was characterised using NMR. The catalytic 

intermediate was stable for multiple weeks and could be formed from either the 

oxidised or the reduced state of EcDsbA. Analysis of the chemical shifts for the Cα, 

Cβ and NH resonances of the peptide-protein complex in comparison to the unbound 

oxidised and reduced EcDsbA showed that the protein did not undergo a large 

conformational change upon formation of this intermolecular bond. Furthermore, 

comparison of 23 with a related peptide, 24 Ac-PWATADS-NH2, that was unable to 

form a covalent complex, revealed that the chemical shift perturbations that were 

observed for residues surrounding the active site were much larger for 23. This 

suggested that the non-covalent interactions of the peptide with residues in the 

hydrophobic groove of EcDsbA, which are thought to contribute to substrate 

recognition, were greatly enhanced by the addition of the covalent bond. The stability 

of the mixed-disulfide peptide complex suggested that it may be possible to 

functionalise small molecules with thiols as warheads to generate covalent inhibitors 

of oxidised EcDsbA or alternatively to use small molecules with suitable electrophilic 

warheads to target reduced EcDsbA.    

 

In order to test the utility of small molecules with thiol warheads as inhibitors, a 

previously reported molecule based on a diaryl ether fragment core was  

selected (128, 253). The aim was to generate a library of small molecule inhibitors which 

expanded on diaryl ether fragment with the addition of the thiol by using a microscale 

parallel synthesis approach. It was envisaged that these could be tested as crude 
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products, since it was expected that the most potent thiols would form stable adducts 

with EcDsbA. The parallel synthesis protocol involved a multistep conversion of 

terminal alcohols to free thiols. It was observed that this approach resulted in products 

that were present in low purity and were potentially formed as symmetrical  

disulfide-linked dimers. Resynthesis on traditional batch scales (> 50 mg) revealed 

that both the intermediates and products in this reaction were unstable and confirmed 

the rapid oxidation to disulfide dimers, which indicated that the approach of testing 

thiols as covalent EcDsbA warheads was not a viable strategy. Therefore, an 

alternative approach was developed. A target agnostic library of electrophilic covalent 

warheads, which were able to label a range of nucleophilic residues, was designed. 

The warheads were designed to include a reactive handle which facilitated coupling 

of the warheads to target-selective fragments. Again, it was anticipated that this 

elaboration could be performed using microscale parallel reactions. The covalent 

library contained warheads that varied both mechanism of reaction with the protein 

and warhead reactivity. These warheads were attached to linkers of different lengths, 

and all reagents were functionalised to allow coupling to a fragment via amidation 

reactions.  

 

The covalent library was tested for its ability to form stable adducts with EcDsbA. The 

covalent binding assay tested whether reduced EcDsbA was able to bind to either the 

warhead alone, or the warhead conjugated to diaryl ether amine 110. The conjugated 

warheads were synthesised in parallel using microscale chemistry and the products 

were tested without further purification. The warheads alone and the diaryl ether 

conjugated products (at two timepoints) were tested against EcDsbA by 1H-15N HSQC. 

This identified those warheads that were only reactive in the presence of the fragment 

binding motif and also tested the stability of the intermolecular complex formed.  

Sulfonyl fluoride 147 and carbamate 132 produced substantial labelling as a crude 

product, however, of the two, carbamate 132 was the only compound to be unchanged 

at the second timepoint. This represented the desired outcome – that the warhead 

was only sufficiently reactive to form a covalent adduct when positioned close to the 

active site of EcDsbA by the fragment, and that it formed a single stable adduct. A 

series of compounds from the covalent library were resynthesised for testing as pure 

compounds, however the carbamate of interest 132, was not soluble enough in 
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aqueous conditions to be validated by the NMR experiment. Neither control compound 

131 or 148, which replaced either the linker or fragment component of carbamate 132 

respectively, showed the ability to covalently react with the reduced protein. Assuming 

that the initial result with carbamate 132 was not a false positive, this demonstrated 

the importance of the fragment motif for binding, and the presence and length of the 

linker for modulation of warhead reactivity. Although it was not possible to validate 

covalent inhibitors of EcDsbA, the results of this study provided some interesting data 

for further study. Firstly, chemical modification of carbamate 132 to improve its 

solubility without impacting its binding to EcDsbA will be required to validate the 

original findings of the crude reaction screening. Alternatively, the sulfonyl fluoride 147 

may be a suitable candidate for developing a covalent EcDsbA inhibitor if the reactivity 

of this warhead can be tuned to generate a single stable adduct. Further support for 

the use of sulfonyl fluorides as a covalent warhead arises from preliminary results of 

second covalent warhead screen that has recently been undertaken against EcDsbA 

where sulfonyl fluoride compounds were again identified as hits. Therefore, it is 

possible that sulfonyl fluorides are suitable starting points for developing covalent 

inhibitors of EcDsbA. However, it is likely that further development of the non-covalent 

portion of any such inhibitors will be required in order to maximise their selectivity for 

EcDsbA. 

 

A range of different approaches was tested in order to generate data to aid in the 

structure-based design of compounds that bound with higher affinity to EcDsbA. 

Protein “hot spots” or pockets on EcDsbA that were able to form interactions with 

specific functional groups were identified using high concentrations of low molecular 

weight probes in NMR and X-ray crystallography assays. Firstly, organic solvents were 

employed in computational studies similar to multiple copy simultaneous search 

(MCSS) to assess their ability to bind to EcDsbA. In addition, experimental approaches 

to monitor solvent binding were employed including 1H-15N HSQC NMR and X-ray 

crystallography to generate multiple solvent crystal structures (MSCS). While the 

organic solvents provided insight into the potential binding sites of oxidised EcDsbA 

the intrinsically harsh conditions of the experimental screens were not always tolerated 

by the protein and crystal systems, were difficult to implement and produced some 

ambiguous results. As a compromise between traditional fragment screening and 
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solvent screening, a MicroFrag library consisting of compounds with between 5 – 8 

heavy atoms was designed. This represents a chemical space which is between 

organic solvents and fragments in terms of size and complexity. The MicroFrags were 

tested for their ability to bind EcDsbA using NMR spectroscopy and X-ray 

crystallography. The MicroFrags were found to have higher affinity than solvents for 

the protein hot spots. This allowed them to be tested at lower concentrations than the 

solvents and resulted in more reliable electron density maps and chemical shift 

perturbation profiles by crystallography and 1H-15N HSQC, respectively. This improved 

data quality and allowed the binding sites and privileged protein interactions to be 

identified and prioritised with more confidence. In-house scripts were developed to 

convert HSQC chemical shift perturbations into grid point clusters indicative of binding 

events, and together with clusters of ligand poses observed by X-ray crystallography 

and computational simulations, the MicroFrag data suggested a number of different 

hot spots on the surface of EcDsbA that are capable of binding to small molecules. 

Encouragingly, this analysis identified both of the previously known fragment binding 

sites for EcDsbA, namely the hydrophobic groove and the internal cryptic pocket, 

which provided some confidence that the analysis was providing useful information. 

Four additional MicroFrag binding sites were identified within close proximity to current 

fragment series. These data obtained for the MicroFrags binding at these sites can 

potentially be used to expand compounds in the current fragment series by targeting 

these sites. This could either be achieved by the direct incorporation of MicroFrag hits 

into current compounds using an approach analogous to fragment linking or by 

designing analogues which encompass pharmacophore elements observed in 

MicroFrag co-structures, using a fragment growing approach.  

 

The first of these additional sites was observed at the peptide binding ledge of 

EcDsbA, which is ~4 – 10 Å away from current groove and cryptic pocket fragments. 

The ledge has previously been identified as an important region for substrate 

recognition and binding. Crystal structures show that peptide substrates and EcDsbB 

form an antiparallel β sheet interaction with Arg148 and Val150, which are within this 

hot spot (222, 229, 242). Furthermore, these residues have been implicated the in the 

substrate specificity of EcDsbA (238, 239). The MicroFrag screens identified a hydrogen 

bond donor interaction to the backbone carbonyl of Arg148 as the most important 
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interaction of this hot spot. A large chemical shift perturbation was also observed for 

Arg148 in the 1H-15N HSQC of the EcDsbA complex with covalent peptide 23. The 

MicroFrag data suggested other interactions that may be important at this site, 

including those involving the mainchain nitrogen of Gly149, the carbonyl oxygen of 

Pro151 and the sidechain of Gln160. Previous efforts to elaborate the current series 

of EcDsbA fragments were able to generate compounds that formed a hydrogen bond 

with Pro151, but these did not improve the binding affinity. Efforts to target Arg148 and 

Gly149 did not produce compounds that were able to make interactions with these 

residues. This may indicate that the geometry of the expansion vector used in the 

previous studies was not ideal, or the compounds did not contain the most suitable 

functional groups. Analysis of the MicroFrag data reveals that the hydrogen bonds 

observed in the crystal structures of EcDsbA with the MicroFrags originate from aryl 

amines which form multiple polar contacts at once and suggests that fragment 

expansions should aim to place a 5- or 6-membered aromatic ring with a hydrogen 

bond donor at this position; preferably a primary amine as it appears in multiple 

structures and has the ability to donate two hydrogen bonding interactions.  

 

The second hot spot identified in the MicroFrag data is present between the β1 and 

β5 sheets at a hydrophilic region of the substrate binding site and is located 

~7 – 11 Å away from the two known fragment binding sites. This hot spot has not yet 

been explored in elaborating any of the current fragment series, however residues in 

this hot spot contribute to the binding site of peptide 23, and this hot spot is also 

identified in FTMap calculations and the organic solvent screen. The MicroFrags which 

occupy this binding site make hydrogen bonds to the sidechains of Thr10, and the 

main chain oxygens of Gln160 and Leu161, and they all contain the same 2D 2-point 

pharmacophore, two hydrogen bond donors separated by one heavy atom. Although 

only urea was observed at this site in the organic solvent screen, the two MicroFrag 

ligands that were seen at this site were 5-membered heteroaromatic rings,  

1,2,4-triazole and imidazole. This suggests that this type of ring could be beneficial in 

fragment design.   

 

The remaining two hot spots, are ~10 – 13 Å away from the hydrophobic groove 

binding fragments. The hot spots comprise hydrophobic patches along the interface 
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of the thioredoxin and α-helical domains of EcDsbA, which previous studies have 

suggested are influential to ligand binding (229, 230). The residues that are found at this 

site include Phe29 and Tyr34, which are present on either side of the active site. These 

residues were implicated in the binding of the mono-cysteine peptide, as well as the 

covalent small molecule inhibitors and the MicroFrags where Phe29 was also 

highlighted by the organic solvent screen. Other residues in these hot spots include 

Gln97 and Lys98. Additional data implicating these residues in intermolecular 

interactions come from chemical shift perturbations or line broadening of their amide 

resonances in 1H-15N HSQC experiments in the presence of covalent compounds and 

MicroFrags. A crystal structure of EcDsbA in complex with a substrate peptide derived 

from SigA revealed a direct hydrophobic contact between EcDsbA’s Phe29 and Ile2 

of the peptide by X-ray crystallography and the complementary NMR binding 

experiment resulted in perturbations at Phe29 and Tyr34 (229).  Moreover, a 

comparison of EcDsbA and 10 DsbA homologues with sequence identities between 

15 – 99 % revealed that the residues at these hot spots, or their properties, are highly 

conserved. These sequences give rise to an 80 % consensus that the residues 

corresponding to Phe29 are hydrophobic, Tyr34 are conserved as Tyr, that Gln97 are 

polar residues (either a Gln or His) and that Lys98 is a charged residue (either cation 

or anion). Taken together, these data suggest that these residues may be significant 

to ligand binding and targeting interactions at these sites could provide a productive 

strategy for the development of the current fragment series. 

 

Although this body of work was conducted in the context of developing EcDsbA 

inhibitors, the libraries and techniques described herein are equally applicable for 

screening against a variety of protein targets. Preliminary data from screening the 

covalent library against other targets suggest that it may be suitable for this purpose. 

Additionally, the MicroFrag library has been and is currently being tested by X-ray 

crystallography against a range of other targets. Consistent with the previous 

literature, hit rates of ~ 10 – 50 % have been identified in these screens. This work 

explored multiple orthogonal synthetic and biophysical techniques which, in 

conjunction with fragment-based drug design, have the potential to aid in the 

development of small molecule that bind with higher affinity. It is likely that these 
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strategies will be particularly useful in medicinal chemistry campaigns against difficult 

targets, where obvious strategies for fragment elaboration are lacking. 
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Chapter 8: 

Experimental methods 
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8.1 Chemistry 

8.1.1 Instrumentation 

All chemicals and reagents were purchased from commercial suppliers and used 

without further purification unless otherwise stated. Solvents were HPLC grade unless 

otherwise stated and used without further preparation. Anhydrous solvents were 

obtained from MBraun SPS-800 Solvent purification system according to 

manufacturer instructions. TLCs were run on silica gel 60 F254 pre-coated plates  

(0.25 mm, Merck) and visualised with UV light. Flash column chromatography was run 

using Grace HP+ C18 silica gel 60 (40 – 63 µm; 230 – 400 mesh). 

 

1H and 13C Nuclear Magnetic Resonance (NMR) spectra were obtained at 400 MHz 

and 100 MHz respectively, on a Bruker Avance III Nanobay 400 MHz spectrometer 

coupled to a BACS 60 automatic sample changer. All spectra were processed using 

MestReNova versions 6.0 – 14.1. All chemical shifts were reported as δ values in parts 

per million (ppm) and were referenced to the respective residual proteo-solvent peaks: 

7.26 ppm (1H NMR) and 77.16 ppm (13C NMR) for deuterated chloroform (CDCl3), 3.31 

ppm (1H NMR) and 49.00 ppm (13C NMR) for methanol (CD3OD), 8.03 ppm (1H NMR) 

and 163.15 ppm (13C NMR) for N,N-dimethylformamide (DCON(CD3)2), 4.79 ppm (1H 

NMR) for deuterium oxide (D2O) and 2.50 ppm (1H NMR) and 39.52 ppm (13C NMR) 

for d6-DMSO and 0.030 ppm (1H NMR) for DSS in D2O. Multiplicities are described as 

a (apparent), br (broad), s (singlet), d (doublet), t (triplet), q (quartet) p (pentet) and m 

(multiplet). 13C NMR assignment of carbon environments based on APT phasing is as 

follows: C = quaternary carbon, CH = methine carbon, CH2 = methylene carbon and 

CH3 = methyl carbon. 

 

Liquid chromatography mass spectrometry (LCMS) was recorded on three systems. 

System A an Agilent 6120 Series Single Quad LC/MS coupled to an Agilent 1260 

Series HPLC. System B an Agilent 6100 Series Single Quad LC/MS coupled to an 

Agilent 1200 Series HPLC. System C a Shimadzu single Quad LCMS 2020 coupled 

with a Shimadzu NexeraX2 HPLC. Both system A and B have buffer A: 99.9 % H2O 

with 0.1 % formic acid and buffer B: 99.9 % MeCN with 0.1 % formic acid. A flow rate 

of 0.5 mL/min was used with an Agilent Poroshell 120 EC-C18 50 x 3.0 mm 2.7 μm 
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column and a Phenomenex Luna 3 μm C8(2) 15 x 4.6 mm column for system A and 

B, respectively. The hydrophobic methods are as follows: System A, 95 % buffer A 

and 5 % buffer B from 0 – 1 minute, gradient of 5 – 100 % of buffer B from 1 – 2.5 min, 

100% buffer B from 2.5 – 3.8 min, 95 % buffer A and 5 % buffer from 3.8 – 5 min. 

System B 95 % buffer A and 5 % buffer B from 0 – 4 min, gradient of 5 – 100 % buffer 

B from 4 – 7 min, 95 % buffer A and 5% buffer B from 7 – 12 min. System C is a 

Shimadzu LCMS with DGU-20A Degasser, NexeraX2 LC-30AD binary pump, 

NexeraX2 SIL-3AC autosampler, CTO-20A oven, CBM-20A Communication BUS 

manager, SPD-M30A photodiode array detector, and 2020 MS system fitted with a 

Merck C18 Chromolith FastGradient RP-18 endcapped 50 mm × 2.0 mm 

monolithiccolumn (2 μm). Buffer A: 0.1% acetic acid in water; buffer B: 0.1% acetic 

acid in acetonitrile. Gradient: 0 – 0.25 mins isocratic 95% Buffer A and 5% Buffer B, 

0.25 – 3.5 mins gradient to 100% Buffer B, 3.5 – 4 mins isocratic 100% Buffer B,  

4.0 – 4.01 mins gradient to 95% Buffer A and 5% Buffer B, 4.01 – 5.0 mins isocratic 

95% Buffer A and 5% Buffer B at 35 °C and 0.6 mL/min. Data was analysed with 

LabSolutions v.5.80 software. For all systems mass spectra were acquired in the 

positive and negative ion mode with a scan range of 100 – 1000 m/z with UV detection 

at 214 and 254 nm.  

 

Analytical HPLC were performed on an Agilent 1260 HPLC system. A flow rate of  

1 mL/min was used with a Zorbax Eclipse Plus C18 Rapid Resolution 4.6 x 100 mm 

3.5 μm column. Buffer A: H2O with 0.1 % TFA and buffer B: MeCN with 0.1 % TFA. A 

gradient of 5 – 100 % solvent B in solvent A from 0 – 10 min was used. Agilent LC/MSD 

Chemstation Rev.B.04/03 coupled with Mass Hunter Easy Access Software was used 

to run and process the samples.  

 

High resolution mass spectrometry (HRMS) were acquired on an Agilent 6224 TOF 

LC/MS Mass Spectrometer coupled to an Agilent 1290 Infinity or a H2Os LCT TOF 

LC/MS Mass Spectrometer coupled to a 2795 Alliance Separations module. For the 

Agilent 6224 TOF LC/MS data were mass corrected via a dual-spray electrospray 

ionisation (ESI) source with the following parameters: Electrospray Ionisation, Drying 

gas-flow: 11 L/ min; Nebuliser: 45 psi; Drying gas temperature: 325°C; Capillary 

Voltage (Vcap): 4000 V; Fragmentor: 160 V; Skimmer: 65 V; OCT RFV: 750 V; Scan 
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range acquired: 100 – 1500 m/z. Internal Reference ions: Positive Ion Mode = m/z = 

121.050873 & 922.009798. Acquisition and analysis were performed using Agilent 

Mass Hunter Data Acquisition software vB.05.00 Build 5.0.5042.2 and Mass Hunter 

Qualitative Analysis vB.05.00 Build 5.0.519.13, respectively. For the H2Os LCT TOF 

LC/MS data were acquired and mass corrected via a dual‐spray Leucine Enkephaline 

reference sample with the following parameters: Electrospray Ionisation Desolvation 

gas flow: 550 L/H; Desolvation temperature: 250 °C; Source temperature: 110 °C; 

Capillary Voltage: 2400 V; Sample cone voltage: 60 V; Scan range acquired:  

100 – 1500 m/z Scan time: 1 s. Internal Reference ions: Positive Ion Mode = m/z = 

556.2771. Acquisition and analysis were performed using Masslynx software v4.1.  

 

8.1.2 Microscale synthesis  

Parallel chemistry was conducted in sealed Grenier 96 well U bottom PP plates. 

Solvent evaporation from the plates were carried out on a Genevac EZ-2PLUS 

according to manufacturer’s guidelines. 

5 µL of the crude reaction mixture d6-DMSO stock (100 mM) was diluted with 95 µL of 

1:1 MeCN/MilliQ H2O to prepare a 5 mM stock. The stock was then centrifuged through 

a Pall AcroPrep Advance 96 well, 0.2 µm pore filter plate. Reaction purity was then 

assessed by LCMS using a 2 µL injection of the filtrate. 

LCMS for microscale reactions were performed using system C as described above.  
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8.1.3 General procedures 

8.1.3.1 Thiol warhead library general synthesis 

 

Solid amine (~1 mg, ~8 µmol), solid acid chloride (~2 mg, ~7 µmol) and Et3N (0.5 M, 

1.4 µL, 10 µmol) were added to wells containing MeCN (18.6 µL). The plate was sealed 

and left at room temperature for 18 h without agitation. 1 µL of sample was removed 

for analysis by LCMS and the remaining solvent was removed in vacuo.  

The crude solids were redissolved in chloroform (18.6 µL), and thionyl chloride (0.5 M, 

1.4 µL, 10 µmol) was added to each well. The plate was sealed and left at room 

temperature for 19 h without agitation. 1 µL of sample was removed for analysis by 

LCMS and the remaining solvent was removed in vacuo. 

The crude solids were redissolved in dry DMF (10 µL) and thiourea (1 M in dry DMF, 

10 µL, 10 µmol) were added to each well. The plate was sealed and left at room 

temperature for 12 h without agitation. 1 µL of sample was removed for analysis by 

LCMS and the remaining solvent was removed in vacuo. 

The crude solids were redissolved in NaOH (aq., 1 M, 20 µL, 20 µmol), the plate was 

sealed and left at room temperature for 4 h without agitation. After this time, the 

reactions were quenched with HCl (aq., 1 M, 20 µL, 20 µmol), the plate was then 

sealed and left at room temperature for 30 mins without agitation. The solvent was 

removed in vacuo and mixtures were redissolved in d6-DMSO (20 µL). 



231 

 

8.1.3.2 Acid warhead library general synthesis 

 

Acid (1 M in dry DMF, 5 µL, 1 eq., 5 µmol), Et3N (1 µL, 1.5 eq, 7.5 µmol) and coupling 

reagent (HATU or EDC.HCl 0.5 M in dry DMF, 20 µL, 2 eq.,10 µmol) was added to 

each well. The plate was sealed and left at room temperature for 30 minutes without 

agitation. After this time, amine (1 M in dry DMF, 5 or 10 µL, 1 or 2 eq., 5 or 10 µmol) 

and dry DMF was added to each well to a final reaction volume of 50 µL, the plate was 

sealed and left at room temperature for a further 18 h without agitation. The solvent 

was removed in vacuo and mixtures were redissolved in d6-DMSO (50 µL, final conc. 

0.1 M). 

 

8.1.3.3 Acid chloride warhead library general synthesis 

 

Dry DMF (34 or 39 µL), followed by Et3N (1 µL, 1.5 eq, 7.5 µmol) and amine (1 M, 5 

or 10 µL, 1 or 2 eq., 5 or 10 µmol) was added to each of the reaction wells. The acid 

chloride (1 M in dry DMF, 5 µL, 1 eq., 5 µmol) was then added to a final reaction 

volume of 50 µL and the plate was sealed and left at room temperature for a further 

18 h without agitation. The solvent was removed in vacuo and redissolved in d6-DMSO 

(50 µL, final conc. 0.1 M). 
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8.1.3.4 Ester warhead library general synthesis 

 

Ester (1 M in dry DMF, 5 µL, 1 eq., 5 µmol), Et3N (1 µL, 1.5 eq, 7.5 µmol), coupling 

reagent (HATU or EDC.HCl 0.5 M in dry DMF, 20 µL, 2 eq., 10 µmol) and KOH (2.5 M 

in H2O, 2 µL, 1 eq., 5 µmol) were added to each well. The plate was sealed and left at 

room temperature for 30 minutes without agitation. After this time, amine (1 M in dry 

DMF, 5 or 10 µL, 1 or 2 eq., 5 or 10 µmol) and dry DMF was added to each well to a 

final reaction volume of 50 µL and the plate was sealed and left at room temperature 

for a further 18 h without agitation. The solvent was removed in vacuo and redissolved 

in d6-DMSO (50 µL, final conc. 0.1 M). 

 

 

8.1.3.5 General procedure A – Ullmann coupling 

 

N,N-dimethylglycine (0.1 – 0.3 eq.), 4-bromo-2-methyl-benzonitrile (1 eq.), copper(I) 

iodide (0.1 – 0.3 eq.), caesium carbonate (1.5 – 1.8 eq.), and phenol (1.5 – 1.8 eq.) 

were dissolved in 1,4-dioxane (0.1 M) and refluxed with stirring for 16-24 h at 120 oC. 

The reaction was diluted with EtOAc and washed with water (3 × 10 – 50 mL) and 

brine (3 × 10 – 50 mL), and the organic layer dried over anhydrous magnesium sulfate. 

The crude reaction mixture was purified using flash column chromatography. 
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8.1.3.6 General procedure B – Amide coupling (EDC.HCl) 

 

EDC.HCl (1.3 – 1.6 eq.), HOBt (1.5 – 1.6 eq.,) and acid (1 eq.) were sealed in a round 

bottom flask and purged with N2. Dry DMF (0.1 M) was added and the reaction mixture 

was stirred at room temperature for 1 h. After this time amine (1 – 2 eq.) was added 

to the solution and it was stirred for an addition 16 – 18 h. The reaction was diluted 

with EtOAc, washed with water (3 × 10 – 50 mL) and brine (3 × 10 – 50 mL) and the 

organic layer dried over anhydrous magnesium sulfate. The crude reaction mixture 

was purified using flash column chromatography. 

 

8.1.3.7 General procedure C – S-alkylation (thiourea) 

 

Chloride (1 eq.) and thiourea (3 eq.) were purged with N2 and dissolved in dry DMF 

(0.1M). The reaction mixture was refluxed at 120 ̊C for 3 h before concentrating  

in vacuo. The products were used without further purification. 

 

 

8.1.3.8 General procedure D – S-alkylation (thioacetic acid) 

 

Thioacetic acid (1.8 – 2 eq.) was added to a solution of bromide (1 eq.) and Et3N  

(2 – 2.1 eq.) in EtOH (0.1 M) and stirred at room temperature for 16 – 24 h. The 

reaction mixture was diluted with THF and EtOAc, washed with water (3 × 10 – 50 mL) 

and brine (3 × 10 – 50 mL), and the organic layer dried over anhydrous magnesium 

sulfate. The crude reaction mixture was purified using flash column chromatography. 
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8.1.3.9 General procedure E – Amide coupling (HATU) 

 

Acid (1 eq.), HATU (1.5 – 2 eq.) and Et3N (1.4 – 2 eq.) were dissolved in dry DMF  

(0.1 M) and stirred at room temperature for 30 mins. After this time amine (1.5 – 2 eq.) 

was added to the solution and the reaction was stirred for an additional 16 – 24 h. The 

reaction was diluted with EtOAc, washed with water (3 × 10 – 50 mL) and brine  

(3 × 10 – 50 mL) and the organic layer dried over anhydrous magnesium sulfate. The 

crude reaction mixture was purified using flash column chromatography. 

 

8.1.3.10 General procedure F – Amide formation (acyl chloride) 

 

Amine (1 – 2 eq.) and acyl chloride (1 – 2 eq.) were added to a solution of Et3N (2 eq.) 

and DCM (0.1 M) and stirred at room temperature for 45 min – 16 h (reaction monitored 

by TLC and LCMS for completion). The reaction was washed with water and HCl (aq., 

1 M) and the organic layer dried over anhydrous magnesium sulfate. The crude 

reaction mixture was purified using flash column chromatography. 
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8.1.4 Compound characterisation 

 

4-(4-(hydroxymethyl)phenoxy)-2-methylbenzonitrile (39) 

 

Prepared according to procedure A with 4-bromo-2-methylbenzonitrile (100 mg,  

1.00 eq., 0.51 mmol), 4-hydroxybenzyl alcohol (112 mg, 1.80 eq., 0.90 mmol), copper 

iodide (29 mg, 0.30 eq., 0.15 mmol), N,N-dimethylglycine hydrochloride (30 mg,  

0.40 eq., 0.22 mmol), and caesium carbonate (300 mg, 1.80 eq., 0.92 mmol). The 

crude material was purified by flash chromatography using a 1:3 ratio of EtOAc in 

petroleum spirits to give the product as a yellow residue (65 mg, 53 %).  

1H NMR (401 MHz, CDCl3) δ 7.53 (d, J = 8.5 Hz, 1H), 7.41 (d, J = 8.6 Hz, 2H), 7.05 

(dt, J = 8.5, 4.7, 2.0 Hz, 2H), 6.85 (d, J = 2.4 Hz, 1H), 6.82 (dd, J = 8.5, 2.4 Hz, 1H), 

4.72 (d, J = 5.5 Hz, 2H), 2.49 (s, 3H). 13C NMR (101 MHz, CDCl3) δ 161.54, 154.56, 

144.62, 137.71, 134.49, 129.05, 120.60, 118.95, 118.30, 115.48, 106.62, 64.35, 

20.77. LCMS (m/z): 238.6 [M-H]-, tR = 3.57 min, hydrophobic method. HPLC tR = 5.812 

min, 99 %, hydrophobic method. The data was consistent with literature (253).  

 

 

 

4-(4-(bromomethyl)phenoxy)-2-methylbenzonitrile (40) 

 

4-(4-(Hydroxymethyl)phenoxy)-2-methylbenzonitrile (60 mg, 1.0 eq., 0.25 mmol),  

N-bromosuccinimide (93 mg, 2.1 eq, 0.52 mmol) and triphenylphosphine (129 mg, 

2.00 eq, 0.49 mmol) were added to dry DCM (5 mL) and refluxed for 1 h with stirring. 

The reaction mixture was diluted with diethyl ether where a brown precipitate was 

observed. The solution was filtered, evaporated and the crude product was reacted on 

without further purification. 1H NMR (401 MHz, CDCl3) δ 7.72 – 7.64 (m, 3H), 7.58  

(dd, J = 7.4, 1.5 Hz, 1H), 7.51 – 7.47 (m, 3H), 3.47 (s, 3H), 2.75 (s, 2H). LCMS (m/z): 

did not ionise, tR = 3.79 min, hydrophobic method. HPLC tR = 7.37 min, 87 %, 

hydrophobic method.  
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4-(4-cyano-3-methylphenoxy)benzyl methanesulfonate (41) 

 

4-(4-(Hydroxymethyl)phenoxy)-2-methylbenzonitrile (391 mg, 1.00 eq., 1.64 mmol) 

and Et3N (218 mg, 1.30 eq, 2.15 mmol) were added to DCM (1 mL) in a round bottom 

flask and cooled to 0  C̊. Methanesulfonyl chloride (375 mg, 2.00 eq, 3.27 mmol) was 

added and the mixture was stirred for 4 hours. The reaction mixture was slowly 

warmed to room temperature and diluted with NaHCO3 (aq., 1 M) and the organic layer 

was concentrated to give the product as a white solid (510 mg, 98 %). The material 

obtained was 75 % purity and was used without further purification. 1H NMR (401 MHz, 

CDCl3) δ 7.54 (d, J = 8.5 Hz, 1H), 7.42 (dt, J = 8.6, 4.9 Hz, 2H), 7.03 (dt, J = 8.6,  

4.9 Hz, 2H), 6.88 (d, J = 2.5 Hz, 1H), 6.83 (dd, J = 8.5, 2.2 Hz, 1H), 4.60 (s, 2H), 2.50 

(s, 3H). LCMS (m/z): 315.9 [M-H]-, tR = 3.51 min, hydrophobic method. HPLC tR = 7.18 

min, 75 %, hydrophobic method. 

 

 

 

(4-(4-Cyano-3-methylphenoxy)phenyl)methanesulfonic acid (29) 

 

4-(4-Cyano-3-methylphenoxy)benzyl methanesulfonate (540 mg, 1.00 eq., 1.70 mmol) 

and sodium sulfite (2720 mg, 13.0 eq, 21.6 mmol) were added to ethanol (2 mL) and 

water (2 mL) and stirred for 20 h at 60  ̊C. The reaction was then evaporated to dryness 

and the crude material purified by reverse phase C18 chromatography using a 

gradient of 10 – 80 % methanol in water to give the product as a white solid (335 mg, 

65 %).1H NMR (401 MHz, D2O) δ 7.68 (d, J = 8.5 Hz, 1H), 7.48 (d, J = 8.3 Hz, 2H), 

7.15 (d, J = 8.3, 2H), 7.01 – 6.97 (m, 2H), 4.21 (s, 2H), 2,45 (s, 3H). 13C NMR  

(101 MHz, d6-DMSO) δ 161.18, 152.88, 144.31, 134.71, 132.54, 132.04, 119.36, 

118.54, 117.79, 115.28, 105.46, 56.72, 20.00. LCMS (m/z): 301.9 [M-H]-, tR = 3.27 

min, hydrophobic method. HPLC tR = 4.64 min, 98 %, hydrophobic method. The data 

was consistent with literature (253). 
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Methyl 2-(4-(4-cyano-3-methylphenoxy)phenyl)acetate(253) (38) 

 

Prepared according to procedure A with 4-bromo-2-methyl-benzonitrile (1081 mg, 

1.00 eq., 5.51 mmol), N,N-dimethylglycine hydrochloride (150 mg, 0.20 eq.,  

1.08 mmol), caesium carbonate (3320 mg, 1.80 eq., 10.1 mmol), copper iodide  

(106 mg, 0.10 eq., 0.551 mmol), and methyl 2-(4-hydroxyphenyl)acetate (1380 mg, 

1.50 eq., 8.32 mmol). The crude material was purified by flash chromatography using 

a gradient of 0 – 5 % acetone in toluene to give the product as a yellow oil (900 mg, 

58 %). 1H NMR (401 MHz, CDCl3) δ 7.52 (d, J = 8.5 Hz, 1H), 7.31 (dt, J = 8.7, 4.9 Hz, 

2H), 7.01 (dt, J = 8.6, 4.9 Hz, 2H), 6.86 (d, J = 2.5 Hz, 1H), 6.82 (dd, J = 8.5, 2.4 Hz, 

1H), 3.72 (s, 3H), 3.64 (s, 2H), 2.49 (s, 3H). 13C NMR (101 MHz, CDCl3) δ 172.01, 

161.42, 154.22, 144.6, 134.46, 131.17, 130.76, 120.53, 119.02, 118.29, 115.52, 

106.64, 52.28, 40.49, 20.74. LCMS (m/z): 280.1 [M-H]-, tR = 3.75 min, hydrophobic 

method. HPLC tR = 6.74 min, 99 %, hydrophobic method. The data were consistent 

with the literature (253). 

 

 

 

2-(4-(4-Cyano-3-methylphenoxy)phenyl)acetic acid (128) (28) 

 

Methyl 2-(4-(4-cyano-3-methylphenoxy)phenyl)acetate (900 mg, 1.00 eq., 3.20 mmol) 

and lithium hydroxide (394 mg, 5.10 eq, 16.5 mmol) were added to THF (15 mL) and 

water (15 mL) and stirred at room temperature for 18 hours. THF was evaporated from 

the reaction mixture and the aqueous layer was acidified using HCl (aq., 1 M) to pH 1. 

The solution was extracted with ethyl acetate (3 × 20 mL), washed with brine  

(2 × 20 mL) and dried over anhydrous sodium sulfate, filtered and evaporated to give 

the product as a yellow solid (737 mg, 86 %). 1H NMR (401 MHz, d6-DMSO) 12.35  

(s, 1H), 7.72 (d, J = 8.6 Hz, 1H), 7.34 (d, J = 8.5 Hz, 2H), 7.06 (d, J = 8.5 Hz, 2H), 7.01 

(d, J = 2.2 Hz, 1H), 6.86 (dd, J = 8.6, 2.4 Hz, 1H), 3.60 (s, 2H), 2.42 (s, 3H). 13C NMR  

(101 MHz, d6-DMSO) δ 172.64, 160.96, 153.27, 144.34, 134.71, 131.85, 131.36, 
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119.96, 118.77, 117.95, 115.35, 105.75, 51.75, 20.01. LCMS (m/z): 266.8 [M-H]-,  

tR = 3.31 min, hydrophobic method. HPLC tR = 5.922 min, 98 %, hydrophobic method. 

The data were consistent with the literature (128).  

 

 

 

1-(4-(4-Cyano-3-methylphenoxy)phenyl)-N-(3-

hydroxypropyl)methanesulfonamide (60) 

 

Prepared according to general procedure F with 3-aminopropan-1-ol (491 mg,  

10.0 eq., 6.54 mmol) and [4-(4-cyano-3-methyl-phenoxy)phenyl]methanesulfonyl 

chloride (203 mg, 1.00 eq., 0.631 mmol). The crude material was concentrated to give 

the product as a yellow solid (16 mg, 7 %).1H NMR (401 MHz, d6-DMSO) δ 11.07  

(s, 1H), 7.78 (d, J = 8.6 Hz, 1H), 7.67 (d, J = 8.7 Hz, 2H), 7.19 (d, J = 8.6 Hz, 2H), 7.09 

(d, J = 2.5 Hz, 1H), 6.94 (dd, J = 8.4, 2.3 Hz, 1H), 4.71 (s, 1H), 4.28 (s, 2H), 3.46  

(dd, J = 11.9, 5.8 Hz, 2H), 2.82 (dd, J = 13.3, 7.0 Hz, 2H), 2.45 (s, 3H), 1.71  

(dt, J = 13.0, 6.2 Hz, 2H). 13C NMR (101 MHz, d6-DMSO) δ 160.26, 155.56, 144.49, 

134.80, 133.32, 126.92, 120.04, 119.38, 117.84, 115.91, 106.24, 57.77, 41.32, 36.50, 

30.02, 19.99. LCMS (m/z) 358.9 [M-H]-, tR = 3.01 min, hydrophobic method. 

HPLC tR = 4.93 min, 95 %, hydrophobic method. HRMS did not ionise.  

 

 

2-(4-(4-Cyano-3-methylphenoxy)phenyl)-N-(3-hydroxypropyl)acetamide (62) 

 

Prepared using general procedure E using 2-(4-(4-cyano-3-

methylphenoxy)phenyl)acetic acid (242 mg, 1.00 eq., 0.905 mmol), 3-amino-propanol 

(99 mg, 1.5 eq., 1.3 mmol), HATU (592 mg, 1.70 eq., 1.56 mmol), and Et3N (145 mg, 

1.60 eq., 1.44 mmol). The crude material was purified by reverse phase C18 flash 

chromatography using gradient of 5 – 100 % MeOH in water to give the product as a 
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white solid (194 mg, 66 %). 1H NMR (401 MHz, d6-DMSO) δ 8.02 (t, J = 5.3 Hz, 1H), 

7.74 (d, J = 8.6 Hz, 1H), 7.33 (d, J = 8.6 Hz, 2H), 7.06 (d, J = 8.6 Hz, 2H),  

7.01 (d, J = 2.4 Hz, 1H), 6.87 (dd, J = 8.6, 2.2 Hz, 1H), 4.41 (t, J = 5.2 Hz, 1H),  

3.41 – 3.38 (m, 4H), 3.10 (dt, J = 12.7, 6.9 Hz, 2H), 2.44 (s, 3H), 1.55 (ap, J = 6.7 Hz, 

2H). 13C NMR (101 MHz, d6-DMSO) δ 169.90, 161.03, 152.96, 144.32, 134.71, 

133.35, 130.83, 119.96, 118.64, 117.93, 115.30, 105.58, 58.37, 41.59, 35.87, 32.37, 

19.98. LCMS (m/z): 325.0 [M+H]+, tR = 3.33 min, hydrophobic method. HPLC tR = 5.38 

min, 99 %, hydrophobic method. HRMS (m/z): requires C19H20N2O3 325.1547 [M+H]+, 

found 325.1555. 

 

 

 

2-(4-(4-Cyano-3-methylphenoxy)phenyl)-N-(6-hydroxyhexyl)acetamide (61) 

 

Prepared using general procedure B using 2-(4-(4-cyano-3-

methylphenoxy)phenyl)acetic acid (47 mg, 1.0 eq., 0.17 mmol), 6-amino-hexanol  

(47 mg, 2.3 eq., 0.40 mmol), EDC.HCl (54 mg, 1.6 eq., 0.28 mmol), and HOBt (36 mg, 

1.5 eq., 0.27 mmol). The crude material was purified by flash chromatography using a 

gradient of MeOH (0 – 10%) in DCM to give the product as a white solid (31 mg,  

49 %). 1H NMR (401 MHz, CDCl3) δ 7.51 (d, J = 8.5 Hz, 1H), 7.29 (d, J = 8.6 Hz, 2H), 

7.00 (d, J = 8.6 Hz, 2H), 6.85 (d, J = 2.4 Hz, 1H), 6.80 (dd, J = 8.6, 2.4 Hz, 1H), 5.81 

(s, 1H), 3.59 (t, J = 6.5 Hz, 2H), 3.54 (s, 2H), 3.23 (dt, J = 13.0, 6.9 Hz, 2H), 2.47  

(s, 3H), 1.58 – 1.43 (m, 4H), 1.41 – 1.21 (m, 4H).  13C NMR (101 MHz, CDCl3) δ 

170.93, 161.26, 154.26, 144.59, 134.44, 131.82, 131.17, 120.69, 119.06, 118.22, 

115.51, 106.64, 62.60, 43.00, 39.67, 32.53, 29.52, 26.50, 25.32, 20.70.  

LCMS (m/z): 367.0 [M+H]+, tR = 3.44 min, hydrophobic method. HPLC tR = 5.85 min, 

99 %, hydrophobic method. HRMS (m/z): requires C22H26N2O3 367.2016 [M+H]+, 

found 367.2025. 
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N-(6-Bromohexyl)-2-(4-(4-cyano-3-methylphenoxy)phenyl)acetamide (72) 

 

2-(4-(4-Cyano-3-methylphenoxy)phenyl)-N-(6-hydroxyhexyl)acetamide (85 mg,  

1.0 eq., 0.23 mmol) and carbon tetrabromide (99 mg, 1.3 eq., 0.30 mmol) were added 

to dry DCM (2.5 mL) and cooled to 0  ̊C. Triphenylphosphine (72 mg, 1.2 eq.,  

0.28 mmol) was added and the reaction was slowly warmed to room temperature and 

stirred for 2.5 h. The reaction was diluted with toluene to precipitate a brown by-product 

precipitate. The solution was filtered and the filtrate was evaporated and was purified 

by reverse phase C18 flash chromatography using a gradient of methanol (0 – 10%) 

in water to give the product as a brown solid (24 mg, 25 %). 1H NMR (401 MHz,  

d6-DMSO) δ 8.02 (t, J = 5.5 Hz, 1H), 7.74 (d, J = 8.6 Hz, 1H), 7.33 (d, J = 8.6 Hz, 2H), 

7.05 (d, J = 8.6 Hz, 2H), 7.01 (d, J = 2.3 Hz, 1H), 6.87 (dd, J = 8.6, 2.1 Hz, 1H), 3.50 

(t, J = 6.7 Hz, 2H), 3.41 (s, 2H), 3.04 (dt, J = 12.6, 6.8 Hz, 2H), 2.43 (s, 3H),  

1.81 – 1.72 (m, 2H), 1.45 – 1.21 (m, 6H). 13C NMR (101 MHz, d6-DMSO) δ 169.74, 

161.02, 152.96, 144.30, 134.70, 133.39, 130.80, 119.94, 118.64, 117.92, 115.28, 

105.58, 41.62, 38.47, 35.05, 32.16, 28.86, 27.20, 25.44, 19.98. LCMS (m/z): 430.0 

[M+H]+, tR = 3.55 min, hydrophobic method. HPLC tR = 6.95 min, hydrophobic method. 

HRMS (m/z): requires C22H25BrN2O2 429.1172 [M+H]+, found 429.1181. 

 

 

 

S-(6-(2-(4-(4-Cyano-3-methylphenoxy)phenyl)acetamido)hexyl)ethanethioate 

(73) 

 

Formed using general procedure D using N-(6-bromohexyl)-2-(4-(4-cyano-3-

methylphenoxy)phenyl)acetamide (1204 mg, 1.00 eq., 2.80 mmol), Et3N (782 µL,  

2.00 eq., 5.61 mmol) and thioacetic acid (426 mg, 2.00 eq. 5.61 mmol) in ethanol  

(28 mL). The crude material was purified by flash chromatography using a gradient of 
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0 – 5 % acetone in 1:1 ethyl acetate:petroleum spirits to give the product as a yellow 

solid (83 mg, 7 %). 1H NMR (401 MHz, MeOD) δ 7.62 (d, J = 8.6 Hz, 1H), 7.38  

(d, J = 8.5 Hz, 2H), 7.05 (d, J = 8.1 Hz, 2H), 6.96 (d, J = 2.6 Hz, 1H), 6.88 (dd, J = 8.6, 

2.4 Hz, 1H), 3.53 (s, 2H), 3.44 (t, J = 6.7 Hz, 2H), 3.26 – 3.16 (m, 2H), 2.48 (s, 3H), 

2.30 (s, 3H), 1.85 (dt, J = 14.5, 6.8 Hz, 2H), 1.62 – 1.50 (m, 2H), 1.51 – 1.42 (m, 2H), 

1.41 – 1.32 (m, 2H). 13C NMR (151 MHz, CDCl3) δ 170.82, 160.95, 153.40, 143.97, 

133.89, 131.88, 130.63, 130.33, 120.06, hf118.45, 117.74, 114.90, 105.81, 42.25, 

42.11, 40.01, 39.26, 37.71, 30.19, 29.08, 25.90, 20.14. LCMS (m/z): 425.0 [M+H]+,  

tR = 3.49 min, hydrophobic method. HPLC tR = 6.83 min, 72 %, hydrophobic method. 

HRMS did not ionise. 

 

 

 

N-(3-hydroxypropyl)benzamide (288) (64) 

 

Prepared using general procedure E with benzoic acid (606 mg, 1.00 eq., 4.96 mmol), 

HATU (2227 mg, 1.20 eq., 5.86 mmol), Et3N (980 mg, 2.00 eq., 9.69 mmol) and  

3-amino-propan-1-ol (748 mg, 2.00 eq., 9.96 mmol) The crude material was purified 

by flash chromatography using a gradient of 0-10 % MeOH in 1:1 ethyl acetate : 

petroleum spirits and to give the product as a yellow oil (371 mg, 42 %).  

1H NMR (401 MHz, CDCl3) δ 7.77 (d, J = 6.9 Hz, 2H), 7.50 (t, J = 7.3 Hz, 1H), 7.43  

(t, J = 7.4 Hz, 2H), 6.71 (s, 1H), 3.73 (t, J = 5.7 Hz, 2H), 3.64 (aq, J = 6.1 Hz, 2H), 1.80 

(ap, J = 6.0 Hz, 2H). LCMS (m/z): 178.0 [M-H]-, tR = 2.78 min, hydrophobic method. 

HPLC tR = 3.10 min, 95 %, hydrophobic method. The data were consistent with the 

literature (288). 
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N-(3-chloropropyl)benzamide (66) 

 

N-(3-hydroxypropyl)benzamide (69 mg, 1.0 eq., 0.38 mmol) was added to chloroform 

(2 mL), cooled to 0  ̊C and thionyl chloride (0.40 mL, 14 eq., 5.5 mmol) was added 

dropwise. The reaction was then heated to reflux for 16 h. After this time, the reaction 

was evaporated under a flow of nitrogen and the product used without further 

purification. 1H NMR (401 MHz, CDCl3) δ 7.77 (d, J = 6.9 Hz, 2H), 7.51 (t, J = 7.3 Hz, 

1H), 7.44 (t, J = 7.3 Hz, 2H), 3.70 – 3.60 (m, 4H), 2.13 (ap, J = 6.5 Hz, 2H).  

LCMS (m/z): 198.0 [M+H]+, tR = 3.20 min, hydrophobic method. 

 

 

 

N-(3-hydroxyhexyl)benzamide (289) (63) 

 

Prepared using general procedure B with benzoic acid (588 mg, 1.00 eq. 4.81 mmol), 

6-amino-hexanol (549 mg, 1.00 eq., 4.68 mmol), EDC.HCl (1220 mg, 1.20 eq.,  

5.85 mmol), and HOBt (989 mg, 1.50 eq., 7.32 mmol). The crude material was purified 

by flash chromatography using a ratio of 10:90 methanol:DCM to give the product as 

a white solid (573 mg, 55 %). 1H NMR (401 MHz, d6-DMSO) δ 8.42 (t, J = 5.2 Hz, 1H), 

7.83 (d, J = 7.2 Hz, 2H), 7.51 (t, J = 7.2 Hz, 1H), 7.44 (t, J = 7.5 Hz, 2H), 4.33  

(t, J = 5.1 Hz, 1H), 3.38 (aq, J = 6.3 Hz, 2H), 3.33 (s, 1H), 3.24 (aq, J = 6.8 Hz, 2H),  

1.56 – 1.46 (m, 2H), 1.46 – 1.36 (m, 2H), 1.36 – 1.26 (m, 4H). LCMS (m/z): 222.1 

[M+H]+, tR = 3.16 min, hydrophobic method. HPLC tR = 4.23 min, 94 %, hydrophobic 

method. The data were consistent with the literature (289).  
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N-(3-chlorohexyll)benzamide (65) 

 

N-(3-hydroxyhexyl)benzamide (160 mg, 1.00 eq., 0.723 mmol) was added to 

chloroform (2 mL), cooled to 0  ̊C and thionyl chloride (0.50 mL, 9.5 eq., 6.89 mmol) 

was added dropwise. The reaction was then heated to reflux for 16 h. After this time, 

the reaction was evaporated under a flow of nitrogen and the product used without 

further purification. 1H NMR (401 MHz, CDCl3) δ 7.76 (d, J = 6.9 Hz, 2H), 7.50  

(t, J = 7.3 Hz, 1H), 7.43 (t, J = 7.3 Hz, 2H), 6.13 (s, 1H), 3.54 (t, J = 6.7 Hz, 2H), 3.47 

(td, J = 7.2, 5.8 Hz, 2H), 1.85 – 1.73 (m, 2H), 1.70 – 1.58 (m, 2H), 1.55 – 1.38 (m, 4H). 

LCMS (m/z): 240.1 [M+H]+, tR = 3.46 min, hydrophobic method. HPLC tR = 5.81 min, 

95 %, hydrophobic method. 

 

 

 

6-benzamidohexyl carbamimidothioate (68) 

 

Prepared using general procedure C with N-(3-chlorohexyl)benzamide (28 mg,  

1.0 eq., 0.11 mmol) and thiourea (42 mg, 4.8 eq., 0.55 mmol). The crude material was 

used without further purification. 1H NMR (401 MHz, d6-DMSO) δ 7.86 – 7.78 (m, 2H), 

7.55 – 7.40 (m, 3H), 3.27 – 3.20 (m, 2H), 3.18 – 3.06 (m, 2H), 1.63 – 1.48 (m, 4H), 

1.45 – 1.29 (m, 4H). 13C NMR (101 MHz, d6-DMSO) δ 169.97, 166.10, 134.67, 131.00, 

128.23, 127.12, 37.76, 30.07, 28.92, 28.30, 27.54, 25.85. LCMS (m/z): 280.0 [M+H]+, 

tR = 3.02 min, hydrophobic method. HPLC tR = 4.75 min, 44 %, hydrophobic method. 

HRMS (m/z): C14H21N3OS requires 280.1478 [M+H]+, found 280.1483. 
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S-(6-benzamidohexyl) ethanethioate (71) 

 

Prepared using general procedure D with N-(3-bromohexyl)benzamide (58 mg,  

1.0 eq., 0.20 mmol), Et3N (61 µL, 2.1 eq., 0.43 mmol) and thioacetic acid (28 mg,  

1.8 eq., 0.37 mmol). The crude material was purified by reverse phase C18 

chromatography using a gradient of methanol (0 – 10%) in water to give the product 

as a white solid (37 mg, 64 %). 1H NMR (401 MHz, CDCl3) δ 7.76 (d, J = 6.9 Hz, 2H), 

7.49 (t, J = 7.3 Hz, 1H), 7.42 (t, J = 7.3 Hz, 2H), 6.18 (s, 1H), 3.45 (aq, J = 6.4 Hz, 2H), 

2.87 (t, J = 7.2 Hz, 2H), 2.32 (s, 3H), 1.70 – 1.52 (m, 4H), 1.47 – 1.37 (m, 4H).  

13C NMR (101 MHz, CDCl3) δ 196.18, 167.54, 134.8, 131.39, 128.56, 126.98, 40.02, 

30.70, 29.53, 29.45, 28.99, 28.38, 26.46 LCMS (m/z): 280.0 [M+H]+, tR = 3.50 min, 

hydrophobic method. HPLC tR = 5.21 min, 98 %, hydrophobic method. HRMS (m/z): 

requires C15H21NO2S 280.1366 [M+H]+, found 280.1372. 

 

 

 

N,N'-(Disulfanediylbis(hexane-6,1-diyl))dibenzamide (69) 

 

S-(6-Benzamidohexyl)ethanethioate (12 mg, 1.0 eq., 0.043 mmol) was dissolved in 

NaOH (aq., 1 M, 1 mL) and MeCN (1 mL) and stirred at room temperature for 16 h. 

After this time, the reaction was quenched with HCl (aq., 1 M, 1 mL) and diluted with 

DCM (5 mL). The organic layer was dried over anhydrous magnesium sulfate, 

concentrated and the crude material was purified by reverse phase C18 flash 

chromatography using a gradient of methanol (0 – 10%) in water to give the product 

as a white solid (4.3 mg, 21 %).1H NMR (401 MHz, CD3OD) δ 7.80 (ad, J = 7.2, 4H), 

7.54 – 7.49 (m, 2H), 7.65 – 7.42 (m, 4H), 3.37 (t, J = 7.2 Hz, 4H), 2.69 (t, J = 7.0, 4H), 

1.73 – 1.59 (m, 8H), 1.50 – 1.36 (m, 8H). 13C NMR (101 MHz, CD3OD) δ 170.25, 
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135.90, 132.53, 129.53, 128.22, 40.96, 39.67, 30.39, 30.13, 29.14, 27.67.  

LCMS (m/z): 473.1 [M+H]+, tR = 3.7.26 min, hydrophobic method. HPLC tR = 6.30 min, 

98 %, hydrophobic method. HRMS (m/z): requires C26H36N2O2S2 473.2291 [M+H]+, 

found 473.2303. 

 

 

 

tert-Butyl (4-hydroxyphenethyl)carbamate (290) (111) 

 

Di-tert-butyl dicarbonate (8.925 g, 1.00 eq., 40.89 mmol) and tyramine (5.752 g,  

1.02 eq. 41.93 mmol) were dissolved in dry THF (82 mL) and stirred at room 

temperature for 2 hours. After this time, the solvent was removed and the crude 

material was purified by flash chromatography using a gradient of acetone (0 – 10 %) 

in DCM to give the product as a white solid (9.07 g, 94 %). 1H NMR (401 MHz, CDCl3) 

δ 7.00 (d, J = 8.5 Hz, 2H), 6.78 (d, J = 8.5 Hz, 2H), 5.65 (s, 1H), 4.64 (s, 1H), 3.32  

(t, J = 7.0 Hz, 2H), 2.70 (t, J = 7.1, Hz, 2H), 1.44 (s, 9H). LCMS (m/z): tR = 236.0  

[M-H]-, 2.73 min, hydrophobic method. HPLC tR = 4.60 min, 98 %, hydrophobic 

method. The data were consistent with the literature (290).   

 

 

 

tert-Butyl (4-(4-cyano-3-methylphenoxy)phenethyl)carbamate (112) 

 

Prepared according to general procedure A with N,N-dimethylglycine (784 mg,  

0.300 eq., 5.62 mmol), 4-bromo-2-methyl-benzonitrile (4475 mg, 1.20 eq.,  

22.83 mmol), copper iodide (708 mg, 0.200 eq., 3.71 mmol), caesium carbonate  

(9.29 g, 1.50 eq., 28.5 mmol), and tert-butyl(4-hydroxyphenethyl)carbamate (4.50 g, 

1.00 eq., 19.0 mmol). The crude material was purified by flash chromatography using 

a gradient of 0 – 30 % EtOAc in petroleum spirits to give the product as a white solid 

(5.844 g, 87 %). 1H NMR (401 MHz, CDCl3) δ 7.50 (d, J = 8.5 Hz, 1H), 7.21  
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(d, J = 8.5 Hz, 2H), 6.97 (d, J = 8.5 Hz, 2H), 6.83 (d, J = 2.4 Hz, 1H), 6.78  

(dd, J = 8.5, 2.2 Hz, 1H), 4.59 (s, 1H), 3.37 (t, J = 7.1 Hz, 2H), 2.79 (t, J = 7.1 Hz, 2H), 

2.47 (s, 3H), 1.42 (s, 9H). 13C NMR (101 MHz, CDCl3) δ 161.57, 155.95, 153.45, 

144.47, 135.89, 134.37, 130.53, 120.53, 118.78, 118.27, 115.26, 106.34, 79.44, 

42.06, 35.77, 28.47, 20.68. LCMS (m/z): 351.1 [M-H]-, tR = 3.26 min, hydrophobic 

method. HPLC tR =6.38 min, 98 %, hydrophobic method. HRMS did not ionise. 

 

 

4-[4-(2-aminoethyl)phenoxy]-2-methyl-benzonitrile trifluoroacetic acid salt (110) 

 

tert-Butyl (4-(4-cyano-3-methylphenoxy)phenethyl)carbamate (2.01 g, 1.00 eq.  

5.71 mmol) and dissolved 1:4 trifluoroacetic acid:DCM (63 mL) and stirred at room 

temperature for 1.5 h. The solvent was then evaporated to give the product as a light 

brown solid (2.08 g, 99 %). 1H NMR (401 MHz, CDCl3) δ 7.51 (d, J = 8.6 Hz, 1H), 7.23 

(d, J = 8.4 Hz, 2H), 7.00 (d, J = 8.4 Hz, 2H), 6.85 (d, J = 2.4 Hz, 1H), 6.78  

(dd, J = 8.5, 2.5 Hz, 1H), 3.31 (s, 3H), 3.03 (t, J = 7.3 Hz, 2H), 2.47 (s, 2H). 13C NMR 

(101 MHz, CDCl3) δ 161.29, 154.67, 144.79, 134.57, 131.96, 130.58, 121.03, 119.19, 

118.17, 115.53, 106.55, 41.59, 32.91, 20.66. LCMS (m/z): 254.1 [M+H]+, tR = 3.07 

min, hydrophobic method. HPLC tR = 4.46, 98 %, hydrophobic method. HRMS (m/z): 

C1f6H17N2O requires 253.1335 [M+H]+; found 253.1324. 

 

 

 

N-(4-(4-Cyano-3-methylphenoxy)phenethyl)acetamide (149) 

 

Prepared according to general procedure F with 4-[4-(2-aminoethyl)phenoxy]-2-

methyl-benzonitrile trifluoroacetic acid salt (94 mg, 1.0 eq., 0.26 mmol), acetyl chloride 

(55 µL, 3.0 eq., 0.77 mmol) and Et3N (72 µL, 2.0 eq., 0.51 mmol). The crude material 
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was purified by flash chromatography using a gradient of 0 – 10 % MeOH in EtOAc to 

give the product as a white solid (37 mg, 48 %). 1H NMR (401 MHz, CDCl3) δ 7.52  

(d, J = 8.5 Hz, 1H), 7.22 (d, J = 8.4 Hz, 2H), 6.99 (d, J = 8.5 Hz, 2H), 6.85  

(d, J = 2.4 Hz, 1H), 6.79 (dd, J = 8.5, 2.3 Hz, 1H), 5.86 (s, 1H), 3.52 (q, J = 6.7 Hz, 

2H), 2.84 (t, J = 7.2 Hz, 2H), 2.49 (s, 3H), 2.00 (s, 3H). 13C NMR (101 MHz, CDCl3) δ 

170.53, 161.54, 153.69, 144.58, 135.60, 134.45, 130.50, 120.65, 118.91, 118.30, 

115.34, 106.51, 40.37, 34.13, 23.27, 20.77. LCMS (m/z): 295.1 [M+H]+, tR = 3.51, 

hydrophobic method. HPLC tR = 5.33 min, 98 %, hydrophobic method.  

HRMS (m/z): C18H18N2O2 requires 295.1441 [M+H]+; found 295.1448. 

 

 

Methyl (4-((4-(4-cyano-3-

methylphenoxy)phenethyl)carbamoyl)phenyl)carbamate (132) 

 

Prepared according to general procedure E with 4-(methoxycarbonylamino)benzoic 

acid (25 mg, 1.0 eq., 0.13 mmol), Et3N (36 µL, 2.0 eq., 0.29 mmol),  

4-[4-(2-aminoethyl)phenoxy]-2-methyl-benzonitrile trifluoroacetic acid salt (93 mg,  

2.0 eq., 0.25 mmol) and HATU (81 mg, 1.7 eq., 0.21 mmol). The organic layer was 

concentrated and triturated using DCM to give the product as a white solid (47 mg,  

86 %). 1H NMR (401 MHz, MeOD) δ 7.71 (d, J = 8.8 Hz, 2H), 7.57 (d, J = 8.6 Hz, 1H), 

7.51 (d, J = 8.7 Hz, 2H), 7.32 (d, J = 8.4 Hz, 2H), 7.00 (d, J = 8.5 Hz, 2H), 6.89  

(d, J = 2.5 Hz, 1H), 6.81 (dd, J = 8.6, 2.5 Hz, 1H), 3.74 (s, 3H), 3.60 (t, J = 7.3 Hz, 2H), 

2.93 (t, J = 7.3 Hz, 2H), 2.44 (s, 3H). LCMS (m/z): 430.2 [M+H]+, tR = 3.94 min, 

hydrophobic method. HPLC tR = 5.67 min, 98 %, hydrophobic method. HRMS (m/z): 

requires C25H23N3O4 430.1761 [M+H]+, found 430.1763.  
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Methyl (2-((4-(4-cyano-3-methylphenoxy)phenethyl)amino)-2-

oxoethyl)carbamate (131) 

 

Prepared according to general procedure E with 2-(methoxycarbonylamino)acetic acid 

(27 mg, 1.0 eq., 0.20 mmol), 4-[4-(2-aminoethyl)phenoxy]-2-methyl-benzonitrile 

trifluoroacetic acid salt (104 mg, 1.40 eq., 0.283 mmol), HATU (152 mg, 2.00 eq.,  

0.399 mmol), and Et3N (112 µL, 4.0 eq., 0.80 mmol). The crude material was purified 

by flash chromatography using a gradient of 0 – 10 % MeOH in chloroform to give the 

product as a white solid (41 mg, 56 %). 1H NMR (401 MHz, CDCl3) δ 7.50  

(d, J = 8.5 Hz, 1H), 7.20 (d, J = 8.5 Hz, 2H), 6.96 (d, J = 8.5 Hz, 2H), 6.83 (d, J = 2.4 

Hz, 1H), 6.78 (dd, J = 8.5, 2.2 Hz, 1H), 6.40 (s, 1H), 5.56 (s, 1H), 3.80  

(d, J = 4.4 Hz, 2H), 3.66 (s, 3H), 3.52 (aq, J = 6.8 Hz, 2H), 2.82 (t, J = 7.2 Hz, 2H), 

2.47 (s, 3H). 13C NMR (101 MHz, CDCl3) δ 169.24, 161.45, 157.33, 153.55, 144.46, 

135.39, 134.34, 130.43, 120.53, 118.76, 118.22, 115.19, 106.31, 52.59, 44.68, 40.71, 

34.99, 20.63. LCMS (m/z): 368.2 [M+H]+, tR = 3.60 min, hydrophobic method.  

HPLC tR = 5.24 min, 95 %, hydrophobic method. HRMS (m/z): requires C20H21N3O4 

368.1605 [M+H]+, found 368.1616. 

 

 

Methyl (4-(phenethylcarbamoyl)phenyl)carbamate (148) 

 

Prepared according to general procedure E with 4-(methoxycarbonylamino)benzoic 

acid (41 mg, 1.0 eq., 0.21 mmol), phenethylamine (53 µL, 2.0 eq., 0.42 mmol) HATU 

(122 mg, 1.50 eq., 0.321 mmol), and Et3N (58 µL, 2.0 eq., 0.42 mmol). The crude 

material was purified by flash chromatography using a ratio of 1:9 acetone in DCM to 
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give the product as a yellow solid (47 mg, 75 %). 1H NMR (401 MHz, CDCl3) δ 7.63 

(d, J = 8.8 Hz, 2H), 7.43 (d, J = 8.7 Hz, 2H), 7.35 – 7.29 (m, 2H), 7.26 – 7.20 (m, 3H), 

7.11 (s, 1H), 3.77 (s, 3H), 3.70 (aq, J = 6.8 Hz, 2H), 2.92 (t, J = 7.0 Hz, 2H).  

13C NMR (101 MHz, CDCl3) δ 167.23, 153.92, 141.23, 139.00, 137.83, 128.94, 128.84, 

128.15, 126.73, 118.10, 52.62, 41.35, 35.81. LCMS (m/z): 299.1 [M+H]+, tR = 2.67 

min, hydrophobic method. HPLC tR = 4.78 min, 98 %, hydrophobic method.  

HRMS (m/z): C17H18N2O3 requires 299.139 [M+H]+, found 299.1398. 

 

 

2-Bromo-N-(4-(4-cyano-3-methylphenoxy)phenethyl)acetamide (143) 

 

Prepared according to general procedure F with 4-[4-(2-aminoethyl)phenoxy]-2-

methyl-benzonitrile trifluoroacetic acid salt (104 mg, 1.28 eq., 0.285 mmol), 

bromoacetyl chloride (35 mg, 1.0 eq., 0.22 mmol) and Et3N (62 µL, 2.0 eq., 0.45 mmol). 

The crude material was purified by flash chromatography using 1:1 EtOAc in 

petroleum spirits to give the product as a yellow solid (29 mg, 34 %).  

1H NMR (401 MHz, CDCl3) δ 7.53 (d, J = 8.5 Hz, 1H), 7.24 (d, J = 8.5 Hz, 2H), 7.01 

(d, J = 8.5 Hz, 2H), 6.84 (d, J = 2.4 Hz, 1H), 6.80 (dd, J = 8.4, 2.3 Hz, 1H), 6.52  

(s, 1H), 3.87 (s, 2H), 3.56 (aq, J = 7.0 Hz, 2H), 2.87 (t, J = 7.1 Hz, 2H), 2.49 (s, 3H).  

13C NMR (101 MHz, CDCl3) δ 165.42, 161.57, 153.86, 144.60, 135.20, 134.48, 130.60, 

120.79, 118.90, 118.32, 115.38, 106.57, 41.45, 34.93, 29.44, 20.78.  

LCMS (m/z): 373.1 [M+H]+, 3.71 min, hydrophobic method. HPLC tR = 5.59 min,  

98 %, hydrophobic method. HRMS did not ionise. 
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3-Bromo-N-(4-(4-cyano-3-methylphenoxy)phenethyl)propenamide (144) 

 

Prepared according to general procedure F with 4-[4-(2-aminoethyl)phenoxy]-2-

methyl-benzonitrile trifluoroacetic acid salt (129 mg, 1.50 eq., 0.351 mmol),  

3-bromopropanoyl chloride (40 mg, 1.0 eq., 0.23 mmol) and Et3N (65 µL, 2.0 eq.,  

0.47 mmol). The crude material was purified by flash chromatography using 1:1 EtOAc 

in petroleum spirits to give the product as a yellow solid (61 mg, 68 %). 1H NMR  

(401 MHz, CDCl3) δ 7.53 (d, J = 8.5 Hz, 1H), 7.24 (d, J = 8.6 Hz, 2H), 6.99  

(d, J = 8.5 Hz, 2H), 6.85 (d, J = 2.4 Hz, 1H), 6.80 (dd, J = 8.5, 2.1 Hz, 1H), 5.61  

(s, 1H), 3.64 (t, J = 6.5 Hz, 2H), 3.57 (aq, J = 7.0 Hz, 2H), 2.86 (t, J = 7.0 Hz, 2H), 2.72 

(t, J = 6.5 Hz, 2H), 2.49 (s, 3H). 13C NMR (101 MHz, CDCl3) δ 169.74, 161.54, 153.74, 

144.59, 135.51, 134.47, 130.59, 120.68, 118.92, 118.32, 115.37, 106.53, 40.98, 

39.94, 35.17, 27.66, 20.78. LCMS (m/z): 387.1 [M+H]+, 3.71 min, hydrophobic method. 

HPLC tR = 5.705 min, 95 %, hydrophobic method. HRMS did not ionise. 

 

 

 

5-Bromo-N-(4-(4-cyano-3-methylphenoxy)phenethyl)pentanamide (145) 

 

 

Prepared according to general procedure F with 4-[4-(2-aminoethyl)phenoxy]-2-

methyl-benzonitrile trifluoroacetic acid salt (70 mg, 1.1 eq., 0.19 mmol),  

5-bromopentanoyl chloride (35 mg, 1.0 eq., 0.18 mmol) and Et3N (36 mg, 2.0 eq.,  

0.35 mmol). The crude material was purified by flash chromatography using 1:1 EtOAc 

in petroleum spirits to give the product as a yellow solid (43 mg, 60 %).  

1H NMR (401 MHz, CDCl3) δ 7.52 (d, J = 8.5 Hz, 1H), 7.22 (d, J = 8.5 Hz, 2H), 6.99 

(d, J = 8.5 Hz, 2H), 6.85 (d, J = 2.4 Hz, 1H), 6.80 (dd, J = 8.5, 2.2 Hz, 1H), 5.52  

(s, 1H), 3.53 (aq, J = 6.9 Hz, 2H), 3.40 (t, J = 6.5 Hz, 2H), 2.84 (t, J = 7.1 Hz, 2H), 2.49 

(s, 3H), 2.19 (t, J = 7.3 Hz, 2H), 1.99 – 1.83 (m, 2H), 1.84 – 1.49 (m, 2H).  

13C NMR (151 MHz, CDCl3) δ 172.53, 161.54, 153.71, 144.58, 135.63, 134.45, 130.52, 
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120.63, 118.94, 118.30, 115.36, 106.52, 40.80, 35.63, 35.22, 33.32, 32.15, 24.33, 

20.76. LCMS (m/z): 416.1 [M+H]+, 3.83 min, hydrophobic method. HPLC  

tR = 5.95 min, 98 %, hydrophobic method. HRMS (m/z): C21H23N2O2Br requires 

415.1016 [M+H]+; found 415.1014. 

 

 

N-(4-(4-Cyano-3-methylphenoxy)phenethyl)-2-isothiocyanatoacetamide (125) 

 

Methyl 2-isothiocyanatoacetate (32 mg, 1.5 eq., 0.24 mmol) and HATU (63 mg,  

1.0 eq., 0.17 mmol) were added to DMF (1.5 mL) and stirred until dissolved. Et3N  

(44 µL, 2.0 eq., 0.32 mmol) and KOH (aq., 2.5 M, 0.098 mL, 1.5 eq., 0.24 mmol) were 

added, followed by 4-[4-(2-aminoethyl)phenoxy]-2-methyl-benzonitrile trifluoroacetic 

acid salt (59 mg, 1.0 eq., 0.16 mmol) and the reaction was stirred at room temperature 

for 20 h. The reaction was then diluted with EtOAc (10 mL), washed with water  

(3 × 10 mL) and dried over anhydrous magnesium sulfate. The crude material was 

purified by flash chromatography using a gradient of 0 – 100 % EtOAc in petroleum 

spirits to give the product as a yellow oil (31 mg, 56 %). 1H NMR (401 MHz, d6-DMSO) 

δ 7.74 (d, J = 8.6 Hz, 1H), 7.32 (d, J = 8.5 Hz, 2H), 7.06 (d, J = 8.5 Hz, 2H), 7.01  

(d, J = 1.6 Hz, 1H), 6.86 (dd, J = 8.6, 2.5 Hz, 1H), 4.23 (d, J = 5.6 Hz, 2H), 3.63  

(s, 3H), 2.83 (t, J = 7.4 Hz, 2H), 2.43 (s, 2H). 13C NMR (101 MHz, d6-DMSO) δ 170.55, 

161.14, 152.79, 144.34, 136.16, 134.71, 130.59, 120.44, 120.21, 118.60, 117.97, 

115.21, 105.54, 51.65, 44.94, 33.41, 20.02. LCMS (m/z): 350.1 [M-H]-, tR = 2.96 min, 

hydrophobic method. HPLC tR = 5.67 min, 98 %, hydrophobic method. HRMS (m/z): 

C19H17N3O2S requires 725.1975 [2M + Na]+, found 725.1958. 
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8.2 Small molecule solubility  

Purified compounds had their solubility and aggregation evaluated via a  

semi-quantitative 1D 1H NMR titration in aqueous buffer. Compounds were accurately 

weighed and dissolved in d6-DMSO at 100 mM. D2O buffer was prepared with 50 mM 

sodium phosphate, 25 mM NaCl at pH 7.4 or 50 mM HEPES, 50 mM NaCl at pH 6.8 

with 100 M 4,4-dimethyl-4-silapentane-1-sulfonic acid (DSS) internal standard. Serial 

dilution of the small molecule d6-DMSO stocks was used to prepare a 4-point two fold 

dilution series with final concentrations of 125, 250, 500 and 1000 µM with 2 %  

d6-DMSO in buffer and a total volume of 600 L. Serial dilution of the peptide d6-DMSO 

stocks was used to prepare a 5-point two fold dilution series with final concentrations 

of 0.5, 1, 2, 4 and 8 mM with 2 % d6-DMSO in HEPES buffer and a total volume of  

600 L. NMR spectra were recorded on a Bruker 400 MHz spectrometer with  

TD = 32 K, D1 = 5 s, 64 scans and water suppression at 4.7 ppm. NMR spectra were 

processed in MNOVA (version 6.0 – 14.2) and referenced by the DSS peak at  

0.030 ppm. Compounds failed solubility at a given concentration if they did not show 

a doubling in intensity concordant with doubling concentration or showed chemical 

shift changes > 0.004 ppm (1.6 Hz) from the lowest recorded concentration. Ligand 

concentrations were calculated relative to the DSS integral in the 1D 1H NMR spectra 

and used to calculate the stock concentration which was used in KD determination 

experiments. 

 

8.3 Protein production and purification 

Unlabelled and 15N-labelled EcDsbA were expressed as described previously using 

autoinduction (252, 291). All media components were sterilised prior to use by autoclave 

or 0.22 µm filtration as appropriate. Pre-expression cultures were prepared by 

inocculating 10 mL Luria-Bertani broth supplemented with 50 μg/mL kanamycin from 

frozen glycerol stocks of E. coli BL21(DE3) carrying the plasmid B0013-(5644bb) 

coding for EcDsbA, as described previously (229) and incubating for 16 h at 37 °C with 

agitation at 220 rpm. ZYM-5052 or N-5052 media supplemented with 50 μg/mL 

kanamycin in baffled conical flasks were inoculated with 1 % v/v of pre-culture and 

incubated for 24-30 h at 37 °C with agitation at 170 rpm, after which the cells were 

harvested by centrifugation at 3200×g at 4 °C for 20 min. The supernatant was 
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discarded and the pellets were stored at -20 °C for subsequent protein extraction and 

purification. 

 

Each frozen bacterial pellet was thawed, resuspended in an equal volume of osmotic 

shock buffer (20 mM Tris (pH 9.0), 10 mM EDTA, 50 % w/v sucrose) and maintained 

at 4 °C with gentle stirring for 60 min, after which the cell suspension was rapidly 

diluted to 10 times its volume with deionised H2O at 4 °C. The suspension was 

maintained at 4 °C and stirred for a further 90 min before the cell pellet and lysate 

were separated by centrifugation at 50000×g at 4 °C for 30 min. The lysate was 

carefully decanted from the pellet and stored at -20 °C. The cell pellet was 

resuspended in 10 times its volume of lysis buffer (20 mM Tris (pH 8.0), 25 mM NaCl, 

4 mg/mL colistin sulfate) and maintained at room temperature with gentle stirring for 

18-24 h. This suspension was then centrifuged at 50000×g at 4 °C for 30 min and the 

lysate was decanted and added to the thawed osmotic shock lysate. The pellet was 

discarded and the target protein was purified from the combined lysate. (NH4)2SO4 

was added to the combined lysate with gentle stirring to a concentration of 0.8 M and 

the solution was syringe filtered (0.22 µm, Millipore) for loading onto a HiLoad 1610 

Phenyl Sepharose HP hydrophobic interaction chromatography column (GE 

Healthcare) using 20 mM Tris (pH 8.0), 50 mM NaCl, 1 M (NH4)2SO4. The bound 

proteins were eluted on a gradient from 1 – 0 M (NH4)2SO4. Fractions were analysed 

by SDS-PAGE and those containing target protein were pooled and concentrated to 

10 mL using an Amicon centrifugal diafiltration unit (10000 MWCO, Millipore) and 

buffer exchanged to 50 mM HEPES (pH 6.8), 50 mM NaCl using a HiPrep 2610 

desalting column (GE Healthcare). Following buffer exchange, the fractions containing 

target protein were pooled and loaded onto a MonoQ HR 10/10 anion-exchange 

column (GE Healthcare). In these buffer conditions, pure target protein was collected 

in the flowthrough fraction and impurities were eluted using a gradient from  

50 mM – 1 M NaCl. Protein purity was confirmed by SDS-PAGE.  

 

Following purification by anion-exchange chromatography, each EcDsbA solution was 

concentrated to approximately 8 – 9 mL by diafiltration (Amicon 3000 MWCO, 

Millipore) and treated with 0.1 volumes of freshly prepared 15 mM copper-

phenanthroline solution. After 1 h reaction time at 4 °C, the copper-phenanthroline was 
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removed by buffer exchange (50 mM HEPES pH 6.8, 50 mM NaCl) using a HiPrep 

2610 desalting column. 

 

If required the purified protein was reduced with a 10 – 20-fold excess of DTT. After  

1 hour of incubation the DTT was removed by adding a maximum of 2.5 mL of protein 

to a PD-10 desalting column (GE Healthcare) and eluted over approximately 5 mL of 

the desired NMR buffer. This process was repeated twice and the purified protein was 

concentrated. 

 

Protein samples were adjusted to their required final concentrations by concentration 

using Amicon centrifugal diafiltration units (3000 MWCO, Millipore) or dilution using 

storage/NMR buffer (50 mM HEPES (pH 6.8), 50 mM NaCl or 50 mM phosphate,  

25 mM NaCl, pH 6.8). For NMR, D2O was added to a final concentration of 10 % (v/v). 

Final protein concentrations were quantified using a NanoDrop lite UV 

spectrophotometer (ThermoFisher) based on a calculated extinction coefficient for 

oxidised EcDsbA of ε = 28545 M–1cm–1. 

 

 

 

8.4 NMR parameters and sample preparation 

8.4.1 Peptide binding characterisation  

A 100 µM [U-15N]-labelled oxidised EcDsbA sample with 1 mM unlabelled peptide 23 

in 50 mM HEPES, 50 mM NaCl, 2 mM EDTA, pH 6.8, 10 % D2O, 2 % d6-DMSO, was 

prepared to a sample volume of 160 µL and acquired in a 3 mm tube. 2D 1H-15N HSQC 

spectra of [U-15N]-labelled oxidised EcDsbA were acquired with and without peptide 

with number of scans (NS) = 8, dummy scans (DS) = 8, relaxation delay (D1) = 1 sec, 

total complex points of 2048 (1HN) and 128 (15N), spectral width of 30 ppm (15N) x 16.6 

(1HN) with a transmitter frequency offset of 117.5 ppm (15N) and 4.7 ppm (1HN). 

Experiments were acquired on a 600 MHz spectrometer equipped with CryoProbe at 

298 K. 
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8.4.2 Backbone and aliphatic side chain assignments 

Experiments were run on a Bruker 700 MHz NMR spectrometer with a CryoProbe at 

298 K. A 300 µM [U-13C,15N]-labelled oxidised EcDsbA sample with 3 mM peptide 23 

in 50 mM HEPES, 50 mM NaCl, 2 mM EDTA, pH 6.8, 10 % D2O, 2 % d6-DMSO, was 

prepared to a sample volume of 330 µL and acquired in a Shigemi tube. The details 

of NMR data acquisition are reported in the Table 8.1 below. All data were processed 

by Topspin and analysed by CARA. 
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Experiment 

Linear/Non-

uniform sampling 

(NUS) 

Number of 

scans 

(NS) 

Dummy 

scans (DS) 

Relaxation 

delay (D1)/sec 

Total complex 

points 

Spectral width/ 

ppm 

Offset/ 

ppm 

2D 15N HSQC Linear 4 8 1  
2048 (1HN) x 128 

(15N) 

14.3 (1H) x 30 

(15N) 

4.7 (1HN) x 118 

(15N) 

2D 13Cali HSQC Linear 8 16 1  
2048 (1Hali) x 

256 (13Cali) 

14.3 (1Hali) x 65 

(13Cali) 

4.7 (1H) x 38.5 

(13C) 

3D HNCA NUS (25 %) 24 16 1  

2048 (1HN) x 48 

(15N) x 128 

(13Cα)  

14.3 (1HN) x 30 

(15N) x 32 (13Cα) 

4.7 (1HN) x 118 

(15N) x 54.5 

(13Cα)  

3D HNCACB NUS (20 %) 48 32 1  

2048 (1HN) x 48 

(15N) x 128 

(13Cαβ)  

14.3 (1HN) x 30 

(15N) x 61 

(13Cαβ) 

4.7 (1HN) x 118 

(15N) x 42 

(13Cαβ)  

3D 

CBCACONH 
NUS (25 %) 24 16 1  

2048 (1HN) x 48 

(15N) x 96 (13Cαβ)  

14.3 (1HN) x 30 

(15N) x 61 

(13Cαβ) 

4.7 (1HN) x 118 

(15N) x 42 

(13Cαβ)  

3D 

HBHACONH 
NUS (20 %) 32 16 1  

2048 (1HN) x 48 

(15N) x 128 

(1Hαβ) 

14.3 (1HN) x 30 

(15N) x 10 (1Hαβ) 

4.7 (1HN) x 118 

(15N) x 4.7 

(1Hαβ) 

3D 

(H)CC(CO)NH 
NUS (20 %) 48 16 1  

2048 (1HN) x 48 

(15N) x 128 

(13Cali) 

14.3 (1HN) x 30 

(15N) x 65 

(13Cali) 

4.7 (1HN) x 118 

(15N) x 38.5 

(13Cali) 
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3D 

H(CCCO)NH 
NUS (20 %) 48 16 1  

2048 (1HN) x 48 

(15N) x 128 (1Hali) 

14.3 (1HN) x 30 

(15N) x 11 (1Hali) 

4.7 (1HN) x 118 

(15N) x 4.7 

(1Hali) 

3D HNCACO NUS (20 %) 64 32 1 
2048 (1HN) x 48 

(15N) x 96 (13C՛) 

14.3 (1HN) x 30 

(15N) x 12 (13C՛) 

4.7 (1HN) x 118 

(15N) x 174.5 

(13C՛) 

3D HNCO NUS (20 %) 24 128 1  
2048 (1HN) x 48 

(15N) x 128 (13C՛) 

14.3 (1HN) x 30 

(15N) x 20 (13C՛) 

4.7 (1HN) x 118 

(15N) x 173 

(13C՛) 

Table 8.1: NMR parameters used for backbone and aliphatic side chain assignments 
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8.4.3 Covalent library screen  

A freshly reduced sample of 100 µM U-15N-labelled reduced EcDsbA sample with  

1 mM covalent library reaction mixture (based on 100 % reaction conversion) in  

50 mM phosphate, 25 mM NaCl, pH 6.8, 10 % D2O, 2 % d6-DMSO, was prepared to 

a sample volume of 160 µL and acquired in a 3 mm tube. 1H-15N HSQC Acquisition 

was uniform sampling over 20 mins (NS = 8, DS = 8, D1 = 1), total complex points of 

2048 (1H) and 128 (15N), spectral width of 31 ppm (15N) x 16.6 (1H) with a transmitter 

frequency offset of 117.5 ppm (15N) and 4.7 ppm (1H). 

 

8.4.4 Organic solvent screen  

NMR samples were prepared with 100 µM U-15N-labelled oxidised EcDsbA sample 

and 0, 1, 2, 3, 4 or 5 % (v/v) organic solvent in 50 mM phosphate, 25 mM NaCl,  

pH 6.8, 10 % D2O, pH adjusted to 6.8 if required with a total volume of 160 µL and 

acquired in a 3 mm tube. Organic solvents used were as follows: acetonitrile (MeCN, 

ACN), tetrahydrofuran (THF), N,N-dimethylformamide (DMF), dimethyl sulfoxide 

(DMSO), methanol (MeOH), ethanol (EtOH), isopropanol (IPA), acetone, benzyl 

alcohol, ethylene glycol, glycerol, N,N-dimethylacetamide, ethyl acetate (EtOAc), 

acetic acid and urea. A single-point solvent sample for 5% (v/v) acetic acid and 1 M 

urea were made to the same conditions as above. 1H-15N HSQC acquisition was 

uniform sampling over 20 mins (NS = 10, DS = 8, D1 = 1), total complex points of 2048 

(1H) and 128 (15N), spectral width of 31 ppm (15N) x 16.6 (1H) with a transmitter 

frequency offset of 117.5 ppm (15N) and 4.7 ppm (1H). 

 

8.4.5 MicroFrag screen  

An 80 µM U-15N-labelled oxidised EcDsbA sample with 300 mM MicroFrag in 100 mM 

phosphate, 50 mM NaCl, pH 6.8, 10 % D2O, 2 % d6-DMSO, was prepared to a sample 

volume of 160 µL by addition of a 600 mM aqueous stock of MicroFrag pH 7 ± 0.5 to 

a 200 µM U-15N-labelled oxidised EcDsbA sample in 200 mM phosphate, 100 mM 

NaCl, pH 6.8, 20 % D2O, 4 % d6-DMSO. Samples were manually adjusted to pH 6.8 if 

required and acquired in a 3 mm tube. Acquisition was uniform sampling over 20 mins 
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(NS = 8, DS = 8, D1 = 1), total complex points of 2048 (1H) and 128 (15N), spectral 

width of 31 ppm (15N) x 16.6 (1H) with a transmitter frequency offset of 117.5 ppm (15N) 

and 4.7 ppm (1H). 

 

8.4.6 Chemical shift perturbations 

Chemical shift perturbations were calculated using the following equation: 

𝐶𝑆𝑃 =  √∆𝐻2  + (0.2 𝑥 ∆𝑁)2 

Where ΔH and ΔN are the observed changes in chemical shift of the backbone amide 

proton and nitrogens between the unbound and bound 1H-15N HSQC spectra. 

 

8.5 Protein mass spectrometry 

Protein liquid chromatography mass spectrometry was conducted on a Shimadzu  

LC-2020 LCMS system with a Zorbax 300SB-C3, 4.6 x 150 mm, 5 µm column. Buffer 

A: 99.9 % H2O, 0.1 % acetic acid and buffer B 99.9 % MeCN, 0.1 % acetic acid. The 

method was as follows: gradient of 20-60 % buffer B in buffer A from 0 – 11 minutes, 

60 % buffer B in buffer A from 11 – 12 minutes, 20 % buffer B in buffer A from  

12 – 15 minutes all at a flow rate of 0.8 mL/min. All mass spectra were acquired by 

DUIS in the positive and negative ion mode with a scan range of 100 – 2000 m/z with 

UV detection at 214, 254 and 280 nm. Data was analysed using LabSolutions v.5.80 

software and mMass v 5.5.0 (292). 

 

 

8.6 Crystallisation and X-ray diffraction experiments 

Micro Frag-EcDsbA complexes were prepared by crystal soaking. EcDsbA was 

crystallised using hanging drop vapour diffusion. 1 µL of 30 mg/mL protein was mixed 

with an equal volume of crystallisation buffer (11 – 13 % PEG8000, 5 – 6.5 % glycerol,  

1 mM CuCl2, 100 mM sodium cacodylate pH 6.1) and equilibrated against 0.5 mL of 

reservoir buffer at 20 oC. Crystals were transferred into 2 µL drops of 13 % PEG8000, 
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6.5 % glycerol, 1 mM CuCl2, 100 mM sodium cacodylate pH 6.1, 9 % MeOH and the 

Micro Frag of interest at a concentration of 1 M and incubated for 5 minutes. Crystals 

were mounted on loops and flash-cooled in liquid nitrogen. If the addition of compound 

caused cracking or dissolution of the crystal the final concentration was adjusted to 

0.5 M and the soaking experiment was rerun.   

 

Datasets were collected at the Australian Synchrotron, part of ANSTO, on MX1 and 

MX2 beamlines made use of the Australian Cancer Research Foundation (ACRF) 

detector (293). MX1 beamline was equipped with an ADSC Quantum 210r detector and 

MX2 with an EIGER X 16M pixel detector (Dectris Ltd). Data were processed using 

the automated data pro-cessing pipeline implemented at the beamline, where data 

were indexed, integrated and scaled with xdsme (294) and AIMLESS (295) The resulting 

data collection statistics for each dataset were reviewed and if necessary reprocessed 

with XDS (296) or IMOSFLM (297) and AIMLESS (295, 298) and were scaled using SCALA 

(299). For all the datasets we chose a resolution cut-off based on the following criteria 

in the highest resolution range met: CC1/2 was at least 0.6, <I/σ(I)> was greater than 

1.0 and completeness was greater than 90 %. In cases where data collection statistics 

did not fulfil our quality requirement or crystals diffracted to lower than 2.5 Å resolution, 

the crystallographic experiment was repeated. 

 

All datasets were phased by molecular replacement (MR) with Phaser (300) using chain 

A of apo-EcDsbA structure (PDB:1FVK) as a search model. MR and automated 

refinement steps were carried out using the automated MR pipeline implemented in 

Auto-Rickshaw (301, 302). Briefly, MR was performed using the MOLREP (303) automated 

refinement protocol. This involved initial refinement in CNS (304) followed by refinement 

in REFMAC5 (305). In the CNS rigid body refinement, B-factor (BINDIVIDUAL 

refinement) and positional refinement was undertaken. The resulting model was used 

in REFMAC5, to perform a maximum likelihood refinement including B-factor 

refinement. 

 

The final structure was obtained after several rounds of manual refinement using Coot 

(306) and refinement in phenix.refine (307, 308). Ligand restraints were generated in 

phenix.eLBOW (309) and refinement statistics were prepared with  “Generate “Table 1” 

for journal” utility within PHENIX version 1.17.1 (308). 
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8.6.1 Refinement Statistics – Table 1 Organic solvent screen.  

Crystal structures denoted as % (v/v for liquids, w/v for solids), solvent, and where multiple 

structures were obtained a structure number. 

 80 % Urea (1) 80 % Urea (2) 50 % Glycerol 

Wavelength    

Resolution range 
37.39 - 1.8 (1.864 - 

1.8) 

37.54 - 2.5 (2.589 - 

2.5) 

34.85 - 2.2 (2.279 - 

2.2) 

Space group C 1 2 1 C 1 2 1 C 1 2 1 

Unit cell 

116.009 64.329 

75.0501 90 125.315 

90 

116.341 64.324 

75.3464 90 125.318 

90 

117.147 63.57 

75.1367 90 125.492 

90 

Total reflections 83737 (8268) 31741 (3130) 45611 (4543) 

Unique reflections 41881 (4139) 15873 (1565) 22829 (2275) 

Multiplicity 2.0 (2.0) 2.0 (2.0) 2.0 (2.0) 

Completeness 

(%) 
99.98 (100.00) 99.89 (100.00) 99.30 (98.87) 

Mean I/sigma(I) 19.56 (2.20) 15.41 (2.57) 8.18 (2.56) 

Wilson B-factor 39.46 50.34 47.35 

R-merge 0.01526 (0.3046) 0.03076 (0.3038) 0.04471 (0.2603) 

R-meas 0.02157 (0.4307) 0.0435 (0.4296) 0.06324 (0.3681) 

R-pim 0.01526 (0.3046) 0.03076 (0.3038) 0.04471 (0.2603) 

CC1/2 1 (0.883) 0.999 (0.805) 0.995 (0.875) 

CC* 1 (0.969) 1 (0.944) 0.999 (0.966) 

Reflections used 

in refinement 
41878 (4139) 15862 (1565) 22825 (2275) 

Reflections used 

for R-free 
2160 (209) 807 (60) 1152 (124) 

R-work 0.2096 (0.3038) 0.2168 (0.3110) 0.2104 (0.3017) 
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 80 % Urea (1) 80 % Urea (2) 50 % Glycerol 

R-free 0.2361 (0.3405) 0.2409 (0.4005) 0.2367 (0.3516) 

CC(work) 0.952 (0.576) 0.953 (0.676) 0.948 (0.666) 

CC(free) 0.930 (0.639) 0.947 (0.365) 0.914 (0.471) 

Number of non-

hydrogen atoms 
3036 2827 2882 

macromolecules 2863 2782 2862 

ligands 29 22 20 

solvent 144 23 376 

Protein residues 374 369 0.026 

RMS(bonds) 0.012 0.01 1.45 

RMS(angles) 1.3 1.18 96.77 

Ramachandran 

favored (%) 
97.57 96.44 2.7 

Ramachandran 

allowed (%) 
2.16 3.29 0.54 

Ramachandran 

outliers (%) 
0.27 0.27 5.15 

Rotamer outliers 

(%) 
2.04 4.96 6.8 

Clashscore 4.29 8.13 54.14 

Average B-factor 48.1 59.61 53.95 

macromolecules 47.88 59.64 80.82 

ligands 57.67 68.09 1 

solvent 50.52 47.75  

 

 



263 

 

 50 % DMSO (1) 50 % DMSO (2) 50 % MeCN 

Wavelength    

Resolution 

range 

37.18  - 1.95 (2.02  - 

1.95) 

47.86  - 1.95 (2.02  - 

1.95) 

34.24  - 1.9 (1.968  - 

1.9) 

Space group C 1 2 1 C 1 2 1 C 1 2 1 

Unit cell 

117.246 63.095 

74.5471 90 125.253 

90 

117.214 63.205 

74.8476 90 125.254 

90 

115.653 63.341 

74.0794 90 126.067 

90 

Total reflections 65016 (6416) 65422 (6554) 68495 (6777) 

Unique 

reflections 
32513 (3205) 32728 (3277) 34256 (3391) 

Multiplicity 2.0 (2.0) 2.0 (2.0) 2.0 (2.0) 

Completeness 

(%) 
99.92 (99.84) 99.97 (99.97) 99.98 (100.00) 

Mean I/sigma(I) 9.51 (1.61) 15.48 (2.20) 15.40 (2.21) 

Wilson B-factor 39.71 42.45 35.39 

R-merge 0.03108 (0.3731) 0.02087 (0.3418) 0.02154 (0.339) 

R-meas 0.04396 (0.5277) 0.02952 (0.4833) 0.03046 (0.4794) 

R-pim 0.03108 (0.3731) 0.02087 (0.3418) 0.02154 (0.339) 

CC1/2 0.998 (0.817) 0.999 (0.805) 0.999 (0.78) 

CC* 1 (0.948) 1 (0.944) 1 (0.936) 

Reflections used 

in refinement 
32493 (3205) 32724 (3277) 34254 (3391) 

Reflections used 

for R-free 
1728 (164) 1739 (167) 1620 (185) 

R-work 0.2110 (0.3022) 0.1991 (0.2852) 0.1954 (0.2871) 

R-free 0.2302 (0.3250) 0.2241 (0.3404) 0.2236 (0.2729) 

CC(work) 0.935 (0.594) 0.950 (0.695) 0.956 (0.690) 
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 50 % DMSO (1) 50 % DMSO (2) 50 % MeCN 

CC(free) 0.936 (0.502) 0.947 (0.600) 0.946 (0.641) 

Number of non-

hydrogen atoms 
3032 3058 3117 

macromolecules 2876 2899 2887 

ligands 67 81 18 

solvent 89 78 212 

Protein residues 376 376 377 

RMS(bonds) 0.01 0.014 0.011 

RMS(angles) 0.98 1.27 1.03 

Ramachandran 

favored (%) 
98.11 98.65 98.92 

Ramachandran 

allowed (%) 
1.89 1.35 1.08 

Ramachandran 

outliers (%) 
0 0 0 

Rotamer outliers 

(%) 
2.39 2.68 2.01 

Clashscore 11.35 6.17 4.25 

Average B-

factor 
43.57 48.96 38.69 

macromolecules 43.07 48.06 38.27 

ligands 59.75 78.28 46.09 

solvent 47.84 52.1 43.82 
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 50 % MeOH 50 % EtOH (1) 50 % EtOH (2) 

Wavelength    

Resolution 

range 

34.36  - 1.9 (1.968  - 

1.9) 

34.49  - 1.8 (1.864  - 

1.8) 

34.81  - 1.85 (1.916  - 

1.85) 

Space group C 1 2 1 C 1 2 1 C 1 2 1 

Unit cell 
115.974 63.614 

74.275 90 126.03 90 

116.356 63.261 

74.6006 90 125.834 

90 

116.552 63.923 

75.1037 90 125.588 

90 

Total reflections 69153 (6822) 79727 (7828) 76783 (7518) 

Unique 

reflections 
34588 (3413) 39946 (3918) 38422 (3760) 

Multiplicity 2.0 (2.0) 2.0 (2.0) 2.0 (2.0) 

Completeness 

(%) 
99.97 (99.97) 97.84 (96.65) 99.97 (99.97) 

Mean I/sigma(I) 18.86 (3.46) 19.93 (2.14) 17.66 (1.69) 

Wilson B-factor 35.11 41.94 50.1 

R-merge 0.01957 (0.2181) 0.01248 (0.2943) 0.01572 (0.3931) 

R-meas 0.02768 (0.3084) 0.01765 (0.4162) 0.02223 (0.5559) 

R-pim 0.01957 (0.2181) 0.01248 (0.2943) 0.01572 (0.3931) 

CC1/2 0.999 (0.906) 0.999 (0.883) 0.998 (0.862) 

CC* 1 (0.975) 1 (0.968) 0.999 (0.962) 

Reflections used 

in refinement 
34582 (3412) 39944 (3918) 38419 (3760) 

Reflections used 

for R-free 
1636 (180) 1954 (179) 1797 (166) 

R-work 0.1933 (0.2629) 0.2130 (0.3182) 0.2158 (0.3396) 

R-free 0.2193 (0.3012) 0.2272 (0.3359) 0.2219 (0.3654) 

CC(work) 0.955 (0.705) 0.954 (0.548) 0.941 (0.399) 
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 50 % MeOH 50 % EtOH (1) 50 % EtOH (2) 

CC(free) 0.955 (0.639) 0.943 (0.557) 0.942 (0.280) 

Number of non-

hydrogen atoms 
3121 3002 2937 

macromolecules 2874 2862 2853 

ligands 18 19 7 

solvent 229 121 77 

Protein residues 378 377 376 

RMS(bonds) 0.011 0.01 0.012 

RMS(angles) 1.07 1.16 1.31 

Ramachandran 

favored (%) 
98.92 98.39 98.11 

Ramachandran 

allowed (%) 
1.08 1.61 1.89 

Ramachandran 

outliers (%) 
0 0 0 

Rotamer outliers 

(%) 
2.03 3.06 3.08 

Clashscore 2.67 5.73 5.06 

Average B-

factor 
38.24 48.99 57.68 

macromolecules 37.72 48.93 57.73 

ligands 49.23 57.58 63.3 

solvent 43.87 49.11 55.45 
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8.7 Computational calculations 

8.7.1 Hot spot calculations 

FTMap solvent mapping (270, 271), D3Pockets (310) and DoGSiteScorer (272, 311)  were 

conducted using default settings, using protein chain A for PDB ID: 1FVK with all 

solvent removed. All calculations conducted on 28/10/2019. 

 

8.7.2 Covalent molecular docking experiments 

Covalent complexes were docked using Schrӧdinger Maestro Version 11.0 and 12.5. 

EcDsbA was prepared using default settings in the protein preparation wizard with a 

single protein chain (chain B) of the PDB ID: 4TKY structure containing the two 

structural waters (HOH223, HOH226). The covalently attached peptide was removed 

and Cys30 was manually ionised to the thiolate and the structure underwent 

constrained minimisation using default settings. Ligands were prepared using default 

LigPrep settings and a maximum of 32 states were generated per ligand. The default 

CovDock settings were applied using Cys30 as the reactive residue, box size of  

≤ 30 Å, centroid around residues 30, 32, 35, 150 and 164, using a 2.5 kcal/mol energy 

cutoff for further refinement to give a maximum output of 3 poses per ligand. 

Reaction SMARTS used as followed: 

 

Thiols 

RECEPTOR_SMARTS_PATTERN 2,[C]-[S;H1,-1] 

LIGAND_SMARTS_PATTERN 1,[S;X2;H1] 

CUSTOM_CHEMISTRY ("<1>",("charge",0,(1))) 

CUSTOM_CHEMISTRY ("<2>",("charge",0,(1))) 

CUSTOM_CHEMISTRY ("<1>|<2>",("bond",1,(1,2))) 
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Isothiocyanates  

RECEPTOR_SMARTS_PATTERN  2,[#6]-[#16] 

LIGAND_SMARTS_PATTERN   2,[N]=[C]=[S] 

CUSTOM_CHEMISTRY ("<2>=[N]",("bond",1,(1,2))) 

CUSTOM_CHEMISTRY ("<1>|<2>",("bond",1,(1,2)))  

 

Alkyl halides 

RECEPTOR_SMARTS_PATTERN 2,[C,c]-[S] 

LIGAND_SMARTS_PATTERN 1,[C][F,Cl,Br,I] 

CUSTOM_CHEMISTRY ("<1>",("charge",0,(1))) 

CUSTOM_CHEMISTRY ("<1>|<2>",("bond",1,(1,2))) 

CUSTOM_CHEMISTRY ("<2>([F,Cl,Br,I])",("delete",2)) 

 

Carbamates 

RECEPTOR_SMARTS_PATTERN 2,[C,c]-[S] 

LIGAND_SMARTS_PATTERN 3,[#6]-[#8]-[#6X3H0](=[#8])-[#7X3H1] 

CUSTOM_CHEMISTRY ("<1>",("charge",0,(1))) 

CUSTOM_CHEMISTRY ("<1>|<2>",("bond",1,(1,2))) 

CUSTOM_CHEMISTRY ("<2>-[#8]-[#6]",("delete",(2,3))) 

 

8.8 MicroFrag library design 

All analysis and design were conducted using KNIME Analytic Platform version 4.0.2 

with nodes developed by KNIME Analytic Platform, RDKit, CDK toolkits, R, Vernalis 

and Indigo (EPAM Systems). All theoretical topologies were manually created for 

compounds containing 5-8 heavy atoms and one 5- or 6-membered ring. Topologies 

were defined as the theoretical connected scaffold graphs of nodes and connecting 

edges without bond order or atom type. 
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The PDB analysis was conducted using the dataset of all ligands accessed in 

November 2018, where the following filters were applied: 5 – 8 heavy atoms,  

SlogP < 2, at least 1 heteroatom, at least 1 ring, and a custom list of ≥ 3 undesirable 

alert, ≥1 reactive functional groups or ≥1 PAINS. A score of 1 or 0 was given if the 

fragments were found in the PDB or not.  

 

The DrugBank analysis was conducted using the dataset accessed in November 

2018, where the following filters were applied: FDA approved status, oral route of 

administration, and SlogP between -2 and 6. The remaining 1054 drugs were 

fragmented into 5250 5 and 8 heavy atom fragments, radicals were converted to 

hydrogens and aromaticity was resolved using the RDKit normalisation node. 

Fragments with ≥ 3 undesirable alert, ≥1 reactive functional groups or ≥1 PAINS  were 

removed as well as any compound that did not contain at least 1 heteroatom. A 

normalised frequency of fragment occurrence within the oral drug bank set was then 

calculated with sd = 1, av = 0.  

 

The Micro Frag library was designed from reagents that were commercially available 

within the MolPort building blocks reagent list accessed in November 2018. The 

reagent list was filtered for compounds which contained between 5 – 8 heavy atoms, 

SlogP < 2, one 5- or 6-membered ring, and removed isotopically enriched compounds.  

All commercially available compounds fitting the criteria were analysed by calculation 

of physicochemical properties (RDKit Descriptors node), number of 2D 2point 

pharmacophores (from a list of 95 in house SMARTS substructural 2-point 

pharmacophore motifs). A scoring function (Micro Frag score) for desired 

physicochemical properties, presence of Cl, Br or I halogens, complexity and 

appearance in the PDB dataset or frequency in the DrugBank databases was 

calculated based on the following formula: 

 

(abs((2.5-$NumHeteroAtoms$))*-2)+(9-$NumHeavyAtoms$)*2+(abs(-0.65-

$SlogP$))*-6+($number of 2D 2-point Pharmacophores$*-0.5)+($whether it was 

found in the PDB or DrugBank$*1)+(normalised frequency of occurrence in 

drugs*2)+($contains a Cl, Br or I$*1)+($NumAromaticRings$*2)+(abs(45-$TPSA$)*-

0.1)+($number of alert FG matches$*-2) 
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Diversity selection was conducted using an iterative selection process where a 

balance of normalised Micro Frag score, novel topology coverage, novel 2D 2-point 

pharmacophore coverage, and sphere exclusion calculated with Tanimoto similarity of 

ECFP4 and 2D 2-point pharmacophore fingerprints were used to build the library. 

Diversity selection was calculated based on the following formula: 

 

(-1*$number of novel topology or 2D 2-point pharmacophore$)*(weighting of novel 

topology/pharmacophore)+(-1*$MicroFrag score$)*(weighting of MicroFrag 

score)+($Tanimoto similarity to library (ECFP4)$)*(weighting of Tanimoto 

similarity)+($Tanimoto similarity to library (2D 2-point pharmacophores)$)*(weighting 

of Tanimoto similarity) 

 

Weighting of variables: 

• Novel topology/pharmacophore = 0.5 

• MicroFrag score = 1.2 

• Tanimoto similarity to library = 1.2 

 

Physicochemical properties, PMI (286), 2D 2-point pharmacophores, 2D 3-point 

pharmacophores, SMCM (282), Murcko scaffolds (285), topologies, and Tanimoto 

similarities of ECFP4, FCFP4, and MACCS fingerprints (283, 312) were used to analyse 

and compare the resultant commercially available, PDB, DrugBank and MicroFrag 

compound lists.  

 

 

8.9 In-house custom scripts 

8.9.1 1H-15N HSQC peak list RMSD alignment 

Peak lists were aligned based on Levenberg-Marquardt fitting routine to minimise peak 

residuals. 
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8.9.2 Grid point clusters for HSQC binding site analysis 

Briefly, a set of grid points around the protein were calculated using a 1x1x1 Å grid. 

Each point was then assigned a value calculated based on the distance of the atom 

to the grid point and the magnitude of chemical shift perturbation which were summed 

across all CSPs near that grid point. The grid point values were then smoothed with 

the 6 adjacent grid points and a threshold was manually set based on inspection of 

the dataset to filter the grid points. Clusters were then calculated with an in-house 

agglomerative clustering algorithm with rules dictating thresholds for minimal grid point 

values and minimal number of adjacent grid points to give the final grid point clusters.  

 

Grid point value = ((5 / distance in Å from grid point) * (weighted CSP / 0.04)) 

 

 

8.10 Multisequence alignment 

Sequences from the following DsbA homologues were used: E. coli (UniProt ID: 

P0AEG4), V. cholerae (UniProt ID: P32557), S. flexneri (UniProt ID: P52235),  

D. dadantii (UniProt ID: P52234), H. influenzae (UniProt ID: P31810), S. typhimurium 

(UniProt ID: P0A2H9), Az. Vinelandii (UniProt ID: Q44504), L. pneumophila (UniProt 

ID: P50024), B. pseudomallei (UniProt ID: Q63Y08), P. aeruginosa (UniProt ID: 

Q02DMO) and S. aureus (UniProt ID: Q9EYL5). The multisequence alignment was 

generated using Clustal Omega (313) and sequence conservation was determined 

using MView (248) using default settings. 
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Appendix 1: Non-covalent peptide solubility 

Overlay of semi-quantitative 1D 1H NMR serial dilutions in D2O buffer. Zoom inset 

demonstrates the relative intensity of the internal standard (sodium 

trimethylsilylpropanesulfonate, DSS) and select aromatic resonances for samples containing 

1 mM (purple), 2 mM (blue), 4 mM (green) and 8 mM (red) peptide 24. The highest estimated 

concentration of peptide in the sample was 3 mM.  

 

 

 

Appendix 2: 1H-15N HSQC spectra and computational analysis of organic 

solvents  

1H-15N HSQC spectra overlay of oxidised EcDsbA (100 µM) in the absence (blue) and 

presence of 2 % (red), 4 % (green), and 5 % (purple) (v/v) organic solvent. Acetic acid 

(5 % v/v) and urea (1 M) were conducted as a single point HSQC. F1 = 15N nucleus, 

F2 = 1H nucleus.  
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Appendix 3: Binding site definitions 
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Appendix 4: SMILES list of MicroFrag library 

Compound number SMILES 

MF1 OC(=O)C1=NNC=C1 

MF2 CN1C=CN=N1 

MF3 NCCN1CCCC1 

MF4 C1=NC=NC=N1 

MF5 CN1CCN(C)CC1 

MF6 N1C=CC=N1 

MF7 OC1CCOC1 

MF8 N#CC1=CSC=N1 

MF9 Cl.NCCN1C=CN=C1 

MF10 CN1C(=O)CCC1=O 

MF11 CN1C=NC=N1 

MF12 OC1=CC(Br)=CC=C1 

MF13 CN1N=CC=C1N 

MF14 C1=CN=CN=C1 

MF15 O=C1COCCN1 

MF16 CC1=NNN=N1 

MF17 BrC1=CNN=C1 

MF18 CN1CCCCC1 

MF19 NC1CCNCC1 

MF20 Cl.NC1=NCCCN1 

MF21 NC1=NC=CN1 

MF22 OC(=O)C1=CN=CS1 

MF23 OCCN1C=CC=N1 

MF24 CN1CCC(O)C1 

MF25 OC1=CN=CN=C1 

MF26 O=C1NNC=C1 

MF27 ClC1=NNC=C1 

MF28 NC1=CC=C(Br)C=C1 

MF29 C1=CN=CC=N1 

MF30 CN1C=CC=N1 

MF31 CC1=CC=CN=C1 

MF32 C1CCNC1 

MF33 N#CC1=COC=C1 

MF34 CN1N=CC=C1CN 
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Compound number SMILES 

MF35 NC(=O)C1CCCO1 

MF36 CN1C=NN=N1 

MF37 CN1C=CC(CN)=N1 

MF38 CC1=CNC=C1 

MF39 OCC1=COC=C1 

MF40 Cl.CC1CCCN1 

MF41 Cl.OC(=O)C1CCNC1 

MF42 Cl.Cl.CN1CCC(N)C1 

MF43 Cl.Cl.NC1CCCNC1 

MF44 OC1=CC=CN=C1 

MF45 Cl.Cl.NC[C@H]1CCCN1 

MF46 NC1=CC=NC(N)=N1 

MF47 OC(=O)C1CCCN1 

MF48 O=C1CCCN1 

MF49 Cl.C1CNOC1 

MF50 O=C1NCCCN1 

MF51 OC(=O)C1=CNC=C1 

MF52 NC1=CC=NC=N1 

MF53 O=C1NC=NC=C1 

MF54 NC1=NOC=C1 

MF55 NC1=CC=NN1 

MF56 NC1=CN=CN=C1 

MF57 OC1CCNCC1 

MF58 N1C=CN=C1 

MF59 COC1=CC=CC=C1 

MF60 BrC1=NC=CC=C1 

MF61 C1CNCCN1 

MF62 OCC1=CC=CC=C1 

MF63 OC1CCCCC1 

MF64 OCC1CCCO1 

MF65 C1COCCN1 

MF66 O=C1CCC(=O)N1 

MF67 N1C=CN=N1 

MF68 NC1=NC=CC=N1 

MF69 NC1=NC=CC=C1 
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Compound number SMILES 

MF70 OC1=NC=CC=C1 

MF71 CC1=NC=CC=C1 

MF72 OC1CCCC1 

MF73 C1CCNCC1 

MF74 CNC1=CC=CC=C1 

MF75 N1C=NC=N1 

MF76 CC1CCNCC1 

MF77 CN1CCNCC1 

MF78 CCN1CCNCC1 

MF79 CN1C=CN=C1 

MF80 NC1=CC=CC=C1 

MF81 CN1CCCC1=O 

MF82 CN1CCOCC1 

MF83 OC1=CC=CC=C1 

MF84 C1CCOC1 

MF85 NCC1=CC=CC=C1 

MF86 C1COCCO1 

MF87 C1=CC=NC=C1 

MF88 NC1CCOC1 

MF89 CC1=CC=CC(N)=C1 

MF90 N1C=CC=C1 

MF91 CN1C=C(N)C=N1 

 

 

 

Appendix 5: 1H-15N HSQC spectra of MicroFrag library 

1H-15N HSQC spectra overlay of oxidised EcDsbA (100 µM) in the absence (blue) 

and presence (red) of a MicroFrag (300 mM). F1 = 15N nucleus, F2 = 1H nucleus 
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