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Abstract 

With the potentially catastrophic consequences of climate change in observance, researchers 

are exploring innovative strategies to combat the rising levels of CO2 into the atmosphere. 

Although renewable energy resources can cater to the global energy demand in future, carbon 

capture and utilisation technologies (CCUS) are the need of the hour. Researchers reported 

numerous heterogeneous catalysis reactions for CO2 hydrogenation into value-added C1 

platform chemicals. However, the cost of hydrogen produced from renewable sources limits 

the application of most reaction schemes. Despite this, optimising the kinetics (high activity) 

and the thermodynamics (high yield and selectivity) of CO2 hydrogenation remain a challenge. 

Our group reported metal organic framework (MOF)-derived advanced catalytic materials with 

a controlled reaction environment (liquid media) for enhanced activity and increased yield of 

CO/CO2 hydrogenation. However, the physiochemistry of liquid media and the MOF-derived 

catalysts are not well understood at molecule length scale. In this work, we study the dynamics 

of liquid media (formaldehyde-methanol-water), the morphology of MOF-derived 

nanomaterial (thermally decomposed Zr-MOFs) using computational methods that are 

presently capable of simulating a large number of atoms (> 10000). We also report a reactive 

molecular dynamics forcefield parameter set (ReaxFF) trained for simulating Ru/C/H/O 

chemistry for CO2 hydrogenation on ruthenium nanoparticles. Understanding of these 

advanced materials and the liquid phase at molecular length scale. 

Our group earlier reported that in the presence of methanol and methanol-water mixtures, CO 

hydrogenation yields formaldehyde. The yield is affected by the micro-phase structure of 

formaldehyde-methanol-water mixtures. In this work, we report the solvation shell dynamics 

and hydrogen bond network in formaldehyde-methanol-water mixtures by classical molecular 

dynamics simulations. At low methanol concentrations, methanol clusters hydrophobically 

around methoxymethanol, whereas at high concentrations, methanol forms linear chains and 

solvated methoxymethanol within a chain/ring structure. However, water is mostly present at 

hydrophilic sites at near equimolar concentrations, which breaks the linear methanol chains. 

The observed microphase structure supports the previously reported hypothesis, which 

reasoned methanol solvation fort high yield of formaldehyde in methanol. This work also 

extends the same hypothesis across the whole concentration range of methanol-water mixture. 
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Experimentally, probing the micro-phase structure of low molecular weight polar solvent, co-

solvent, and solute mixtures such as formaldehyde-methanol-water mixtures is challenging for 

contemporary experimental techniques. Methanol-water mixtures were previously reported for 

their hydrogen-bonding network by sophisticated resonant inelastic X-ray scattering 

spectroscopic measurements only. We present Small-Angle Neutron Scattering experiments on 

formaldehyde-methanol-water mixtures of varying concentrations to validate our observations 

via classical molecular dynamics simulations. We report an experimental methodology for 

probing hydrophobic clusters in formaldehyde-methanol-water and mixtures of similar nature. 

We identified hydrophobic methanol clustered around methoxymethanol at low methanol mol-

fractions (xm = 0.1, 0.3). The clusters composed of 6-10 molecules and have a radius of ~ 3 Å 

(xm = 0.1) and ~ 5 Å (xm = 0.3). We first demonstrate the capability of SANS as an experimental 

technique to measure such mixtures. 

Metal Organic Frameworks (MOFs) are known for losing their structural characteristics at high 

temperatures and pressures, limiting their ability to act as catalysts for many heterogeneous 

reaction systems. However, recently a carbonaceous metal embedded nanomaterial derived 

from thermal decomposition of MOFs is reported for exceptional catalytic properties. High 

activity and stability are common observations in their application for various catalytic 

reactions. Our group reported Ru encapsulated thermally decomposed modified MIL-140C 

CO2 hydrogenation to methanol with fast kinetics and high yield. The MOF-derived catalyst is 

experimentally reported as Zr and Ru finely dispersed in carbonaceous ribbons. We report the 

atomistic mechanisms that govern the structural transformation during thermal decomposition 

and the control parameters for this structural transformation. We first develop a reactive 

molecular dynamics forcefield parameter set for Zr-MOF chemistry by training previous 

Zr/C/H/O/N ReaxFF parameters to ZrO cluster BDC linker binding energy data (quantum 

mechanics, DFT). After that, we report the mechanism of structure collapse along with the 

negative thermal expansion coefficient of MIL-140C, UiO-66, and UiO-67. We identify CO, 

CO2, H2, and C2H2 as the main gaseous products during the degradation of organic linkers. We 

report ZrOx nanoparticles similar to the tetragonal phase of ZrO2 and size of the order of ~1 

nm, embedded in a disrupted organic linker phase. 

We report the effect of cluster arrangement, pore size, linker chemistry, and reaction 

environment on morphology of the thermally decomposed MOF by comparing thermal 

decomposition of MIL-140C, m-MIL-140C (BPyDC linker), UiO-66, and Uio-67 under 

vacuum, CO2, and H2 environment. We observe a smaller size well dispersed of ZrOx 
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nanoparticles under the H2 atmosphere than CO2. MOF with a larger pore size (UiO-67 and 

MIL-140C) also result in smaller nanoparticles in compared UiO-66. MIL-140C and UiO-67 

undergo different mechanisms for cluster agglomeration. However, they result in similar size 

particles when the MOFs are subject to a sufficient heating regime.  

Traditional Quantum Mechanics (QM)-based method become extremely expensive for large 

system sizes. Therefore, prediction simulating the effect of MOF-derived materials or liquid 

phase on the CO2 hydrogenation chemistry on Ru surface becomes challenging. One feasible 

is reactive molecular dynamics simulation. However, the ReaxFF Ru/C/H/O parameters 

initially developed do not accurately reproduce the CO2 hydrogenation chemistry. Therefore, 

we train Ru/C/H/O ReaxFF force-field parameters to reproduce the binding energy data of key 

reaction intermediated. We report the trained force-field parameters and test the force-field to 

simulate Ru-water interface and CO activation on Ru nanoparticles of different sizes.  
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Chapter - 1 

1 Introduction 

1.1 Background 

In the last 200 years, the amount of CO2 released into the atmosphere has disturbed the natural 

carbon cycle, and a dramatic rise in atmospheric CO2 concentrations is evident1. This increase 

in CO2 concentration is causing a shift in the average global temperature, resulting in 

uncontrollable chains of reactions, catastrophic to the environmental eco-system. The 

sustainable and renewable energy alternatives (solar, wind, hydro, nuclear, etc.) still require 

technological advancements for their conversion efficiency. Moreover, an effective energy 

storage strategy is to be developed to cater to the global energy demands. The transition from 

conventional energy sources to renewable alternatives is likely to be gradual, spanning over 

decades2. Besides, replacing or discontinuing the industrial processes producing CO2 is not 

practical. An alternative approach to combat alarmingly high CO2 concentrations must be 

explored. 

The Carbon Capture, Utilization, and Storage (CCUS) technologies present a viable option to 

achieve net zero-emission and utilize the excess CO2 from the atmosphere3. The CCUS 

technologies aim to capture CO2 at the onset of its emission and from the atmosphere to store 

it to convert it into value-added chemicals. Although there are significant challenges in all the 

three dimensions of CCUS technologies, the developing technologies show potential for 

converting CO2 from a waste to a by-product within industrial space. Multiple industrial-scale 

plants have already demonstrated the viability of CCUS technologies with the capacity of 

utilising ~ 1 gigatons CO2 per year4. 

Carbon dioxide (CO2) and Carbon monoxide (CO) are highly stable molecules and require a 

catalytic reaction system for an energy-efficient conversion to value-added chemicals. Over 

the years, researchers have explored a wide variety of catalytic systems to facilitate this5. We 

focus on catalytic reaction systems that lead to the hydrogenation of CO and CO2 into various 

building blocks of C1 chemistry, such as methane, methanol, formaldehyde, and formic acid. 
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These C1 building blocks could be further utilised a raw material for producing a vast majority 

of organic chemicals of industrial importance. 

For CO or CO2 hydrogenation to various C1 platform chemicals, transition metals are widely 

used and explored for their suitable catalytic properties. The relative binding energy of the 

reactants and products are relatively similar and are of intermediate strength. Moreover, the 

abundance of fermi band electrons in d-block elements inherently allows multiple oxidation 

states, making them a good catalyst. Iron, Ruthenium, Nickel, Copper, Rhodium, and 

Palladium have been reported for hydrogenation of CO2 into C1 building blocks6.  Ruthenium 

(Ru) is widely studied for CO2 reforming and Fischer-Tropsch (producing Olefins > C2) 

synthesis by CO2 hydrogenation7,8. In Liquid media, Ru has also been reported to produce 

formaldehyde9,10. However, the molecular understanding of the reaction environment, 

temperature, pressure, and catalyst phase needs to be explored in greater detail to better design 

the reaction system to lower down conversion cost.  

1.2 Research Scope and Objectives 

To achieve energy-efficient CO2 utilisation, the thermodynamics and kinetics of the catalytic 

reaction system need to optimise. In the last decade, liquid-phase catalytic reaction schemes 

and advanced catalytic materials have reported significant advances in kinetics and the 

thermodynamics of heterogeneous catalytic reaction systems. Compared to the traditional 

catalysts, the advanced catalytic materials have features like large surface area, tuneable pore 

size with desired product selectivity, tuneable acidity, and a variety of binding sites for the 

activation of CO/CO211–13.  

On the other hand, the reaction environment (e.g., liquid media) has been reported for the 

catalytic reaction system in many different ways affecting the thermodynamics and the 

kinetics10,14–16. For instance, it may give acidic sites on the surface16–18, mediate a proton 

transfer19–21, stabilise the reaction intermediates and transition states22,23, and stabilise reactant 

and product differently in the bulk phase changing their adsorption capacity10,24,25.  

In recent years, our group has developed novel methods for producing formaldehyde and 

methane from CO and CO2 using Ru-based catalysts9,10,14,26. These methods report faster 

kinetics and better yield, thus, show potential for industrial-scale productions. This thesis aims 

to use computational chemistry tools to understand so far not well-understood effects of liquid 
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phase dynamics, the morphology of MOF-derived catalysts and formulate a hypothesis to 

explain the observed yield and kinetics and guide future experiments.  

We have hereby further elaborated our goals for both liquid phase and MOF-derived catalysts 

in the subsequent subsections. 

1.2.1 Liquid Phase Heterogeneous Catalysis    

A solvent's role in a heterogeneous chemical reaction system is subjective and depends on 

reactants, products, reaction pathways, and catalysts. Mixtures of water and a polar co-solvent 

are widely popular for saving operational cost, energy, tuning selectivity, and yield. Due to the 

recent international green chemical laws, tuning solvents is a key component of designing a 

heterogenous catalytic reaction system27,28. Understanding the liquid phase and the solvation 

dynamics of the multi-component mixtures is a widely investigated chemical physics domain. 

However, the effect of liquid media on a catalytic reaction is principally studied for their impact 

on either stabilizing reaction intermediates/transition state or their role as a co-catalyst29. In 

recent years our group reported a novel process for the production of formaldehyde directly 

from syn-gas9,10. The catalyst used was Ni-Ru supported on Alumina while various solvents 

(such as water, methanol, DMSO, ethanol, etc.) were used. Among these solvents, methanol 

resulted in the best yield. The ab inito MD simulations confirmed that in methanol, 

methoxymethanol (solvated formaldehyde) is stabilized by a ring/chain structure of 

methanol10. Therefore, the stability of the product in the solvent phase is high, and desorption 

is likely to be a favourable process.  

In the gas phase, Ni and Ru are known for converting syn gas to methane and methanol30–32. 

However, in the liquid phase (polar) presence, the reaction pathway to formaldehyde 

production becomes more feasible than the methane production one. As a wide range of polar 

solvents show formaldehyde pathway to be best suited, polar solvents likely stabilize the polar 

reaction intermediates but not the non-polar CH and CH2 which are required for methane 

formation. As formaldehyde’s high yield, possibly due to its stabilization in methanol, further 

prompted us to study a mixture of methanol-water mixtures motivated by using green solvents 

and simplify the reaction design. Interestingly, the results of methanol-water mixtures showed 

an unexpected behaviour10. A good understanding of the micro-phase structure of 

formaldehyde-methanol-water mixtures was necessary to understand the formaldehyde’s yield 

in varying methanol-water composition. We aim to, 
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a) study the micro-phase structure of formaldehyde-methanol-water mixtures and formulate a 

hypothesis for the non-linear yield of formaldehyde on varying methanol-water mixture 

composition. 

b) investigate the micro-phase structures experimentally. Low molecular weight liquid-phase 

structures are difficult to achieve experimentally and have remained a challenge to 

contemporary experimental techniques. 

1.2.2 MOF-derived advanced catalytic materials 

Recently, the thermally decomposed Zr-MOFs (MIL-140C and UiO-67) with Ru were reported 

for high yield and faster kinetics for CO2 hydrogenation to methane26,33,34. However, the 

morphology and control parameters for further optimizing the structure of the decomposed 

MOF remain unclear. The available ab-initio based methods become impractical when dealing 

with large system size (> few hundred atoms) and timescales (> few ps), which is required for 

acceptable framework collapse mechanism and experimentally comparable cluster size. On the 

other hand, classical molecular dynamics are incapable of simulating the chemical changes 

during thermal decomposition. Therefore, we first aim to develop a reactive Zr/C/H/O 

forcefield to simulate the Zr-MOF chemistry and then understand the control parameters for 

tunning the thermally decomposed MOF. We aim to, 

a) train ReaxFF forcefield parameters to simulate Zr/C/H/O chemistry for Zr-MOFs 

b) understand the effect of cluster topology, linker chemistry, temperature, and the 

chemical environment on the mechanism of framework collapse and the morphology 

and the chemical structure of the decomposed MOF. 

1.2.3 Reactive molecular dynamics forcefield for Ru/C/H/O chemistry 

The computational cost increases with the increase in system size, which makes the Quantum 

Mechanics (QM) based methods impractical and inefficient for simulating the combined effect 

of multiple controlling factors (catalyst phase, liquid media, thermodynamic state, etc.). 

However, classical molecular dynamics (MD) simulation is incapable of simulating reactions. 

Therefore, we aim to develop a reactive molecular dynamics forcefield, ReaxFF35, which is 

capable of simulating reactions in a large system size (in the order of 10,000 atoms) with 

practical computational cost (with 1 computing core, 1 ns of molecular dynamics of ~1,000 

atoms with 0.25 fs timestep can be simulated in ~ 1 day). 

ReaxFF is a bond order based reactive MD forcefield which is trained on the QM data. A 

ReaxFF forcefield was recently reported to simulation Ru/N/H chemistry and reported the 
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effect of the particle size on the activity and selectivity of reaction pathway of ammonia 

synthesis36. To the best of our understanding, no ReaxFF forcefield has been trained for 

CO/CO2 hydrogenation on Ruthenium surface. Therefore, our aim is to train a reactive 

forcefield the reproduces the binding energy (reported by density functional theory (DFT) 

simulations37,38) of key reaction intermediates of CO2 hydrogenation. 

1.3 Thesis outline and structure 

In addition to the introduction, this thesis includes following chapters, 

Chapter – 2 Literature Review 

This chapter provides a brief overview of Heterogeneous catalysis for conversion of CO/CO2 

into value-added chemicals. After this we present a thorough background of the effect of a 

liquid phase play in heterogeneous catalytic reactions. Based on the previous studies, we 

presented our argument for investigating the solvation dynamics of formaldehyde-methanol-

water for liquid phase catalytic reaction with Ru-catalyst and formaldehyde as the main 

reaction product. After the liquid media, we thoroughly discuss MOF-derived catalytic 

materials for their morphology and application in heterogeneous analysis. Our discussion is 

focused but not limited to the activity, surface area, thermal stability, and future of MOF-

derived materials as an ideal catalyst.  

Chapter – 3 Solvation behaviour and the Micro-Phase structure of Formaldehyde-

methanol-water mixtures 

In this chapter, we investigate the dynamics of formaldehyde-methanol-water mixtures. We 

presented a set of OPLS-AA forcefield parameters for molecular dynamic simulation of 

methoxymethanol (a metastable form of formaldehyde in methanol) and methanediol (a 

metastable form of formaldehyde in water). We investigate the solvation structure of 

methoxymethanol and methanediol in varying methanol-water concentrations. The solvation 

structure of these mixtures was presented for the first time in our study which was published 

in The Journal of Molecular Liquids (Elsevier) in 202039. 

Chapter – 4 Molecular cluster in formaldehyde-methanol-water mixtures revealed by 

High-intensity, High-q Small-Angle Neutron Scattering 

In chapter 3, our molecular dynamic simulations suggested the presence of hydrophobically 

clustered methoxymethanol and methanol molecules at low methanol concentrations (xm ≤ 

0.3). In this chapter, we investigate formaldehyde-methanol-water mixtures by Small-Angle 
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Neutron Scattering measurement. We formulated a rigorous background subtraction 

methodology which was guided by our molecular dynamics understanding of these mixtures. 

Our results confirm the presence of hydrophobic clusters of methanol and methoxymethanol 

in low methanol (xm ≤ 0.3), low formaldehyde (xFa ≤ 0.02), formaldehyde-methanol-water 

mixtures. Our study is the first demonstration of using SANS as a measurement technique to 

understand these small organic hydrophobic ternary mixtures. The results of this chapter were 

published in The Journal of Physical Chemistry Letters (American Chemical Society) in 

202140.  

Chapter – 5 Atomistic Mechanism of thermal transformation in a Zr-Metal Organic 

Framework, MIL-140C 

In this chapter, we investigate the thermal decomposition of MIL-140C (a Zr-based MOF) to 

understand the mechanism of the framework collapse and the morphology of the decomposed 

structure. Simulating thermal decomposition where reactions are involved, experimental time-

scale is in order of minutes to hours, and the number of atoms in a simulation box is in the 

order of 10,000 is extremely difficult, and the most suitable method is reactive MD forcefield. 

Therefore, we present a ReaxFF forcefield, trained to simulate Zr/C/H/O chemistry in Zr-

MOFs. We presented the mechanism of thermal decomposition, chemical pathways for linker 

decomposition, and the morphology of ZrOx clusters in the thermally degraded MOF. The 

results of this chapter were published in The Journal of Physical Chemistry Letters (American 

Chemical Society) in 202141. 

Chapter – 6 Understanding the effect of framework topology, linker chemistry, and 

chemical environment on the thermally decomposed MOFs 

In this chapter, we investigate the effect of MOF’s metal cluster topology and linker on the 

morphology of the decomposed MOF. We study the MIL series and the UiO series for 

elucidating the effect of the topology, whereas within UiO series, we simulated the thermal 

decomposition of UiO-66 and UiO-67 to understand the effect of the linker. We also 

decomposed a modified MIL-140C where some/all of the linkers were replaced by bi-pyridine 

di-carboxylates to understand the effect of functional linkers. We finally simulated MIL-140C 

under H2 and CO2 environments to find out the impact of the chemical environment on the 

decomposed MOF. 

Chapter – 7 Development of ReaxFF forcefield parameters to simulate Ru/C/H/O 

chemistry for CO2 hydrogenation on Ru hcp(001) surface 
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In this chapter, we train the previously reported Ru/C/H/O ReaxFF forcefield parameters42 to 

reproduce the DFT binding energy data for CO2 hydrogenation on Ru hcp 001 surface. The 

trained forcefield reproduces the DFT binding energies of the reaction intermediates and their 

minimum energy configuration and it reproduces the dynamics of the adsorbed water layer as 

reported by previous ab initio MD study43. We also test the force-field to reproduce previously 

studied Ru-water interface and C-O activation on Ru nanoparticles. The forcefield reported in 

this chapter can be used for simulating CO2 hydrogenation with further training if needed. 

Chapter – 8 Conclusions and future Recommendations 

We present our key findings of the liquid phase solvation, MOF-derived nanomaterials, and 

trained Ru/C/H/O force-field parameters in context of CO2 hydrogenation. We also provide 

recommendations for computations and experiments to further investigate the effect of liquid 

phase and MOF-derived materials in context of heterogeneous CO2 hydrogenation.  
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Chapter - 2  

2 Literature Review 

2.1 Heterogenous catalytic hydrogenation of CO2 

A heterogeneous catalytic reaction system can generally be described in terms of different 

components in the reaction scheme. The schematic in Fig. 2.1 shows these components, 

namely, the reactants, products, reaction environment, and the catalyst phase. The traditional 

heterogeneous catalyst generally consists of a metal supported on a porous solid. However, 

numerous examples of advanced catalytic materials have a different physical and chemical 

characteristic to a traditional catalyst1–3. The metal oxide support in a traditional catalyst is 

mostly used to provide a fine dispersion of metal nanoparticles for better kinetics. To enhance 

the activity of the catalyst, a promoter may be used in the reaction system. A combination of 

catalyst material, support, and promoter can greatly affect the reaction pathway keeping the 

reactant and reaction environment fixed4.  

 

 
Figure 2.1: Schematic shows the heterogeneous catalytic system and the control parameters. 

 

Figure 2.2 shows the CO2 hydrogenation to a few key value-added products, along with the 

catalysts suitable for the conversion. One metal can lead to different products depending upon 
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reaction conditions. Ru as a catalyst is shown for hydrogenating CO2 into CH4 in a gas phase 

reaction under moderately low temperatures (250 – 500 K) and moderately high pressures (1 

bar – 30 bar)5. However, Ru has also been reported for CO2 conversion into CH2O in the 

presence of a liquid media6,7. Moreover, a series of Olefins (Fischer-Tropsch synthesis) were 

reported at a high CO:H2 stoichiometric ratio at high temperatures and pressures8,9. The 

influencing factors such as the liquid media6, relative concentration of reactants10, size, and 

shape of the catalyst11,12, support5, promotor, etc., affect the reaction pathway, stability of the 

reaction intermediates, and the activation barrier. Therefore, a good understanding of these 

parameters at a molecular length scale is required for developing a catalytic reaction system 

with high yield and fast kinetics. In the subsequent subsections, we present a brief overview of 

heterogeneous catalytic reactions for CO2 hydrogenation to methane, methanol, formaldehyde, 

and formic acid. 

 
 

Figure 2.2: CO2 hydrogenation to key value-added chemicals with the active catalysts reported in 

literature for the conversion. Re-printed with permission13. 

 

2.1.1 Conversion to Methane 

CO2 hydrogenation into methane in gas-phase (Sabatier Reaction) is exothermic. Therefore, 

lower temperatures favour the forward reaction, and a 100% conversion is feasible at low 

temperatures. If a cheap renewable source of hydrogen is available, the kinetics of this 

conversion limits the feasibility of the process for production at industrial scales.  



28 

 

 𝐶𝑂!(#) + 4𝐻!(#) → 𝐶𝐻%(#) + 2𝐻!𝑂(#)	(𝛥𝐻 = −165𝑘𝐽	𝑚𝑜𝑙&')	 (Eq. 1) 

To achieve faster kinetics, adjusting the reaction temperatures and pressures are higher 

temperatures and pressures may be explored with a trade-off of energy cost. Figure 2.3(a) 

shows the percentage conversion of CO2 hydrogenation to methane with a temperature range 

of 0 ºC to 1000 ºC under two different pressures of 1 bar and 30 bar14. The equilibrium 

conversion to methane is high and above 95% till ~ 250 ºC for 1 bar and ~ 400 ºC for 30 bars. 

However, for 1 bar, the percentage conversion of CO2 and H2 drops, and the selectivity shift 

from CH4 towards the formation of CO. On increasing pressure to 30 bars, the conversion and 

selectivity are retained till ~ 400 ºC as methane formation reduces the number of overall 

gaseous molecules. Still, after 400 ºC, the effect of temperature dominates. The formation of 

CO from CO2 may be a consequence of Reverse Water Gas Shift (RWGS), CO2 reforming 

with methane, and the reverse Boudouard reaction, all of which are endothermic in nature and 

their selectivity increases with temperature. Therefore, increasing temperatures and pressures 

only help up to a specific range and for enhancing the kinetics of CO2 hydrogenation further, 

advanced catalytic engineering is needed.  

 

 
Figure 2.3: (a) Shows CO2 and H2 conversion at equilibrium based on the gas-phase free energy. (b) 

Shows the selectivity between CH4, CO, and C as per the equilibrium calculated from the theoretical 

free energy. The figure is reprinted with permission from recently published review14 where the 

thermodynamic data was obtained from NASA database15. 
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The reaction mechanism of CO2 methanation has been widely studied over different transition 

metals also with different levels of theory (computationally). Figure 2.4 shows a recent study 

that presents the novel results and compares the previously reported DFT energies16. The most 

probable pathway for CO2 methanation was determined. For Ni, the fcc 111 surface was found 

active for CO2 methanation, whereas, for Ru, the hcp 001 surface was determined as the active 

phase. On Ru and Ni both, CO2* goes through dissociation. The CO* hydrogenation to form 

HCO* whereas, on Ru, COH* intermediate is preferred before the fission of C-O bond. After 

the C-O bond activation, C is successively hydrogenated to form CH4*. 

 

 
Figure 2.4 Reaction intermediates of the most probable pathway for CO2 methanation on Ni fcc (111) 

and Ru hcp (001). Adapted from16. 

 

2.1.2 Conversion to Methanol 

The concept of methanol economy uses the idea of capturing CO2 and converting it to methanol 

and subsequently methanol to the various value-added chemicals for catering to the global 

energy requirements17. Therefore, CO2 conversion into methanol has been widely studied. 

Thermodynamically, CO2 conversion into methanol is exothermic, feasible at STP (eq. 2), and 

is favoured by high pressures and low temperatures. The increased yield of methanol at high 

pressures conditions with elevated reaction temperatures is also attributed to the condensation 

of methanol18. At the thermodynamic state of ~240 ºC and 200 bar pressure, methanol exists 

as the liquid phase, which favours the equilibrium entropically.  

 𝐶𝑂!(#) + 3𝐻!(#) → 𝐶𝐻(𝑂𝐻()) + 𝐻!𝑂())	(𝛥𝐺° = −9.5	𝑘𝐽/𝑚𝑜𝑙)	 (Eq. 2) 

A majority of CO2 conversion to methanol reports use Cu-based catalysts where ZnO2 as 

promotor and Al2O3 as support increases the activity and stability of the catalyst 
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significantly19,20. The ZnO2 or ZrO2 helps in the fine dispersion of Cu metal particles by acting 

as a spacer and the alumina support provides thermal and mechanical stability to these 

nanoparticles21–23. The hydrophilic nature of Al2O3 creates a problem for methanol formation 

and could be avoided by replacing it with ZrO2 support22. In addition, several Pd-based and 

bimetallic catalysts of Au-Ag, Pd-Cu, Ni-Ga, etc., have also been reported for efficient 

conversion19,24–26. 

The reaction mechanism on the widely studied and used Cu/ZrO2 catalyst. Figure 2.5 shows 

the DFT optimised energies and the Gibbs free energies at 473 K27. Adsorption of CO2 at the 

interface is required for activation followed by CO2 hydrogenation into formate intermediate. 

The adsorbed hydrogen mediates the hydrogenation of CO2 on the Cu particle. After that, the 

formate intermediate dissociates to methoxy intermediate, which further hydrogenates to 

methanol. The dissociated oxygen of CO2 hydrogenates and form a water molecule. 

 

 
Figure 2.5: Shows the Gibbs free energy (red) and the energy pathway for CO2 hydrogenation on 

Cu/ZrO2 interface. On the right, the minimum energy configuration of key reaction intermediates at the 

Cu/ZrO2 interface are shown. Re-printed with permission27.  

2.1.3 Conversion to Formaldehyde 

CO2 hydrogenation into formaldehyde is challenging, and only a limited number of studies 

report the heterogeneous catalytic reactions for the conversion of CO2 into formaldehyde. The 

main reason for the difficulty is the thermodynamics, i.e., the reaction is endothermic (∆Hº = 

39.8 kJ/mol) and an entropically not favourable (∆Sº = - 67 JK-1mol-1), which equates to the 

positive Gibbs free energy (∆Gº = 59.8 kJ/mol) in the gas-phase reaction. Formaldehyde was 
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reported as a kinetic product in low concentrations (< 1 % conversion) by a Pt-Cu nanoparticle 

supported on SiO2 and Ni-Co bimetallic nanoparticle catalysts.  

 𝐶𝑂!(#) + 𝐻!(#) → 𝐶𝐻!𝑂(#) + 𝐻!𝑂(#)	(𝛥𝐺° = 59.8	𝑘𝐽/𝑚𝑜𝑙)			 (Eq. 3) 

 𝐶𝑂(#) + 𝐻!(#) → 𝐶𝐻!𝑂(#)	(𝛥𝐺° = 34.6	𝑘𝐽/𝑚𝑜𝑙)	 (Eq. 4) 

 𝐶𝑂(*+) + 𝐻!(*+) → 𝐶𝐻!𝑂(*+)	(𝛥𝐺° = −7.1	𝑘𝐽/𝑚𝑜𝑙)	 (Eq. 5) 

Although not feasible in the gas phase, CO hydrogenation into formaldehyde has negative free 

energy in aqueous media). Bahmanpour et. al.6,7 reported a Ni-Ru catalyst system with 

formaldehyde as a stable product in the presence of methanol and other solvents, but the best 

yield of formaldehyde was observed in pure methanol. The same group also reported the CO 

high yield of formaldehyde at a low temperature suitable for energy-efficient conversion28. 

Although CO and CO2 conversion into formaldehyde are challenging, formaldehyde is a key 

reaction intermediate during the formation of methanol, methane, dimethyl-ether (DME), and 

oxyethylene ethers (OME). It is noteworthy to mention that it is unclear whether the reaction 

pathways go through formaldehyde intermediate or formate intermediate29,30. 

2.1.4 Conversion to Formic acid 

CO2 can theoretically be converted into formic acid via hydrogenation (eq. 7). The overall 

reaction is endothermic, and the Gibbs free energy of the reaction is 32 kJ/mol due to the phase 

change during the reaction. Formic acid exists as a liquid, and hence the free energy is positive 

due to the higher entropy of the reaction. Generally, such reactions are feasible in a liquid phase 

and the free energy of formation of formic acid within a liquid media is -4 kJ/mol31. To further 

improve the selectivity of formic acid, a secondary reaction may be involved in the reaction 

system that consumes formic acid after its formation, which leads to a shift in equilibrium. For 

CO2 hydrogenation to formic acid, the commonly used secondary reaction systems are its 

esterification or its neutralisation with a weak base. 

 𝐶𝑂!(#) + 𝐻!(#) → 𝐻𝐶𝑂𝑂𝐻())	(𝛥𝐺° = 32.9	𝑘𝐽/𝑚𝑜𝑙	)	 (Eq. 7) 

 𝐶𝑂!(*+) + 𝐻!(*+) → 𝐻𝐶𝑂𝑂𝐻(*+)	(𝛥𝐺° = −4	𝑘𝐽/𝑚𝑜𝑙	)	 (Eq. 8) 

Several heterogeneous catalysis systems were reported for CO2 hydrogenation into formic acid. 

Pd32, Au33, Pd-Ni bimetallic34, and gamma-Al2O3 supported Ru35 were reported suitable for 

conversion to formic acid. These reaction systems were also tested with the secondary reaction 

schemes to increase the yield and shift the equilibrium.  

Understanding the reaction mechanism of CO2 hydrogenation to formic acid, the common 

agreement is the binding of CO2 and H2 to the metal surface followed by a nucleophilic attack 
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of adsorbed hydrogen to the C of bonded CO2, which forms formate intermediate on the 

surface. After that, the formate can dissociate from the surface and is solubilised in the solvent 

as an ion or after getting protonated depending on the pH and the type of solvent36. The 

formation of the H-COO bond can be tuned by the metal support and the designed bimetallic 

catalysts. For example, a Pd-Ni catalyst has been reported, where the H binds to the Pd atoms 

and attacks the CO2 molecule adsorbed to Ni atom34. 

2.2  Molecular modelling of heterogenous CO2 hydrogenation  

In the last two decades, molecular modelling and advanced spectroscopic techniques have 

elucidated a number of details about the elementary steps of catalytic reaction mechanisms. 

Experimentally, elucidating the reaction mechanism is a complex and challenging task. 

However, with the recent advancement in experimental techniques such as surface-enhanced 

Raman spectroscopy, an attempt is made to understand the surface reaction intermediates in 

real-time. Regardless, due to the limitations at length and time scale, the sensitivity of the 

measurements, and the particle difficulty of conducting a controlled experiment - the 

computational tools are most robust and viable for understanding the reaction mechanisms. 

Various ab initio, DFT, Reactive MD, path-integral MD simulation techniques have been used 

for investigating the catalytic reaction systems over the years. On the other hand, classical 

molecular dynamics and GCMC simulations have been used to indirectly probe the different 

aspects of the reaction system to gain a molecular understanding and further guide the 

experiments to optimise the reaction scheme.  

Quantum mechanics-based simulation methods have been used to explore CO and CO2 

hydrogenation the reaction pathways on many metal surfaces37. In such methods, the binding 

energies of possible reaction intermediates are calculated at different surface sites. After which, 

the transition state is explored for each possible elementary reaction. This calculation is initial 

performed at 0 K, and a temperature correction factor is applied to account for the additional 

energy at the desired temperature38,39. After this, the most feasible reaction pathway is predicted 

via micro-kinetic modelling40,41. With the advancements in computational chemistry and 

numerical modelling techniques, these calculations have become straightforward, and the 

major challenge lies in the choice of pseudopotentials or accuracy of the applied method42,43. 

A recent review of computational studies of the surface reaction mechanisms may be referred 

to for a better overview37. 
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Figure 2.6 shows three possible reaction pathways for CO2 hydrogenation to methane on a Ni 

(111) surface44. In this study, the calculation suggests path 2 to be the most feasible pathway 

for CO2 conversion to methane where CO2 dissociates to CO, and CO further dissociates to C. 

After that, C hydrogenates to CH4 and desorbs. The elementary step for the reaction path-2 is 

the fission of the CO* bond to form C* and O* on the surface. Further studies report that the 

CO diffusion mostly occurs on the step edge, which suggests that particle size is a key factor 

that facilitates the CO* bond fission. 

 

 
Figure 2.6: Three Possible reaction pathways from CO2 + H2 to CH4 on Ni (111) with relative energies 

calculated by DFT geometry optimisation. Re-printed with permission44. 

 

Ruthenium has been reported for Fischer-Tropsch synthesis producing Olefins45. It was 

reported that a larger particle size (~ 8 nm) is desired to facilitate the C-C coupling chain 

growth46. Recently, carefully thought and designed DFT and ab initio MD tools were used to 

investigate the CO activation for Fischer-Tropsch synthesis8,9,47,48. Among contradicting views, 

the common understanding is that the CO* fission occurs on the stepped edge site of Ru hcp 

001 surface either as CO* or after hydrogenation of oxygen as COH*47. Higher pressure at a 

stoichiometric ratio of CO:H2 is required for forming adlayers of CO* on the stepped site, 

which helps in the activation of CO* bond11,45. The support (mainly Al2O3 and TiO2) plays an 

important role in the size and the shape of the Ru particles and providing additional sites for 

CO* dissociation at the interface of Ru and the support increases the activity of the catalyst 

further48,49. Understanding the role of support is even a greater challenge for the computational 

tools to address. 
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Like the above-mentioned examples, the control parameters in the catalytic systems can be 

fine-tuned for high yield and the selectivity of the product. However, as the control parameters 

become complex, elucidating their effect on the reaction energies and barriers becomes a 

challenge. Liquid phase heterogeneous catalysis is one such example. In the presence of a 

liquid solvent, CO2 hydrogenation on Pd-Ni has been shown to produce formic acid34. In this 

case, it is rational to hypothesise that the polar transition states and reaction intermediates are 

likely to be stabilised by the presence of a polar solvent. Moreover, the entropy of phase change 

may no longer be associated with formic acid in a liquid phase environment. However, 

atomistic simulations of the relative surface coverage, the activation barriers, and micro-kinetic 

modelling of liquid phase reactions are computationally costly due to the large system size. 

Therefore, specific aspects of the reaction system are generally explored for deriving 

conclusions or forming a more robust hypothesis. 

Recent advancements in organometallic chemistry, mainly MOFs and other carbonaceous 

nanomaterials with embedded metal particles, opened a possibility to explore and tune a 

suitable catalytic material for the desired application. Metal Organic Frameworks (MOFs) are 

known for large surface area, pore volume, and a wide variety of structures and compositions. 

However, MOFs are metastable, and the framework collapses at high temperatures and 

pressures50–52. Moreover, many MOFs are not stable in polar solvents. This limits the ability of 

MOFs to function as a catalyst. The thermal pyrolysis of MOF is reported to results in a 

carbonaceous material with embedded metal nanoparticles53. These MOF-derived 

carbonaceous materials have been reported for CO2 utilisation54. The carbonaceous materials 

have a network of disrupted organic linkers, and the metal nanoparticles are finely dispersed 

within this network. The thermal decomposition and the dynamics of framework collapse are 

not well understood, which is important for the further development of these materials.  

This thesis develops an understanding of the liquid phase and MOF-derived carbonaceous 

materials in catalytic reaction systems. Moreover, we develop reactive MD forcefield 

parameters that can be used to simulate the catalytic systems with Ru metal at a nanometre 

length scale. In the next two sections, we provide a critical review of background literature in 

the liquid phase and MOF-derived nanomaterials. 
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2.3  Effect of liquid media on a catalytic reaction system 

In heterogeneous catalytic reactions, solvents can play many different roles depending upon 

the reaction system. Water is one of the most used solvents. It has been investigated and 

reported for stabilising reactants and products differently, stabilising reaction intermediates and 

transition states for selectivity, improving the reaction kinetics by lowering the activation 

energy barriers55,56, acting as a co-catalyst by mediating proton transfer57–59, and acting as a 

source of Lewis and Bronsted acidity60–62. Solvents other than water were also reported for 

their effect in liquid phase heterogeneous catalytic reaction systems6,61, but the molecular scale 

understanding of their role in the reaction mechanism is limited. Methanol, Ethanol, DMSO, 

and THF are some commonly used solvents in liquid-phase catalytic reactions. It is noteworthy 

to mention that the solvent used are generally polar solvents. One of the purposes is to stabilise 

the transition state and the reaction intermediate and lower the activation energy barrier to 

activate the reaction pathways that are otherwise not feasible in gas-phase conditions.  

The role of a solvent is very dependent on the metal-solvent interaction. To illustrate this, we 

present a few case studies from the literature. Once the catalytic metal is solvated in water, it 

forms a relatively static layer on the surface. The thickness and dynamic nature of this layer 

depend upon the metal-water interaction. Water molecules on a Ru (hcp-001) surface form a 

hexagonal shape where three water molecules are adsorbed on the surface. The remaining three 

molecules are part of a secondary layer, hydrogen-bonded to the first layer of water 

molecules63,64. This type of adsorption behaviour is commonly seen in most of the closed pack 

(hcp) surfaces4. After this first solvation layer, the dynamics of the subsequent layer depend 

upon the interaction strength of metal with water and subsequently affects the transport of 

reactants and products between the bulk and the surface. Moreover, reactants and products now 

compete with water for the active sites, affecting the reaction kinetics. However, in principle, 

the equilibrium should not be affected by the competition for a catalytic site. 

Water on a metal surface can also undergo either homolytic or heterolytic fission of H-OH 

bond. Heterolytic fission forms reactive H+, which is stabilised by the water in the solvation 

layer and has the potential of playing an important role in the reaction mechanism by increasing 

the acidity of the surface4,57,58,58,65,66. The OH- is stabilised on the surface by the transfer of an 

additional electron to the metal and OH is simply adsorbed as HO*. Therefore, the heterolytic 

fission of H-OH depends upon metal’s work function and is only seen when the energy for 

additional is not observed for every metal. Kizhakevariam et al.67 reported the work function 
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of various transition metal element and their work function and concluded that for 

heterogeneous fission of H-OH bond the work function of the metal should be more than 4.88 

eV. Since Ru’s (hcp001) work function is below 4.88 eV, heterolytic fission of water is 

unlikely. However, in case of a bimetallic catalyst, it depends upon the composition of the two 

metals and their affinity for the electron. For example, Pt has the tendency of heterolytic fission 

of H-OH bond and Ru of homolytic fission. However, in a 1/3 or 2/3 composition of Pt-Ru 

bimetallic catalyst, water undergoes heterolytic fission. Wang et al.59 reported a Pt-Ru catalyst 

for HCOOH conversion to CO2 in liquid phase where water was observed to show heterolytic 

bond fission.  

In recent years, our lab group has reported a liquid phase catalytic reaction scheme for direct 

conversion of CO into formaldehyde in the presence of a liquid media6. The liquid media 

affected the yield of formaldehyde significantly. Methanol as the solvent phase resulted in the 

best yield of formaldehyde among water, methanol-water mixtures, methanol, DMSO and 

ethanol. Formaldehyde in presence of methanol is stabilised as its metastable form 

methoxymethanol. This secondary reaction scheme in liquid media could be the reason for 

higher yield of methanol. However, when a mixture of methanol-water was used instead of 

pure methanol, a non-linear trend in formaldehyde yield was observed. The yield reaches a 

minimum around equimolar compositions and rises on increasing methanol concentration 

further. This trend in the yield directly indicates an effect of the liquid phase on the reaction 

equilibrium. Methoxymethanol in pure methanol is solvated by a ring/chain structure of 8-10 

methanol molecules, which is determined to create an additional entropic barrier and result in 

a high yield of methanol. However, the increase in the yield on decreasing methanol after 

equimolar composition is not understood.  

To develop a green reaction scheme for CO/CO2 conversion using water as a solvent with small 

amount of methanol is desirable. However, the trend observed on changing methanol 

concentration remains unexplained. Understanding the effect of liquid media on the yield of 

formaldehyde is crucial for developing and optimising this reaction scheme. Moreover, this 

will also contribute to the understanding of other liquid phase heterogeneous catalysis reaction 

schemes.  
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2.4  MOF derived Carbonaceous Materials 

Controlled thermal decomposition of MOF results in MOF-derived carbonaceous material with 

the metal or metal oxide of the MOF embedded in its disrupted organic linkers. The mass loss 

during the decomposition is associated with small organic molecules produced from the linker. 

For example, Li and co-workers reported a Co nanoparticle embedded C-N containing support 

derived from ZIF-67 for the esterification of alcohols68. This catalyst showed remarkably high 

activity and the ability to withstand higher temperatures than the parent MOF. The same group 

also reported other Co containing MOF-derived catalysts for oxidative amidation of aldehydes 

with formamides69, hydrogenation of nitriles into primary amines or imines70. They have also 

reported the thermally decomposed ZIF-8 with Ru3(CO2)12) molecules inside cages71. This 

MOF-derived catalyst showed high activity with 100% conversion for 2-aminobenzyl alcohol 

conversion to 2-aminobenzaldehyde. The MOFs with encapsulated metal nanoparticles are 

generally designed to provide a fine dispersion of encapsulated metal/metal oxide 

nanoparticles. The metal/metal oxide cluster of the MOF in such assemblies mostly only acts 

as a support. 

As Ruthenium is active metal for CO2 hydrogenation, recently, Ru encapsulated MOF-derived 

nanomaterials have been reported for CO2 conversion into methane72. The catalyst was 

prepared in-situ from Ru encapsulated UiO-66 and provided excellent activity. It was reported 

to be stable for 160 h under the experimental condition, which is desirable in an industrial 

catalyst. Another similar Ru/ZrO2 catalyst, prepared from Ru encapsulated MIL-140C, was 

reported for CO2 hydrogenation73. The MIL-140C catalyst was modified by replacing 10% of 

the BPDC (bi-phenyl di-carboxylate) linkers by BPyDC (bi-pyridine di-carboxylate) linker to 

support the Ru nanoparticles within the pores of the MOF.  Figure 2.7 shows the schematic for 

experimental observations made in during the thermally decomposed Ru-MIL-140C. The Ru-

MIL-140C was active for CO2 hydrogenation, but the kinetics showed slow kinetics. However, 

after the thermal decomposition, the catalyst was highly active and achieved a better yield in 

hours.  

In addition to the fine dispersion of metal/metal oxide nanoparticles and their ability to retain 

the structure at high temperatures/pressures, the MOF-derived catalyst has additional features 

that are desired in an ideal catalyst. The metal nanoparticles are less prone to sinter as they are 

embedded in a fibrous organic layer. The carbonaceous phase being hydrophobic and the metal 

nanoparticles hydrophilic could be advantageous for catalytic reaction systems. The organic 
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phase could also be fine-tuned for its connectivity, and the strength of the material could be 

improved for an industrial application.  

 
Figure 2.7: Shows CO2 conversion to methane on a thermally decomposed modified MIL-140C catalyst 

reported by Dalal et al.73. The TEM images on the left show the thermally decomposed m-MIL-140C 

with a fine dispersion of Zr shown by EDX mapping.  

 

A wide variety of MOFs are available, and new MOFs and Covalent Organic Frameworks 

(COFs) are being rapidly discovered. Therefore, various thermally decomposed MOF-derived 

catalyst could be prepared and optimised for their application in catalytic reaction systems. The 

effect of the linker, metal oxide, reaction environment, temperature, etc., on the morphology 

of the MOF-derived catalyst is yet not known. Therefore, in the present thesis, we aim to 

understand the morphology of thermally decomposed Zr-MOFs. We also aim to understand 

the effect of the linker, reaction environment, and metal clusters on the decomposed MOF.  

2.5 Literature gaps and Thesis aims 

Based on the literature review, we identify that, 

a) although high yield of CO hydrogenation to formaldehyde is attributed to its solvation 

in methanol, its yield in methanol-water mixtures remains unexplained. 

b) morphology of thermally decomposed MIL-140C need further investigation. Moreover, 

computationally thermal decomposition of Zr-MOFs is not yet studied. 

c) control parameters for tuning morphology of thermally decomposed MOFs have not 

been explored. 

The scope of the present thesis is to, 
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a) understand the micro-phase structure of methanol-water mixtures to formulate a 

hypothesis for the effect of liquid media on the yield of formaldehyde by CO 

hydrogenation, 

b) understand the morphology of MOF-derived carbonaceous materials that enhance the 

kinetics of CO2 conversion into methane. 

c) develop a reactive molecular dynamics forcefield parameter set for simulating 

Ru/C/H/O chemistry for CO2 hydrogenation. 
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Chapter 3 

3 Solvation behaviour and the Micro-Phase structure of 
Formaldehyde-methanol-water mixtures 

3.1 Overview 

In recent years, our group has developed a novel method for the synthesis of formaldehyde 

(HCHO) via hydrogenation of CO and CO2.1,2 The process involves a heterogeneous catalytic 

reaction where CO and H2 react on a solid catalyst surface (Ni-Ru) suspended in a liquid phase. 

The liquid phase has the ability to tailor the reaction pathway, making formaldehyde synthesis 

feasible, which is not otherwise possible in the gas phase. The solvent plays an important role 

in shifting the reaction equilibrium, and we hypothesise that it may play a role in kinetics. 

Formaldehyde is solvated in water as methanediol and in methanol as methoxymethanol (Eq. 

1 and 2, respectively). 

The formaldehyde yield first decreased with the increasing concentration of methanol in water, 

but the yield increased again at >0.7 mole-fraction of methanol (Fig. 1a).2 Ab initio molecular 

dynamics simulation of a binary mixture of methanol and methoxymethanol showed that the 

eight-member ring/chain of methanol surrounds one molecule of methoxymethanol (Fig. 1b).2 

Our hypothesis suggests that the entropy barrier of methanol-water hydrogen bonding affects 

the stabilisation of formaldehyde, resulting in a lower yield. However, there is no good 

theoretical model or experimental data to understand the hydrogen bonding network in these 

ternary mixtures. Therefore, to understand the increased yield for formaldehyde in a low 

methanol concentration range, we study the solvation of formaldehyde in methanol-water 

mixtures.  

Hydration of HCHO to methanediol Acetylation of HCHO to methoxymethanol 

𝐻𝐶𝐻𝑂 + 𝐻!𝑂	 ⇋ 	𝐻𝑂𝐶𝐻!𝑂𝐻   … (1) 𝐻𝐶𝐻𝑂 + 𝐶𝐻(𝑂𝐻	 ⇋ 	𝐻𝑂𝐶𝐻!𝑂𝐶𝐻(   … (2) 
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Fig. 3.1: (a) Molar yield of formaldehyde on variation of methanol mole fraction in liquid 
phase (methanol –water mixture). (b) One molecule of methoxymethanol in methanol as solvent 
where interaction length shown in the figure that supports hydrogen bonding. Adopted From2 
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Liquids, 301, 112444. 

The article and the supplementary information are provided herewith with the permission of 
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Chapter 4 

4 Molecular cluster in formaldehyde-methanol-water 
mixtures revealed by High-intensity, High-q Small-
Angle Neutron Scattering 

4.1 Overview 

In chapter 3, we studied the micro-phase structure of formaldehyde-methanol-water mixtures. 

Based on the solvation shell of methoxymethanol across varying methanol-water compositions, 

we extend the previously reported hypothesis across a range of methanol-water concentrations. 

We report that methanol clusters hydrophobically around methoxymethanol at low methanol 

compositions (Fig. 1). A better yield than equimolar mixtures is also observed at low methanol 

compositions. Our previously published ab intio molecular dynamics study showed an 8-10 

membered ring/chain structure surrounds methoxymethanol, stabilising methoxymethanol. 

However, water is more likely to occupy hydrophilic sites at equimolar and compositions 

(Figure 1) and hence prevents the formation of the ring/chain structure. Thus, the lower stability 

of the products around the equimolar composition may influence the equilibrium of the 

catalytic reaction. However, there is no experimental evidence of such hydrophobic molecular 

clusters. Understanding the structure of formaldehyde–methanol-water mixtures at molecular 

length scales is a challenge to the contemporary experimental techniques due to their dynamical 

and chemical nature. The liquid-phase molecular structure of methanol-water mixtures has 

been studied mainly by X-ray emission, X-ray absorption, and neutron diffraction 

spectroscopic methods complemented by molecular simulations. However, the changing 

hydrophobic and hydrophilic interactions upon changing the mixture composition are not fully 

understood. We use molecular dynamics simulations and the Small Angle Neutron Scattering 

(SANS) measurements to predict the molecular clustering in these mixtures. 
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Figure 1. Molar yield of formaldehyde on varying methanol mole-fraction in methanol-water mixture 
which is the solvent phase. Spatial distribution function shows methanol (blue) and water (red) arrange 
around methoxymethanol with hydrophobic clustering at low xm, water at hydrophilic sites at equimolar 
compositions. Molecular arrangement of methanol molecules around methoxymethanol in ring 
structure in pure methanol as elucidated by ab initio molecular dynamics study.  

4.2 Included Publication 

This work has been published in The Journal of Physical Chemistry Letters (American 

Chemical Society) in December 2020: 

 

Dwivedi, S., Mata, J., Mushrif, S. H., Chaffee, A. L., & Tanksale, A. (2020). Molecular 

Clustering in Formaldehyde–Methanol–Water Mixtures Revealed by High-Intensity, High-q 

Small-Angle Neutron Scattering. The Journal of Physical Chemistry Letters, 12, 480-486. 

 

The article and the supplementary information are provided herewith with the permission of 

American Chemical Society, Copyright 2020 
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ABSTRACT: Methanol−Water (mw) mixtures, with or without a solute, display a nonideal
thermodynamic behavior, typically attributed to the structure of the microphase. However, experimental
observation of the microphase structures at the molecular length scale has been a challenge. We report
the presence of molecular clusters in mw and formaldehyde−methanol−water (fmw) mixtures using
small-angle neutron scattering (SANS) experiments and molecular dynamics (MD) simulations.
Hydrophobic clusters of methanol in mw and formaldehyde−methanol in fmw mixtures were observed
at low methanol compositions (xm ≤ 0.3). A three-dimensional hydrogen-bonded network of water with
the solute is observed at xm = 0.5. Linear chains of methanol surrounding the formaldehyde and water
molecules were observed at high methanol compositions (xm ≥ 0.7). The calculated size of the
molecular clusters (r ≈ 0.5 nm, spherical) from the SANS data and their volume fraction closely
matched the MD simulation results.

The composition of methanol−water (mw) mixtures affect
the mixture’s thermodynamic properties, including the

enthalpy of mixing, free energy of solvation, and the excess
molar volume, which do not vary linearly. This anomalous
thermodynamic behavior is attributed to the dynamic
structures at a molecular length scale, referred to as the
“microphase”.1−4 The formation of microphase structures is
due to trade-offs between the enthalpic gains and the entropic
penalties, which eventually stabilize the system. In the midst of
ongoing contradicting views,5−8 the common understanding is
that methanol forms hydrophobic clusters at low methanol
compositions,2,9 a bipercolating mixture near equimolar
compositions,9 and linear chains of methanol at high methanol
compositions, in which the water molecule is either caged or
exists in a free form within the mixture.5,10 To understand the
structure of the microphase, researchers explored experimental
techniques such as neutron diffraction,9−12 X-ray techni-
ques,5,13−15 and Raman spectroscopy.16 Ab initio5,17 and
classical molecular dynamics simulations2,10,18 were also used
to simulate the microphase structure and complement the
experimental observations. However, a quantitative analysis of
the presence of microphase structures as a function of solvent
composition is yet to be established.
Recently, we showed that syngas and CO2 can be

hydrogenated into formaldehyde in methanol−water mixtures
and that the concentration of methanol has a significant impact
on the product yield.19 It is known that, when a small organic
compound20 is solvated in mw mixtures, the chemical and the
physical behaviors of the solute are distinct at different mixture
compositions. For example, the equilibrium of heterogeneous
catalysis reactions19 are greatly affected by the mw mixture
composition. The solvation structure plays a central role in
explaining most of these phenomena.

Formaldehyde hydrates in the presence of water and exists
in its metastable form, methanediol (md).21,22 At higher
formaldehyde concentrations (>3 wt %), dimers and trimers of
formaldehyde start forming, and as formaldehyde concen-
trations increase further, a precipitate of paraformaldehyde
(pFa) is obtained.22,23 Addition of methanol prevents the
oligomerization of formaldehyde, and such formaldehyde−-
methanol−water (fmw) mixtures are commonly known as
formalin solutions. In the presence of methanol, formaldehyde
mostly remains in its metastable monomeric form, methox-
ymethanol (mm).24 The ability of the metastable monomers
(md and mm) to react or adsorb/desorb on to the catalytic
surface is likely to be affected by their solvation environment.
For example, Mugnai et al.25 reported a cagelike solvation
structure around formaldehyde in water, which hindered the
translation and rotation of the formaldehyde and thus affected
its hydration.25−27 Moreover, mm is solvated by a ring/chain
structure of 8−10 methanol molecules, which is reported to be
the reason for the high catalytic yield of formaldehyde in the
presence of methanol.19 However, the stability and the
solvation environment of mm in the mw mixtures remains
poorly understood.24,28 Our recent molecular dynamics (MD)
work predicted the presence of methanol around the
hydrophobic sites of mm and methanol at low methanol
concentrations.29 To the best of our knowledge, no
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experimental study reports the solvation structure of form-
aldehyde in mw mixtures.
Hitherto, small-angle neutron scattering (SANS) has not

been explored to resolve the microphase structure of liquid
mixtures such as fmw. In the present work, we demonstrate
molecular dynamics simulations to guide the background
subtraction and formulate a method to identify the molecular
clusters at a high-q range. Recent advancements in the
experimental infrastructure,30 specifically the improved per-
formance of the detector, facilitate the meaningful collection of
scattering data at a high-q range for such liquid mixtures. The
neutron scattering data at a high-q range, when fitted with the
cluster models such as Guinier, Sphere, and Ellipsoid, resolves
any cluster formed at a molecular length scale. Understanding
these molecular clusters may pave a path to optimize the
liquid-phase catalytic reaction mechanisms to produce form-
aldehyde. Moreover, we believe that this work can be extended
to investigate the topology of other liquid mixtures of a similar
nature, which is not possible otherwise.
We observed small (<1 nm) molecular clusters in liquid

mixtures using a SANS experiment, which could only be
possible because of (a) enhanced contrast between hydro-
genated clusters and deuterated solvent and (b) the measure-
ment of high-q, high-intensity SANS, which was enabled by a
significantly higher count rate detector installed at the
Australian Nuclear Science and Technology Organisation
(ANSTO) in 2019.
The detailed experimental methods are provided in the

Supporting Information, but briefly, the methods are described
below.

Classical Molecular Dynamics Simulations. Classical MD
simulations were performed using the GROMACS simulation
package, and the Visual Molecular Dynamics (VMD) software
package31 was used for visualization. The all-atom optimized
potentials for liquid simulations (OPLS-AA) force field29,32

was used to define the interaction parameters of methanol,
mm, and md, while the SPC/E33 model was used for water.
Preparation of Liquid Mixtures for SANS Experiments. We
prepared three sets of mixtures with formaldehyde (fa) mole
fractions xfa of 0, 0.01, and 0.02. Each set was comprised of
seven methanol (m)-water (w) compositions (xm = 0, 0.1, 0.3,
0.5, 0.7, 0.9, and 1). Formaldehyde−methanol−water mixtures
are denoted as xm-(mole%fa)fmw; for example, 0.1−1fmw
means 1 mol % formaldehyde in mw mixture with xm = 0.1,
and 0.3-mw means mw mixture with xm = 0.3, without any
formaldehyde. To achieve a contrast between the molecular
clusters and the free solvent, fmw mixtures were prepared such
that normal methanol (m) and deuterated-water (d-w) were
used when the volume fraction of methanol (Vfm) was less
than or equal to 0.5 (i.e., xm = 0,0.1, and 0.3), and deuterated-
methanol (d-m) and normal water (w) was used when Vfm ≥
0.5 (i.e., xm ≥ 0.5). All the mixture compositions and their Vf
values are given in the Supporting Information (Table S2).
The molecular clusters in the present study are defined as the
solvent molecules within the first solvation shell of the solute,
including the solute. For example, at a low xm of an fmw
mixture, mm and methanol molecules within the first solvation
shell of mm are considered as a cluster.
SANS Experiments and Data Fitting. The prepared liquid
mixtures were subjected to high-intensity, high-q (scattering
vector) SANS experiments at the Quokka beamline of the

Figure 1. MD snapshot and scattering curves for mw mixtures where (a) MD snapshot for 0.1-mw, (b) scattering curve and model fit for 0.1-mw,
(c) MD snapshot for 0.3-mw, and (d) scattering curve and model fit for 0.3-mw.

The Journal of Physical Chemistry Letters pubs.acs.org/JPCL Letter

https://dx.doi.org/10.1021/acs.jpclett.0c03515
J. Phys. Chem. Lett. 2021, 12, 480−486
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ANSTO. The liquid mixtures, prepared in a Hellma cell of 1 or
2 mm thickness, were kept at 4 °C during measurements. We
used the data modeling program SASview to fit the SANS data.
The data were fitted with sphere, ellipsoid, and sticky-hard-
sphere (SHS) models. The first two models did not account
for the interparticle interactions that arise from the hydrophilic
and the hydrophobic interactions between the solute
molecules. Therefore, a structure factor was introduced via
the SHS model. More details about the SHS model are
provided in the Supporting Information, Section 1e.
The background-subtracted scattering intensity I(q) was

fitted with various models to reveal the presence of clusters in
mixtures with xm ≤ 0.5. No meaningful clustering was observed
for mixtures with xm ≥ 0.5 (Supporting Information, Section
2). In the subsequent sections, we discuss our observations for
mw mixtures and compare our results to the previously
reported analysis of these mixtures. Thereafter, we discuss the
fmw mixtures at low, equimolar, and high methanol
concentrations. The Vf of the clusters obtained by fitting the
scattering data shows similar trends to the Vf calculated from
MD simulations, as discussed in the Supporting Information,
Section 2.
Molecular Clustering in a Methanol−Water Mixture. It is well-
established, via soft X-ray absorption spectroscopy, that, at low

methanol concentrations (xm ≈ 0.05), the three-dimensional
(3-D) hydrogen-bonding network of water is not affected and
that methanol is hydrated by a shell of water.9,13 At xm ≈ 0.27,
hydrophobic clusters of methanol were reported.9 However, it
is unclear if the tendency of forming these hydrophobic
clusters gradually increases on increasing the methanol
concentration and if the formation of a hydrophobic cluster
within the hydration shell of water is possible at low methanol
concentrations (0 < xm < 0.27). Figure 1a shows a snapshot of
a cluster of four methanol molecules from the MD trajectory of
the 0.1-mw mixture. The hydrophobic tails of methanol
orientate toward each other. The coordination number of
methanol-methanol molecules is 2.2, as calculated by the
center of the mass radial pair distribution function (g(r)-
comm‑m). Figure 1b shows the SANS curve for a 0.1-mw
mixture, with Sphere and SHS-Sphere model fits. A sphere
with a radius of 2.67 Å, as predicted by the SHS-Sphere model,
was drawn from the centroid of the molecules (centroid of the
centroids of molecules forming the cluster), visualized in
Figure 1a. When the methanol concentration was increased to
xm = 0.3, the number of molecules in the first coordination
shell increased. Figure 1c shows a snapshot from the MD
trajectory of this mixture, where six molecules of methanol
formed a hydrophobic cluster surrounded by water. The

Figure 2. (a) MD snapshot, (b) SANS data with Sphere and SHS-Sphere fitting curves and (c) g(r)-com of md-md and md-w, and the potential of
mean force (PMF) for md-md interaction in 0.0−1fmw sample, showing md clustered in water. MD snapshot; SANS data with Sphere and SHS-
Sphere fitting curves; centroids of molecules in the cluster, superimposed by a sphere of radius predicted by the SHS-sphere fits on SANS data; and
g(r)-com of md-md and md-w, and the potential of mean force (PMF) for md-md interaction in (d−g) 0.1−1fmw mixture and (h−k) 0.3−1fmw
mixture.
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formation of a hydrophobic cluster was gradual at dilute
methanol concentrations, thus increasing the possibility of an
interaction of the hydration spheres of methanol molecules.
This observation concurs with the previously reported MD
study, which showed that hydrophobic clustering increases at
low concentration ranges and at higher temperatures, where it
is easier to break the hydrogen-bonding network of water.34

Solvation Shell Structure of Formaldehyde−Methanol−Water at
Low Methanol Concentrations. The metastable form of form-
aldehyde in water is md, which has a CH2− group attached to
two −OH groups. Therefore, the molecule tends to form
hydrophobic clusters. Simultaneously, it has a large surface
available for hydrophilic interactions due to the presence of
two −OH groups on one carbon. Figure 2a shows a snapshot
from the MD trajectory of the 0.0−1fmw mixture, where two
md molecules are in proximity of each other. The sphere
drawn in Figure 2a is centered at the centroid of the cluster
with a radius of 3.27 Å, which was obtained by fitting the SHS-
Sphere model on the 0.0−1fmw SANS curve (Figure 2b). This
cluster’s formation is likely due to the inherent tendency of
water to preserve its 3-D hydrogen-bonding network, like in
the low-concentration mw mixtures. Moreover, the g(r)-
commd‑md (Figure 2c) shows two peaks in the 3−5 Å range,
which is due to the hydrophilic (at ∼4 Å) and hydrophobic (at
∼5 Å) interaction within the hydration sphere. Assuming no
more than two molecules form a cluster, the coordination
number of ∼0.5 between md-md from the g(r)-commd‑md
(Figure 2c) suggests that ∼67% of the md molecules in the
liquid mixture are clustered, whereas the remaining are free md
molecules.
The dominant metastable form of formaldehyde in all fmw

mixtures, with xm ≥ 0.1, is mm,24,29 whose details are described
in the Supporting Information, Section 1a. The mm molecule
has a CH3− and a CH2− group. Therefore, the formation of

hydrophobic clusters with methanol is expected. Figure 2d
shows the MD simulation snapshot for a 0.1−1fmw mixture,
where the hydrophobic tails of three methanol molecules are
oriented toward the mm molecule’s hydrophobic sites. The
coordination number of methanol around mm in the first
solvation shell (g(r)-commm‑m) is 3.12 (Figure 2g). The Sphere
model fit on the scattering data predicted a radius of 2.74 Å,
whereas the SHS-Sphere model predicted a radius of 3.53 Å
(Figure 2e). Figure 2f shows a sphere with a radius of 3.53 Å as
predicted by the SHS-Sphere model, centered at the centroid
of the MD snapshot cluster shown in Figure 2d. The sphere in
Figure 2f encapsulates all molecular centroids of the cluster,
which shows excellent agreement between the simulation and
the experiment. Figure 2g shows the center of the mass radial
pair distribution function (g(r)-com) between mm-m, mm-w,
and mm-mm molecules. The g(r)-commm‑mm shows a single
broad peak in the range of 4−6 Å, contrary to the 0.0−1fmw
mixture (Figure 2c). Moreover, the lower peak height signifies
that only the hydrophobic interaction is dominant between the
mm molecules, and the strength of the interaction between two
mm molecules is less than that of two md molecules. This
observation also supports that, upon addition of methanol, the
formation of dimers and trimers of formaldehyde is reduced.
When the methanol concentration is increased to xm = 0.3

(0.3−1fmw), the number of methanol molecules inside the
solvation shell of mm increases. Figure 2h shows a snapshot
from the MD trajectory, where six methanol molecules are
present around one molecule of mm. The g(r)-commm‑m
(Figure 2k) integrates to a coordination number of 7.9 until
the first minimum. Similar to the 0.1−1fmw mixture, the
hydrophobic tails of methanol molecules are oriented toward
the hydrophobic sites of mm. Figure 2i shows the Sphere and
the SHS-Sphere model fit. The former model fit results in a
sphere with a radius of 2.29 Å, whereas the latter gives a radius

Figure 3. Radial pair distribution function between the carbon of methoxymethanol and the carbon or oxygen of methanol is analyzed in order to
elucidate the probable orientation of methanol. (a−e) Radial pair distribution function and the coordination number for pairs C1 mm-Cm, C1
mm-Om, C2 mm-Cm, and C2 mm-Om.
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of 4.96 Å. Figure 2j shows a sphere of radius 4.96 Å, drawn
from the centroid of the cluster and it encapsulates all the
molecular centroids. Because of the specific orientation of the
methanol molecules around mm, the shape is closer to an
ellipsoid. When the scattering curve was fitted with the SHS-
Ellipsoid model (see Supporting Information, Table S6), an
equatorial radius of 6.18 Å is observed when the polar radius is
fixed at 3 Å. Figure 2k shows the g(r)-com between mm-mm,
mm-m, and mm-w molecules. The relative strength of the
interaction between mm-mm and mm-m increases compared
to the 0.1−1fmw mixture, an effect of which is also manifested
in the scattering curve. Because of the increased interparticle
(mm-mm) interactions, introducing a structure factor for the
0.3−1fmw mixture is necessary and is apparent in the
scattering curve (Figure 2i). This result also supports the
argument that, in dilute concentrations, the formation of a
hydrophobic cluster is likely and that the 3-D network of water
is fragmented.13,35

To confirm that the methanol molecules are hydrophobically
oriented around methanol at low methanol concentrations, we
compared the g(r) between C1mm-Cm and C1mm-Om and
between C2mm-Cm and C2mm-Om (Figure 3). The C1mm
originates from the formaldehyde carbon and C2mm from the
methanol’s carbon, which makes up the methoxymethanol
molecule. For a hydrophilic interaction between mm and
methanol, we would expect the g(r) to show the Om-Cmm
distance to be shorter than that of Cm-Cmm. Conversely, for a
hydrophobic interaction, we would expect the g(r) to show the
Cm-Cmm distance to be shorter than that of Om-Cmm. The first
peak in the g(r) between C(1 or 2)mm-Om is due to the
methanol molecules present around methoxymethanol, a result
of the hydrophilic interactions. However, most of the methanol
molecules contributing to the second peak are due to
hydrophobic interactions. In contrast, the first peak of C(1
or 2)mm-Cm is due to hydrophobic interactions between

methanol and mm. For xm = 0.1 and 0.3, the height of the first
peak of the C(1 or 2)mm-Cm g(r) is higher than the first peak of
C(1 or 2)mm-Om g(r), which shows that the strength of
interaction is more significant for the hydrophobic interactions.
Figure 3a shows that the coordination number is low (<0.2),
until the first minimum of the C(1 or 2)mm-Om, and increases
to ∼1 for the first minima of C(1 or 2)mm-Cm, indicating that
more methanol molecules are hydrophobically oriented and
their oxygen is counted in the second peak of Cmm-Om g(r).
The difference between the first peak of C(1 or 2)mm-Cm and
the second peak of C(1 or 2)mm-Om is ∼1.5 Å, which supports
our observation that the molecules contributing to the first
peak of C(1 or 2)mm-Cm g(r) and the second peak of C(1 or
2)mm-Om g(r) are largely the same. Therefore, the g(r) in
Figure 3a,b reveals that methanol molecules are hydrophobi-
cally oriented toward the hydrophobic ends of the mm
molecule at low methanol concentrations. However, this is not
the case for xm ≥ 0.5 mixtures (Figure 3c−e); the strength of
hydrophilic interactions between C1mm-Om increases and is
more prominent for higher methanol concentration mixtures.
This orientation changes on further increasing the xm. The
coordination number for the first peak of C(1 or 2)mm-Om
indicates more hydrophilic interactions between methanol and
mm. This is also due to a greater number of methanol
molecules in the mixture. However, the greater increase in the
coordination of C(1 or 2)mm-Om than C(1 or 2)mm-Cm at lower
distances shows that fewer molecules of methanol are
hydrophobically interacting with mm. This gap in coordination
number fades after the first minima of C(1 or 2)mm-Om.
Solvation Structure of Formaldehyde−Methanol−Water at High
Methanol Concentrations. In the 0.5−1fmw mixture, the volume
fraction of methanol was 0.68, and d-m and water were used as
the solvent. It implies that any observed cluster in the
scattering data will be formed by mm and water. Figure 4a
shows the solvation environment for the 0.5−1fmw mixture via

Figure 4. (a) MD snapshot of the solvation environment, (b) the background-subtracted scattering curve, and (c) the g(r) for the 0.5−1fmw
mixture. The MD snapshot of the solvation environment is shown for the (d) 0.7−1fmw and (e) 1−1fmw mixtures (radius = 4.96 Å).
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an MD snapshot. A fragmented network of water molecules
hydrogen-bonded to each other was observed at the mm
molecule’s hydrophilic site. The scattering curve with SHS-
Sphere fit (Figure 4b) resulted in a cluster with a radius of 4.32
Å, which is smaller than that of the cluster observed for 0.3−
1fmw. This is confirmed by the g(r)-com of mm-w shown in
Figure 4c. The smaller size of the cluster is due to the small
size of water molecules forming this cluster and because of the
strong hydrogen bonds between the water molecules and mm
(i.e., shorter bond lengths). At higher xm (i.e., ≥0.7), the mm
was mostly surrounded by methanol molecules. Water is
present at the mm molecules’ hydrophilic sites; however, a
network of hydrogen-bonded water was not observed. In such
cases, no meaningful scattering data could be resolved after the
background subtraction. This can be attributed to the fact that
methanol forms linear chains and mostly surrounds the mm
molecule. For 0.7−1fmw, Figure 4d shows three molecules of
water present around one molecule of mm, and hence cluster
formation is unlikely. In 1−1fmw, mm is surrounded by a
linear chain structure of methanol molecules, as shown in
Figure 4e. The mm molecule in pure methanol surrounded by
a ring structure of 8−10 methanol molecules was reported in
our earlier ab initio MD study.19 Guo et. al5 also showed that
water is expected to exist in free form or trapped in methanol
chains at high xm methanol−water mixtures.
In summary, the solvation environment of methanol in water

and formaldehyde in methanol−water mixtures was studied via
small-angle neutron scattering at a high-intensity and high-q
range, and MD simulations guided the background subtraction.
Sphere, Ellipsoid, SHS-Sphere, and SHS-Ellipsoid models were
fitted against the scattering data to analyze the size and shape
of the molecular clusters. The SHS-Sphere and SHS-Ellipsoid
models provided the best fit as the SHS model captures the
interparticle interactions between molecular clusters. The
cluster size and Vf calculated by experiments matched the
simulation results. At low methanol concentration (xm = 0.1
and 0.3), a hydrophobic cluster of methanol was observed. The
size of the cluster increased from 3.53 to 4.96 Å for xm = 0.1
and 0.3, respectively. In a formaldehyde−water (xm = 0.0)
mixture, formaldehyde clusters formed in a hydration shell.
When methanol was added (xm = 0.1 and xm = 0.3), the
tendency of formaldehyde to form clusters becoame weaker,
and methanol oriented itself hydrophobically around methox-
ymethanol. At an equimolar mixture composition, a
fragmented network of hydrogen-bonded water molecules
was observed around the hydrophilic site of formaldehyde. No
meaningful clustering could be resolved at compositions xm ≥
0.7 due to methanol forming a linear chain structure and
solvating the methoxymethanol and water.
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14 1. Experiments and Methods

15 1a.  Classical molecular dynamics simulations

16 Classical molecular dynamics (MD) simulations were performed using the GROMACS simulation 

17 package, where the OPLS-AA forcefield1,2 was used to define the interaction parameters of methanol, 

18 methoxymethanol (mm) and methanediol (md), while the SPC/E3 model was used for water. The 

19 interaction parameters used for methanediol and methoxymethanol were previously published and 

20 tested against the radial pair distribution function g(r) obtained from a QM/MM study4. The Visual 

21 Molecular Dynamics (VMD) software package5 was used for visualisation and analysis of the 

22 molecular trajectory. Number of molecules of md, mm, methanol, and water mimicking the mixture 

23 compositions were randomly packed in a cubical box (Table S1). The system's potential energy was 

24 minimised using the conjugate gradient method with a tolerance of 10 KJ/mol. The velocity was 

25 generated randomly corresponding to a temperature of 298 K using the V-rescale6 thermostat and 

26 equilibrated for 100 ps. Thereafter, the system was subjected to an NPT ensemble for 150 ps to 

27 optimise density. The Parrinello-Rahman7 barostat and the Berendsen8 thermostat were used, with the 

28 time constant of 0.1 ps applied for both. 

29
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1 Table S1: Composition, size, density for each MD simulation box. 

2

3 For the production run, the system was subjected to an NVT ensemble for 10 ns. The molecular 

4 coordinates were saved every 0.1 ps and only the last 7.5 ns of the trajectory data were used for analysis 

5 to ensure that the system was equilibrated. The temperature was kept at 298 K using a Nose-Hoover 

6 chains9 thermostat with a time constant of 0.2 ps. The electrostatic and van der Walls forces were 

7 defined with the Particle Mesh Ewald algorithm10 with the cut-off distance of 1.2 nm. 

8 Varying the methanol concentration, changes the molecular form of formaldehyde. When methanol 

9 concentration (xm) is 0, formaldehyde is in the form of methanediol, however, with the addition of 

10 methanol in the fmw mixture, most of the methanediol is converted into methoxymethanol (reaction 

11 R1) as the equilibrium constant is 4011.

12 CH2(OH)2 + CH3OH � CH3OCH2OH + H2O ... (R1)
13 md m mm w
14

Name 𝑛𝑚𝑑 𝑛𝑚𝑚 𝑛𝒎 𝑛𝑤
Box 

length 
(nm)

Density 
(gm/cm3)

0.1-mw 0 0 500 4500 5.55 0.945
0.3-mw 0 0 1500 3500 5.91 0.895
0.5-mw 0 0 2500 2500 6.24 0.854
0.7-mw 0 0 3500 1500 6.55 0.821
0.9-mw 0 0 4500 500 6.86 0.788
0-1fmw 100 0 0 5000 5.36 0.983

0.1-1fmw 0 100 500 4500 5.60 0.948
0.3-1fmw 0 100 1500 3500 6.02 0.871
0.5-1fmw 0 100 2500 2500 6.28 0.859
0.7-1fmw 0 100 3500 1500 6.59 0.825
0.9-1fmw 0 100 4500 500 6.89 0.792
1-1fmw 0 100 5000 0 7.04 0.776
0-2fmw 200 0 0 5000 5.42 0.989

0.1-2fmw 0 200 500 4500 5.65 0.952
0.3-2fmw 0 200 1500 3500 6.00 0.904
0.5-2fmw 0 200 2500 2500 6.32 0.863
0.7-2fmw 0 200 3500 1500 6.63 0.828
0.9-2fmw 0 200 4500 500 6.93 0.796
1-2fmw 0 200 5000 0 7.07 0.781
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1 At xm = 0.1, nearly 80% of the formaldehyde is in form of methoxymethanol, while at xm = 0.3 it 

2 increases to ~96%. Therefore, at all methanol concentrations xm ≥ 0.1, formaldehyde present in the 

3 liquid mixture was simulated as methoxymethanol.

4 1b.  Preparation of liquid mixtures

5 We prepared three sets of mixtures with a formaldehyde (fa) mole-fraction, xfa = 0, 0.01, and 0.02. 

6 Each set was comprised of seven methanol (m)-water (w) compositions (xm = 0, 0.1, 0.3, 0.5, 0.7, 0.9, 

7 1). In the present work, formaldehyde-methanol-water mixtures are denoted as xm-(mole%fa)fmw, for 

8 example, 0.1-1fmw means 1 mole% formaldehyde in mw mixture with xm = 0.1, and 0.3-mw means 

9 mw mixture with xm = 0.3, without any formaldehyde. To achieve a contrast between the molecular 

10 clusters and the free solvent, fmw mixtures were prepared such that normal methanol (m) and 

11 deuterated-water (d-w) were used when the volume fraction of methanol  (i.e. (𝑉𝑓𝑚)≤ 0.5 𝑥𝑚

12 ), and deuterated-methanol (d-m) and normal water (w) was used when  = 0, 0.1, and 0.3 𝑉𝑓𝑚 ≥ 0.5

13 (i.e. ). All the mixture compositions and their Vf are given in Table S2. The volume fractions 𝑥𝑚 ≥  0.5

14 are calculated as per Eq. 1.

𝑉𝑓𝑚 =
𝑉𝑚

𝑉𝑚 + 𝑉𝐹𝑎 + 𝑉𝑤
=

𝑥𝑚𝑀𝑚/𝜌𝑚
𝑥𝑚𝑀𝑚
𝜌𝑚

+
𝑥𝐹𝑎𝑀𝐹𝑎
𝜌𝐹𝑎

+
𝑥𝑤𝑀𝑤
𝜌𝑤

 
(Eq. 1)

15 Table S2: Composition and volume fraction of samples used

Name  𝑥𝐹𝑎  𝑥𝑚  𝑥𝒅 ―  𝒎  𝑥𝑤  𝑥𝒅 ―𝒘  𝑉𝑓𝐹𝑎
or𝑉𝑓𝑚  𝑉

𝑓𝒅―𝒎
 or 𝑉𝑓𝑤 𝑉

𝑓𝒅―𝒘
0.1-mw 0 0.1 - - 0.9 0.000 0.199 0.801
0.3-mw 0 0.3 - - 0.7 0.000 0.490 0.510
0.5-mw 0 - 0.5 0.5 - 0.000 0.692 0.308
0.7-mw 0 - 0.3 0.7 - 0.000 0.840 0.160
0.9-mw 0 - 0.1 0.9 - 0.000 0.953 0.047
0.0-1fmw 0.01 0.000 0.990 0.017 0.000 0.983
0.1-1fmw 0.01 0.099 - - 0.891 0.015 0.197 0.789
0.3-1fmw 0.01 0.297 - - 0.693 0.012 0.484 0.504
0.5-1fmw 0.01 - 0.495 0.495 - 0.010 0.685 0.305
0.7-1fmw 0.01 - 0.693 0.297 - 0.009 0.832 0.159
0.9-1fmw 0.01 - 0.891 0.099 - 0.008 0.945 0.047
1-1fmw 0.01 0.990 0.000 0.007 0.993 0.000
0.0-2fmw 0.02 0.000 0.980 0.033 0.000 0.967
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1 Methanol-water mixtures were prepared by mixing m and d-w, or d-m and w in appropriate relative 

2 amounts. To prepare fmw mixtures, we first prepared fa-m, fa-(d-m), fa-w, and fa-(d-w) mixtures by 

3 dissolving paraformaldehyde (pFa) in m, d-m, w, and d-w, respectively in a microwave reactor. The 

4 mixture was heated to 80 ºC for 2 hours to ensure complete depolymerisation of pFa oligomers into its 

5 metastable monomeric forms (mm, md, and their deuterated isomers). Thereafter, they were mixed in 

6 the appropriate ratio (Table S3) to make the fa-(d-m)-w and fa-m-(d-w) mixtures.

7 Table S3: Weight of mixture components in gm to prepare the formaldehyde-methanol-water mixtures

Mixture Mole-fraction Weight (g)

xw xm xfa xw/xm
w
(w)

w
(d-w)

w
(m)

w
(d-m)

w
(pFa)

0.0-mw 1 0 0 2 0 0
0.1-mw 0.9 0.1 0 9.00 1.8 0.32 0
0.3-mw 0.7 0.3 0 2.33 1.4 0.96 0
0.5-mw 0.5 0.5 0 1.00 0.9 1.8 0
0.7-mw 0.3 0.7 0 0.43 0.54 2.52 0
0.9-mw 0.1 0.9 0 0.11 0.18 3.24 0
1.0-mw 0 1 0 0.00 0 3.6 0
0.0-1fmw 0.99 0 0.01 1.98 0 0.03
0.1-1fmw 0.891 0.099 0.01 9.00 1.782 0.317 0.03
0.3-1fmw 0.693 0.297 0.01 2.33 1.386 0.950 0.03
0.5-1fmw 0.495 0.495 0.01 1.00 0.891 1.782 0.03
0.7-1fmw 0.297 0.693 0.01 0.43 0.535 2.495 0.03
0.9-1fmw 0.099 0.891 0.01 0.11 0.178 3.208 0.03
1.0-1fmw 0 0.99 0.01 0.00 0 3.564 0.03
0.0-2fmw 0.98 0.02 1.96 0 0.06
0.1-2fmw 0.882 0.098 0.02 9.00 1.764 0.314 0.06
0.3-2fmw 0.686 0.294 0.02 2.33 1.372 0.941 0.06
0.5-2fmw 0.49 0.49 0.02 1.00 0.882 1.764 0.06
0.7-2fmw 0.294 0.686 0.02 0.43 0.529 2.467 0.06
0.9-2fmw 0.098 0.882 0.02 0.11 0.176 3.175 0.06
1.0-2fmw 0 0.98 0.02 0.00 0 3.528 0.06

8 .

9

0.1-2fmw 0.02 0.098 - - 0.882 0.029 0.194 0.777
0.3-2fmw 0.02 0.294 - - 0.686 0.024 0.478 0.498
0.5-2fmw 0.02 - 0.49 0.49 - 0.02 0.678 0.302
0.7-2fmw 0.02 - 0.686 0.294 - 0.018 0.825 0.157
0.9-2fmw 0.02 - 0.882 0.098 - 0.016 0.938 0.046
1-2fmw 0.02 0.980 0.000 - 0.015 0.985 0.000
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1

2 1c.  SANS experiments and data fitting protocols

3 The prepared liquid mixtures were subjected to high intensity, high-q (scattering vector, Eq. 2) SANS 

4 experiments at the Quokka beamline of the ANSTO. The liquid mixtures, prepared in a Hellma® cell 

5 of 1 mm or 2 mm thickness, were kept at 4 ºC during measurements.

6 The scattering data are presented as a function of the scattering vector, q 

𝑞=
4𝜋
𝜆 sin( 

𝜃
2 ) (Eq. 2)

7 where λ is the incident neutron wavelength and  is the scattering angle. The sample-detector distance 𝜃

8 of 1.3 m was used in offset mode with an incident wavelength of λ = 5 Å, providing an effective q-

9 range of 0.04 - 0.8 Å−1. The new BNL detector at ANSTO has a high threshold, allowing us to obtain 

10 a 4 m collimation with 1.3 m detector distance without any attenuation. This infrastructure enabled us 

11 to use the high intensity neutron scattering measurements of our samples. The data were reduced from 

12 raw counts on the 2D detector to a radially averaged 1D scattering pattern, with the assumption of 

13 radially isotropic scattering. The sensitivity of each detector pixel was calibrated by comparing its 

14 response to a flat scatterer, and then the scattering from an empty Hellma® cell was subtracted. Further 

15 background subtraction is discussed in section 1.d. The absolute intensity scale was provided by 

16 normalising each sample for its thickness (1 or 2 mm), and then comparing the scattering from an 

17 empty beam measurement.

18 We used the data modelling program SASview to fit the SANS data. This program uses standard 

19 iterative least-squares fitting, in which selected parameters of the chosen cluster model (e.g. spherical 

20 and ellipsoid) can be refined to optimise the fit. Parameters were refined from several starting points 

21 to ensure that a global, rather than a local, minimum was found. For each mixture, the scattering curve 

22 ( ) had its respective background subtracted to provide the resulting curve (I) for further analysis 𝐼𝑠𝑎𝑚𝑝𝑙𝑒

23 (Eq. 3). For mw mixtures, the background was calculated as the volume fraction (Vf) weighted sum of 
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1 the m and d-w, or d-m and w scattering curves. However, for fmw mixtures, the background calculation 

2 was guided by molecular dynamics simulation, as explained in section 1.d. The Guinier model, sphere 

3 model, and the ellipsoid model were initially used to estimate the size of the molecular clusters. The 

4 scales for the sphere and the ellipsoid model were defined as the Vf of the hydrogenated (i.e., not 

5 deuterated) molecules in mw mixtures and the hydrogenated molecules present within the first 

6 solvation shell for fmw mixtures. 

𝐼= 𝐼𝑠𝑎𝑚𝑝𝑙𝑒 ― 𝐼𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑 (Eq. 3)

7 There is also a probability of two solvated formaldehyde molecules interacting within the mixture 

8 giving rise to a variation in the scattering curve. The initial fitting using the sphere and the ellipsoid 

9 model do not account for the interparticle interactions that arises from the hydrophilic and the 

10 hydrophobic interactions between the solute molecules. Therefore, a structure factor was introduced 

11 via the sticky-hard-sphere (SHS) model. More details about the SHS model are provided in section 

12 1d.  Background subtraction guided by MD simulations

13 From the MD simulations, the solvation environment can be elucidated, i.e. the number of molecules 

14 present within a certain distance of the solute, the number of hydrogen bonds, and the spatial 

15 distribution of the molecules within the solvation shell. From the g(r)-com, the number of solvent 

16 molecules within the first solvation shell (until the first minimum) were identified and are summarised 

17 in Table S4. We considered the first solvation shell around methanol (in mw) or mm and md (in fmw) 

18 as the molecular cluster in the present study. 

19 In order to subtract the scattering caused by the hydrogenated solvent molecules not forming any 

20 cluster, a factor  was introduced (Eq. 4) to calculate the background.  is the fraction of hydrogenated 𝜒 𝜒

21 solvent molecules present within the cluster, which was calculated from the MD simulation data (Table 

22 S4). Using , the background scattering curves for  were calculated by combining the 𝜒 𝑥𝑚 ≤ 0.3

23 scattering curves for m and d-w (Eq. 5), whereas for , the curves were calculated by 𝑥𝑚 ≥ 0.5

24 combining d-m and w (Eq. 6).
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1 An empirical composition of the cluster was derived using the coordination number of the first 

2 solvation shell (g(r)-com), which was then used to calculate the solute SLD (Table S5). The SLD of 

3 the solvent was taken as the bulk Vf weighted sum of the solvent SLDs (Table S5). The SLD of the 

4 cluster was calculated by the scattering length contribution of each atom forming the cluster (mm and 

5 m for , and mm and w for ).𝑥𝑚 ≤ 0.3 𝑥𝑚 ≥ 0.5

6 Table S4: Total number of solvent molecules that are present within the first solvation shell of solvated 
7 formaldehyde molecules and the total number of solvent molecules simulated

 𝑥𝑚  #𝑛m - cluster * 𝑛w - cluster $𝑛m - total & 𝑛w - total
0.1-1fmw 156 1189 500 4500
0.3-1fmw 395 1406 1500 3500
0.5-1fmw 561 480 2500 2500
0.7-1fmw 684 255 3500 1500
0.9-1fmw 780 71 4500 500
0.1-2fmw 307 2319 500 4500
0.3-2fmw 764 1525 1500 3500
0.5-2fmw 949 1065 2500 2500
0.7-2fmw 1320 604 3500 1500
0.9-2fmw 1602 175 4500 500

8 #Total number of methanol within the first solvation shell around all the formaldehyde molecules in the simulation box.
9 *Total number of water molecules within the first solvation shell around all the formaldehyde molecules in the simulation 
10 box.
11 $Total number of methanol molecules in the simulation box.
12 &Total number of water molecules in the simulation box.
13
14 Table S5: Physical and chemical characteristics of the molecular cluster and the calculated SLDs used for curve 
15 fitting.
16

Mixture Empirical 
Composition Density Solute SLD (

)× 106
Solvent SLD (

)× 106

0.1/0.3-mw COH4 0.792 -0.377 6.335
0.5/0.7/0.9-mw H2O 0.996 -0.559 5.805
0.0-1fmw CO2D2H2 1.000 2.9025 6.3351
0.1-1fmw C5.12O5.12H18.48 0.842 -0.1681 5.0180
0.3-1fmw C9.9O9.9H37.6 0.815 -0.2704 3.0968
0.5-1fmw C2O11.61H2D23.22 0.996 0.7022 3.8775
0.7-1fmw C2O7.11H2D14.22 0.997 1.3497 4.7991
0.9-1fmw C2O3.43H2D6.86 0.998 2.7300 5.5071

𝜒𝑚=
𝑛m - cluster

𝑛m - total

(Eq. 4)

𝐼𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑= (1― 𝜒𝑚)𝑉𝑓𝑚 × 𝐼𝑚+ (𝑉𝑓d - w)𝐼d - w (Eq. 5)

𝐼𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑= 𝑉𝑓d - m × 𝐼d - m + (1― 𝜒𝑤)𝑉𝑓𝑤 × 𝐼𝑤 (Eq. 6)



76 

 

S8

1-1fmw C2O2H2D4 1.000 4.0202 5.8048
0.0-2fmw CO2D2H2 1.000 2.9025 6.3351
0.1-2fmw C5.07O5.07H18.28 0.843 0.6107 5.0406
0.3-2fmw C9.64O9.64H36.56 0.816 -0.2677 3.1427
0.5-2fmw C2O12.65H2D25.3 0.996 0.6107 3.9172
0.7-2fmw C2O7.04H2D14.08 0.997 1.3651 4.8175
0.9-2fmw C2O3.75H5.5D4 0.997 2.5332 5.5165
1-2fmw C2O2H2D4 1.000 4.0202 5.8048

1

2 1e. Introduction of structure factor via sticky-hard-sphere (SHS) model

3 The SHS model describes a structure factor for the interaction of non-ionic cluster particles which, 

4 consequently, is suitable for the present study. A potential well is defined by the particle diameter ( ), 𝜎

5 the depth ( ), and the thickness (∆) of the well (Fig. 1). However, in SHS model, the depth and the 𝑈0

6 thickness are modelled as more two more physically realisable parameters, namely, the perturbation 

7  and the stickiness . The  was set to 0.1 for all the mixtures, which (𝜏=
𝛥

𝛥+ 𝜎) (𝜖=
1
12𝜏𝑒𝑥𝑝(𝑈0

𝑘𝑇) ) 𝜏

8 corresponds to a 1 Å thick potential well for a 9 Å radius cluster. The  derived by using  as the 𝜖
𝑈0

𝑘𝑡

9 potential of mean force (PMF) at the first peak of the radial pair distribution function between two 

10 metastable monomers of formaldehyde. The PMF between two species is defined as the work done 

11 needed to bring them from infinite separation in the bulk environment to distance r from each other 

12 and is mathematically given as, . The r was considered at the distance 𝑃𝑀𝐹=― ln (𝑔(𝑟)) + ln (𝑔(∞))

13 of maximum interaction, i.e. the distance of the first peak in the radial pair distribution function g(r).

14

15 Figure S1. Square-well potential used in the sticky-hard-sphere model.
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1 2. RESULTS
2
3 2a. Overview of all the SANS fitting curves
4 Figure S2 shows all the background subtracted scattering curve for the mixtures subjected to SANS 

5 measurements. It is evident that for scattering curves with xm ≥ 0.5 show low intensity after background 

6 subtraction and also does not results in a meaningful clustering when subjected to cluster models. 

7

8 Figure S2: Scattering curves after background subtraction for (a) mw, (b) 1fmw, (c) 2fmw mixtures. The 
9 methanol mole-fractions (xm) in the mixture is shown on each curve.

10

11 Table S6: The cluster size (Å) and scale or Vf obtained from fitting the SANS curve using Guinier, Sphere, 
12 Ellipsoidal, SHS-Sphere, and SHS-Ellipsoidal models

Guinier Sphere Ellipsoidal SHS-Sphere SHS-
EllipsoidalSample

Rg Scale R Scale R Scale R Vf R Vf
0.1-mw 1.28 0.01 1.33 0.2 1.02 0.2 2.67 0.077 2.77 0.086
0.3-mw 2.48 0.01 1.51 0.49 1.28 0.49 3.01 0.111 3.02 0.111
0.5-mw 1.62 0.01 1.50 0.31 1.27 0.31 2.87 0.062 2.81 0.062

0.0-1fmw 1.02 0.01 3.12 0.017 3.32 0.017 3.27 0.019 3.50 0.015
0.1-1fmw 1.17 0.05 2.74 0.076 2.64 0.076 3.53 0.053 3.76 0.055
0.3-1fmw 2.00 0.05 3.59 0.139 3.94 0.139 4.96 0.075 6.18 0.100
0.5-1fmw 1.23 0.05 3.58 0.069 3.93 0.069 4.32 0.065 4.97 0.067
0.1-2fmw 1.64 0.05 2.70 0.148 2.56 0.148 3.72 0.076 4.06 0.084
0.3-2fmw 2.63 0.05 3.34 0.267 3.54 0.267 5.03 0.108 6.68 0.138
0.5-2fmw 1.56 0.05 3.26 0.149 3.39 0.149 4.76 0.076 5.17 0.116

13

14 2b. Volume fraction of molecular clusters 

15 Fig. S3 shows the comparison of Vf obtained from the SHS-Sphere and SHS-Ellipsoid fits, the MD 

16 simulations, and the total hydrogenated molecules in the experimental mixture. The cluster Vf of all 

17 the 2fmw mixtures are higher than the corresponding 1fmw mixtures due to the increase in the number 

18 of clusters as the formaldehyde concentration is increased. Moreover, for both 1fmw and 2fmw 
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1 mixtures we observe same trends, in which the Vf of the clusters increased from xm = 0.1 to 0.3 and 

2 then decreased for xm = 0.5. This trend is consistent with the size of the clusters, which increased from 

3 3.53 Å to 4.96 Å and then decreased to 4.32 Å, respectively. 

4 For the SHS-Sphere and SHS-Ellipsoid models, the Vf estimation was using as a fitting 

5 parameter to achieve the desired fit whereas in the Sphere model the Vf was kept fixed as the Vf 

6 predicted by MD simulations. From the MD simulation the Vf was calculated as the shown in Eq. 8.  

7 For all the 1fmw mixtures (Fig. S3(a)), the Vf obtained from SANS fits closely matched with the MD 

8 Vf. However, for all the 2fmw mixtures (Fig. S3(b)), MD overestimates the Vf of the clusters compared 

9 to the SANS fits Vf. 

10

11

12

13

14 Figure S3: Comparison of Vf of the molecular clusters obtained from SANS data fits, MD simulations, and the 
15 hydrogenated molecules’ bulk Vf. (a) 1fmw mixtures and (b) 2fmw mixtures.

16 The overestimation of MD Vf can be explained by the increased inter-cluster interaction. For 

17 example, the g(r)-commm-mm showed that the mm-mm coordination number for the 0.1-1fmw mixture 

18 was 0.39 and for 0.1-2fmw it was 0.74. This increased coordination between mm molecules 

19 overestimates the  (Eq. 4), as some methanol molecules are counted in the solvation shell of more 𝜒𝑚

20 than one interacting mm molecule.

21

𝑀𝐷 𝑉𝑓= {𝜒𝑚 × 𝑉𝑓𝑚 + 𝑉𝑓𝑓𝑎          𝑥𝑚 < 0.5
𝜒𝑤 × 𝑉𝑓𝑤 + 𝑉𝑓𝑓𝑎           𝑥𝑚 ≥ 0.5 (Eq. 8)
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Chapter 5 

5 Atomistic Mechanism of thermal transformation in a Zr-
Metal Organic Framework, MIL-140C 

5.1 Overview 

Our group recently reported a thermally decomposed Ru encapsulated Zr-MOF for excellent 

kinetics and high yield of CO2 hydrogenation to methane. Experimentally the morphology of 

the final structure is determined as ZrOx, similar to the tetragonal phase of ZrO2. In this chapter, 

we first develop and after that simulate the thermal decomposition of MIL-140C. We first 

report the mechanisms governing the structure collapse under high temperatures. We also 

report the morphology of the thermally decomposed MOF. Understanding the atomistic 

mechanism will enable us to design these MOF-derived nanomaterials better. 

 

5.2 Included Publication 

 
This work has been published in The Journal of Physical Chemistry Letters (American 

Chemical Society) in December 2020: 

 

Dwivedi, S., Kowalik, M., Rosenbach, N., Alqarni, D. S., Shin, Y. K., Yang, Y., ... & van Duin, 

A. C. (2020). Atomistic Mechanisms of Thermal Transformation in a Zr-Metal Organic 

Framework, MIL-140C. The Journal of Physical Chemistry Letters, 12, 177-184. 
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ABSTRACT: To understand the mechanisms responsible for thermal decomposition of a Zr-
MOF (MIL-140C), we perform atomistic-scale molecular dynamics (MD) simulations and
discuss the simulation data in comparison with the TEM images obtained for the decomposed
Zr-MOF. First, we introduce the ReaxFF parameters suitable for the Zr/C/H/O chemistry and
then apply them to investigate the thermal stability and morphological changes in the MIL-
140C during heating. Based on the performed simulations we propose an atomic mechanism for
the collapse of the MIL-140C and the molecular pathways for carbon monoxide formation, the
main product of the MIL-140C thermal degradation. We also determine that the oxidation state
of the ZrOx clusters, evolved due to the thermal degradation, approximates the tetragonal phase
of ZrO2. Both simulations and experiments show a distribution of very small ZrOx clusters
embedded in the disrupted organic sheet that could contribute to the unusual high catalytic
activity of the decomposed MIL-140C.

Metal organic frameworks (MOFs) consist of an ordered
array of metal clusters connected via organic molecules

defined as the linkers. There is an extraordinary variety of
novel structures, both known and conceivable.1 Researchers
have explored MOFs as potential heterogeneous catalysts due
to their high porosity, active site dispersion, and large surface
area.2−7 There are many examples of their successful use as a
catalyst in solvent systems at relatively mild temperatures,8−11

whereas there are not quite as many examples for gas-phase
catalytic reactions, since high temperatures and pressures can
lead to decomposition of the MOF structures.3,5,12 For many
MOFs, poor stability in water also limits their application for
aqueous phase catalytic reactions.13,14 Over the years,
researchers have tried to overcome these limitations by
choosing a combination of metal cluster and linkers that
provide improved binding strength15,16 and by functionalizing
the organic linkers for improved hydrophobicity, adsorption
capacity, framework flexibility,17,18 etc.
Zr-MOFs, where the metal cluster is a zirconium oxide-

based coordinated complex, are inherently more stable at
elevated temperatures (e.g., 700−800 K) and in water.12,17,19,20
Nevertheless, when subjected to temperatures higher than 800
K, Zr-MOFs start losing mass due to the decomposition of the
organic linkers and result in the evolution of organic gaseous
molecules21,22 and the characteristics of the residual solid
change. The chemistry associated with the thermal decom-
position of these MOFs is still not well studied.12,23−25 Yet, in
select circumstances, decomposed MOF structures, incorpo-
rating active metal atoms, have demonstrated exceptional
activity for gas-phase catalytic reactions.26,27 MIL-140C is a Zr-

MOF with ZrO7 metal oxide-based clusters with BPDC
(biphenyl dicarboxylic acid) linkers. MIL-140C is a good
candidate for separating biomolecules from aqueous solutions
of amino acids and is also being explored as a potential
heterogeneous catalyst.14,19 Recently, a thermally decomposed
MIL-140C with Ru and a small proportion of modified linkers
was reported as a stable catalyst for CO2 conversion into
methane.27 It was suggested that after the decomposition, the
metal clusters are finely dispersed within the disrupted or even
carbonized organic linkers, which is responsible for the
exceptional catalytic properties of the thermally decomposed
MOFs.28,29 Understanding thermal decomposition of MIL-
140C is crucial for the development of a controlled pyrolysis
route to candidate catalytic materials at temperatures and
pressures appropriate to gas-phase reactions.30

Here, we combine ReaxFF molecular dynamics and
experiments to understand the thermal decomposition of
MIL-140C. The ReaxFF force field has been successfully
applied to the understanding of the thermal stability,24,25 the
water stability,23,31 and the glass-forming ability32−34 of a
number of different MOFs. First, a ReaxFF parameter set
suitable for the Zr/C/H/O chemistry simulations is intro-
duced. Then, the proposed ReaxFF force field is used to
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investigate the thermal stability and the morphological changes
during thermal decomposition of MIL-140C. We determine a
sequence of the organic linker detachment and further
degradation. Specifically, the detachment of the linkers with
no additional π−π stacking interactions (named cross-linkers)
is followed by the detachment of the ones with an extra π−π
stacking interactions between them (named vertical linkers).
Finally, we propose reaction pathways for carbon monoxide
production and analyze a structure of the evolved metal
clusters within disrupted organic linkers and compare with the
TEM images obtained for the decomposed Zr-MOF.
Development of the ReaxFF Parameter Set. A ReaxFF force field
describing Zr-MOF is developed by combining previously
tested Zr/O/H parameters for yttria-stabilized zirconia (YSZ)
solid oxide fuel cell membranes35 and the C/H/O parameters
derived for glycine.36 The original Zr/O/H force field
parameters have been trained against extensive density
functional theory (DFT) data on a range of systems that
include Mulliken charge populations, equations of state for
several phases of ZrO2, and surfaces energies for the
orthorhombic ZrO2 phase. The C/H/O parameters have also
been extensively optimized to reproduce the DFT-derived
energies and used to investigate the glycine tautomerization
process in the gas phase and in water. The original Zr/C/H/O
parameters are further optimized against the DFT data for the
description of the Zr-MOF materials. The training data set
includes atomic charges, bond lengths, valence and dihedral
angles, and heats of formation of Zr-MOF nodes, modeled as
clusters with different degrees of coordination, whereby
selected linkers are truncated as formate/benzoate groups.
All DFT data are calculated with the Gaussian 09 package37

using the M06-2X functional38 and the 6-31g(d,p) all-electron
basis set39 to describe O, C, and H atoms, whereas Zr atoms
are described with the LANL2DZ effective core potential.40

These DFT data were obtained for the finite cluster models
comprising the Zr6O4(OH)4 node with degrees of coordina-
tion ranging from 8 to 12 formate/benzene-1,4-dicarboxylates
(BDC) (eq 1).

+

−

+

−

+

−

+

−

H Ioooo H Ioooo

H Ioooo H Ioooo

Zr O (OH) L Zr O (OH) L Zr O (OH) L

Zr O OHL Zr O L
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6 6 2 10

HL

HL
6 7 9

HL

HL
6 8 9 (1)

The training set included energies for the formation of such
finite models from (ZrO2)n and formic or terephthalic acid
with n ranging from 1 to 6. We also include energies for the
removal of formate/benzene-1,4-dicarboxylates linkers, calcu-
lated based on the following reactions in which the labile μ−
OH proton is also removed to maintain neutrality. ReaxFF and
DFT energies for these reactions are tabulated in a table given
in the Supporting Information.
The force field optimization was performed with the ReaxFF

standalone program, using a successive one-parameter para-
bolic extrapolations algorithm. In such procedure, each
parameter is allowed to modify within a suitable range to
ensure physically realistic final values. We performed a
parameter search by looping optimization multiple times and
picking the force field with the lowest total error given by the
sum of the least-squares of the deviations between the ReaxFF
calculation and the corresponding DFT value running over all
training set points.

In order improve the description of Zr-MOF, valence and
dihedral angle parameters to describe double-well angular
terms (O−Zr−O), rotation (Zr−O−C−C), and tilting (Zr−
O−C−O) out of the plane of the organic linkers,41 not
available in the original force fields, were also included in the
new force field. We use typical values, taken from the ReaxFF
parameters database for similar systems, or the mean values of
the allowed interval as initial guess for these parameters.
Although Zr/C bond interactions were not considered during
parameters optimization, since formation of such bonds is not
expected in the oxygen-rich environment of the simulations, as
suggested elsewhere,25 we include off-diagonal terms to
describe nonbonded interactions for such a pair also using
the mean values of the allowed interval as an initial guess for
the parameters.
Reactive Molecular Dynamics Simulation Methodology. All
atomistic simulations are performed with the proposed ReaxFF
parameter set implemented in the ADF Modeling Suite.42 The
initial structure of MIL-140C is the DFT optimized geometry
reported elsewhere.43 We use the Berendsen thermostat44 with
a damping constant of 100 fs and the Berendsen barostat44

with a damping constant of 1500 fs for all presented
simulations. We chose a 0.25 fs time step and the periodic
boundary conditions in all three dimensions.
To test the proposed ReaxFF parameter set against the

physical properties of MIL-140C, a constant pressure
simulation (NPT) at a temperature (T = 300 K) and
atmospheric pressure (P = 1 atm) is initially performed. An
average density obtained from this NPT simulations is 1.097
g/cm3 (seen in Figure 1(a)), whereas the experimental
density43 is ∼1.23 g/cm3, indicating ∼10% discrepancy. This
density remains stable over the longer simulation time that is
shown in Figure S2 in the Supporting Information. The cell
angle (β = 85.02°) after 150 ps NPT simulation remains
similar to the starting DFT structure (β = 84.51°). A detailed
comparison of cell parameters with previously reported MIL-
140C structures (experiments and simulations) is included in
the Supporting Information. To emulate thermal degradation
of this system, we applied the following simulation scenario.
The equilibrated system (150 ps at 300 K) is first heated to
2000 K at a rate of 2 K/ps and is followed by a short (50 ps)
constant temperature simulation at 2000 K. Then, the system
is cooled to 300 K at a rate of 4 K/ps. This decomposed MOF
is kept at constant temperature (T = 300 K) for an extra 50 ps,
so the structural changes of the Zr−O clusters can be assessed.
To ensure the consistency of the simulation, we extracted the
two statistically different initial configurations (after 100 and
110 ps equilibration at 300 K) and subjected these initial
structures to the same heating and cooling regime. Both
configurations resulted in a similar decomposition behavior to
the structure after the 150 ps equilibration discussed in this
work (see Supporting Information, section 2). Additionally,
the structures of MIL-140C at 600 K and 800 K are extracted
from the simulation trajectory during the heating stage and
subjected to 100 ps constant temperature simulations. While
the MIL-140C framework remains stable at 600 K, some of the
organic linkers were observed to dissociate from the zirconia
nodes at 800 K. This observation agrees with the
experimentally observed degradation temperature to be around
700 to 800 K.19,43 Nevertheless, thermal degradation of the
MOF measured in minutes/hours is not accessible for MD
simulation times (measured in nanoseconds), so all simu-
lations reported here are performed at relatively higher
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temperatures that enable us to observe more reactions in a
shorter time.

Experimental Methodology. For the catalytic applications of
MIL-140C, generally, some of the organic linkers are replaced
with a similar linker with the capability of binding a noble
metal. Our recent work demonstrated one such modified MIL-
140C (m-MIL-140C) against which we compare the
simulation results. Here, 10% of 4,4′-biphenyldicarboxylic
acid linkers were replaced with 2,2-bipyridine-5,5-dicarboxylic
acid linkers. The modified MIL-140C with mixed linkers was
synthesized by adapting the synthesis procedure for MIL-140C
previously reported by Liang et al.45 The thermal decom-
position of m-MIL-140C was achieved in a vertical quartz u-
tube reactor in a ceramic oven for 4 h at 500 °C under CO2 +
H2 environment.27 Transmission electron microscopy (TEM)
for the thermally transformed m-MIL-140C was performed
using the FEI Tecnai G2 T20 transmission electron micro-
scope. More details on the experimental methodology can be
found elsewhere.27 Since only 10% of the linkers were modified
and the TGA curve of the m-MIL-140C is similar to that of
MIL-140C, we do not expect a significant difference in the
morphology of the decomposed structures.
Mechanism of Framework Collapse. In Figure 1(b), the
structural elements of MIL-140C at 300 K are indicated, i.e.,
an array of zirconium oxide (ZrO ladder) and two types of the
organic linkers. The cross-linkers connect these ladders
diagonally, and vertical linkers connect the ladders vertically
with additional π−π stacking interactions between them.
Figure 1 (c) shows the thermal history of MIL-140C and its
density as a function of time. The density profile shows that
the structure remains stable for the first 150 ps at 300 K. After
this first 150 ps, the density increases linearly from 1.097 g/
cm3 to 1.108 g/cm3 with temperature increasing from 300 K
(150 ps) to 750 K (375 ps) and then nonlinearly increasing up
to 1500 K (750 ps). The linear increase in the density is
typically attributed to the negative thermal expansion
coefficient of MIL-140C (Supporting Information) and other
similar Zr-MOFs are already reported for negative thermal
expansion coefficient.46,47 However, the nonlinear increase in
density is due to the detachment of the linkers from the metal
clusters, first observed when the system reaches the temper-
ature of 750 K. The structures observed in the simulations at
temperatures 300, 800, 1220, and 1630 K are presented in
Figure 1 (d).
The initial detachment of the cross-linkers from the metal

ladders observed in our simulation agrees well with the
experimentally reported decomposition temperature of MIL-
140C (∼750 K).19 The vertical linkers are relatively more
stable than the cross-linkers due to the additional stability
provided by the π stacking (Figure 1(b)). Moreover, in the
DFT optimized structure,43 the Zr−O−(C) bond length for
the vertical linker is 2.197 Å. In contrast, for cross-linkers, it is
2.215 Å, which indicates the additional stability of vertical
linker in the DFT optimized structure. At 1220 K (610 ps), the
vertical linkers are relatively stable and the cross-linkers break
but remain in the pore space. The cross-linkers then
reconfigure themselves within the pores, facilitating the
contraction and a nonlinear increase in the density. From
approximately 1500 K, the vertical linkers start to detach, and
the density rapidly falls as a consequence. For the vertical
linker degradation, this temperature clearly overestimates the
experimental one43 but, as mentioned previously, allows for the
thermal degradation to be simulated in a much shorter time.
Chemical Behavior of Structural Decomposition. Figure 2(a)
shows the time evolution of the potential energy (Ep) per atom

Figure 1. (a) The density fluctuation for MIL-140c and its molecular
structure. The average value of the equilibrated density of MIL-140c
as a function of time, after the initial 150 ps of NPT simulations at
constant temperature T = 300 K and pressure P = 1 atm, is 1.097 g/
cm3. The molecular structure of MIL-140C is given in an inset blue
box. The average values for width and height of the fluctuating
simulations box are 1.30 and 0.65 nm, respectively, where the depth
(not shown) is 0.26 nm. (b) The structural features of MIL-140C
structure. (c) The density and temperature of the system versus the
time. (d) The progression of the structural change versus the
temperature during heating at 300, 800, 1220, and 1630 K, from left
to right. Thermally stable vertical linkers in (c) are highlighted in
green for better visualization.
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and the thermal history of the system. A linear increase in
potential energy is observed until around 700 ps, closely
correlated to the constant heating rate. However, after 700 ps,
even though the system’s temperature continues to increase at
the same rate, the potential energy starts to increase at a slower

rate due to the gasification (decomposition) of the linkers.
Further, after 850 ps, the clustering of the gasified fragments
along with the expanding simulation box (to maintain constant
pressure) results in further fluctuations in Ep. The Ep decreases
after 900 ps as a result of cooling. Figure 2(b) shows how the
number of biphenyldicarboxylate linkers and small molecules
evolve during the simulation. Although the linkers’ detachment
starts at around 400 ps (800 K), their decomposition into
smaller molecules occurs from about 700 ps (1500 K).
Carbon monoxide is a major product of BPDC linker

degradation, and a relatively limited production of acetylene
and hydrogen at higher temperature is also observed. These are
products of phenyl ring degradation. Figures 2(c) and (d)
show the formation of two CO molecules that follows the same
molecular pathway. The schematic for this carbon monoxide
production is presented in the insets highlighted in gray (the
breaking bonds are shown in orange and forming ones in
green). As can be seen, the broken bonds allow for a release of
one carbon monoxide molecule at each end of the linker,
leaving connected phenyl rings with the reactive oxygen atoms.
Figure 2(e) and (f) show the phenyl ring’s opening that
eventually releases another CO molecule. However, some of
these reactive rings reorganize themselves into a heteroatom 7-
membered ring, as seen in Figure 3(a), and can become a

source of hydrogen or acetylene molecules. The molecular
pathways for these limited H2 or C2H2 productions resulting in
a release of yet another CO molecule, characteristic for higher
temperatures, are presented in Figure 3(b).
Morphology of the Decomposed Structure. The size of the evolved
Zr-nanoclusters, as well as the oxidation state of zirconium, can
be estimated based on the radial pair distribution function
(g(r)) of the zirconium atoms for the final structure of the
decomposed MOF based on the further short NPT simulation
at 300 K. In Figure 4(a), a part of the decomposed MIL-140C
structure at 300 K is presented. The Zr atoms are indicated as
a surface for a better representation of the nanoclusters (the
oxygen atoms that belong to a given cluster are not visible in
this representation). This final morphology shows the ZrOx
nanoclusters embedded in a sheet of disrupted organic liners
where pores are evident. The TEM images for the thermally
decomposed m-MIL-140C are presented in Figure 4(b) for

Figure 2. Decomposition of the organic linker and the evolution of
gaseous molecules, where (a) shows the potential energy per atom
with time, (b) shows the number of organic linkers and other gaseous
molecules evolved, and (c−f) show the reaction pathway (left to
right) of CO production from the broken linker.

Figure 3. Reaction of the decomposition leading to the production of
a (a) H2 molecule and (b) C2H2 molecule. The red bonds in the
schematic structure are broken and the green bond is formed during
the reaction (left to right). A molecule of CO also forms during the
formation of C2H2.
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comparison. These images show a characteristic fine
distribution of the Zr-nanoclusters that corresponds well to
the Zr-nanoclusters observed in our simulations. As we can see
in Figure 4 (c), the g(r) fades to 0 between 10 Å and 20 Å,
indicating that pairs of Zr atoms are not ordered after 20 Å. As
one can notice, the calculated g(r) for zirconium atom pairs is

not approaching 1, which indicates its solid-state character for
the considered distances (smaller than 20 Å). The size of the
nanoclusters is qualitatively estimated to be on the order of ∼1
nm as shown by the scale bar in Figure 4 (a). The cluster size
is likely to depend upon the temperature regime as seen in our
earlier experiments with m-MIL-140C.27 TEM and PXRD data

Figure 4. Morphology of the thermally decomposed MIL-140c where (a) is the structure at 300 K after heating to 2000 K, (b) the TEM of the
decomposed modified-MIL-140c in CO2 + H2 environment and the elemental analysis with Zr distribution.27 Radial pair distribution functions,
g(r), are also illustrated, where (c) shows Zr - Zr in the decomposed structure and (d) shows Zr - O in the final degraded structure as compared to
m-ZrO2 (300 K), t-ZrO2 (100 K), MIL-140c (300 K). Plots (e) & (f) show g(r) between Zr−Zr and Zr−O, respectively, during the
decomposition.
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were used to measure the size of ZrOx nanoclusters, and the
cluster size increased from 2 to 3 to 5 nm when we increased
the decomposition temperature from 500 to 850 °C. The
temperature regime presented in this work does not necessarily
correspond to the experimental temperatures of either 500 or
800 °C; however, the sizes of the nanoclusters are of similar
order. Therefore, there is scope of studying different
temperature regimes to identify the correlation between the
computational temperature regime and the experimental
decomposition temperature.
In Figure 4 (d), the g(r) value for Zr−O atom pairs for the

decomposed structure is compared to the Zr−O g(r) value for
MIL-140C at 300 K, m-ZrO2 (monoclinic) simulated at 300 K,
and t-ZrO2 (tetragonal) at 100 K. As the structure
decomposes, the Zr−O(Zr) bond (the first peak) remains
nearly the same, but the second peak, which corresponds to the
Zr−O(C) bond, decreases in intensity. The simulation of a
crystalline ZrO2 with the monoclinic structure shows the third
peak near 3 Å, which is absent in the degraded structure
(compare the black and red line in Figure 4(d)). Nonetheless,
the g(r) peaks’ observed position can indicate that the
morphology of the degraded metal cluster is similar to that
of the tetragonal ZrO2 structure. Again, the calculated radial
distribution functions are not approaching 1, indicating their
solid-state character for the considered distances (<10 Å).
During the decomposition, the long-range order (third and

fourth peak) is partially maintained for the Zr−Zr (Figure
4(e)) at 1630 K and is eventually lost in the final structure at
300 K. However, for Zr−O (Figure 4(f)), the long-range order
is lost at 1630 K due to the detachment of linkers. It is also
evident from the Zr−O peaks (Figure 4(f)) that the second
peak intensity significantly decreases due to the reduced
number of Zr−O(C) bonds, indicating the formation of the
ZrOx cluster. While only one set of heating/cooling conditions
is applied in the current study, the thermal treatment and
atmosphere could play an essential role in controlling the final
morphology of these clusters. Therefore, future research is
needed to investigate the possible variations of the evolution of
these metal clusters.
In summary, a ReaxFF parameter set suitable for Zr-MOFs

simulations are presented and used to investigate the thermal
decomposition of MIL-140C. For temperatures lower than 750
K, we observe a linear increase in the system density, which
can be attributed to the negative thermal expansion coefficient.
The nonlinear rise in density above 800 K is due to the organic
linkers’ detachment from the metal clusters. Further, the
decomposition of the linkers due to heating of the system
results in formation of gaseous molecules, mainly carbon
monoxide. The thermally degraded MIL-140C consists of the
ZrOx metal nanoclusters embedded in disrupted organic
linkers. The size of these metal clusters is estimated to be on
the order of 1 nm, whereas the Zr-coordination state changed
from a Zr with seven O neighbors in (MIL-140C) to a
coordination state relevant to condensed-phase monoclinic or
tetragonal ZrO2.
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1. Development of ReaxFF parameters for Zr-MOF chemistry 

Finite cluster models comprising the Zr6O4(OH)4 node with degrees of coordination ranging 

from 8 to 12 formate/benzene-1,4-dicarboxylates (BDC), as depicted in the Figure S1(a), were 

optimised. ReaxFF and DFT energies for detachment of organic ligand from the metal cluster 

are tabulated in table given in Fig. S1(b). 

 

Figure S1. The final model structure and reaction energies comparison. (a) Zr6O8 cluster coordinated 
to 8 benzene-1,4-dicarboxylate linkers. (b) The energies for the removal of successive formate/benzene-
1,4-dicarboxylates linkers (values in kcal/mol). 

 
2. Accuracy and consistency of the simulations 
 
Cell Parameters 

The cell parameters after equilibration are compared to previously reported MIL-140C 

structures and the data is reported in Table S1. As the structure equilibrates and the density 

levels of at 1.09 gm/cm3, the cell lengths a, b, and c increase sightly relative to previously 

reported cell lengths. However, the characteristic cell angle (!) remains similar which 

indicates which the shape of the cell does not changes. Also, the simulation for 1 ns at NPT 

ensemble were performed to validate the stability of structure (Fig. S2). 

Table S1: Comparison of cell parameters of MIL-140C reported in this study with previously 
published works. 

Method a (Å) b (Å) c (Å) " # $ 
Exp1 31.03 15.51 7.82 90 93.26 90 
DFT2 31.52 15.63 7.97 90 87.06 90 
DFT3 31.30 15.64 7.57 90 84.51 90 

This work (ReaxFF) 33.08 16.16 7.90 90 85.02 90 
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Figure S2. Density profile for a 1 ns long NPT simulation for atmospheric pressure and temperature 
300 K. 
 
Thermal Expansion Coefficient 

The volumetric thermal expansion coefficient of MIL-140C is calculated by the volume change 

during the heating from 300 K to 500 K. Figure S3 shows the change in volume on increasing 

the temperature. The volume (V) decreases linearly with increasing temperature (T) and fitting 

%(') = * × ' + - results in a slope .!"!#/ of -5.5666×10-3 Å3. The volumetric expansion 

coefficient (0") is defined as, 

0 = 1
2$
342456 

Where V0 is the volume of the MIL-140C at 300 K. The volumetric thermal expansion 

coefficient is -20.66×10-6 K-1. 
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Figure S3. Shows the volume change on heating MIL-140C structure. 

Statistical Consistency 

The decomposition behaviour of MIL-140C has been evaluated based on equilibrated 

structures obtained after (a) 100 ps of equilibration and (b) 110 ps of equilibration. This is in 

addition to the decomposition behaviour reported in the main manuscript corresponding to a 

structure equilibrated at 300 K for 150 ps. These equilibrated structures all show similar 

behaviour and the temperatures at the onset of key events such as detachment of vertical and 

cross-linkers remains the same (Fig. S4). Moreover, the densities (Fig. S5(a)) as well as the 

potential energies (Fig. S5(b)) for both systems are comparable. 
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Figure S4. Shows the comparison of decomposition from different stating configurations, i.e. MIL-140C 
structure equilibrated at 300 K for 100ps and 110 ps. (a) shows the nearly all linkers connected to the 
metal cluster, (b) detachment of the crosslinkers, (c) contraction in the structure where crosslinkers 
occupy the pores, and (d) the detachment of vertical linkers.  
 

 
Figure S5. (a) The density variation and (b) the potential energy per atom on decomposing the MIL-
140C after 100 ps equilibration and 110 ps equilibration at 300 K. 
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Reactive MD-force field: C/H/O/N/S/Zr for Zr based MOFs  
 39       ! Number of general parameters 
   50.0000 !Overcoordination parameter 
    9.5469 !Overcoordination parameter 
   26.5405 !Valency angle conjugation parameter 
    3.0000 !Triple bond stabilisation parameter 
    6.5000 !Triple bond stabilisation parameter 
    0.0000 !C2-correction 
    1.0588 !Undercoordination parameter 
    9.0000 !Triple bond stabilisation parameter 
   12.1176 !Undercoordination parameter 
   13.3056 !Undercoordination parameter 
    0.0000 !Triple bond stabilization energy 
    0.0000 !Lower Taper-radius 
   10.0000 !Upper Taper-radius 
    2.8793 !Not used 
   33.8667 !Valency undercoordination 
    6.0891 !Valency angle/lone pair parameter 
    1.0563 !Valency angle 
    2.0384 !Valency angle parameter 
    6.1431 !Not used 
    6.9290 !Double bond/angle parameter 
    0.3989 !Double bond/angle parameter: overcoord 
    3.9954 !Double bond/angle parameter: overcoord 
   -2.4837 !Not used 
    5.7796 !Torsion/BO parameter 
   10.0000 !Torsion overcoordination 
    1.9487 !Torsion overcoordination 
   -1.2327 !Conjugation 0 (not used) 
    2.1645 !Conjugation 
    1.5591 !vdWaals shielding 
    0.0100 !Cutoff for bond order (*100) 
    2.1365 !Valency angle conjugation parameter 
    2.0000 !Overcoordination parameter 
    3.0000 !Overcoordination parameter 
    1.8512 !Valency/lone pair parameter 
    0.5000 !Not used 
   20.0000 !Not used 
    5.0000 !Molecular energy (not used) 
    0.0000 !Molecular energy (not used) 
    2.6962 !Valency angle conjugation parameter 
  7    ! Nr of atoms;cov.r;valency;a.m.;Rvdw;Evdw;gammaEEM;cov.r2;#el; 
            alfa;gammavdw;valency;Eunder;Eover;chiEEM;etaEEM;n.u.; 
            cov.r3;Elp;Heat inc.;13BO1;13BO2;13BO3;XXX;n.u.; 
            ov/un;vval1;XXX;vval2,vval3;n.u.;n.u.;n.u. 
 C    1.3644   4.0000  12.0000   1.9803   0.1720   0.8712   1.2395   4.0000 
      9.4734   2.1241   4.0000  31.8793  79.5548   5.7254   6.9235   0.0000 
      1.2636   0.0000  -0.0537   5.7133  33.5629  11.9957   0.8563   0.0000 
     -2.8983   4.7820   1.0564   4.0000   2.9663   0.0000   0.0000   0.0000 
 H    0.6853   1.0000   1.0080   1.3588   0.0622   0.7625  -0.1000   1.0000 
      9.3992   5.0518   1.0000   0.0000 121.1250   3.8520   9.3303   1.0000 
     -0.1000   0.0000  -0.1609   3.9714   3.2094   0.9031   1.0698   0.0000 
    -15.7683   3.3504   1.0338   1.0000   2.8793   0.0000   0.0000   0.0000 
 O    1.2891   2.0000  15.9990   1.9741   0.0880   0.8659   1.0323   6.0000 
     10.2186   7.7719   4.0000  30.8697 116.0768   8.5000   6.9585   2.0000 
      0.9456   4.1347  -1.3533  20.7724   3.5512   0.5074   0.9745   0.0000 
     -3.6141   2.7025   1.0493   4.0000   2.9225   0.0000   0.0000   0.0000 
 N    1.2333   3.0000  14.0000   1.9324   0.1376   0.8596   1.1748   5.0000 
     10.0667   7.8431   4.0000  32.2482 100.0000   6.8418   6.3404   2.0000 
      1.0433  13.7673  -1.1806   2.1961   3.0696   2.7683   0.9745   0.0000 
     -4.3875   2.6192   1.0183   4.0000   2.8793   0.0000   0.0000   0.0000 
 S    1.9405   2.0000  32.0600   2.0677   0.2099   1.0336   1.5479   6.0000 
      9.9575   4.9055   4.0000  52.9998 112.1416   6.5000   8.2545   2.0000 
      1.4601   9.7177  71.1843   5.7487  23.2859  12.7147   0.9745   0.0000 
    -11.0000   2.7466   1.0338   6.2998   2.8793   0.0000   0.0000   0.0000 
 Zr   2.6383   4.0000  91.2240   2.2842   0.2481   0.5792  -1.0000   4.0000 
     11.6632  48.5301   4.0000  -5.0000   0.0000  -1.5489   6.1282   0.0000 
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     -1.0000   0.0000 143.1770  48.2657   0.2144   0.0000   0.8563   0.0000 
     -4.3695   3.3675   1.0338   8.0000   2.2632   0.0000   0.0000   0.0000 
 X   -0.1000   2.0000   1.0080   2.0000   0.0000   1.0000  -0.1000   6.0000 
     10.0000   2.5000   4.0000   0.0000   0.0000   8.5000   1.5000   0.0000 
     -0.1000   0.0000  -2.3700   8.7410  13.3640   0.6690   0.9745   0.0000 
    -11.0000   2.7466   1.0338   6.2998   2.8793   0.0000   0.0000   0.0000 
 22      ! Nr of bonds;Edis1;LPpen;n.u.;pbe1;pbo5;13corr;pbo6; 
                       pbe2;pbo3;pbo4;n.u.;pbo1;pbo2;ovcorr 
  1  1 139.8093 110.6913  77.2102   0.2737  -0.7584   1.0000  38.4226   0.3288 
         0.1235  -0.2010   8.6973   1.0000  -0.1042   6.1688   1.0000   0.0000 
  1  2 159.8520   0.0000   0.0000  -0.4646   0.0000   1.0000   6.0000   0.6170 
        12.3878   1.0000   0.0000   1.0000  -0.0098   8.5954   0.0000   0.0000 
  1  3 161.6647  58.4169 126.5609   0.2952  -0.1638   1.0000  12.1551   0.4055 
         0.3211  -0.2388   7.5568   1.0000  -0.1729   4.9857   0.0000   0.0000 
  1  4 134.4562 139.7869  80.3761   0.0334  -0.1113   1.0000  27.0713   0.2076 
         0.1315  -0.3049   7.0000   1.0000  -0.1355   5.2219   1.0000   0.0000 
  1  5 128.9942  74.5848  55.2528   0.1035  -0.5211   1.0000  18.9617   0.6000 
         0.2949  -0.2398   8.1175   1.0000  -0.1029   5.6731   1.0000   0.0000 
  1  6   0.0000   0.0000   0.0000   0.2000  -0.1418   1.0000  13.1260   0.5000 
         0.5000  -0.2000  20.0000   1.0000  -0.1000   9.0000   0.0000   0.0000 
  2  2 170.0433   0.0000   0.0000  -0.3573   0.0000   1.0000   6.0000   0.7489 
         9.6471   1.0000   0.0000   1.0000  -0.0169   5.8818   0.0000   0.0000 
  2  3 198.1847   0.0000   0.0000  -0.4899   0.0000   1.0000   6.0000   0.3987 
         2.4577   1.0000   0.0000   1.0000  -0.0549   5.6546   0.0000   0.0000 
  2  4 231.8173   0.0000   0.0000  -0.3364   0.0000   1.0000   6.0000   0.4402 
         8.8910   1.0000   0.0000   1.0000  -0.0327   6.5754   0.0000   0.0000 
  2  5 151.5159   0.0000   0.0000  -0.4721   0.0000   1.0000   6.0000   0.6000 
         9.4366   1.0000   0.0000   1.0000  -0.0290   7.0050   1.0000   0.0000 
  2  6  38.8626   0.0000   0.0000  -0.1577   0.0000   1.0000   6.0000   0.5000 
        17.8821   1.0000   0.0000   1.0000  -0.2095   6.3931   0.0000   0.0000 
  2  7 192.2699   0.0000   0.0000  -0.4064  -0.2000   0.0000  16.0000   0.3162 
         1.0201  -0.2000  15.0000   1.0000  -0.1078   5.2373   0.0000   0.0000 
  3  3  87.8137 171.0665  40.0000   0.9810  -0.2106   1.0000  29.4721   1.0000 
         0.8827  -0.1679   7.7980   1.0000  -0.1290   7.0000   1.0000   0.0000 
  3  4 130.8596 169.4551  40.0000   0.3837  -0.1639   1.0000  35.0000   0.2000 
         1.0000  -0.3579   7.0004   1.0000  -0.1193   6.8773   1.0000   0.0000 
  3  5   0.0000   0.0000   0.0000   0.5563  -0.4038   1.0000  49.5611   0.6000 
         0.4259  -0.4577  12.7569   1.0000  -0.1100   7.1145   1.0000   0.0000 
  3  6 112.4500   0.0000   0.0000   0.3505  -0.3000   1.0000  36.0000   0.4053 
         0.1765  -0.2000  15.0000   1.0000  -0.1300  10.6008   1.0000   0.0000 
  3  7   0.0000   0.0000   0.0000   0.5000  -0.2000   0.0000  16.0000   0.5000 
         1.0001  -0.2000  15.0000   1.0000  -0.1000  10.0000   0.0000   0.0000 
  4  4 157.9384  82.5526 152.5336   0.4010  -0.1034   1.0000  12.4261   0.5828 
         0.1578  -0.1509  11.9186   1.0000  -0.0861   5.4271   1.0000   0.0000 
  4  5   0.0000   0.0000   0.0000   0.4438  -0.2034   1.0000  40.3399   0.6000 
         0.3296  -0.3153   9.1227   1.0000  -0.1805   5.6864   1.0000   0.0000 
  5  5  96.1871  93.7006  68.6860   0.0955  -0.4781   1.0000  17.8574   0.6000 
         0.2723  -0.2373   9.7875   1.0000  -0.0950   6.4757   1.0000   0.0000 
  6  6  74.5027   0.0000   0.0000  -0.2541  -0.2000   0.0000  16.0000   0.3564 
         0.5882  -0.2000  15.0000   1.0000  -0.1315   6.4024   0.0000   0.0000 
  7  7 109.2500   0.0000   0.0000   0.1803  -0.2000   0.0000  16.0000   0.3356 
         0.9228  -0.2000  15.0000   1.0000  -0.1178   5.6715   0.0000   0.0000 
 14      ! Nr of off-diagonal terms;Ediss;Ro;gamma;rsigma;rpi;rpi2 
  1  2   0.0431   1.7204  10.3632   1.0386  -1.0000  -1.0000 
  1  3   0.1142   1.9602   9.4709   1.3065   1.1260   1.0865 
  1  4   0.1445   1.8771  10.0000   1.7000   1.1885   1.1363 
  1  5   0.1408   1.8161   9.9393   1.7986   1.3021   1.4031 
  1  6   0.3000   1.6982  12.1919   1.2315   1.1212   0.9072 
  2  3   0.0468   1.9998  10.2265   0.9368  -1.0000  -1.0000 
  2  4   0.1059   1.8290   9.7818   0.9598  -1.0000  -1.0000 
  2  5   0.0895   1.6239  10.0104   1.4640  -1.0000  -1.0000 
  2  6   0.1000   1.7610  10.4809   0.1000  -1.0000  -1.0000 
  2  7   0.1000   1.7500  10.5000   1.2000  -1.0000  -1.0000 
  3  4   0.1058   2.0043  10.1244   1.7000   1.1096   1.0206 
  3  5   0.1022   1.9887  10.0605   1.5799   1.4000  -1.0000 
  3  6   0.1473   1.7130  12.0284   1.9555  -1.0000  -1.0000 
  4  5   0.1505   1.9000  10.5104   1.8000   1.4000  -1.0000 
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 67      ! Nr of angles;at1;at2;at3;Thetao;ka;kb;pconj;pv2;kpenal;pv3 
  1  1  1  75.8304  33.9168   0.8043   0.0000   0.1780  10.5736   1.0400 
  1  1  2  69.6421   9.2578   3.6521   0.0000   0.0058   0.0000   1.0400 
  1  1  3  78.2305  16.3043   3.3209   0.0000   1.1127   0.0000   1.1880 
  1  1  4  66.1305  41.9072   1.4346   0.0000   1.1127   0.0000   1.1880 
  1  1  5  74.4180  33.4273   1.7018   0.1463   0.5000   0.0000   1.6178 
  1  2  1   0.0000   3.4110   7.7350   0.0000   0.0000   0.0000   1.0400 
  1  2  2   0.0000   0.0000   6.0000   0.0000   0.0000   0.0000   1.0400 
  1  2  3   0.0000   0.0019   6.0000   0.0000   0.0000   0.0000   1.0400 
  1  2  4   0.0000   0.0019   6.0000   0.0000   0.0000   0.0000   1.0400 
  1  2  4   0.0000   0.0019   6.3000   0.0000   0.0000   0.0000   1.0400 
  1  2  5   0.0000   0.0019   6.0000   0.0000   0.0000   0.0000   1.0400 
  1  2  6   0.0000   0.0019   6.0000   0.0000   0.0000   0.0000   1.0400 
  1  3  1  72.6402  38.4252   1.3200   0.0000   0.6142   0.0000   1.0783 
  1  3  2  77.4332  39.5610   1.3429   0.0000   0.1218   0.0000   1.0500 
  1  3  3  88.5142  45.0000   0.7808   0.0000   0.6142   0.0000   1.0783 
  1  3  4  82.4890  43.2625   1.1759   0.0000   0.6142   0.0000   1.0783 
  1  3  5  73.0990  33.8942   1.2098   0.0000   0.8161   0.0000   1.1776 
  1  3  6  52.8005  19.2773   2.1458   0.0000   3.0000   0.0000   1.9934 
  1  4  1  66.0330  22.0295   1.4442   0.0000   1.6777   0.0000   1.0500 
  1  4  2  69.1106  25.5067   1.1003   0.0000   0.0222   0.0000   1.0369 
  1  4  3 103.3204  33.0381   0.5787   0.0000   1.6777   0.0000   1.0500 
  1  4  4 104.1335   8.6043   1.6495   0.0000   1.6777   0.0000   1.0500 
  1  5  1  79.7037  28.2036   1.7073   0.1463   0.5000   0.0000   1.6453 
  1  5  2  85.9449  38.3109   1.2492   0.0000   0.5000   0.0000   1.1000 
  1  5  3  70.0000  35.0000   3.4223   0.0000   1.3550   0.0000   1.2002 
  1  5  4  70.0000  35.0000   3.4223   0.0000   1.3550   0.0000   1.2002 
  1  5  5  85.6645  40.0000   2.9274   0.1463   0.5000   0.0000   1.3830 
  2  1  2  75.4958  14.5436   2.7438   0.0000   0.0127   0.0000   1.0400 
  2  1  3  66.0941  11.3875   3.9388   0.0000   0.0755   0.0000   1.0500 
  2  1  4  74.2929  10.7059   6.3074   0.0000   0.0755   0.0000   1.0500 
  2  1  5  63.3289  29.4225   2.1326   0.0000   0.5000   0.0000   3.0000 
  2  2  2   0.0000  27.9213   5.8635   0.0000   0.0000   0.0000   1.0400 
  2  2  3   0.0000   0.0019   6.0000   0.0000   0.0000   0.0000   1.0400 
  2  2  4   0.0000   0.0019   6.0000   0.0000   0.0000   0.0000   1.0400 
  2  2  5   0.0000   0.0019   6.0000   0.0000   0.0000   0.0000   1.0400 
  2  3  2  78.9033  33.3823   1.7364   0.0000   0.1218   0.0000   1.0500 
  2  3  3  85.7907  10.5506   6.2301   0.0000   0.1218   0.0000   1.0500 
  2  3  4  75.6201  45.0000   2.5874   0.0000   0.1218   0.0000   1.0500 
  2  3  5  76.9521  20.0000   2.0903   0.0000   1.0000   0.0000   1.0400 
  2  3  6  42.5058  10.0776   5.0000   0.0000   0.9289   0.0000   1.1912 
  2  4  2  70.8687  12.0168   5.0132   0.0000   0.0222   0.0000   1.1243 
  2  4  3  81.3686  40.0712   2.2396   0.0000   0.0222   0.0000   1.0369 
  2  4  4  83.0104  43.4766   1.5328   0.0000   0.0222   0.0000   1.0500 
  2  5  2  83.8555   5.1317   0.4377   0.0000   0.5000   0.0000   3.0000 
  2  5  5  97.0064  32.1121   2.0242   0.0000   0.5000   0.0000   2.8568 
  3  1  3  80.2229  45.0000   2.6995   0.0000   1.1127   0.0000   1.1880 
  3  1  4  73.9544  45.0000   1.5778   0.0000   1.1127   0.0000   1.1880 
  3  2  3   0.0000   5.0000   3.0000   0.0000   0.0000   0.0000   1.0400 
  3  2  4   0.0000   0.0019   6.0000   0.0000   0.0000   0.0000   1.0400 
  3  2  7   0.0000  15.0000   2.8900   0.0000   0.0000   0.0000   2.8774 
  3  3  3  80.7324  35.1410   1.4999   0.0000   0.6142   0.0000   1.0783 
  3  3  4  84.3637  25.1714   2.5361   0.0000   0.6142   0.0000   1.0783 
  3  3  5  83.9753  31.0715   3.5590   0.0000   0.8161   0.0000   1.1776 
  3  3  6  80.0000  10.0000   1.2500   0.0000   0.5554   0.0000   1.2000 
  3  4  3  74.1978  42.1786   1.7845 -18.0069   1.6777   0.0000   1.0500 
  3  4  4  74.8600  43.7354   1.1572  -0.9193   1.6777   0.0000   1.0500 
  3  5  3  77.0699  39.4349   2.1313 -30.0000   0.9567   0.0000   1.1483 
  3  5  4  70.0000  35.0000   3.4223   0.0000   1.3550   0.0000   1.2002 
  3  6  3  55.8643  20.0000   0.3771   0.0000   0.1000   0.0000   1.4634 
  3  6  3   1.1889  21.5079   5.6036   0.0000   0.0050   0.0000   2.3172 
  4  1  4  64.1581  45.0000   0.6370   0.0000   1.1127   0.0000   1.1880 
  4  2  4   0.0000   0.0019   6.0000   0.0000   0.0000   0.0000   1.0400 
  4  2  7   0.0000  15.0000   2.8900   0.0000   0.0000   0.0000   2.8774 
  4  3  4  89.7071  45.0000   1.2301   0.0000   0.6142   0.0000   1.0783 
  4  4  4  75.0538  14.8267   5.2794   0.0000   1.6777   0.0000   1.0500 
  5  4  5  62.0000  33.4273   1.7018   0.1463   0.5000   0.0000   1.0500 
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  6  3  6   5.9871   8.9966   0.2147   0.0000   2.7977   0.0000   3.0000 
 46      ! Nr of torsions;at1;at2;at3;at4;V1;V2;V3;V2(BO);vconj;n.u.;n.u. 
  0  1  1  0   0.0000   0.6675   0.0000  -8.2352   0.0000   0.0000   0.0000 
  0  1  2  0   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000 
  0  1  3  0   3.9830  13.0320   0.4739  -1.9813  -2.0000   0.0000   0.0000 
  0  1  4  0  -2.4242 128.1636   0.3739  -6.6098  -2.0000   0.0000   0.0000 
  0  1  5  0   4.0885  78.7058   0.1174  -2.1639   0.0000   0.0000   0.0000 
  0  2  2  0   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000 
  0  2  3  0   0.0000   0.1000   0.0200  -2.5415   0.0000   0.0000   0.0000 
  0  2  4  0   0.0000   0.1000   0.0200  -2.5415   0.0000   0.0000   0.0000 
  0  2  5  0   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000 
  0  3  3  0   0.0318  23.1045   1.2614 -12.3670   0.0000   0.0000   0.0000 
  0  3  4  0   1.4816  55.6641   0.0004  -7.0465  -2.0000   0.0000   0.0000 
  0  3  6  0   0.5784  18.0046  -0.3517  -7.5515  -1.0000   0.0000   0.0000 
  0  4  4  0  -0.3244  27.7086   0.0039  -2.8272  -2.0000   0.0000   0.0000 
  0  5  5  0  -0.0170 -56.0786   0.6132  -2.2092   0.0000   0.0000   0.0000 
  1  1  1  1   0.0000  38.9174   0.3649  -8.2931  -2.0127   0.0000   0.0000 
  1  1  1  2   0.0000  49.1001   0.2713  -8.5284  -1.5309   0.0000   0.0000 
  1  1  1  3   1.2799  20.7787  -0.5249  -2.5000  -1.0000   0.0000   0.0000 
  1  1  3  1   0.4816  19.6316  -0.0057  -2.5000  -1.0000   0.0000   0.0000 
  1  1  3  2   1.2044  80.0000  -0.3139  -6.1481  -1.0000   0.0000   0.0000 
  1  1  3  3  -0.0002  20.1851   0.1601  -9.0000  -2.0000   0.0000   0.0000 
  1  1  3  3  -0.3566  10.0000   0.0816  -2.6110  -1.9631   0.0000   0.0000 
  1  1  3  6   0.9999  75.2298   0.7066  -7.7179  -1.0102   0.0000   0.0000 
  1  3  3  1   0.0002  80.0000  -1.5000  -4.4848  -2.0000   0.0000   0.0000 
  1  3  3  1   1.1637 -17.3637   0.5459  -3.6005  -2.6938   0.0000   0.0000 
  1  3  3  2  -2.1289  12.8382   1.0000  -5.6657  -2.9759   0.0000   0.0000 
  1  3  3  3   2.5000 -25.0000   1.0000  -2.5000  -1.0000   0.0000   0.0000 
  1  3  6  3  -0.2500   5.0000  -1.0000  -7.0978  -1.6888   0.0000   0.0000 
  2  1  1  2   0.0000  34.0265   0.3804  -6.3917  -0.9965   0.0000   0.0000 
  2  1  1  3   1.9159  19.8113   0.7914  -4.6995  -1.0000   0.0000   0.0000 
  2  1  3  1  -2.5000  31.0191   0.6165  -2.7733  -2.9807   0.0000   0.0000 
  2  1  3  2  -2.4875  70.8145   0.7582  -4.2274  -3.0000   0.0000   0.0000 
  2  1  3  3  -1.4383  80.0000   1.0000  -3.6877  -2.8000   0.0000   0.0000 
  2  1  3  6   0.9150  68.2937   0.8184  -2.7250  -3.0000   0.0000   0.0000 
  2  1  4  2   0.0000  10.0000   0.3000  -6.0000  -1.0000   0.0000   0.0000 
  2  3  3  2   2.5000 -22.9397   0.6991  -3.3961  -1.0000   0.0000   0.0000 
  2  3  3  3  -2.5000  -2.5103  -1.0000  -2.5000  -1.0000   0.0000   0.0000 
  2  3  6  3  -0.2500   5.0000  -1.0000  -6.9506  -1.8124   0.0000   0.0000 
  3  1  1  3  -1.4477  16.6853   0.6461  -4.9622  -1.0000   0.0000   0.0000 
  3  1  3  1  -1.1390  78.0747  -0.0964  -4.5172  -3.0000   0.0000   0.0000 
  3  1  3  2  -2.5000  70.3345  -1.0000  -5.5315  -3.0000   0.0000   0.0000 
  3  1  3  3  -0.1583  20.0000   1.5000  -9.0000  -2.0000   0.0000   0.0000 
  3  1  3  3  -2.0234  80.0000   0.1684  -3.1568  -2.6174   0.0000   0.0000 
  3  1  3  6  -0.2500  71.5675  -1.0000  -2.8166  -1.9054   0.0000   0.0000 
  3  3  3  3  -2.5000 -25.0000   1.0000  -2.5000  -1.0000   0.0000   0.0000 
  3  6  3  6   0.3319   5.6608   0.3356  -2.8511  -1.0718   0.0000   0.0000 
  4  1  4  4  -5.5181   8.9706   0.0004  -6.1782  -2.0000   0.0000   0.0000 
  9      ! Nr of hydrogen bonds;at1;at2;at3;Rhb;Dehb;vhb1;vhb2 
  3  2  3   1.4000  -1.7731   1.4695   3.5257 
  3  2  4   1.6337 -11.7496   1.4695   3.5257 
  3  2  5   1.5000  -2.0000   1.4500  19.5000 
  4  2  3   1.3999  -9.6921   1.4695   3.5257 
  4  2  4   1.7514  -7.5768   1.4695   3.5257 
  4  2  5   1.5000  -2.0000   1.4500  19.5000 
  5  2  3   1.5000  -2.0000   1.4500  19.5000 
  5  2  4   1.5000  -2.0000   1.4500  19.5000 
  5  2  5   1.5000  -2.0000   1.4500  19.5000 
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6.1 Abstract 

Metal Organic Frameworks (MOFs) are being rapidly explored for their application in the 

domain of catalysis. However, a wide variety of MOFs are unstable at high temperatures and 

pressures and in polar solvents, limiting their application. Thermal decomposition of MOF 

results in a carbonaceous material with a fine dispersion of metal or metal oxide clusters with 

excellent activity and potential for replacing traditional catalysts for industrial applications. 

However, the atomistic mechanisms of thermal decomposition and the control parameters for 

desired morphology is not well understood. We present a computational study of thermal 

transformations in Zr-based MOFs (MIL and UiO series). Using reactive molecular dynamics 

simulations (ReaxFF), we report the gas molecules that evolve during the decomposition and 

are responsible for the mass loss. The decomposed linkers form a fragmented network in which 

the cluster gets embedded while the metal clusters agglomerate. This linker network 

significantly hinders metal particle sintering. A partially modified MIL-140C (m-MIL-140C), 

the 2,2’-bipyridine-5,5’-dicarboxylate linker replaces 10% of the biphenyl dicarboxylate 

linkers, shows a more connected network of remnant linker material with smaller cluster size. 

The Zr-O coordination in the ZrOx clusters (decomposed structure) is similar to the tetragonal 

phase of ZrO2. Understanding the formation of these materials at a molecular length scale will 

help improve these advanced materials for specific applications. 

Keywords: MOF-derived nanomaterials, Thermal decomposition, Zr-MOFs, UiO-66 

6.2 Introduction 

Rapidly rising anthropogenic carbon dioxide (CO2) emissions have become a leading global 

environmental concern over the last two decades1. Increased atmospheric CO2 concentrations 

have been attributed to our increasing dependence on fossil fuels that account for 86% of 

human-caused greenhouse gas emissions2. Even at the current target to limit the atmospheric 

heating above the pre-industrial era to less than 2ºC3, CO2 emissions are projected to rise due 

to economic and industrial progress, particularly in developing nations4. Thus, the developing 

strategies to minimise CO2 emissions, such as renewable energy (solar and wind), are of 

significant scientific and technological importance. Moreover, possible ways to design and 

manufacture the materials capable of capturing CO2 for sequestration or conversion to value 

added chemicals are intensively investigated as an effective strategy in combating 

anthropogenic CO2 emissions5. Numerous catalytic systems have been studied and reported for 
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CO2 conversion to value-added chemicals (methane, methanol, formaldehyde, formic acid, 

DME, OME, various Olefins, etc.). However, the energy cost and the catalyst deactivation limit 

their application as industrial catalysts. 

MOFs are porous materials that consist of metal clusters coordinated to organic linkers and 

characterised by their intrinsically high surface area, porosity, and active site dispersion6,7.  

These MOFs properties, such as porosity or high surface area, are very important for various 

possible applications and can be further tuned via modular synthesis 5,8,9. A potential 

application of MOFs as heterogeneous catalysts at mild temperature and in the presence of the 

solvent systems was recently considered7,10–12. However, there are concerns over MOFs’ 

performance in gas-phase catalysis, as high temperatures and pressure can cause its 

decomposition12,13. This hydrolytically unstable nature of some MOFs limits their application 

in aqueous-phase catalysis14,15. Recently, attempts to work around these constraints have led 

researchers to utilise MOF’s tuneability to design MOFs with improved binding strength. Zr-

MOFs are an example of this16–18. However, these MOFs still decompose (or thermally 

transform) at the elevated temperatures typically used in gas phase heterogeneous catalysis. 

Furthermore, the framework with defects tends to collapse even at lower temperatures. 

Thermally decomposed Zr-MOFs, with a noble metal incorporated into the pores, are reported 

for their ability in converting CO2 into methane19–21. A fundamental understanding of the 

structural changes during thermal decomposition of MOFs and properties of thermally 

decomposed MOFs is yet to be established13,22,23. Thermal treatment of some Zr-MOFs under 

inert or oxidising atmospheres causes material transformations leading to the formation of Zr 

oxide nanoparticles embedded within carbonaceous ribbons derived from the linker21. While 

the decomposition mechanism remains uncertain, the metal (Ru) encapsulated thermally 

decomposed Zr-MOFs have been reported to have superior catalytic activity for CO2 

methanation relative to conventional noble metal catalysts20,21. Similar studies for thermally 

transformed MOFs other than Zr-MOFs also showed excellent activity and stability for 

different catalytic reaction system23–26. Hence, there is a growing effort to understand MOF-

derived materials’ exceptional catalytic capabilities and the mechanisms of thermal 

transformation of these materials 20,21,27–29. 

In our recent work27, the atomistic mechanisms leading to the MIL-140C collapse due to 

heating are discussed. We reported the morphology of the decomposed MOF, which was in 

good agreement with previously published experiments21. However, to the best of our 

knowledge, no study yet reports how the linkers and/or metal oxide cluster modification and 
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the decomposition environment might affect MOFs’ thermal transformation. Our previous 

study was performed only on one supercell size of MIL-140C and one thermal regime. Here 

we present data for various system sizes to rule out a possible final size effect that might affect 

the metal cluster size evaluation, as well as various thermal regimes, to gain a statistically 

consistent size of the metal cluster in the decomposed MOF, different supercell sizes as well 

as temperature regimes should be compared.  

In this study, using reactive molecular dynamics (ReaxFF) simulations, we elucidate the 

thermal decomposition behaviour of two MOF series with distinct metal cluster topologies 

(Fig. 6.1) – MIL-140C (ZrO7 cluster), UiO-66 (Zr6O8 cluster), and UiO-67 (Zr6O8 cluster). The 

organic linker in MIL-140C and UiO-67 is biphenyl dicarboxylate (BPDC), whereas UiO-66 

is benzene dicarboxylate (BDC). We also simulated MIL-140C under H2 and CO2 

environments to understand the effect of thermal decomposition in a chemically active 

environment. We also simulate a modified MIL-140C, where a certain percentage of BPDC 

linkers are replaced with bipyridine dicarboxylate linker (BPyDC) to understand the effect of 

nitrogen-containing linkers. In numerous studies, nitrogen was reported as a promoter of 

carbonization. Therefore, the presence of nitrogen in the linker may influence the carbonaceous 

phase of the MOF-derived material. A better understanding of how linkers/metal oxide clusters 

modifications or the changes in the decomposition environment affects MOFs degradation is 

crucial in designing the derived materials for the catalytic application. 

 
Figure 6.1: The molecular structures of MIL/UiO series and Zr-MOF. (a) The UiO series: UiO-66 and 

UiO-67, and (b) the MIL-140C structure. (c) The molecular structure for a metal oxide cluster and 

linkers in UiO-66 and UiO-67. (d) The ZrO cluster and the organic linker in MIL-140C. 
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6.3 Simulation Methodology 

6.3.1 Molecular dynamics parameters 

The ReaxFF30 forcefield parameter set developed for Zr/C/H/O/N chemistry in Zr-MOFs is 

used for the molecular dynamics simulations performed using ADF modelling suite31. For all 

simulations, we use the Berendsen thermostat with a damping constant of 100 fs, and in the 

case of the NPT ensemble, the Berendsen barostat with a damping constant of 1500 fs is 

applied32. The periodic boundary conditions are applied for all three directions. Since the 

experimental timescale (~ hours) is not feasible computationally, we heat the system to 

temperatures much greater than experimental temperatures. We ensure that the decomposition 

reactions are not taking a free radical route at high temperatures.  

First, the geometry was optimised to a tolerance of 1 kJ/mol. Then, the temperature was 

gradually increased using an NPT simulation to 300 K with a rate of 10 K/ps. After 100 ps of 

NPT simulations for all systems, the constant densities, comparable with the experimentally 

reported ones, were obtained. These equilibrated systems are heated up to 1500 K at the rate 

of 2 K/ps. After the collapse of the framework, linkers start losing mass in the form of small 

gaseous molecules. The decomposition is simulated in an NVT simulation for T > 1500K to 

avoid excessive expansion of the simulation box. We ran several simulations, both NPT and 

NVT, at higher temperatures to determine the simulation (temperature and ensemble) regime to 

best represent the experimental conditions. Figure 6.2 shows the simulation regimes and a 

comparison between different regimes is provided in the supplementary information (Appendix 

B). For the simulations presented the results and discussion, above 1500 K, the NPT simulation 

was performed. The structure was head till 2500 K and kept for 200 ps. After this short period 

of the simulations at the elevated temperature, the samples are cooled down to 300 K, and the 

decomposed structure is allowed to equilibrate at the constant temperature for another 100 ps. 

6.3.2 Temperature regime 

We heated the system in two different ways, and from 1500 K, the systems were heated in 

constant pressure (NPT) or volume (NVT) to both 2000 K and 2500 K, in 500 K intervals at the 

same heating rate. Above 2000 K, the timestep was altered to 0.1 fs to successfully capture the 

dynamics. Another constant temperature simulation was performed at 2000 K and 2500 K for 

100 ps, followed by the system being cooled to 300 K at the rate of 4 K/ps. However, for the 

NVT simulations, once the system cooled to 1500 K, the subsequent cooling simulations are 

conducted under NPT. Once the system has cooled to 300 K for both NVT and NPT pathways 
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and 2000 and 2500 K regimes, the system was once again at 300 K for 100 ps at NPT, with a 

further simulation conducted on the system for 100 ps at a constant T, at NVT. In the NPT 

simulations, the resulting observations do not resemble the experimental data as the system 

undergoes excessive volume expansion under at artificially high temperatures used in this 

work. As such, the MOF was unable to stay stable above 1500 K, whereas at higher 

temperatures, an NVT ensemble is used to avoid artificial gasification, thus results of this 

investigation will be presented from the NVT route. 

The heating simulations up to 2000 K were conducted with a 0.25 fs timestep, however above 

2000 K, a 0.1 fs timestep was chosen due to higher thermal energy above 2000 K, as a 0.25 fs 

timestep was not suitable to capture the dynamics of the decomposition. Some simulations 

under 2000 K, most notably under NVT conditions, were unable to capture the dynamics 

therefore, the timestep of those reactions were altered from 0.25 fs to 0.1 fs. In this study, we 

explore a temperature regime that results in experimentally comparable morphology. After that, 

we compare the thermal transformations of different Zr-MOFs under same temperature regime. 

Although the simulations in this study do not use the exact experimental conditions, the 

comparison is expected to reveal the effect of MOF’s features on the morphology of the 

decomposed structure. 

 
Figure 6.2: Temperature regime and simulation time. The simulation red boxes indicate the timestep of 

0.01 fs and the blue box 0.25 fs. 
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6.3.3 Size of the supercell 

We compared three supercell sizes of the DFT optimised unit cell of MIL-140C33. The 

supercells differ in repetitions parallel to the Zr-O ladder (z-axis) and are denoted as 3-3-4, 3-

3-8, and 3-3-12 based on the repetition of unit cell in x-y-z directions. We compared the 

density, potential energy (Ep) per atom, and the size of metal nanoclusters formed after thermal 

decomposition to find the supercell size required for consistent results. The collapse of the 

framework and the chemical reactions in the organic phase were observed to be similar for all 

three supercells. For 3-3-12 supercell resulted with a consistent size distribution of metal oxide 

nanoparticles with three particles with 200 atoms. However, for 3-3-8 and 3-3-4 supercells, a 

consistent particle size is not observed due to insufficient number of Zr atoms in simulation 

cell.  

6.3.4 Decomposition environment 

We decomposed MIL-140C and m-MIL-140C in hydrogen and CO2 to understand the effect 

of a chemically active reaction environment. The CO2 or H2 gas molecules are inserted 

randomly within the pores of the MIL-140C and m-MIL-140C. The number of molecules 

required of CO2, previous reports of MIL-140C CO2 adsorption capacity of 1.58 mmol/cm3 

was used34. Total 125 molecules for H2 and 125 molecules of CO2 were randomly distributed 

in 3-3-4 supercell of MIL-140C. For these simulations, the samples with the 3-3-4 supercell 

size are used. As the m-MIL-140C were not reported for the absorption co-efficient, we 

inserted 58 molecules of H2 or CO2 in the 3-3-4 supercell of m-MIL-140C. Therefore, a total 

of four simulation systems were performed: MIL-140C and m-MIL-140C in H2 and CO2 

atmospheres. 

6.4 Results and Discussion 

6.4.1 Effect of organic linker (size) 

To identify an effect of the length of the organic linker on the resulting decomposition 

mechanism and zirconia cluster aggregation, UiO-66 and UiO-67 are compared. Since UiO-

67’s linker (BDPC) has an extra phenyl group in comparison to the UiO-66’s linker (BDC), 

the only difference of UiO-67 compared to UiO-66 is its lower packing efficiency (bigger pore 

size), where the Zr-O metal cluster configurations are identical. Therefore, any possible 
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difference in the final structure of the thermally decomposed MOFs will be a result of the 

difference in the pore sizes and the amount of organic phase per metal cluster.  

At 300 K, both UiO-66 and UiO-67 are thermally stable, and the density plateaus indicate this 

(first 100 ps) in Fig. 6.2(a) and 6.2(c). As the temperature increase from 300 K to 1500 K (with 

of rate of 2 K/ps), the MOFs structures are stable up to temperature ~ 600 K, and thereafter the 

detachment of the organic linkers from the Zr-O cluster is observed. This detachment of linkers 

is followed by their decomposition, resulting in the production of gaseous molecules. From 

300 K to 500 K, a linear rise in density with increasing temperature is observed in both cases, 

demonstrating negative thermal expansion behaviour characteristic of the UiO series27,28. The 

density increases by about ~ 0.11 g/cm3 for UiO-66 and UiO-67 and about 0.36 g/cm3 for UiO-

67 during the temperature increase from 500 K to 1300 K. The greater increase in the density 

for UiO-67 is attributed to the intrinsically larger pore volume than UiO-66. In addition, for 

the temperature range of 580 K - 660 K linkers, we observe the onset of linker detachment (Fig. 

6.2(b) and Fig. 6.2(d)) and the uniformity involved in the stacking of benzene rings within the 

pore sites is gradually lost. For both MOF structures, a decrease in density for temperature 

higher than 1300 K is observed, indicating the expansion of the system due to the production 

of the gas molecules and structural rearrangements after the framework collapse. Further 

heating (>1500 K) is simulated under the NVT ensemble, and the density remained constant.  

 

 
Figure 6.3: Density changes and the simulations snapshots for the first 1400 ps of thermal 

decomposition simulations for UiO series. The density variation as a finction of time for the heating 
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simulaiotns for (a) UiO-66 and (b) UiO-67. The snapshots from the molecular trajectories for (c) UiO-

66 and (d) UiO-67. 

 

Upon detachment of cross and vertical linkers, aggregation of the Zr-O clusters results in a 

zirconia amalgamation into nanoparticles. Figures 6.4 show the changing morphology during 

thermal decomposition. The equilibrated structures of the UiO-66 and UiO-67 are presented in 

Fig. 6.4(a, e) and the metal clusters agglomeration at higher temperature in Fig. 6.4 (b, f). The 

decomposed structures of both MOF systems are presented in Fig. 6.4(c, g). Finally, in Figure 

6.4(d, h) only the Zr clusters are visualized, using one colour to represent each cluster. The 

dispersion of the evolved metal clusters is more visible for the UiO-67 system, where four 

particles are embedded in the organic phase instead of one large particle in the case of the UiO-

66. The radius of gyration for the nanoparticle formed in UiO-66 (25.34 Å) is approximately 

twice the largest nanoparticle formed in UiO-67 (12.96 Å). The smaller ZrO clusters in the 

decomposed UiO-67 MOF show that the longer BPDC linkers can result in fewer zirconia 

nodes aggregating, meaning that the organic phase can prevent the cluster agglomeration. 

 

 
Figure 6.4: Thermal decomposition of UiO series. (a) & (e) are the equilibrated UiO-66 and UiO-67 

structures at 300 K, (b) & (d) are broken MOFs at 2500 K, (c) & (g) are the final decomposed MOFs 

at 300 K.  (d) & (h) The final metal oxide nanoparticles present in the decomposed MOFs. Each cluster 

is represented using one colours and the organic material is not shown. The Zr atoms in (a) – (c) and 

(e) – (g) are represented as an iso-surface for better visualisation. 
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Both UiO-66 and UiO-67 for the temperature range from 900K to 1200K (400ps to 550ps) 

produced O2 from the carboxylate groups, before being consumed to form CO, CO2, and H2O 

after 700 ps. This thermal degradation behaviour can be associated with the simulation 

conditions, the first portion of which was performed at NPT conditions (until 1500 K or 700 

ps). Thereafter the simulations progressed under NVT conditions, where the constant volume 

caused the molecules to be confined and react within the carbonaceous material. CO was the 

prominent gaseous product in both MOFs, a substantial increase after 1700 K (900 ps)35. 

However, significant H2O production was observed in UiO-67, at fifteen times the abundance 

of H2O produced in UiO-66 (Fig. 6.5(a)). This excess H2O production for UiO-67 was via 

dehydroxylation (addition of hydrogen to hydroxide), also reported in previous studies with 

UiO-6735,36, which could be due to the decreased density and larger pore volume compared to 

UiO-66. Moreover, a higher amount of CO2 is produced upon dissociation from the carboxylate 

linkers for UiO-67. Therefore, the excess H2O and CO2 produced upon thermal decomposition 

of the organic linkers could be correlated with the density of the system, as only the organic 

linkers distinguish the structural make-up of both systems. 

 

 
Figure 6.5: The small gaseous molecules evolved during the thermal decomposition of (a) UiO-66, and 

(b) UiO-67. 

 

6.4.2 Effect of metal oxide cluster (coordination) 

To assess the effect of the initial metal cluster geometry on the final aggregated clusters, the 

thermal degradation for MIL-140C and UiO67 is compared. Both MOFs have distinct Zr-O 

cluster geometries but common BPDC organic linkers. MIL-140C’s clusters involve pairs of 

Zr-O chains with coordinating crosslinkers and vertical linkers, compared to UiO-67’s Zr 
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octahedron encapsulating an oxygen tetrahedron (Fig. 6.1). Therefore, it was expected that the 

aggregation process of the Zr clusters during thermal decomposition would not be identical.  

Both MOFs ultimately collapsed into a carbonaceous material comprised of spherical zirconia 

particles of a similar radius of gyration of the largest nanoparticles (MIL-140C = 11.22 Å and 

UiO-67 = 12.96 Å). However, MIL-140C results in better dispersion of smaller particles. 

Moreover, the dynamics of cluster agglomeration are different. In UiO-67, once the linkers 

detach, the clusters become free to move, and small Zr6O8 clusters (~ 3.61 Å in diameter) 

arranged in FCC lattice were only hindered by the organic linkers in between. However, MIL-

140C’s structure involves pairs of Zr-O chains, which first need to break apart to form spherical 

zirconia particles. Manoeuvring through the carbonaceous material as fractured chains is easier 

for forming zirconia to agglomerate. Otherwise, the translation of long ZrO chains is resisted 

by the linkers in between. Figure 6.6 shows the initial breaking of the Zr-O chains at 1900K 

before completely breaking by 2300K. Around temperature 2500K, the Zr-O chains can wrap 

around each other to form spherical particles, as aggregation is now possible with the reduced 

zirconia cluster sizes. During the 200 ps simulation at 2500 K, the broken pairs of Zr-O chains 

continue to wrap around existing zirconia particles, ultimately forming bigger Zr clusters. Thus, 

the greater number of Zr clusters formed in MIL-140C results from the extra step of breaking 

Zr-O chain involved during thermal decomposition. 

 

 
Figure 6.6: Gradual aggregation of zirconia clusters to form separate agglomerations. The 

agglomerations form due to sintering at higher temperatures and is achieved by initial breaking of the 

pairs of zirconia chains, and then subsequently forming spherical nanoparticles via aggregation with 

neighbouring zirconia nodes, to form a greater amalgamation of zirconia. 
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6.4.3 Effect of modified linker and chemical environment 

Figure 6.7(a and c) indicates the change in density (blue) of MIL-140C (a) and m-MIL-140C 

(c) in a hydrogen atmosphere and the thermal history (red) over time. The density slightly 

increases linearly for the first 300 ps as the temperature rises. This can be attributed to a 

negative thermal expansion (NTE). The subsequent larger increase in density is due to the 

collapse of the framework after the detachment of the organic linkers from the ZrO metal 

clusters, as seen in Fig. 6.7(b). At 700 K and 1100 K, the crosslinkers begin to detach, whereas 

the vertical linkers remain stable due to π-stacking. The detached crosslinkers remain in the 

pore space and reconfigure themselves, triggering contraction of the system and the subsequent 

small increase in density reported for the experimental data17. On increasing the temperature 

from 1300 K to 1500 K, the density decreases from ~1.30 g/cm3 to 1.02 g/cm3. At 1500 K, the 

vertical linkers begin to detach from the ZrO nodes (Fig. 6.7(b)) and consequently causes the 

density of the system to rapidly decline and the structure to significantly expand in size as a 

combined result of gasification and a positive thermal expansion co-efficient. 

The increase in density after the detachment of the linkers is higher for m-MIL-140C (Fig. 

6.7(c)) than MIL-140C (Fig. 6.7(a). A possible reason for this could be the stronger 

intermolecular attraction between bipyridine dicarboxylic acid, as evident from its higher 

density (1.5 g/cm3) than biphenyl dicarboxylic acid (1.3 g/cm3). However, the density of m-

MIL-140C rises even after the structure is cooled from 1500 K to 300 K under NPT simulation. 

The is because nitrogen promotes connectivity within the organic phase and stabilises the 

system.  

Figure 6.7(e and f) shows the density changes for the MIL-140C and m-MIL140C in CO2. 

During the decomposition phase, no significant difference between the density profile of CO2 

and H2 environments for both MIL-140C and m-MIL-140C was observed. However, oxidising 

atmosphere such as CO2 leads to the removal of carbon and the formation of metal oxide 

nanoparticles, whereas H2 acts by breaking down the MOF framework20. While the CO2 

atmospheres have been previously reported for the thermal decomposition of Zr-MOFs, reports 

of thermal decomposition in H2 are limited. Lippi et al.20 observed the collapse of Ru0/ZrO2 in 

the H2 environment into an amorphous mixture of products containing carbon, ruthenium, and 

zirconium phases, which is similar to the ZrOx particles in the carbonaceous phases observed 

in this work.  
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Figure 6.7: The density changes for the thermal decomposition simulations for MIL-series. (a) The 

density and temperature of the MIL-140C system in H2 versus time. (b) Progression of structural change 

of MIL-140C in H2 versus temperature: 700 K, 1100 K and 1500 K, from left to right. (c) the density 

and temperature of the m-MIL-140C system in H2 versus time. (d) progression of structural changes of 

m-MIL-140C in H2 versus temperature: 700 K, 1100 K and 1500 K, from left to right. (e) the density 

and temperature of the MIL-140C system in CO2 versus time. (f) the density and temperature of the 

MIL-140C system in CO2 versus time. 

 

Figure 6.8(a and b) shows how the potential energy (Ep) per atom of the system varies with 

time over the same temperature regime. As shown in Figure 6.7, the MIL-140C and m-MIL-

140C have their unique trend of how the potential energy per atoms changes as a function of 

the temperature. Nonetheless, the presence of active environments results in comparable 

changes in Ep per atom for both systems. An initial linear increase in Ep for MIL-series is a 

consequence of an increasing temperature. At a temperature around 1700K (700 ps), the Ep 

increases at a significantly slower rate even though the heating rate remains the same, 2 K/ps. 

This decrease in Ep change rate results from the decomposition of the organic linkers and 
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subsequent carbon monoxide (CO) production. At T = 2300K (1000 ps), we can observe an 

increase in the Ep change rate, which again the heating rate and is as a result of clustering of 

the decomposed structure, causing increase in pressure to maintain a constant volume.  

After 1400 ps, the Ep decreases due to the cooling of the systems. A visible deviation in the Ep 

temperature profiles for m-MIL-140C compared to MIL-140 is a consequence of the linker 

modification. This gradual decrease in Ep at the temperature range 600K-2400K is likely due 

to the onset of carbonisation of the organic phase promoted by nitrogen. The m-MIL-140C 

with 100% of BPyDC linkers was reported for high hydrophilicity, and numerous strong 

interactions were observed in TGA analysis37. However, the MIL-140C with BPDC linkers 

was reported to be hydrophobic compared to minimal interactions in the same study. In our 

simulations, there is no water in the system. Therefore, it is highly likely that the nitrogen 

interacts with the carboxylic acid and CO2 present in the system. Interaction of nitrogen is also 

observed in Figure 6.8(f), where CO2 in m-MIL-140C essentially depletes within 250 ps and 

attaches to the linkers of the framework. At 1000 ps, similar to MIL-140C, the Ep of the m-

MIL-140C fluctuates during the clustering of metal oxide, and decreases as the system is 

cooled. 

 
Figure 6.8: The density changes for the thermal decomposition simulations for MIL-series in H2 and 

CO2 environment. The potential energy per atom (Ep) as a function of temperature (time) for MIL-140C 

and m-MIL-140C under (a) H2 and (b) CO2 environments. The snapshots of the decomposed MOF at 

300 K under H2 environment for (c) m-MIL-140C and (d) MIL-140C. 
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Figure 6.9 illustrates the Zr-clusters that form due to the thermal decomposition of MIL-140C 

and m-MIL-140C in H2 and CO2 environments. As MIL-140C had weaker interaction and 

connectivity in the organic phase, the evolved Zr-clusters are larger, whereas in m-MIL-140C, 

several smaller clusters are observed. As tabulated in Figure 6.9(b), for the decomposed MIL-

140C system, we see only 2-4 clusters compared to 9 clusters present in the decomposed m-

MIL-140C system, with an average cluster of 95.7 Zr atoms in the MIL-140C and 31.9 Zr 

atoms in m-MIL-140C. 

Figure 6.9(b) summarises the cluster size and radius of gyration of the clusters evolved for each 

decomposed system. As we mentioned previously, the thermally decomposed MIL-140C has 

a smaller number of clusters than decomposed m-MIL-140C, and the size of cluster is larger 

in the decomposed MIL-140C. The radius of gyration gives an indication of the size of the 

particle, where the larger clusters were typically between 2-3.5 nm in diameter. This diameter 

is twice what we reported in our earlier study27, where the MIL-140C was heated to lower 

temperature, 2000 K, and the shorter simulation time at this temperature was considered, only 

50 ps. Alqarni et al.21 also reported the increase in cluster size (2-3 nm to 5 nm) on increasing 

the maximum temperature (500 °C to 850 °C). While our computational study does not directly 

correlate to the temperatures of this experimental study, we observe the same trend of an 

increase in cluster size. In Fig. 6.9(b) the ZrO clusters decomposed in H2 and CO2 environment 

for the MIL-series are presented. For MIL-140C and m-MIL-140C, the CO2 environment 

results in a larger cluster size and gyration radius than H2 environment. As we can see in Fig. 

6.7, the final densities for MIL-140C and m-MIL-140C exposed to the CO2 environment (Fig. 

6.7(e-f) for temperature around 1200K) are slightly higher than the densities for these two 

systems exposed to the H2 (Fig. 6.7(a-b) for a temperature around 1200K). This increased 

cluster size is likely due to the CO2 atmosphere being an oxidant also previously reported to 

remove the carbon framework and promote Zr-O crystallisation20, whereas H2 is only capable 

of breaking down the MOF framework. 
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Figure 6.9: (a) Zr atom of the metal oxide cluster in the decomposed MIL-140C and m-MIL-

140C under H2 and CO2 environment. (b) Shows the number of Zr atoms and the radius of 

gyration of each ZrOx cluster in the decomposed MOF.  

 

To assess an oxidation state of Zr, the radial pair distribution function, g(r), for Zr-O atom pairs 

is calculated. In Fig. 6.10, the g(r) for Zr-O and Zr-Zr atom pairs are plotted for the initial 

structure of MIL-140C in H2 and compared with the final thermally decomposed structures of 

the 2000 K and 2500 K simulations. We interpret the oxidation state of the ZrOx clusters by 

understanding the local environment of Zr from the g(r) and the coordination number for the 

characteristic peaks of the g(r). Therefore, comparing the g(r) allows us to identify the changes 

in the oxidation state of the ZrOx decomposed structures. As seen in Fig. 6.10(b), the 

decomposed structure’s first peak, which corresponds to the Zr-O bond of the ZrO ladder, 

remains similar to the initial structure after decomposition at 2000 K. However, after the 

decomposition at 2500 K, this peak reduces significantly. From the position of this peak, we 

can say that the bond length of the Zr-O was 1.98 Å. The second peak at 2.48 Å corresponding 

decreases in the decomposed structures. The coordination number of O around Zr till the first 

two peaks in the decomposed structures (both 2000 K and 2500 K routes) was five whereas the 

initial structure for the same two peaks showed seven O atoms coordinated around Zr. The 

coordination of oxygen reduces because of the detachment of linkers and the formation of ZrOx 

clusters. There are significant differences between the heating routes in terms of Zr-Zr 

coordination (Fig. 6.10(a)). The 2000 K model was relatively similar to the initial structure and 

it shared the first two peaks, albeit smaller in height. This similarity caused both the initial and 
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2000 K decomposed structure to be a 4-coordinate Zr-Zr nanocluster, where the first peak (3.33 

Å) corresponds to the Zr coordination to Zr of the same ladder, whereas second peak (3.98 Å) 

corresponds to the Zr-Zr interactions of the ZrO-ladder parallel to the specified Zr. However, 

the 2000 K route did not share the two small peaks at around 6 Å and 8 Å, but rather a very 

broad peak. This implies that a long-range order is not fully developed after the decomposition. 

The Zr-Zr peak after decomposition at 2500 K does not show the characteristic second peak 

that is present in monoclinic and tetragonal ZrO2 structures, which implies (a) the ZrO ladders 

of MIL-140C has been broken completely and (b) the next neighbouring (Zr-Zr) order has not 

been attained in the decomposed ZrOx nanocluster. Like, the 2000 K system, the 2500 K model 

shares that broad peak around 6 Å, however it is higher in g(r). The radial pair distribution 

function of the other three systems (MIL-140C in CO2, m-MIL-140C in H2 & CO2) was nearly 

identical to MIL-140C in H2 for both Zr-O and Zr-Zr interactions. 

 
Figure 6.10: (a) Shows the radial pair distribution function of MIL-140C in H2 where (a) & (b) indicates 

the g(r) of Zr-Zr and Zr-O, respectively, after decomposition at 2000 K (blue) and 2500 K (red). 

6.5 Conclusion 

To simulate thermal decomposition of UiO- and MIL-series, we use ReaxFF molecular 

dynamics simulation. First, we tested how the length of the organic linkers affects the MOFs’ 

degradation. The effect of the organic linkers on thermal decomposition by comparing the 

simulation results for UiO-66 and UiO-67. For both MOFs, we observed the linkers detach 

around 540 K - 640 K, and in UiO-67 the detachment occurs at relatively lower temperatures. 

The decomposed UiO-66 structure was characterised by larger zirconia clusters, while the 

decomposed UiO-67 has smaller, finely dispersed nanoparticles. To test the impact of initial 

cluster geometry on zirconia aggregation, we compare MIL-140C and UiO-67. A finer 

dispersion of zirconia nanoparticles was observed for the MIL-140C system. This better 
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dispersion of the zirconia clusters for the MIL-140 system is a consequence of breaking the Zr-

O chains to then forming spherical particles. In the case of UiO-67 system a ‘more instant 

aggregation’ of the zirconia clusters was observed via forming the particles upon detachment 

of the linkers. Interestingly, UiO-67 was the only MOF to demonstrate water production after 

the thermal decomposition of linkers, which can be attributed to the low packing efficiency of 

the MOF. Finally, the impact of nitrogen on degradation behaviour was observed, by 

substituting BPyDC linkers into MIL-140C. The key gaseous molecule produced due to the 

thermal degradation of the considered systems was CO, with CO2, acetylene, and hydrogen 

being minor in comparison. The change in the oxidation state of the metal clusters due the 

thermal degradation for all MOFs changes from ZrO7 to ZrO5. These evolved ZrO5 metal 

nanoclusters were embedded in the disrupted organic linkers. The CO2 environment was 

determined to promote the larger clusters formation than the H2 environment, which is a 

consequence of the oxidising nature of CO2 environment. The linker modification for m-MIL-

140C, by substituting 10% of the BPDC linkers with BPyDC, resulted in more dispersed 

smaller clusters in the decomposed structure compared to the decomposed MIL-140C. The m-

MIL-140C systems were also identified for the formation of a better-connected carbonaceous 

phase. We recommend subjecting m-MIL-140C to higher degradation temperatures for a 

longer period explore possibilities of carbonization and graphitisation. Similarly, future work 

could be done to investigate the behaviours of UiO-67 regarding the unusually large production 

of water during decomposition. Since we know that the dispersion of the metal clusters in the 

organic material for the decomposed system affects the catalytic properties of this system, the 

presented simulations might help in the desired design of the decomposed MOFs. 
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7.1 Abstract 

Quantum mechanics-based methods are inefficient for simulating a large number of atoms 

(>100 atoms) or for longer time spans (>100 ps). Here, we show a reactive molecular dynamics 

force field parameter to study bigger system sizes with the aim of understanding the structure-

activity relationship of catalyst and the synergy of the catalyst-support. The Ru/C/H/O 

forcefield parameters are trained for the binding energy of reaction intermediates relevant to 

CO2 methanation and Fischer-Tropsch synthesis. A good agreement between the binding 

energy of ReaxFF and various DFT optimised structures has been obtained. We simulate Ru 

hcp 001 surface interaction with water and observe a hexagonal hydrogen-bonded network of 

water on the surface. We explore the CO fission on ruthenium nanoparticles of varying size 

and shape. We also explore the widely debated mechanism of adlayer dynamics for C-C 

coupling on ruthenium nanoparticles. The ReaxFF force field parameter presented in this work 

is capable of simulating Pt/Ru/Ni/C/H/O/N. 

 

Keywords: CO2 hydrogenation, ReaxFF, Ruthenium, CO activation 

 

7.2 Introduction 

CO2 methanation and Fischer Tropsch synthesis (FTS) are widely studied catalytic reaction 

systems1. Numerous reports explore the size and shape of the catalyst, reactant concentration, 

temperature, pressure, and chemical composition of the catalyst. Nonetheless, there are no 

widely accepted mechanism of CO2 hydrogenation on Ruthenium (Ru) nanoparticles that 

covers the horizon from CO2 methanation to various products formed via FTS. Furthermore, 

due to the lack of understanding about the rate-limiting step2–5, the possibilities of overcoming 

the energy barriers are still being explored. Ru, Cobalt, and Iron are the most active metals for 

FTS with high turnover frequencies (TOF)6. The turnover frequency is greatly affected by the 

particle size, support, and promoters. For Ru, fcc-111 and hcp-001 facets have been reported 

for FTS, but the activity is optimum at ~ 10 nm particle size7,8.  
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The most stable surface of ruthenium is hcp-001, which is also more active than fcc-111 for C-

O dissociation. On Ru hcp 001 facet, CO2 methanation is expected to be initiated by CO2 

dissociation to CO and O followed by C-O bond fission, the rate limiting step1,5,9. On a flat Ru 

(hcp-001) surface, it is reported that CO activation is favoured after CO hydrogenation to either 

COH*, HCO*, or H2CO*2. However, on a Ru hcp-001 nanoparticle, C-O bond fission has a 

lower barrier on the stepped edge site10. Therefore, on a Ru nanoparticle, the kinetics of CO2 

hydrogenation is controlled by the availability of a stepped edge site for CO activation. 

In FTS synthesis, although CO activation is the rate-limiting step, it also initiates C-C 

coupling3. Amid ongoing contradictions about the C-C coupling mechanism, the widely 

accepted studies suggest that C-C coupling is facilitated by on the edge sites on Ru 

nanoparticles by two neighbouring CO molecules5,8. One CO is hydrogenated to COH*, 

followed by COH* dissociation to OH* and C*-CO* intermediate, also termed adlayer 

dynamics since dense layers of CO* on edge sites promote the C-C coupling3. However, the 

effect of particle size on the dynamics adlayer remains unclear. A key reason is the inability of 

QM-based simulation methods to study system size of the order ~ 8 nm.  

In the presence of a liquid media, Ru is active for CO and CO2 hydrogenation into various 

value-added C1 platform chemicals such formaldehyde, formic acid, DME, and OME11–13. The 

polar liquid phase, such as water and alcohols, has the ability to stabilise the polar reaction 

intermediates and effect selectivity of the reaction. Moreover, the yield of the product can be 

tuned by designing a secondary reaction scheme within the liquid media and micro-phase 

solvation. The role of liquid media in the reaction system could be complex and affect different 

aspects (e.g., surface coverage, stability of intermediates and transition state, acidity, overall 

free energy, and entropic barriers) simultaneously14,15. Computationally, researchers have 

manily studied specific individual aspects of liquid-phase heterogeneous catalytic reactions 

even after rigorous and expensive simulations. 
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Reactive molecular dynamic is an effective strategy of simulating chemical reactions with a 

large number of atoms (>10,000). The reactive forcefields are generally trained on a target QM 

simulation data set. Once trained and tested for the physical and chemical properties of relevant 

molecules, the forcefield is expected to simulate the target chemistry at larger scales (> 10 nm). 

The ReaxFF forcefield parameters16,17 for Ru/C/H/O atoms are provided with the standalone 

version of the ReaxFF code and are also included in the LAMMPS software package18. Kim et 

al.19 developed Ru/N/H parameters to study the effect of Ru nanoparticle size and shape on 

ammonia synthesis. No literature reports the Ru/C/H/O parameters to simulate the CO2 

hydrogenation. We aim to train Ru/C/H/O ReaxFF parameters (a bond-order based reactive 

force field) to simulate CO/CO2 hydrogenation on the Ru hcp-001 surface. After training the 

ReaxFF parameters, we aim to study the CO2 hydrogenation reaction energy coordinates, Ru-

water interface, and CO activation on Ru nanoparticles. 

7.3 Simulation Methodology 

ReaxFF is a reactive molecular dynamics force-field, the force-field parameters are empirical, 

and the overall energy of the system is defined as the sum of several bonded and non-bonded 

energy contributions (Eq. 1). The non-bonded energies are defined as the coulombic and van 

der Walls energies like a classical force-field. The bonded interactions are defined as a function 

of bond-order (𝐵𝑂,-), which is calculated as a function of inter-atomic distances (𝑟,-, Eq. 2). 

The energy contributions due to sigma (𝜎) bond, single (𝜋) and double pi (𝜋𝜋) bonds are 

separately taken into account based on the interatomic distance. A detailed description of 

ReaxFF can be found elsewhere16,17. The force field was parameterized using a successive one-

parameter search technique. The aim of optimisation was to minimise the error function defined 

in Eq. 3 where 𝑋,,/0 is the energy calculated by QM, 𝑋,,12*344 is the energy calculated by 

ReaxFF, and 𝜎, is the weight assigned to the ith training set.  

 

 
𝐸!"!#$% = 𝐸&'() + 𝐸*+ + 𝐸',$- + 𝐸.()$- + 𝐸,/* + 𝐸+$( + 𝐸0'/ + 𝐸12 + 𝐸#'-!

+ 𝐸0'(3 + 𝐸45&'() + 𝐸,)6//*! + 𝐸0'.*'%& 
(Eq. 1) 
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 𝐸𝑟𝑟𝑜𝑟	 = Σ7>:? 2
𝑋7,AB − 𝑋7,C$/DEE

𝜎7
6
2

 (Eq. 3) 

 

The ReaxFF force-field parameters Ru/C/H/O ReaxFF parameter set was first developed by 

Adri van Duin and co-workers17. The parent parameters were trained for consists of equation 

or states, heats of formation of bulk phases, surface energies of Ruthenium hcp and fcc facets. 

Ojus et al.2 have recently reported an extensive set of DFT and micro-kinetic modelling data 

of CO2 hydrogenation on Ni (fcc-111) and Ru (hcp-001) surface. We use the DFT optimised 

structures and the electronic binding energy data of key reaction intermediates on Ru hcp-001 

surface reported by Ojus et al.2 to train the ReaxFF parameters. Ojus et al.2 used the rPBE-vdW 

exchange-correlation functional and the binding energy was calculated for one adsorbed 

reaction intermediate on a 4-layer p (4×4) unit cell. For computational methodology including 

the thermodynamic corrections used in the DFT study, refer to the work by Ojus et al.2  

The equations used for binding energy calculation are mentioned in Table 7.1. For the reaction 

intermediates stable in the gas-phase (CO, CO2, CH2O, CH3OH, HCOOH, and CH4), the 

binding energies are calculated by subtracting the energy of slab (slab) and the energy of gas-

phase molecule (molecule(g)) from the adsorbed molecule (molecule*). However, for the 

intermediates that are not stable in the gas-phase, we calculated the binding energy by taking 

gas-phase reference energy of (𝐶𝐻%(#) 	− 2 ∗ 𝐻!(#)) for C, '
!
𝐻!(#)	for H, and '

!
𝑂!(#) for O 

atom. Figure 7.1 shows a parity plot for the training DFT energies and the trained ReaxFF 

energies. ReaxFF reproduces the DFT binding energies excluding water. A stronger affinity of 

water to the metal is common is ReaxFF. However, the deviation (-63.36 kcal/mol by DFT and 

85.06 kcal/mol by ReaxFF) is considered acceptable in this work. 
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Table 7.1: Shows the comparison of binding energy data of DFT (rPBE-vdW exchange-correlation) 

optimised reaction intermediates by Ojus et al.2 and of trained ReaxFF Ru/C/H/O force-field in this 

work.  

Equation DFT (kcal/mol) ReaxFF (kcal/mol) 

CO*- slab – CO(g) -40.29 -39.69 

CO2*- slab - CO2(g) -10.75 -10.32 

CH2O*- slab - CH2(g) -23.52 -21.15 

CH3OH*- slab - CH3OH(g) -12.52 -11.59 

CH4*- slab - CH4(g) -4.57 -4.99 

HCOOH*- slab - HCOOH(g) -14.51 -21.04 

C* - slab - CH4(g) + 2×H2(g) 23.63 23.28 

CH* - slab - CH4(g) + 1.5×H2(g) 10.99 12.24 

CH2* -slab - CH4(g) + H2(g) 15.65 15.84 

CH3* -slab - CH4(g) + 0.5×H2(g) 7.97 15.84 

CHO* - slab - CH4(g) + 1.5×H2(g) - 0.5× O2(g) -25.93 -22.11 

CH3O* - slab - CH4(g) + 0.5×H2(g) - 0.5× O2(g) -44.20 -41.57 

CH2OH* - slab - CH4(g) + 0.5×H2(g) - 0.5× O2(g) -26.71 -31.23 

COH* - slab - CH4(g) + 1.5×H2(g) - 0.5× O2(g) -31.20 -33.18 

HCOO* - slab - CH4(g) + 1.5×H2(g) - O2(g) -93.08 -89.03 

O* - slab - 0.5× O2(g) -70.38 -68.49 

H* - slab - 0.5×H2(g) -10.10 -13.70 

CHOH* - slab - CH4(g) + H2 - 0.5× O2(g) -21.04 -22.70 

H2O* - slab - ×H2(g)- 0.5× O2(g) -63.36 -85.06 

 

We first compare the FCC and HCP structures of Ru using the trained forcefield parameters. 

The energy per atom of optimised FCC structure (10-10-10 supercell) is -6.15 eV. However, 

for an HCP structure (10-10-10 supercell), the energy per atom for the optimised structure is -

6.68 eV. We tested the trained force-field to optimise a Ru hcp simulation cell (16000 atoms, 

20×20×20 supercell) to an energy tolerance of 1 kcal/mol. Table 7.2 shows the comparison 
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between the cell parameters and the density of Ru hcp cell in the Materials Project database23, 

the experiments24, and this work. An acceptable deviation of ~ 1.9% in density and an 

acceptable maximum difference of ~ 2.8% in cell length is observed whereas the cell angles 

are consistent as 𝛼 = 90°, 𝛽 = 90°, and 𝛾 = 120°. 

 

Figure 7.1 Shows the comparison between the energy of DFT optimised structure as 

calculated by DFT (Ojus et. al) and ReaxFF (this work) 

Table 7.2: Ru HCP cell parameters comparison between ReaxFF, DFT, and experiments 

Method 
Density 

(g/cm3) 
𝜶 𝜷 𝜸 a (Å) b (Å) c (Å) 

Materials Project23 

(PAW Ru_pv) 
12.03 90º 90º 120º 2.73 2.73 4.31 

ReaxFF (this work) 12.12 90º 90º 120º 2.70 2.70 4.40 

Experiment24 (300 K) 12.36 90º 90º 120º 2.70 2.70 4.28 
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7.4 Results and Discussion 

7.4.1 ReaxFF optimised reaction intermediates and reaction coordinates 

The binding energies in Table 7.1 are for the minimum energy configuration of the reaction 

intermediates as predicted by DFT. However, the energy landscape under the ReaxFF 

forcefield may differ and lead to a different minimum energy configuration. To ensure that the 

minimum energy configuration under ReaxFF forcefield is similar to DFT, we optimised the 

geometry predicted by DFT to a tolerance of 1 kcal/mol by the conjugate gradient method. 

After this, we compare the energies predicted by DFT and ReaxFF for reaction intermediate 

involved reaction pathways for CO2 hydrogenation to methane. 

Figure 7.2 shows the comparison between the energies of optimised DFT structures and the 

energies of optimised ReaxFF structures of key reaction intermediates for CO2 hydrogenation 

to methane, formaldehyde, methanol, and formic acid. Figure 7.2 (a) compares the C and H 

rich species, whereas Fig. 7(b) shows the O rich species. The O-rich species have 

comparatively higher negative binding energies due to Ru’s affinity for electrons. One of the 

anomalies is the relatively higher positive binding energies for C, CH, and CH2 when ReaxFF 

predicts relatively smaller binding energy for other reaction intermediates. If this appear to be 

an issue during the application, we recommend re-training the forcefield with additional Ru-

C-H data. 
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Figure 7.2: (a) and (b) show the energy (kcal/mol) of minimum energy configuration by DFT 

(black) and ReaxFF (red). 

 

Figure 7.3 shows the optimised structures by DFT and ReaxFF for key intermediates of CO2 

hydrogenation into methane. The optimised geometries of ReaxFF and DFT are similar in 

orientation and the type of adsorption site. We observe some minor differences, such as Ru-C-

O angle in COH* and Ru-C-Ru angle in CH3*. For future optimisation, these angle parameters 

can be corrected by feeding more binding energy data at different sites of the hcp-001 surface 

for these reaction intermediates. 
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Figure 7.3 shows the comparison of between ReaxFF and DFT energies of most feasible 

reaction pathway for CO2 hydrogenation to methane.  

 

Figure 7.4 (a) Shows the CO2 dissociation pathway on a Ru hcp-001. The reaction pathway is 

similar to the DFT pathway, but a minor difference is observed during OH* hydrogenation to 

form water. This step in ReaxFF is exothermic, whereas in the DFT it is endothermic. As the 

difference in energy is not large despite the opposite signs and the step is not crucial for 
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understanding CO2 hydrogenation, we may ignore this small discrepancy. Figure 7.4(b) shows 

the reaction pathway for CO hydrogenation. The reaction pathway for ReaxFF is similar to the 

DFT pathway. However, it has one considerable deviation. Although of the same nature, the 

endothermic step of CO* hydrogenation to COH* has more energy requirement for ReaxFF. 

Therefore, based on the application and simulation conditions, retraining of force-field 

parameters may be required. 

 

Figure 7.4: Comparison between DFT2 and ReaxFF energies of reaction intermediates of CO2 

hydrogenation to methane. (a) Shows CO2 activation by dissociation whereas (b) shows CO 

hydrogenation to methane. 
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7.4.2 Ruthenium-water interface 

Over the years, various force-fields parameters have been reported for predicting the 

interactions in the aqueous phase. Even some of the most successful water potentials are unable 

to accurately reproduce of the wide spectrum of physical and chemical properties of water. Not 

all ReaxFF forcefields are developed to simulate the complex hydrogen-bonding interactions 

in the presence of water, and the ones that do are termed to be in the aqueous branch of ReaxFF 

force-fields17. The Ru/C/H/O force-field parameters developed in this work is part of the 

aqueous branch and we train water adsorptions and dissociated QM data in the training data set 

(Table 7.1). We simulate a box of 1000 water molecules on a Ru hcp 001 surface (800 Ru 

atoms, 10-10-4 supercell). Figure 7.5(a) shows the final structure after 1 ns of NPT simulation 

at 300 K. Water molecules form a hydrogen-bonded hexagonal network on the surface. The 

hexagonal network is similar to the previously reported bilayer hexagonal network of water on 

Ru hcp-001 surface (Fig. 7.5(b))20,21. 

 

Figure 7.5: Shows the interaction of water at Ru hcp-001 surface for (a) ReaxFF and (b) 

previously reported ab initio MD simulation21.  

 

The adsorbed water on the hcp surface of transition metals may undergo partial dissociation, 

especially at higher temperatures. The heterolytic dissociation of the H-OH bond of water 
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depends upon the ability of the metal surface to stabilise the reactive 𝑂𝐻& on the surface by 

transfer of one electron and formation of OH*. Kizhakevariam et. al22 reported that the energy 

of proton transfer is positive if the work function for metal is more than 4.88 eV. However, Ru 

has a work-function of 25.7 eV, therefore, water may dissociate at higher temperatures aided 

by the hydrogen-bonded bilayer with a presence of an H+ and OH- on the surface is unlikely. 

7.4.3 Effect of nanoparticle size for C-O activation 

The size of the nanoparticle is an important parameter for the activity of CO hydrogenation 

reactions. Approximately 10 nm size nanoparticles are reported for optimum activity. 

However, there is no direct computational study that simulates these large nanoparticles and 

the size effect on CO hydrogenation. We compare 4 Ru octahedral nanoparticles with hcp 001 

surface to compare the effect of particle size on the adlayer dynamics and FTS. These 

nanoparticles were optimised and reported in an earlier QM simulation study. One Ru 

nanoparticle, 300 CO, and 1200 H2 molecules were randomly packed in a simulation box. The 

system was subject to 80 bar pressure and under 1000 K temperature for 1 ns to observe the 

CO adsorption and activation of the nanoparticle. A higher temperature accelerates the reaction 

kinetics, which is a common practice in reactive molecular dynamics simulations.  

Figure 7.6 shows the surface of Ru nanoparticles after 1 ns. The smallest particles are most 

active for C-O bond fission and the activity decreases with the increase of particle size since 

the stepped edge site of the nanoparticle is the active site, and the fraction of stepped edge 

surface area reduces with increasing particle size. Although CO and CO2 methanation reactions 

are limited by the activation of C-O bond dissociation, the stepped edge sites of smaller 

particles (Fig. 7.6(a), 7.6(b), and 7.6(c)) are coked, and blocked. However, for larger 

nanoparticles, although the C-O activation is slower, coking the not observed (Fig. 7.6(d) & 

7.6(e)).  
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Figure 7.6: The surface of Ru hcp-001 nanoparticles of varying size after 1 ns of reaction under 

CO and H2 at 1000 K at 80 bar pressure. (a) 63 Ru atoms (~ 1.2 nm), (b) 167 Ru atoms (~ 1.7 

nm), (c) 347 Ru atoms (~ 2.1 nm), (d) 625 Ru atoms (~ 2.8 nm), and (e) 1021 Ru atoms (~ 3.5 

nm) 

7.5 Conclusion 

We trained Ru/C/H/O force-field parameters to reproduce the binding energy data of key 

reaction intermediates in CO2 hydrogenation to methane on a Ru hcp-001 surface. The force-

field parameters successfully reproduced the binding energies. However, the binding energies 

of C, CH, CH2 under the developed ReaxFF description are higher than the DFT values. The 

reaction pathway for CO2 dissociation to CO is reproduced. The water formation by 

hydrogenation of OH is endothermic in ReaxFF, whereas exothermic in DFT. However, the 

difference is small, so it is not critical for the understanding of CO2 hydrogenation mechanisms. 
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The CO hydrogenation to methane reaction pathway is overall consistent with DFT results. 

However, the C* hydrogenation to CH* is endothermic in ReaxFF which is exothermic in DFT 

data. Therefore, the forcefield may require additional training on Ru-C-H parameters. The 

forcefield is capable of simulating the aqueous phase interactions and water molecules at the 

Ru hcp-001 surface form a hydrogen-bonded hexagonal network similar to earlier reports. We 

also simulated CO activation on Ru nanoparticles of varying size and observed the C deposition 

deactivating stepped edge sites in small size particles. The Ru/C/H/O forcefield presented here 

can be merged with other aqueous branch force-field to simulate metal-support synergy and 

similar target applications. 

ASSOCIATED CONTENT  

Supporting Information 

Supporting information consisting Ru/C/H/O force-field parameters provided in Appendix C. 
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Chapter 8 

8 Conclusions and future recommendations 

8.1 Conclusions 

We discuss micro-phase solvation and MOF-derived advanced materials in relation to the 

catalytic systems recently reported to provide better yield, kinetics, and selectivity of CO/CO2 

hydrogenation to value-added products. Moreover, we also develop a reactive molecular 

dynamics force-field (ReaxFF) to simulate CO2 hydrogenation chemistry at a large scale (> 

10000 atoms). We summarise our key finding hereby, 

 

8.1.1 Micro-phase solvation 

We study formaldehyde-methanol-water mixtures using classical molecular dynamics 

simulations and Small-Angle Neutron Scattering (SANS) measurements. We report the 

presence of molecular clusters at low methanol and high methanol concentrations. We first 

demonstrate a rigorous methodology for observing hydrophobic clusters of small molecules in 

a ternary liquid mixture by small-angle neutron scattering measurements. Formaldehyde (< 4 

wt. %) in low methanol concentration methanol-water mixtures (xm < 0.3), solvated as 

methoxymethanol, forms hydrophobic clusters with methanol. However, water in these 

mixtures forms a strong 3-D network. At high methanol concentrations, methanol exists in 

hydrogen-bonded linear chains and methoxymethanol hydrogen-bonded to methanol chains 

and is solvated in a pocket of ring/chain of methanol molecules. Water mostly exists in free 

form in these mixtures. At near equimolar compositions, the hydrophobic and hydrophilic 

clustering by methanol is disrupted. Fragments of hydrogen-bonded water molecules are 

present at the hydrophilic sites of methoxymethanol. This study, for the first time, establishes 

the micro-phase behaviour of formaldehyde-methanol-water mixtures. Moreover, it extends 

the previous hypothesis of micro-phase clustering in the liquid media affecting the yield of 

formaldehyde across all concentrations of methanol-water mixtures. 
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8.1.2 MOF-derived advanced materials 

To simulate the thermal decomposition of Zr-MOFs at a large scale (>10000 atoms), we report 

Zr/C/H/O ReaxFF force-field parameters. An atomistic mechanism of thermal decomposition 

of Zr-MOF to a carbonaceous material with embedded metal oxide nanoparticles. We study 

the thermal decomposition of MIL-140C, m-MIL-140C (with modified linkers), UiO-66, and 

UiO-67 under vacuum, H2, and CO2 atmospheres. UiO-66 results in a larger nanoparticle size 

in comparison to MIL-140C and UiO-67. The cluster aggregation mechanism is different for 

MIL and UiO series. However, its effect on the final morphology is minor, considering MOFs 

are subject to sufficient heat. We identify that more organic material per metal atom and 

consequently larger pore size of the parent MOF results in smaller nanoparticles with better 

dispersion MOF-derived nanomaterial. Small gaseous molecules like CO, CO2, and H2 evolved 

from the function group the inker. However, in the UiO series, a considerable amount of water 

is produced from the OH ligand in the metal cluster. The decomposed MOFs have small 

nanoparticles in disrupted organic linkers. The metal oxide particles are stable in the organic 

phase, which provides these catalysts their expectational stability. 

8.1.3 Ru/C/H/O ReaxFF force-field parameters 

We report Ru/C/H/O ReaxFF parameters to simulate CO2 hydrogenation chemistry on Ru. The 

trained force-field is developed in the aqueous branch of ReaxFF, and it successfully 

reproduces the physical properties of Ru metal and Ru-water interactions. The reaction 

pathway for CO2 hydrogenation calculated by the trained force-field is similar to earlier QM 

reports with some minor differences. We simulate CO activation on Ru nanoparticles of 

different sizes. The stepped edge site is active for CO bond dissociation. For small 

nanoparticles (< 2.5 nm), coking deactivated the surface of the particle, whereas bigger 

nanoparticles remain fairly active after 1 ns at 1000 K.  

8.2 Future recommendations 

After understanding the dynamics of the liquid phase, we report that the solvation of at low co-

solvent concentration in water may lead to the formation of hydrophobic molecular clusters 

that provide an additional stability to the product. We recommend researchers explore micro-

phase solvation as a strategy to increase product yield in liquid phase heterogeneous catalytic 

reactions. For further understanding such ternary mixtures at a molecular length scale, we 

recommend free energy calculation to identify the entropic barriers of the hydrophobic and 
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hydrophilic clusters. Furthermore, the interaction of the liquid phase clusters with metal 

nanoparticles may provide direct evidence of the role these molecular clusters play during the 

liquid phase heterogeneous catalysis. 

The MOF-derived nanomaterials have gained popularity within the last decade. Although a 

wide variety of well categorised MOFs have been reported, there is no mapping between the 

properties of MOFs and their thermally decomposed derivatives. We recommend researchers 

explore the thermal decomposition of MOFs, computationally and experimentally, to map the 

size and oxidation state of nanoclusters and the chemistry of decomposed linkers to the parent 

MOF. We also recommend the use of machine learning tools as more thermal decomposition 

data become available.  

The encapsulated materials such as metal nanoparticles in carbonaceous materials may lead to 

a different decomposition behaviour of MOF. Moreover, the collapse of the framework may 

be controlled selectively by encapsulation. Graphene flakes and nitrogen constraining organic 

polymers are known to promote graphitisation. We recommend the decomposition of MOF in 

the presence of these materials either in the pores or after capping MOF nanoparticles with 

such materials. 

We recommend combining the Ru/C/H/O parameters with Zr/C/H/O or Al/Si/C/H/O force-

field parameters to understand the metal-support synergy observed during catalysis. We also 

recommend exploring these force-field parameters for liquid-phase catalytic reaction systems. 

We recommend researchers use the SANS methodology presented in this thesis to explore 

ternary mixtures similar to formaldehyde-methanol-water. Specifically, studying other 

acetaldehyde-alcohol-water mixtures would fundamentally understand the hydrophobic tail's 

effect on the molecular cluster. 
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A B S T R A C T

Solvation of formaldehyde as methanediol and/or methoxymethanol in methanol-water mixtures of varying
concentration was studied using classical molecular dynamics simulations. Varying strength of hydropho-
bic and hydrophilic interactions affect the arrangement of solvent within the solvation shell. Ether oxygen
of methoxymethanol was observed to be hydrophobic in nature with hydrophilic interactions weaker than
bulk due to the steric hindrance by the methyl group. At equimolar methanol-water compositions, water
is more likely to occupy the hydrophilic sites. The total number of hydrogen bonds formed between solute
and solvent decreased non-linearly, which was attributed to formaldehyde forming a distribution of dif-
ferent metastable complexes and micro-phase ordering. This non-linearity may influence the energetics of
these solutions. The lifetime of hydrogen bonding was studied to build an understanding of the strength
of hydrophilic interactions. The arrangement of methanol and water around solvated formaldehyde was
visualised using spatial distribution function.

© 2020 Elsevier B.V. All rights reserved.

1. Introduction

Formaldehyde is a valuable chemical used as a raw material for
the production of several commodities ranging from commercial to
household products [1]. Formaldehyde consumption rate exceeds 30
million tonnes per year with a predicted annual growth of 4% [1].
It is used for the preparation of formaldehyde based resins (with
urea, phenol, melamine, etc.), nano-porous organics gels, adhesives,
plastics, foam, polyurethane paints, disinfectant, and in biomedi-
cal fixation. Commercially available formaldehyde solution, better
known as formalin, is an aqueous solution of formaldehyde (37 wt%),
where some methanol (10–15 wt%) is added to prevent precipita-
tion of high molecular weight oligomers. This solution is then diluted
or concentrated according to the requirements of the application.
Formaldehyde in methanol-water mixtures has been a subject of
study for almost a century across various disciplines of science and
technology. However, the complex physical and chemical behaviour
of this ternary mixture is still not very well understood. The com-
plexities arise due to the oligomerisation of hydrated (methane-
diol) and alkoxylated (methoxymethanol) forms of formaldehyde.
In the presence of water and methanol, formaldehyde rapidly

* Corresponding author.
E-mail address: Akshat.Tanksale@monash.edu (A. Tanksale).

converts into methanediol Eq. (1) and methoxymethanol Eq. (2),
respectively. Methanediol and methoxymethanol are metastable and
they undergo dehydration and de-alkoxylation when being isolated,
respectively [2-5].

HCHO + H2O ! CH2(OH)2 (1)

Formaldehyde Water Methanediol

HCHO + CH3OH ! HOCH2OCH3 (2)

Formaldehyde Methanol Methoxymethanol

The hydration of formaldehyde and the formation of its oligomers
has been studied in much more detail [6-10] in comparison to the
alkoxylation of formaldehyde and their oligomerisation [11,12]. Over
the years researchers have tried to determine the equilibrium con-
stants of these reactions using NMR spectroscopy [6,5,12,13] and
other experimental techniques, such as chemically enhanced absorp-
tion rate of solvation of formaldehyde gas coupled with high resolu-
tion densimetry [13] and vapour–liquid equilibrium modelling [14].
Even after many attempts, an accurate quantitative estimation of
the chemical composition of the liquid phase of formaldehyde–
methanol–water mixtures across broad temperature and concen-
tration range is not yet established. This is mainly because of the
number of different reactions involved (hydration, alkoxylation and

https://doi.org/10.1016/j.molliq.2020.112444
0167-7322/© 2020 Elsevier B.V. All rights reserved.
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ABSTRACT: Methanol−Water (mw) mixtures, with or without a solute, display a nonideal
thermodynamic behavior, typically attributed to the structure of the microphase. However, experimental
observation of the microphase structures at the molecular length scale has been a challenge. We report
the presence of molecular clusters in mw and formaldehyde−methanol−water (fmw) mixtures using
small-angle neutron scattering (SANS) experiments and molecular dynamics (MD) simulations.
Hydrophobic clusters of methanol in mw and formaldehyde−methanol in fmw mixtures were observed
at low methanol compositions (xm ≤ 0.3). A three-dimensional hydrogen-bonded network of water with
the solute is observed at xm = 0.5. Linear chains of methanol surrounding the formaldehyde and water
molecules were observed at high methanol compositions (xm ≥ 0.7). The calculated size of the
molecular clusters (r ≈ 0.5 nm, spherical) from the SANS data and their volume fraction closely
matched the MD simulation results.

The composition of methanol−water (mw) mixtures affect
the mixture’s thermodynamic properties, including the

enthalpy of mixing, free energy of solvation, and the excess
molar volume, which do not vary linearly. This anomalous
thermodynamic behavior is attributed to the dynamic
structures at a molecular length scale, referred to as the
“microphase”.1−4 The formation of microphase structures is
due to trade-offs between the enthalpic gains and the entropic
penalties, which eventually stabilize the system. In the midst of
ongoing contradicting views,5−8 the common understanding is
that methanol forms hydrophobic clusters at low methanol
compositions,2,9 a bipercolating mixture near equimolar
compositions,9 and linear chains of methanol at high methanol
compositions, in which the water molecule is either caged or
exists in a free form within the mixture.5,10 To understand the
structure of the microphase, researchers explored experimental
techniques such as neutron diffraction,9−12 X-ray techni-
ques,5,13−15 and Raman spectroscopy.16 Ab initio5,17 and
classical molecular dynamics simulations2,10,18 were also used
to simulate the microphase structure and complement the
experimental observations. However, a quantitative analysis of
the presence of microphase structures as a function of solvent
composition is yet to be established.
Recently, we showed that syngas and CO2 can be

hydrogenated into formaldehyde in methanol−water mixtures
and that the concentration of methanol has a significant impact
on the product yield.19 It is known that, when a small organic
compound20 is solvated in mw mixtures, the chemical and the
physical behaviors of the solute are distinct at different mixture
compositions. For example, the equilibrium of heterogeneous
catalysis reactions19 are greatly affected by the mw mixture
composition. The solvation structure plays a central role in
explaining most of these phenomena.

Formaldehyde hydrates in the presence of water and exists
in its metastable form, methanediol (md).21,22 At higher
formaldehyde concentrations (>3 wt %), dimers and trimers of
formaldehyde start forming, and as formaldehyde concen-
trations increase further, a precipitate of paraformaldehyde
(pFa) is obtained.22,23 Addition of methanol prevents the
oligomerization of formaldehyde, and such formaldehyde−-
methanol−water (fmw) mixtures are commonly known as
formalin solutions. In the presence of methanol, formaldehyde
mostly remains in its metastable monomeric form, methox-
ymethanol (mm).24 The ability of the metastable monomers
(md and mm) to react or adsorb/desorb on to the catalytic
surface is likely to be affected by their solvation environment.
For example, Mugnai et al.25 reported a cagelike solvation
structure around formaldehyde in water, which hindered the
translation and rotation of the formaldehyde and thus affected
its hydration.25−27 Moreover, mm is solvated by a ring/chain
structure of 8−10 methanol molecules, which is reported to be
the reason for the high catalytic yield of formaldehyde in the
presence of methanol.19 However, the stability and the
solvation environment of mm in the mw mixtures remains
poorly understood.24,28 Our recent molecular dynamics (MD)
work predicted the presence of methanol around the
hydrophobic sites of mm and methanol at low methanol
concentrations.29 To the best of our knowledge, no
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ABSTRACT: To understand the mechanisms responsible for thermal decomposition of a Zr-
MOF (MIL-140C), we perform atomistic-scale molecular dynamics (MD) simulations and
discuss the simulation data in comparison with the TEM images obtained for the decomposed
Zr-MOF. First, we introduce the ReaxFF parameters suitable for the Zr/C/H/O chemistry and
then apply them to investigate the thermal stability and morphological changes in the MIL-
140C during heating. Based on the performed simulations we propose an atomic mechanism for
the collapse of the MIL-140C and the molecular pathways for carbon monoxide formation, the
main product of the MIL-140C thermal degradation. We also determine that the oxidation state
of the ZrOx clusters, evolved due to the thermal degradation, approximates the tetragonal phase
of ZrO2. Both simulations and experiments show a distribution of very small ZrOx clusters
embedded in the disrupted organic sheet that could contribute to the unusual high catalytic
activity of the decomposed MIL-140C.

Metal organic frameworks (MOFs) consist of an ordered
array of metal clusters connected via organic molecules

defined as the linkers. There is an extraordinary variety of
novel structures, both known and conceivable.1 Researchers
have explored MOFs as potential heterogeneous catalysts due
to their high porosity, active site dispersion, and large surface
area.2−7 There are many examples of their successful use as a
catalyst in solvent systems at relatively mild temperatures,8−11

whereas there are not quite as many examples for gas-phase
catalytic reactions, since high temperatures and pressures can
lead to decomposition of the MOF structures.3,5,12 For many
MOFs, poor stability in water also limits their application for
aqueous phase catalytic reactions.13,14 Over the years,
researchers have tried to overcome these limitations by
choosing a combination of metal cluster and linkers that
provide improved binding strength15,16 and by functionalizing
the organic linkers for improved hydrophobicity, adsorption
capacity, framework flexibility,17,18 etc.
Zr-MOFs, where the metal cluster is a zirconium oxide-

based coordinated complex, are inherently more stable at
elevated temperatures (e.g., 700−800 K) and in water.12,17,19,20
Nevertheless, when subjected to temperatures higher than 800
K, Zr-MOFs start losing mass due to the decomposition of the
organic linkers and result in the evolution of organic gaseous
molecules21,22 and the characteristics of the residual solid
change. The chemistry associated with the thermal decom-
position of these MOFs is still not well studied.12,23−25 Yet, in
select circumstances, decomposed MOF structures, incorpo-
rating active metal atoms, have demonstrated exceptional
activity for gas-phase catalytic reactions.26,27 MIL-140C is a Zr-

MOF with ZrO7 metal oxide-based clusters with BPDC
(biphenyl dicarboxylic acid) linkers. MIL-140C is a good
candidate for separating biomolecules from aqueous solutions
of amino acids and is also being explored as a potential
heterogeneous catalyst.14,19 Recently, a thermally decomposed
MIL-140C with Ru and a small proportion of modified linkers
was reported as a stable catalyst for CO2 conversion into
methane.27 It was suggested that after the decomposition, the
metal clusters are finely dispersed within the disrupted or even
carbonized organic linkers, which is responsible for the
exceptional catalytic properties of the thermally decomposed
MOFs.28,29 Understanding thermal decomposition of MIL-
140C is crucial for the development of a controlled pyrolysis
route to candidate catalytic materials at temperatures and
pressures appropriate to gas-phase reactions.30

Here, we combine ReaxFF molecular dynamics and
experiments to understand the thermal decomposition of
MIL-140C. The ReaxFF force field has been successfully
applied to the understanding of the thermal stability,24,25 the
water stability,23,31 and the glass-forming ability32−34 of a
number of different MOFs. First, a ReaxFF parameter set
suitable for the Zr/C/H/O chemistry simulations is intro-
duced. Then, the proposed ReaxFF force field is used to
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Supplementary information 
Understanding the effect of framework topology, linker chemistry, 

and chemical environment on the thermally decomposed MOFs 
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 B.1. NVT vs NPT 

 

For temperatures over 1500 K, the density drops exponentially due to extremely high 

simulation temperature. As mentioned earlier, these high temperatures are required to 

accelerate the chemical reaction. However, the expansion of the simulation box leads to 

the separation of the different segments of the broken structure further apart, which is 

not the case experimentally. The structure at 2000 K by NPT route (Figure B.1(a)) has 

the segments of the MIL-140C structure drifted apart, whereas the structure at 2000 K 

by NVT route (Figure B.1(b)) remains connected during decomposition. Therefore, the 

NVT simulations is more likely to produce data that is similar to that of experimental 

reality. This is due to the atoms still being able to interact with one another, whereas in 

NPT simulations where pressure is constant, there is no restriction on volume and hence 

atoms may stray from one another. Therefore, although generally the NPT simulations 

are more reliable in simulating constant pressure experimental conditions, we are using 

NVT at higher temperatures because of the disconnect between experiment and 

simulation, and hence to avoid excessive expansion of the simulation box.  

NVT simulations are more realistic as the space that atoms and molecules can be in the 

system is limited to only a certain amount. Therefore, atoms are not able to move further 

into a space that would not be allowed in an experimental setting. As shown in Figure 

B.1, decomposition in NPT leads to the molecules and atoms occupying more space. On 

the other hand, the NVT image in this figure demonstrates that since the volume is fixed, 

the particles do not go far from one another. 

 
 

Figure B.1. (a) MIL-140C 3-3-12 after 200 ps @ 2000 K – NPT simulation regime. (b) 

MIL-140C 3-3-12 after 200 ps @ 2000 K – NVT simulation regime. Figures are not 

scalable to one another.  
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B.2 Optimising the supercell size in the z-direction 

We considered three supercell size from the DFT optimised unit cell of MIL-140C. Three 

supercells vary in the z-direction (3-3-4, 3-3-8, and 3-3-12). We compared the density (Fig. 

B.2 & B.3) and the potential energy (Ep, Fig. B.4 & B.5) per atom during the thermal 

decomposition. As seen in Figure B.2, the densities of all three overlap, demonstrating that 

bond breaking activity was the same in all systems. Here, density starts of as a plateau, then 

increases by 0.06 g/cm3 when heating from 600 to approximately 1500 K. At around 1500 K, 

density decreases and falls very low at 2000 K. The increase in density is also observed in the 

NVT simulations, but after slightly decreasing, density stays at a plateau from 1500K, as seen 

in Figure 6. At temperatures higher than 1500 K, the density remains constant, which is obvious 

as this is a NVT simulation, and the density cannot increase. The constant final density of 3-3-

12 is different from the other two sizes in the NVT simulations.  

 
 

Figure B.2: Densities of different sizes of MIL-140C throughout thermal decomposition from 

300-2000 K, under NPT (constant pressure).  
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Figure B.3: Densities of different sizes of MIL-140C throughout thermal decomposition from 

300-2000 K, under NVT (constant volume).  

 
Figure B.4. Potential energy of the different sizes of MIL-140C throughout NPT simulation 

from 300-2000 K decomposition.  
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Figure B.5. Potential energy of the different sizes of MIL-140C throughout NVT simulation 

from 300-2000 K decomposition. 

 

 
B.3 Decomposition at higher temperatures 
Two temperatures were tested for decomposition – 2000 K and 2500 K. It has been 

observed that decomposition is does not complete at 2000 K, as the Zr-O ladder within 

MIL-140C was not being decomposed and Zr clusters were not forming as much (Figure 

18a). Therefore, simulation regimes that reached 2500 K were completed, where larger 

Zr clusters were being formed (Figure 18b). 
 

Figure B.6: (a) Three Zr clusters formed in MIL-140C 3-3-12, after being decomposed 
at 2000 K. (b) One relatively large Zr cluster formed in MIL-140C 3-3-12, after being 
decomposed at 2500 K. 
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Appendix C 
 

Supplementary Information 

 
Reactive MD-force field: Water/Pt/Ni/nafion/Ru                                   

 39       ! Number of general parameters                             

   50.0000 !Overcoordination parameter             

    9.5469 !Overcoordination parameter             

   26.5405 !Valency angle conjugation parameter    

    1.7224 !Triple bond stabilisation parameter    

    6.8702 !Triple bond stabilisation parameter    

   60.4850 !C2-correction                          

    1.0588 !Undercoordination parameter            

    4.6000 !Triple bond stabilisation parameter    

   12.1176 !Undercoordination parameter            

   13.3056 !Undercoordination parameter            

  -51.3259 !Triple bond stabilization energy       

    0.0000 !Lower Taper-radius                     

   10.0000 !Upper Taper-radius                     

    2.8793 !Not used                               

   33.8667 !Valency undercoordination              

    6.0891 !Valency angle/lone pair parameter      

    1.0563 !Valency angle                          

    2.0384 !Valency angle parameter                

    6.1431 !Not used                               

    6.9290 !Double bond/angle parameter            

    0.3989 !Double bond/angle parameter: overcoord 

    3.9954 !Double bond/angle parameter: overcoord 

   -2.4837 !Not used                               

    5.7796 !Torsion/BO parameter                   

   10.0000 !Torsion overcoordination               

    1.9487 !Torsion overcoordination               

   -1.2327 !Conjugation 0 (not used)               

    2.1645 !Conjugation                            

    1.5591 !vdWaals shielding                      

    0.1000 !Cutoff for bond order (*100)           

    2.1365 !Valency angle conjugation parameter    

    0.6991 !Overcoordination parameter             

   50.0000 !Overcoordination parameter             

    1.8512 !Valency/lone pair parameter            

    0.5000 !Not used                               
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   20.0000 !Not used                               

    5.0000 !Molecular energy (not used)            

    0.0000 !Molecular energy (not used)            

    2.6962 !Valency angle conjugation parameter    

 11    ! Nr of atoms; cov.r; valency;a.m;Rvdw;Evdw;gammaEEM;cov.r2;# 

            alfa;gammavdW;valency;Eunder;Eover;chiEEM;etaEEM;n.u.                

            cov r3;Elp;Heat inc.;n.u.;n.u.;n.u.;n.u.                             

            ov/un;val1;n.u.;val3,vval4                                           

 C    1.3817   4.0000  12.0000   1.8903   0.1838   0.9000   1.1341   4.0000 

      9.7559   2.1346   4.0000  34.9350  79.5548   5.9666   7.0000   0.0000 

      1.2114   0.0000 202.5551   8.9539  34.9289  13.5366   0.8563   0.0000 

     -2.8983   2.5000   1.0564   4.0000   2.9663   0.0000   0.0000   0.0000 

 H    0.8930   1.0000   1.0080   1.3550   0.0930   0.8203  -0.1000   1.0000 

      8.2230  33.2894   1.0000   0.0000 121.1250   3.7248   9.6093   1.0000 

     -0.1000   0.0000  61.6606   3.0408   2.4197   0.0003   1.0698   0.0000 

    -19.4571   4.2733   1.0338   1.0000   2.8793   0.0000   0.0000   0.0000 

 O    1.2450   2.0000  15.9990   2.3890   0.1000   1.0898   1.0548   6.0000 

      9.7300  13.8449   4.0000  37.5000 116.0768   8.5000   8.3122   2.0000 

      0.9049   0.4056  59.0626   3.5027   0.7640   0.0021   0.9745   0.0000 

     -3.5500   2.9000   1.0493   4.0000   2.9225   0.0000   0.0000   0.0000 

 N    1.2333   3.0000  14.0000   1.9324   0.1376   0.8596   1.1748   5.0000 

     10.0667   7.8431   4.0000  32.2482 100.0000   6.8418   6.3404   2.0000 

      1.0433  13.7673 119.9837   2.1961   3.0696   2.7683   0.9745   0.0000 

     -4.3875   2.6192   1.0183   4.0000   2.8793   0.0000   0.0000   0.0000 

 S    1.9405   2.0000  32.0600   2.0677   0.2099   1.0336   1.5479   6.0000 

      9.9575   4.9055   4.0000  52.9998 112.1416   5.6210   8.2545   2.0000 

      1.4601   9.7177  71.1843   5.7487  23.2859  12.7147   0.9745   0.0000 

    -11.0000   2.7466   1.0338   6.2998   2.8793   0.0000   0.0000   0.0000 

 F    1.2100   1.0000  18.9984   1.8601   0.1200   0.3000  -0.1000   7.0000 

     11.5000   7.5000   4.0000   9.2533   0.2000   9.0000  15.0000   0.0000 

     -1.0000  35.0000   1.5000   6.9821   4.1799   1.0561   0.0000   0.0000 

     -7.3000   2.6656   1.0493   4.0000   2.9225   0.0000   0.0000   0.0000 

 Pt   1.9820   2.0000 195.0800   2.0423   0.3309   0.6000  -1.0000   2.0000 

     12.3677   6.0083   2.0000   0.0000   0.0000   4.6363   6.1590   0.0000 

     -1.0000   0.0000 133.1770  27.2704   1.8727   0.1586   0.8563   0.0000 

    -13.0000   1.7287   1.0338   5.0000   2.5791   0.0000   0.0000   0.0000 

 Cl   1.8478   1.0000  35.4500   2.0064   0.2210   0.7524  -1.0000   7.0000 

     11.5472   8.1426   1.0000   0.0000   0.0000   7.9820   7.9758   0.0000 

     -1.0000   0.0000 143.1770   6.2293   5.2294   0.1542   0.8563   0.0000 

     -7.4990   3.1823   1.0338   1.0000   2.5791   0.0000   0.0000   0.0000 

 Ni   1.8201   2.0000  58.6900   1.9449   0.1880   0.8218   0.1000   2.0000 

     12.1594   3.8387   2.0000   0.0000   0.0000   4.8038   7.3852   0.0000 

     -1.0000   0.0000 104.1070  50.6786   0.6762   0.0981   0.8563   0.0000 

     -3.7733   3.6035   1.0338   8.0000   2.5791   0.0000   0.0000   0.0000 
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 Ru   2.3595   4.0000 101.0700   2.0555   0.3164   0.8777   0.1000   8.0000 

     12.4373   4.7377   4.0000   0.0000   0.0000   4.4613   5.5506   0.0000 

      0.1000   0.0000  92.5070  66.6047  14.4716   0.1542   0.8563   0.0000 

     -7.3451   3.0222   1.0338   8.0000   2.5791   0.0000   0.0000   0.0000 

 X   -0.1000   2.0000   1.0080   2.0000   0.0000   1.0000  -0.1000   6.0000 

     10.0000   2.5000   4.0000   0.0000   0.0000   8.5000   1.5000   0.0000 

     -0.1000   0.0000  -2.3700   8.7410  13.3640   0.6690   0.9745   0.0000 

    -11.0000   2.7466   1.0338   2.0000   2.8793   0.0000   0.0000   0.0000 

 45      ! Nr of bonds; Edis1;LPpen;n.u.;pbe1;pbo5;13corr;pbo6       

                         pbe2;pbo3;pbo4;n.u.;pbo1;pbo2;ovcorr                    

  1  1 158.2004  99.1897  78.0000  -0.7738  -0.4550   1.0000  37.6117   0.4147 

         0.4590  -0.1000   9.1628   1.0000  -0.0777   6.7268   1.0000   0.0000 

  1  2 169.4760   0.0000   0.0000  -0.6083   0.0000   1.0000   6.0000   0.7652 

         5.2290   1.0000   0.0000   1.0000  -0.0500   6.9136   0.0000   0.0000 

  2  2 153.3934   0.0000   0.0000  -0.4600   0.0000   1.0000   6.0000   0.7300 

         6.2500   1.0000   0.0000   1.0000  -0.0790   6.0552   0.0000   0.0000 

  1  3 165.7010 107.8426  73.9004  -0.8452  -0.3081   1.0000  11.1499   1.0971 

         0.7754  -0.3270   6.8632   1.0000  -0.1018   5.3643   0.0000   0.0000 

  3  3 142.2858 145.0000  50.8293   0.2506  -0.1000   1.0000  29.7503   0.6051 

         0.3451  -0.1055   9.0000   1.0000  -0.1225   5.5000   1.0000   0.0000 

  1  4 134.1215 140.2179  79.9745   0.0163  -0.1428   1.0000  27.0617   0.2000 

         0.1387  -0.3681   7.1611   1.0000  -0.1000   5.0825   1.0000   0.0000 

  3  4 130.8596 169.4551  40.0000   0.3837  -0.1639   1.0000  35.0000   0.2000 

         1.0000  -0.3579   7.0004   1.0000  -0.1193   6.8773   1.0000   0.0000 

  4  4 157.9384  82.5526 152.5336   0.4010  -0.1034   1.0000  12.4261   0.5828 

         0.1578  -0.1509  11.9186   1.0000  -0.0861   5.4271   1.0000   0.0000 

  2  3 160.0000   0.0000   0.0000  -0.5725   0.0000   1.0000   6.0000   0.5626 

         1.1150   1.0000   0.0000   0.0000  -0.0920   4.2790   0.0000   0.0000 

  2  4 231.8173   0.0000   0.0000  -0.3364   0.0000   1.0000   6.0000   0.4402 

         8.8910   1.0000   0.0000   1.0000  -0.0327   6.5754   0.0000   0.0000 

  1  5 128.7959  56.4134  39.0716   0.0688  -0.4463   1.0000  31.1766   0.4530 

         0.1955  -0.3587   6.2148   1.0000  -0.0770   6.6386   1.0000   0.0000 

  2  5 136.1049   0.0000   0.0000  -0.4669   0.0000   1.0000   6.0000   0.3803 

        10.5730   1.0000   0.0000   1.0000  -0.1000   7.0000   1.0000   0.0000 

  3  5 165.3308 220.0000  40.0000   0.7131  -0.2406   1.0000  22.1005   0.2000 

         0.8027  -0.2748   8.3393   1.0000  -0.1043   5.6108   1.0000   0.0000 

  4  5 130.0000 180.0000   0.0000   0.5000  -0.2000   1.0000  40.0000   0.3000 

         0.4000  -0.2500   9.0000   1.0000  -0.1000   6.0000   1.0000   0.0000 

  5  5  96.1871  93.7006  68.6860   0.0955  -0.4781   1.0000  17.8574   0.6000 

         0.2723  -0.2373   9.7875   1.0000  -0.0950   6.4757   1.0000   0.0000 

  1  6 237.8781   0.0000   0.0000  -0.7438  -0.5000   1.0000  35.0000   1.0460 

         3.6661  -0.2500  15.0000   1.0000  -0.0800   5.4719   1.0000   0.0000 

  2  6   0.0000   0.0000   0.0000  -0.4643   0.0000   1.0000   6.0000   0.6151 

        12.3710   1.0000   0.0000   1.0000  -0.1008   8.5980   0.0000   0.0000 
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  3  6   0.0000   0.0000   0.0000   0.2500  -0.5000   1.0000  45.0000   0.6000 

         0.4000  -0.2500  15.0000   1.0000  -0.1000  10.0000   1.0000   0.0000 

  4  6   0.0000   0.0000   0.0000  -0.4643   0.0000   1.0000   6.0000   0.6151 

        12.3710   1.0000   0.0000   1.0000  -0.0098   8.5980   0.0000   0.0000 

  5  6   0.0000   0.0000   0.0000   0.2500  -0.5000   1.0000  45.0000   0.6000 

         0.4000  -0.2500  15.0000   1.0000  -0.1000  10.0000   1.0000   0.0000 

  6  6 250.0765   0.0000   0.0000   0.2298  -0.3500   1.0000  25.0000   0.8427 

         0.1167  -0.2500  15.0000   1.0000  -0.1506   7.3516   1.0000   0.0000 

  6  7  -0.0100   0.0000   0.0000   0.9248  -0.3500   1.0000  35.0000   0.1231 

         0.3064  -0.2500  25.0000   1.0000  -0.1903   8.4146   1.0000   0.0000 

  1  7 167.9451   0.0000   0.0000  -0.1620  -0.2000   1.0000  16.0000   0.3702 

         1.7129  -0.2000  15.0000   1.0000  -0.1971   7.4949   1.0000   0.0000 

  2  7 161.1691   0.0000   0.0000  -0.2641   0.0000   1.0000   6.0000   0.1273 

         8.0163   1.0000   0.0000   1.0000  -0.1717   9.3297   0.0000   0.0000 

  3  7 179.8510   0.0000   0.0000  -0.6047  -0.2000   1.0000  16.0000   0.0388 

         0.5748  -0.2000  15.0000   1.0000  -0.1458   5.0000   1.0000   0.0000 

  4  7 183.3242   0.0000   0.0000   0.5441  -0.2000   1.0000  16.0000   0.6888 

        -0.0634  -0.2000  15.0000   1.0000  -0.1558   5.0000   1.0000   0.0000 

  5  7   0.0000   0.0000   0.0000   0.2500  -0.5000   1.0000  45.0000   0.6000 

         0.4000  -0.2500  15.0000   1.0000  -0.1000  10.0000   1.0000   0.0000 

  7  7 122.1369   0.0000   0.0000  -0.3578  -0.2000   0.0000  16.0000   0.2877 

         0.9897  -0.2000  15.0000   1.0000  -0.0853   5.4801   0.0000   0.0000 

  1  8  50.6675   0.0000   0.0000   0.0004  -0.2000   0.0000  16.0000   0.3115 

         1.0000  -0.2000  15.0000   1.0000  -0.1062   5.1596   0.0000   0.0000 

  2  8  50.6675   0.0000   0.0000   0.0004  -0.2000   0.0000  16.0000   0.3115 

         1.0000  -0.2000  15.0000   1.0000  -0.1062   5.1596   0.0000   0.0000 

  3  8  50.6675   0.0000   0.0000   0.0004  -0.2000   0.0000  16.0000   0.3115 

         1.0000  -0.2000  15.0000   1.0000  -0.1062   5.1596   0.0000   0.0000 

  4  8  50.6675   0.0000   0.0000   0.0004  -0.2000   0.0000  16.0000   0.3115 

         1.0000  -0.2000  15.0000   1.0000  -0.1062   5.1596   0.0000   0.0000 

  7  8 140.6675   0.0000   0.0000   0.0004  -0.2000   0.0000  16.0000   0.3115 

         1.0000  -0.2000  15.0000   1.0000  -0.1062   5.1596   0.0000   0.0000 

  8  8 125.6675   0.0000   0.0000   0.0004  -0.2000   0.0000  16.0000   0.3115 

         1.0000  -0.2000  15.0000   1.0000  -0.1062   7.0000   0.0000   0.0000 

  1  9  75.7495  12.7904   0.0000   0.4276  -0.2000   1.0000  16.0000   0.1333 

         0.5004  -0.1246  12.4887   1.0000  -0.1113   5.1759   1.0000   0.0000 

  2  9 109.4050   0.0000   0.0000   0.3531   0.0000   1.0000   6.0000   0.1075 

         0.0230   1.0000   0.0000   1.0000  -0.0756   5.8346   0.0000   0.0000 

  3  9 118.6999   0.0000   0.0000  -0.1042  -0.2000   1.0000  16.0000   0.1724 

         0.8280  -0.2500  15.0000   1.0000  -0.1013   5.6326   1.0000   0.0000 

  9  9  91.2220   0.0000   0.0000  -0.2538  -0.2000   0.0000  16.0000   0.2688 

         1.4651  -0.2000  15.0000   1.0000  -0.1435   4.3908   0.0000   0.0000 

  7  9  68.1705   0.0000   0.0000   0.9869  -0.2000   0.0000  16.0000   0.0100 

         0.2118  -0.2000  15.0000   1.0000  -0.2148   4.0000   0.0000   0.0000 
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  1 10 154.4715  19.5378   0.0000  -0.7948  -0.2000   1.0000  16.0000   0.2377 

         0.3543  -0.3479   9.1411   1.0000  -0.1385   5.0985   1.0000   0.0000 

  2 10  91.4950   0.0000   0.0000  -0.0491   0.0000   1.0000   6.0000   0.1119 

         0.2447   1.0000   0.0000   1.0000  -0.0885   5.0480   0.0000   0.0000 

  3 10 148.4765  97.0930  63.8410   0.0879  -0.2572   1.0000  24.7279   0.0803 

         0.9776  -0.2644  12.3194   1.0000  -0.1717   6.4806   1.0000   0.0000 

  4 10   0.0000   0.0000   0.0000   0.1073  -0.5000   1.0000  25.0000   0.5000 

         1.0000  -0.5000  15.0000   1.0000  -0.2000  10.0000   1.0000   0.0000 

  7 10 108.2468   0.0000   0.0000  -0.1484  -0.2000   0.0000  16.0000   0.2733 

         3.2947  -0.2000  15.0000   1.0000  -0.0927   5.6435   0.0000   0.0000 

 10 10  73.1425   0.0000   0.0000  -0.0100  -0.2000   0.0000  16.0000   0.1000 

         0.1000  -0.2000  15.0000   1.0000  -0.1744   8.2223   0.0000   0.0000 

 25    ! Nr of off-diagonal terms; Ediss;Ro;gamma;rsigma;rpi;rpi2    

  1  2   0.1239   1.4004   9.8467   1.1210  -1.0000  -1.0000 

  2  3   0.0283   1.2885  10.9190   0.9215  -1.0000  -1.0000 

  2  4   0.1059   1.8290   9.7818   0.9598  -1.0000  -1.0000 

  1  3   0.1156   1.8520   9.8317   1.2854   1.1352   1.0706 

  1  4   0.1447   1.8766   9.7990   1.3436   1.1885   1.1363 

  3  4   0.1048   2.0003  10.1220   1.3173   1.1096   1.0206 

  1  5   0.1408   1.8161   9.9393   1.7986   1.3021   1.4031 

  2  5   0.0895   1.6239  10.0104   1.4640  -1.0000  -1.0000 

  3  5   0.2250   1.7911  10.2423   1.4546   1.4011  -1.0000 

  4  5   0.1505   1.9000  10.5104   1.8000   1.4000  -1.0000 

  1  6   0.1071   1.6243  11.0402   1.3176  -1.0000  -1.0000 

  2  6   0.0431   1.7204  10.3632   0.5386  -1.0000  -1.0000 

  1  7   0.1180   1.7341  12.4934   1.8280  -1.0000  -1.0000 

  2  7   0.1644   1.3669  12.0930   1.5859  -1.0000  -1.0000 

  3  7   0.1128   1.9155  10.1129   1.5035  -1.0000  -1.0000 

  4  7   0.1000   2.0294  12.2593   1.5743  -1.0000  -1.0000 

  7  8   0.1847   2.1006  11.0261   1.7524  -1.0000  -1.0000 

  1  9   0.1806   1.6000  10.1488   1.6502   1.3988  -1.0000 

  2  9   0.0578   1.4623  11.5257   1.2242  -1.0000  -1.0000 

  3  9   0.0504   1.7959  11.7893   1.4423  -1.0000  -1.0000 

  7  9   0.1919   2.1352  12.2879   1.8319  -1.0000  -1.0000 

  1 10   0.1957   1.5041  13.6357   1.8525   1.4000  -1.0000 

  2 10   0.0456   1.5612  11.7206   1.4507  -1.0000  -1.0000 

  3 10   0.1282   1.8008  11.7025   1.6471   1.4974   1.2433 

  7 10   0.4018   2.0209  12.3922   2.1021  -1.0000  -1.0000 

132    ! Nr of angles;at1;at2;at3;Thetao,o;ka;kb;pv1;pv2             

  1  1  1  59.0573  30.7029   0.7606   0.0000   0.7180   6.2933   1.1244 

  1  1  2  65.7758  14.5234   6.2481   0.0000   0.5665   0.0000   1.6255 

  2  1  2  70.2607  25.2202   3.7312   0.0000   0.0050   0.0000   2.7500 

  1  2  2   0.0000   0.0000   6.0000   0.0000   0.0000   0.0000   1.0400 

  1  2  1   0.0000   3.4110   7.7350   0.0000   0.0000   0.0000   1.0400 
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  2  2  2   0.0000  27.9213   5.8635   0.0000   0.0000   0.0000   1.0400 

  1  1  3  49.6811   7.1713   4.3889   0.0000   0.7171  10.2661   1.0463 

  3  1  3  77.7473  40.1718   2.9802 -25.3063   1.6170 -46.1315   2.2503 

  1  1  4  66.1305  12.4661   7.0000   0.0000   3.0000  50.0000   1.1880 

  3  1  4  73.9544  12.4661   7.0000   0.0000   3.0000   0.0000   1.1880 

  4  1  4  64.1581  12.4661   7.0000   0.0000   3.0000   0.0000   1.1880 

  2  1  3  58.5010  15.8793   4.6279   0.0000   1.2351   0.0000   1.1381 

  2  1  4  74.2929  31.0883   2.6184   0.0000   0.0755   0.0000   1.0500 

  1  2  4   0.0000   0.0019   6.3000   0.0000   0.0000   0.0000   1.0400 

  1  3  1  73.5312  44.7275   0.7354   0.0000   3.0000   0.0000   1.0684 

  1  3  3  79.4761  36.3701   1.8943   0.0000   0.7351  67.6777   3.0000 

  1  3  4  82.4890  31.4554   0.9953   0.0000   1.6310   0.0000   1.0783 

  3  3  3  80.7324  30.4554   0.9953   0.0000   1.6310  50.0000   1.0783 

  3  3  4  84.3637  31.4554   0.9953   0.0000   1.6310   0.0000   1.0783 

  4  3  4  89.7071  31.4554   0.9953   0.0000   1.6310   0.0000   1.1519 

  1  3  2  60.0000  25.0000   0.4201   0.0000   0.1000   0.0000   2.1900 

  2  3  3  75.6935  50.0000   2.0000   0.0000   1.0000   0.0000   1.1680 

  2  3  4  75.6201  18.7919   0.9833   0.0000   0.1218   0.0000   1.0500 

  2  3  2  85.8000   9.8453   2.2720   0.0000   2.8635   0.0000   1.5800 

  1  4  1  66.0330  22.0295   1.4442   0.0000   1.6777   0.0000   1.0500 

  1  4  3 103.3204  33.0381   0.5787   0.0000   1.6777   0.0000   1.0500 

  1  4  4 104.1335   8.6043   1.6495   0.0000   1.6777   0.0000   1.0500 

  3  4  3  74.1978  42.1786   1.7845 -18.0069   1.6777   0.0000   1.0500 

  3  4  4  74.8600  43.7354   1.1572  -0.9193   1.6777   0.0000   1.0500 

  4  4  4  75.0538  14.8267   5.2794   0.0000   1.6777   0.0000   1.0500 

  1  4  2  69.1106  25.5067   1.1003   0.0000   0.0222   0.0000   1.0369 

  2  4  3  81.3686  40.0712   2.2396   0.0000   0.0222   0.0000   1.0369 

  2  4  4  83.0104  43.4766   1.5328   0.0000   0.0222   0.0000   1.0500 

  2  4  2  70.8687  12.0168   5.0132   0.0000   0.0222   0.0000   1.1243 

  1  2  3   0.0000  25.0000   3.0000   0.0000   1.0000   0.0000   1.0400 

  1  2  4   0.0000   0.0019   6.0000   0.0000   0.0000   0.0000   1.0400 

  1  2  5   0.0000   0.0019   6.0000   0.0000   0.0000   0.0000   1.0400 

  3  2  3   0.0000  15.0000   2.8900   0.0000   0.0000   0.0000   2.8774 

  3  2  4   0.0000   0.0019   6.0000   0.0000   0.0000   0.0000   1.0400 

  4  2  4   0.0000   0.0019   6.0000   0.0000   0.0000   0.0000   1.0400 

  2  2  3   0.0000   8.5744   3.0000   0.0000   0.0000   0.0000   1.0421 

  2  2  4   0.0000   0.0019   6.0000   0.0000   0.0000   0.0000   1.0400 

  1  1  5  74.4180  33.4273   1.7018   0.1463   0.5000   0.0000   1.6178 

  1  5  1  79.7037  28.2036   1.7073   0.1463   0.5000   0.0000   1.6453 

  2  1  5  63.3289  29.4225   2.1326   0.0000   0.5000   0.0000   3.0000 

  1  5  2  85.9449  38.3109   1.2492   0.0000   0.5000   0.0000   1.1000 

  1  5  5  85.6645  40.0000   2.9274   0.1463   0.5000   0.0000   1.3830 

  2  5  2  83.8555   5.1317   0.4377   0.0000   0.5000   0.0000   3.0000 

  2  5  5  97.0064  32.1121   2.0242   0.0000   0.5000   0.0000   2.8568 
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  3  5  3  81.0971  22.5308   7.4511  -2.3089   2.8609   0.0000   2.0914 

  1  5  3  70.0000  35.0000   3.4223   0.0000   1.3550   0.0000   1.2002 

  1  3  5  58.9977  36.2016   1.7948   0.0000   0.4304   0.0000   3.0000 

  3  3  5  83.9753  31.0715   3.5590   0.0000   0.8161   0.0000   1.1776 

  2  3  5  90.0000  17.5000   3.5000   0.0000   1.9770   0.0000   3.0000 

  1  1  6  74.0446  35.8484   6.6125   0.0000   0.9453   0.0000   3.0000 

  6  1  6  77.8443  49.0744   5.9913   0.0000   0.7835   0.0000   2.3020 

  1  6  1   0.0000  19.9962   3.2299   0.0000   2.1012   0.0000   1.1537 

  1  6  6   0.0000  25.0000   1.0000   0.0000   1.0000   0.0000   1.0400 

  6  1  2  69.6421  10.0000   2.0000   0.0000   1.0000   0.0000   1.0400 

  3  1  6  70.0000  35.0000   2.0000   0.0000   1.0000   0.0000   1.2500 

  5  1  6  70.0000  35.0000   3.4223   0.0000   1.3550   0.0000   1.2002 

  1  1  7  48.5613  31.6283   3.3259   0.0000   0.1000   0.0000   1.9693 

  7  1  7  80.8069   1.4012   3.5365   0.0000   0.1092   0.0000   1.0500 

  1  7  7  17.1757  10.0139   3.8895   0.0000   0.3173   0.0000   2.8844 

  1  7  1  37.5291   7.4679   1.6697   0.0000   1.0031   0.0000   2.2937 

  2  1  7  65.9447  15.1337   2.8716   0.0000   2.0061   0.0000   1.3774 

  1  7  2  74.9052   4.6753   0.6941   0.5000   1.3645   0.0000   2.5028 

  1  2  7   0.0000   1.2168   2.1384   0.0000   0.3244   0.0000   1.0500 

  2  7  2  95.0000  60.0000   1.4541   0.0000   4.0000   0.0000   1.2813 

  2  2  7   0.0000   1.0000   1.0243   0.0000   1.0001   0.0000   4.0000 

  3  2  7   0.0000  50.0000   4.0000   0.0000   1.0000   0.0000   1.2500 

  7  2  7   0.0000  26.7290   6.8612   0.0000   4.0000   0.0000   1.5552 

  2  7  7  89.4351  14.8824   3.8943   0.0000   2.2377   0.0000   2.4840 

  7  3  7 100.6048  32.2362   8.0087   0.0000   0.4198   0.0000   2.1758 

  3  7  7 100.3871  42.0526   2.2625   0.0000  -0.0110   0.0000   1.9253 

  3  3  7  90.0186  48.0852   0.9241   0.0000   1.5394   0.0000   1.3490 

  3  7  3  22.1744  28.4797   0.7861   0.0000   0.3044   0.0000   1.1850 

  1  7  3  47.7252  50.0000   4.2693   0.0000   1.4676   0.0000   1.1000 

  1  3  7 101.1629  33.2272   6.2808   0.0000   2.4718   0.0000   1.1000 

  3  1  7  99.4051  23.7689   0.6911   0.0000   3.4481   0.0000   1.2075 

  2  3  7  74.1000   8.5500   3.9501   0.0000   1.0500   0.0000   1.4519 

  2  7  3  14.3493  50.0000   4.1953   0.5000   2.3152   0.0000   1.1000 

  5  1  7  70.0000  35.0000   3.4223   0.0000   1.3550   0.0000   1.2002 

  2  7  7 180.0000 -50.0000  10.0000   0.0000   3.8624   0.0000   1.1000 

  7  2  8   0.0000  35.0000   3.0000   0.0000   0.0000   0.0000   1.0400 

  5  3  7  70.0000  10.0000   1.0000   0.0000   0.1000   0.0000   2.8838 

  1  9  1  75.6483  43.0233   0.6577   0.0000   1.4507   0.0000   1.8072 

  1  1  9  90.0000  30.6206   0.2855   0.0000   0.0100   0.0000   1.0400 

  9  1  9  87.1014  21.3282   7.0000   0.0000   0.0100   0.0000   2.2535 

  1  9  9  48.4493   0.9823   0.0798   0.0000   0.2181   0.0000   2.9000 

  3  9  3  49.6374  27.4219   1.6709   0.0000   0.0369   0.0000   2.5673 

  3  3  9  90.0000  31.1442   5.0000   0.0000   0.5686   0.0000   2.0931 

  9  3  9  42.4507   5.2354   0.5469   0.0000   1.5478   0.0000   1.0400 
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  3  9  9  39.2561   2.4303   3.7193   0.0000   0.8924   0.0000   1.9950 

  2  9  2 106.3969  30.0000   0.9614   0.0000   1.9664   0.0000   2.2693 

  2  2  9   0.0000  23.6564   4.1965   0.0000   0.3810   0.0000   1.2323 

  9  2  9   0.0000  60.0000   4.7836   0.0000   0.0500   0.0000   1.6605 

  2  9  9  84.9500   7.3152   2.0189   0.0000   0.5938   0.0000   2.4292 

  2  9  9 180.0000 -50.0000  17.4604   0.0000   0.8112   0.0000   1.0400 

  1  9  2  62.2304  12.4120   3.4647   0.5000   1.4224   0.0000   1.8517 

  1  2  9   0.0000   0.2044   1.7494   0.0000   1.2268   0.0000   3.1652 

  2  1  9  40.5703  22.5348   1.5796   0.5000   0.0100   0.0000   1.1131 

  2  3  9  29.3808  16.2484   2.5832   0.5000   0.0100   0.0000   1.9017 

  1  9  3  70.0000  25.0000   1.0000   0.0000   1.0000   0.0000   1.2500 

  1  3  9  70.0000  25.0000   1.0000   0.0000   1.0000   0.0000   1.2500 

  3  1  9  70.0000  25.0000   1.0000   0.0000   1.0000   0.0000   1.2500 

  3  2  9   0.0000   7.1233   1.9895   0.5000   0.3233   0.0000   1.1000 

 10  3 10  89.0000  30.9123   1.2444   0.0000   1.8346   0.0000   2.4374 

  3 10 10  53.9732  23.9266   0.5584   0.0000   0.1000   0.0000   1.2468 

  3  3 10  87.9754  39.9500   1.6753   0.0000   1.4085   0.0000   1.1000 

  3 10  3  90.0000  15.8070   4.3055  -1.3391   0.0500   0.0000   1.2613 

  3 10  7  29.1970  14.8073   0.4103   0.0000   0.4114   0.0000   1.1397 

  3  7 10  52.7349  29.5543   3.9193   0.0000   0.3802   0.0000   1.8419 

  7  3 10  53.5915  28.4087   4.1195   0.0000   2.0000   0.0000   1.1000 

  1  1 10  70.2978  22.9682   4.5447   0.0000   0.0100   0.0000   2.0473 

 10  1 10  55.1674  26.9402   4.8152   0.0000  -0.0055   0.0000   1.3644 

  1 10 10  19.2134   7.3188   0.8554   0.0000   2.7222   0.0000   1.9226 

  1 10  1  44.6392   5.9626   1.9326   0.0000   2.4239   0.0000   1.5752 

  2  1 10  19.5673  25.3814   1.8682   0.0000   1.7527   0.0000   1.9545 

  1 10  2  25.3765   7.5721   1.5104   0.5000   2.7929   0.0000   2.8621 

  1  2 10   0.0000   5.7992   0.1000   0.0000   2.7446   0.0000   2.9673 

  2 10  2  85.5103  19.8100   1.0777   0.0000   0.9403   0.0000   2.4668 

  2 10 10  90.0000   6.9481   7.5000   0.0000   0.2223   0.0000   3.0215 

 10  2 10   0.0000  21.1639   5.3405   0.0000   0.0100   0.0000   1.6919 

 10 10  7   0.0000   3.4273   1.6387   0.0000   0.3575   0.0000   1.8131 

  1 10  3  86.0792   3.1964   0.3358   0.0000   1.4963   0.0000   1.5093 

  1  3 10  74.0333  44.1932   0.7625   0.0000   2.3684   0.0000   1.3963 

  3  1 10   8.7515  32.4970   4.7138   0.0000   1.3873   0.0000   2.0396 

  2  3 10 100.0000   2.9862   7.5000   0.0000   2.9087   0.0000   1.0400 

  3  2 10   0.0000  22.5000   3.5000   0.0000   2.3179   0.0000   1.0487 

  2 10  3  83.8460  18.9559   3.5000   0.0000   0.2131   0.0000   1.2337 

  2  2 10   0.0000   1.0000   1.0000   0.0000   0.0100   0.0000   2.0000 

 52    ! Nr of torsions;at1;at2;at3;at4;;V1;V2;V3;V2(BO);vconj;n.u;n 

  1  1  1  1  -0.2500  34.7453   0.0288  -6.3507  -1.6000   0.0000   0.0000 

  1  1  1  2  -0.2500  29.2131   0.2945  -4.9581  -2.1802   0.0000   0.0000 

  2  1  1  2  -0.2500  31.2081   0.4539  -4.8923  -2.2677   0.0000   0.0000 

  1  1  1  3  -0.3495  22.2142  -0.2959  -2.5000  -1.9066   0.0000   0.0000 
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  2  1  1  3   0.0646  24.3195   0.6259  -3.9603  -1.0000   0.0000   0.0000 

  3  1  1  3  -0.5456   5.5756   0.8433  -5.1924  -1.0180   0.0000   0.0000 

  1  1  3  1   1.7555  27.9267   0.0072  -2.6533  -1.0000   0.0000   0.0000 

  1  1  3  2  -1.4358  36.7830  -1.0000  -8.1821  -1.0000   0.0000   0.0000 

  2  1  3  1  -1.3959  34.5053   0.7200  -2.5714  -2.1641   0.0000   0.0000 

  2  1  3  2   2.0000  69.9830   1.0000  -3.6538  -2.9929   0.0000   0.0000 

  1  1  3  3   0.6852  11.2819  -0.4784  -2.5000  -2.1085   0.0000   0.0000 

  2  1  3  3   0.1933  80.0000   1.0000  -4.0590  -3.0000   0.0000   0.0000 

  3  1  3  1  -1.9889  76.4820  -0.1796  -3.8301  -3.0000   0.0000   0.0000 

  3  1  3  2   0.2160  72.7707  -0.7087  -4.2100  -3.0000   0.0000   0.0000 

  3  1  3  3  -2.5000  71.0772   0.2542  -3.1631  -3.0000   0.0000   0.0000 

  1  3  3  1   2.5000  -0.6002   1.0000  -3.4297  -2.8858   0.0000   0.0000 

  1  3  3  2  -2.5000  -3.3822   0.7004  -5.4467  -2.9586   0.0000   0.0000 

  2  3  3  2   2.5000  -4.0000   0.9000  -2.5000  -1.0000   0.0000   0.0000 

  1  3  3  3   1.2329  -4.0000   1.0000  -2.5000  -1.7479   0.0000   0.0000 

  2  3  3  3   0.8302  -4.0000  -0.7763  -2.5000  -1.0000   0.0000   0.0000 

  3  3  3  3  -2.5000  -4.0000   1.0000  -2.5000  -1.0000   0.0000   0.0000 

  0  1  2  0   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000 

  0  2  2  0   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000 

  0  2  3  0   0.0000   0.1000   0.0200  -2.5415   0.0000   0.0000   0.0000 

  0  1  1  0   0.0000  50.0000   0.3000  -4.0000  -2.0000   0.0000   0.0000 

  0  3  3  0   0.5511  25.4150   1.1330  -5.1903  -1.0000   0.0000   0.0000 

  0  1  4  0  -2.4242 128.1636   0.3739  -6.6098  -2.0000   0.0000   0.0000 

  0  2  4  0   0.0000   0.1000   0.0200  -2.5415   0.0000   0.0000   0.0000 

  0  3  4  0   1.4816  55.6641   0.0004  -7.0465  -2.7203   0.0000   0.0000 

  0  4  4  0  -0.3244  27.7086   0.0039  -2.8272  -2.0000   0.0000   0.0000 

  4  1  4  4  -5.5181   8.9706   0.0004  -6.1782  -2.0000   0.0000   0.0000 

  0  1  5  0   3.3423  30.3435   0.0365  -2.7171   0.0000   0.0000   0.0000 

  0  5  5  0  -0.0555  -5.0000   0.1515  -2.2056   0.0000   0.0000   0.0000 

  0  2  5  0   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000 

  1  1  1  6   0.5000   0.1000   0.4683 -11.5274  -1.7255   0.0000   0.0000 

  2  1  1  6   0.0000  49.3871   0.2000 -10.5765  -1.7255   0.0000   0.0000 

  6  1  1  6  -0.5000  95.4727  -0.2080  -4.8579  -1.7255   0.0000   0.0000 

  0  1  6  0   4.0000  45.8264   0.9000  -4.0000   0.0000   0.0000   0.0000 

  0  6  6  0   4.0000  45.8264   0.9000  -4.0000   0.0000   0.0000   0.0000 

  2  3  7  7   0.0000   0.0100   0.0100  -5.2275   0.0000   0.0000   0.0000 

  2  3  3  7   2.5000   2.1635   2.0000  -3.5654  -1.0000   0.0000   0.0000 

  7  3  3  7   1.7276  50.0000   0.0100  -2.5000  -1.0000   0.0000   0.0000 

  2  3  1  7   0.8042   9.9858   1.7500  -4.6466  -1.0000   0.0000   0.0000 

  1  1  1  7   2.1746  45.0000   0.6721  -2.5000   0.0000   0.0000   0.0000 

  7  1  1  7  -0.3957  50.0000   0.0100  -2.5173   0.0000   0.0000   0.0000 

  2  1  1  7   2.5000   0.0100   0.0100  -2.7611   0.0000   0.0000   0.0000 

  2  3  5  3   2.5000   2.5000   0.2237 -10.0000  -1.0000   0.0000   0.0000 

  0  3  5  0  -2.5000  50.0000  -0.5000 -10.0000  -1.0000   0.0000   0.0000 
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  1  1  1  9   0.1109  33.5901  -0.7768  -4.2047   0.0000   0.0000   0.0000 

  9  1  1  9   0.0509  16.5248  -1.9621  -3.0000   0.0000   0.0000   0.0000 

  2  1  1  9   1.2085  -2.0000   1.3837  -4.0804   0.0000   0.0000   0.0000 

  9  3  3  9   0.0509  30.0000   0.5000  -4.0000   0.0000   0.0000   0.0000 

  9    ! Nr of hydrogen bonds;at1;at2;at3;Rhb;Dehb;vhb1              

  3  2  3   2.1200  -3.5800   1.4500  19.5000 

  3  2  4   1.6658  -3.8907   3.0582  19.1627 

  4  2  3   1.8738  -3.5421   3.0582  19.1627 

  4  2  4   1.8075  -4.1846   3.0582  19.1627 

  3  2  5   1.5000  -2.0000   3.0582  19.1627 

  4  2  5   1.5000  -2.0000   3.0582  19.1627 

  5  2  3   1.5000  -2.0000   3.0582  19.1627 

  5  2  4   1.5000  -2.0000   3.0582  19.1627 

  5  2  5   1.5000  -2.0000   3.0582  19.1627 

 

 

 


