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Abstract 
 

Various factors in underwater imaging are investigated in this study, including the effect of water 

turbulence, salinity, and turbidity. The experimental results are analyzed based on reflection ratio 

and range error accuracy. The experimental results show that the reflection ratio has an inversely 

proportional trend with water turbulence, salinity, and turbidity effects. Among the three factors, 

the reflection ratio of reflected intensity shows the most considerable reduction in the water 

turbidity effect. Moreover, the range error shows consistent and no significant variations with the 

increase of water turbulence and salinity. However, the range error shows an obvious decreasing 

trend with higher water turbidity. This is mainly due to the significant absorption effect in higher 

water turbidity levels compared to other factors. This shows that the reflected power decreases. 

Thus, the effect of water turbidity and wavelength of laser source are further studied in underwater 

single-pixel imaging (SPI) system which uses a pulse laser as a light source. The results have 

shown that using a longer wavelength laser source helps to reduce the scattering effect and improve 

the overall image reconstruction performance. In this study, the block compressive sensing 

technique is applied in underwater SPI, and results have shown that reconstruction performance is 

convincing even at a low sampling rate. The presented findings build a comprehensive 

understanding of target reflection with the influence of medium effect for the underwater object 

detection system. This study provides a reference for future improvement on the underwater laser 

sensing system and imaging system. 
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Chapter 1 Introduction 
 

1.1 Background 

 

Laser sensing has been a popular research field in machine vision and object detection due to its 

noncontact and nondestructive nature [1-3]. It has applications in various fields, including object 

recognition, modeling, surface scanning and profiling, and 3D Vision [4-7]. In the laser sensing 

system, the laser beam illuminates the target surface, and the light backscattering signal is 

generated. The backscattering signal received by the sensors carries essential information on range 

detection. The laser emitted will change direction and attenuates along with the laser propagation 

and reflection after hitting the target. Hence, many factors contribute to the changes in the reflected 

signals received, and the system accuracy and performance rely heavily on these factors, including 

the laser, target, sensor, and medium [8, 9].  

Underwater laser sensing is a more complicated laser detection process as the underwater 

environment varies not only in light transmittance medium but also in the optical characteristics. 

The underwater medium contributes more loss of attenuation energy than the air medium due to 

different coefficients of light absorption and scattering. The water medium is also causing more 

noises in the reflected laser signal. In general, the light beam transmission and attenuation 

underwater by 1 meter is equivalent to the light transmission in the air by approximately 800 meters 

[10]. This is caused by many factors, such as water density, temperature, and disturbance. These 

factors will lead to a change in the refractive index and scattering effect and eventually cause 

wavefront distortion and a decrease in system resolution [11]. Thus, this limits the application of 

the laser sensing system in an underwater environment. Therefore, this is important to understand 

the factors of the underwater laser sensing system to improve system performance.  
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Many factors could cause changes in underwater light beam transmission and attenuation, 

such as laser source, target material, incident angle, water temperature, density, turbidity, 

turbulence, and salinity. In this study, the effect of a laser source, water turbulence, salinity 

concentration, and turbidity in the medium will be investigated. Underwater turbulence has a 

significant impact on momentum, heat, and water diffusion. These factors contribute to variations 

in the reflected laser signal [12, 13]. Therefore, the understanding of the effect of water turbulence 

in underwater light beam transmission is essential as underwater applications usually involve 

turbulent flow. Secondly, the impact of water salinity on underwater target detection is also 

necessary to be studied as the application in seawater is increasing. The salinity of seawater is 

different from regions, and therefore the underwater refractive index would be different as well. 

Moreover, the turbidity of the underwater medium will cause variation in laser propagation. The 

turbidity level leads to the variation of absorption and backscattering of the propagation medium 

and eventually affects the reflectance of the illuminated source. Thus, the understanding of the 

relationship between turbidity level of underwater medium and the reflectance will help to improve 

the system performance. 

The effect of these factors could eventually cause variations to the reflections of the laser 

source. The reflection has been widely studied due to the high interest in underwater imaging. 

There are various applications of an underwater imaging system such as benthic surveys, an 

inspection of oil and gas underwater infrastructure. One of the most widely used underwater 

imaging systems with extended range is the serial laser line scan (LLS) system. LLS system is the 

system where the illuminator and receiver are on the same platform. LLS system consists of 

scanning electronics, mechanical, and optics components to ensure both the illuminator and 

receiver scan the target region by a line synchronously. The sensor completes the entire image 
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with the forward motion of the platform [14]. However, the imaging speed of the LLS system is 

considered slow as it requires scanning line-by-line. Thus, another attempt, single-pixel imaging 

with compressive sensing in the underwater environment, is studied [15]. Single-pixel imaging 

with compressive sensing offers the potential to reduce the compactness, complexity, and system 

cost by reducing the camera to one unit instead of using many sensors in the detector array. 

Compressive sensing also helps to reduce the time required for image acquisition due to sampling 

at the Nyquist rate. This eventually helps to reduce reconstruction computational time due to lesser 

data. Thus, the main advantage of this technique is the ability to recover multi-pixel images at a 

faster speed compared with the conventional scanning methods.  

Therefore, it is necessary to study these factors to improve the performance of the system. 

The accuracy and quality of the underwater imaging system could help to improve the performance 

of the applications. 
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1.2 Research Motivations 

As underwater sensing application has been increasing in the real world, many researches on 

underwater sensing have been carried out in recent years to improve the system performance.  

However, underwater sensing application has various limitations and difficulties such as system 

stability, consistency, and high cost etc. The investigation on the influence factors in an underwater 

medium is essential to improve the performance of underwater laser sensing. In this study, various 

factors in underwater imaging are investigated, including the effect of water turbulence, salinity, 

and turbidity. Furthermore, different factors affecting underwater single-pixel imaging quality are 

investigated. The findings of this study will build a comprehensive understanding of target 

reflection with the influence of medium effect for the underwater object detection system, and 

provide a reference for future improvement on the underwater laser sensing system and imaging 

system. 

 

1.3 Research Objectives 

The aim of this study is to investigate the influence factors to enhance the performance and quality 

of underwater single-pixel imaging. To achieve this, this study has been segregated into several 

research objectives, which is outlined below: 

1) To investigate the medium effect on underwater light propagation. The medium effects 

including water turbulence, salinity concentration, and turbidity level.  

2) To investigate the effect on image resolution, sampling ratio, water turbidity level, and 

laser wavelength on the performance of underwater single-pixel imaging.  
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1.4 Organization of Thesis 

This thesis consists of a total of six chapters, including this chapter of introduction. The rest of the 

thesis is structured as below. 

Chapter 2 provides a literature review for the research. It provides an overview and understanding 

of underwater imaging. This also includes the summary of findings of different underwater 

imaging techniques. This provides the basis of the study, investigation, and improvement work in 

the thesis. 

Chapter 3 provides the theory, methodology, results, and discussion of the investigations in the 

medium effect of underwater light propagation. The analysis of each medium effect, including 

water turbulence, salinity, and turbidity, is provided in this chapter as well. 

Chapter 4 provides the concept, methodology, results, and discussion of investigation in 

underwater single-pixel imaging quality. The study of the effect of image resolution, sampling 

measurements, and water turbidity, and laser source wavelength is summarized in this chapter. 

Chapter 5 concludes the thesis with a summary of the research study and findings and 

recommendations on future work. 

Chapter 6 provides the reference list used in this thesis.  
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Chapter 2 Literature Review 
 

2.1 Influence Factors and Considerations of Underwater Laser Sensing System 

 

 Laser Source and Profile 

 

In a laser sensing system, the reflection intensity carries important information. Thus, it is 

important to have a complete and comprehensive understanding to improve system performance. 

Various researches have been done on the investigation of influence factors in the laser sensing 

system such as laser source [17], sensors in an underwater medium [18, 19], distance 

interference[20, 21], and scattering effect [22].  

In 2016, Wang et al. studied the impact factor of the laser source profile on the underwater 

laser imaging system [17]. In the study, the triangular range-intensity profile spatial correlation 

method was proposed and utilized in underwater 3-D range-gated imaging. Underwater 3-D range-

gated imaging has excellent potentials in long-distance, real-time, and high-resolution imaging 

compared to conventional 3-D laser scanning. Conventional underwater 3-D range-gated imaging 

operates by obtaining two gated images and reconstruct them based on the range-intensity 

correlation of the two overlapped gated images.  In conventional 3-D range-gated imaging, the 

trapezoidal range-intensity profile is used by matching the temporal parameters. The trapezoidal 

range-intensity profile also using two times longer gate time comparing to laser pulse width. In the 

results shown by Wang et al., the triangular range-intensity profile has a higher resolution than a 

conventional trapezoidal range-intensity profile and better real-time performance compared to the 

time-slicing method. Triangular range-intensity profile formed when gate time equals laser pulse 

width. 
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Bartolini et al. studied the use of amplitude-modulated laser radar at 405 nm wavelength 

in underwater 3-D imaging [23]. The proposed system consists of the micro scanning system and 

the diode laser source with a 405 nm wavelength. An amplitude-modulated laser source can reduce 

the backscattering effect of underwater light propagation. In the results shown, the system is well 

suited for underwater image reconstruction at clean or clear seawater due to the diode laser 

wavelength corresponding to the minimum absorption spectrum of pure water.  

Recently, Kelly et al. studied the multiple wavelength laser beams propagating underwater 

medium [24]. The paper studied the performance of a red-green multiple wavelength beam and 

compared it with the performance of its component beams. The investigation has shown that the 

multiple wavelength laser beam will interact with variations in refractive index along with the 

beam propagation; this could ensure the receiver receives higher and more sustained saturation 

signals. The study also investigated the scenario with more kinetic turbulence. The reduction in 

intensity and amount of scintillation has increased with more kinetic turbulence, and the use of 

multiple wavelength laser beam has reduced the scintillation and ensure the higher intensity of 

light hitting the receiver. 

 

 Atmospheric Effects 

Generally, the significant factors for signal reflectance reduction are the range and transmission 

medium. The reduction of signal reflectance is mainly due to the light scattering and absorption 

effect. Scattering and absorption of light are the fundamentals of inherent optical property (IOP), 

which is the property depending mainly on water and other dissolved substances or suspended 

particles in water. The relationship between absorption and scattering coefficients with water and 

substances in it can be described by the equations below[25]: 
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 𝑎(𝜆) =  𝑎𝑑𝑖𝑠𝑠𝑜𝑙𝑣𝑒𝑑 + 𝑎𝑝ℎ𝑦 + 𝑎𝐶𝐷𝑂𝑀 + 𝑎𝑤𝑎𝑡𝑒𝑟  

(1) 

 𝑏(𝜆) =  𝑏𝑑𝑖𝑠𝑠𝑜𝑙𝑣𝑒𝑑 + 𝑏𝑝ℎ𝑦 + 𝑏𝑤𝑎𝑡𝑒𝑟  

(2) 

 

The equations above describe the relationship of absorption (𝑎(𝜆)  ) and scattering (𝑏(𝜆)  ) 

coefficient in the water. Where the subscripts dissolved, phy, CDOM, and water are representing 

dissolved or suspended particles in water (biological and inorganic), phytoplankton (chlorophyll), 

colored dissolved organic matter, and water molecules. Based on the absorption coefficient of pure 

water data in [26], the absorption coefficient of pure water at a wavelength of 532nm is 

approximately 0.0447m-1. Hou et al. stated the optimal transmission window of ocean water 

generally is around 550nm [27].  

The total energy attenuation is based on the scattering and absorption in the water. The 

overall attenuation coefficient can be described as the equation below.  

 𝑐(𝜆) =  𝑎(𝜆) + 𝑏(𝜆)   

(3) 

 

In 2016, Zheng et al. demonstrated an experimental setup for high speed and resolution 

objects imaging and detecting in the turbid underwater medium through logical stochastic 

resonance (LSR) [28]. LSR is the phenomenon of obtaining signals with noise and nonlinearity to 

increase the response accuracy. In underwater imaging, LSR can be utilized to extract detailed 

information from highly degraded and heavy noise images. Underwater images captured usually 

encounter heavy noise caused by suspended particles, especially in turbid underwater areas. In the 

study by Zheng et al., the LSR system takes an input signal of a normalized 1-D form of a highly 

degraded underwater image. Then, the object extracting from the background can be done by 

additional Gaussian noise.  
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Sluzek et al. proposed the application of adaptive fusion of gated imaging systems in highly 

scattering media such as turbid underwater areas [29]. Gated imaging systems can eliminate the 

noise caused by the backscattering signal by determining the timing of the target-reflected pulse. 

There are two signals obtained in the conventional imaging system: the backscattering signal and 

the target-reflected signal. Backscattering signal timing determination can be achieved with laser 

pulse information, while the distance between target and sensors determines the timing of the 

target-reflected signal. Then, gated imaging can eliminate backscattering signals with the 

information of the timing and only receive the desired signal, which is the target-reflected signal. 

In 2016, Lu et al. proposed an image restoration technique using spectral properties and light 

compensation in turbid areas [30]. The study introduced an underwater imaging post-processing 

technique, a fast-weighted guided normalized convolution domain filtering algorithm, which has 

the advantages of noise removal, and higher computation efficiency. The results show that the 

algorithm is suitable and effective in underwater imaging restoration without artificial light sources.  

The theoretical study by Lu et al. provides an understanding of the behavior of partially 

coherent beams transmitting underwater medium with the effect of turbulence and salinity [31]. 

The study focused on the beam spreading on the propagation path. There are strong and weak 

turbulence areas in oceanic turbulence. The spreading of the coherent beam increases when 

propagating through a strong turbulence area and it is regardless of the strength of the beam. In 

comparison, the coherent beam with weaker coherence has even wider spreading and longer 

turbulence distance comparing to a stronger coherence beam in propagating through weak 

turbulence areas. The study also investigated the salinity concentration effect on beam spreading. 

The results have shown that the salinity fluctuation has a more significant contribution to beam 

spreading than temperature fluctuation. 
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Salinity concentration in seawater varies based on different depth levels and regions. 

Seawater optical properties are mainly based on the dissolved substances and constituents. The 

main dissolved substances in seawater are inorganic salts. In 2014, Zhao et al. published their 

experimental analysis on various chemical compositions in seawater to observe the refractive 

index change [32]. The experimental analysis involved the use of different wavelengths between 

405nm to 633nm. From their experimental analysis, the refractive index decreases when the 

solution concentration and different with different chemical compositions. The relationship 

between solution concentration and the refractive index has been shown to be linear based on the 

experimental result. Different wavelengths of laser sources are used, and not many variations have 

been observed on the refractive index with different wavelengths (405nm to 633nm) used. In 2009, 

Zhang et al. proposed a theoretical model for estimating light scattering due to salinity 

concentration [33]. In the study, a theoretical model was proposed to relate the scattering strength 

at 90o with the salinity concentration fluctuation. Based on the result in the study, the simulation 

results match well with the experimental result with increasing light scattering at 90o at a higher 

salinity concentration level. 

The study of influence factors of water turbulence is essential to ocean optic study as there 

is always turbulence occurring in the ocean. Thus, it is worthwhile to further investigate the effects 

of water turbulence as the result of the study could contribute to the improvement of the system 

performance. The turbulent impact caused by the refractive index variations leads to degradation 

of the beam quality and, therefore, the performance of the system. The modeling of a simple 

underwater imaging model relates to the combined impact of temperature and salinity 

microstructures. According to Hou et al., the strength of optical turbulence can be quantified based 

on the evidence of image degradation. By quantifying through optical conditions with absorption 
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and scattering and field turbulent conditions with turbulence kinetic energy dissipation rate (TKED) 

and temperature variance dissipation rate (TD), model closure can be achieved by partitioning 

image degradation based on particle and turbulence scattering. Results have shown that the 

degradation of image quality on a level just above thermocline by optical turbulence due to particle 

scattering [34]. 

Hanson and Lasher studied the impact on underwater laser transmission with the presence 

of turbulence [35]. In the study, collimated flat-top and Gaussian laser beams are transmitted in an 

underwater medium with turbulence generated by temperature fluctuations and flow from the 

circulating pump. They characterized the focused spots on the image. The results have shown that 

when the beam radius with approximate transverse coherence length, the lesser degrading effect 

of turbulence due to high coupling efficiency. The experimental analysis is consistent with a 

theoretical study based on the Kolmogorov spectrum of refractive index fluctuations.  

According to Mahdieh et al., changes or variations on the propagated beam quality will 

occur when a laser beam is transmitted through turbulence [36]. The research expressed the beam 

quality or beam propagation factor, M2. The propagation will cause distortion on the beam phase 

front and eventually leads to variations in beam propagation direction and intensity fluctuations 

(Scintillation index). The scintillation index is an essential understanding for many applications as 

it allows the categorization of the turbulence strength [37]. The study shows the beam quality 

(higher M2 factor) has decreased with increasing turbulence strength at different distances. 

The thermal blooming effect is when a fraction of beam energy is absorbed after propagated 

through a medium and causes alteration of the refraction index of the path. This distorts the beam 

and eventually affecting the laser reflections. Zhang et al. studied the thermal blooming effect of 

underwater laser transmission by utilizing a numerical simulation method [38]. The study has 
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shown that the thermal blooming effect becomes worse and more obvious as salinity concentration 

increases. Furthermore, the study investigated the thermal blooming effect corresponding to the 

wavelength used. The results have shown that the wavelength with a higher absorption coefficient 

has a more significant thermal blooming effect.  

The choice of laser to be utilized in the underwater medium is much dependent on the water 

absorption as the attenuation effect is the main issue of underwater imaging. The attenuation effect 

consists of absorption and scattering, and the wavelength of the blue-green laser is shown to be 

the transmission window in seawater with a minimum attenuation effect [39]. However, there is 

strong investigation evidence that shows no more than 10% variations between the absorption 

coefficient for both fresh and seawater for wavelengths longer than 375nm [40, 41]. According to 

Wang et al. [42], the absorption coefficient and travel distance of red light (between 600nm and 

700nm) are higher compared to green and blue light with a shorter wavelength, and this agrees 

well with the previous study. The study by Wang et al. has shown that the blue and green light 

with shorter wavelengths will have more scattering than the red light, which is a longer wavelength 

based on Rayleigh scattering theory.  

 

2.2 Underwater Imaging 

 

 Overview of Imaging System 

 

The imaging system can be categorized into two categories: active and passive imaging. Active 

imaging utilizes a system-generated light source, while passive imaging uses external system-

generated or natural light sources such as sunlight. Active imaging is compelling and exciting 

among researchers in underwater imaging due to insufficient light in the deep-sea region. There 
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are various techniques and technologies applied in underwater imaging in the past few years. The 

range-gated method is a cost-effective and affordable technique due to the increasing usage of 

laser, sensors, and computing systems. Green pulsed laser source with a low repetition rate has 

been continually utilized to improve image contrast by reducing the backscattering of light 

propagation [43]. 

The range-gated imaging system mainly consists of a pulsed laser as the source to the target 

and a gated camera as the sensor in the system. Range gated imaging operates based on the time 

of flight (TOF) principle. TOF principle is used by measuring the round trip time of the 

transmission between the source and target. The range-gated method also provides a high sampling 

rate for reconstructing 3-Dimensional (3-D) imaging from numerous short time slices [44]. 

Generally, the range-gated method is suitable for fast scanning and long-distance applications 

because of its high speed of light [45]. This technique allows optically suppressing background 

noise by controlling active light source illumination and gate exposure time. The suppression of 

the backscattering light from the atmospheric effect such as fog and smokes etc., allows 

penetration through obscurants. However, power efficiency, low resolution, and accuracy are the 

significant drawbacks of the range-gated method. The range-gated method requires an entire scene 

of light source illumination for every time slice [46]. Moreover, the range-gated method has the 

limitations of low resolution and accuracy due to the target reflectivity and illumination effect [47], 

sensor effect [19], and image quality due to target speckle [48]. 

The laser line scan method (LLS) scans the narrow field of view linearly with the receiver 

synchronously. LLS method allows for reducing scattered light spatially to improve imaging 

quality [43]. However, the LLS method is limited by receiver noise caused by temporal overlap 

between the reflected and illuminated light, including solar and laser sources.  LLS method with 
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continuous-wave and increased separation of source and receiver have been utilized to maximize 

the operational range by reducing the detrimental multiple scattered light effects [49, 50]. The 

pulsed laser line scan method (PLLS method) is an LLS method with a high repetition rate pulsed 

lasers and gating sensor. This method reduces the light beam overlap effects, improves the image 

contrast and system operational range by temporal separation of the target signals and scattered 

light [51]. The other limitation of the LLS method is the low efficiency of the system. The line-

by-line scanning of the LLS method causes a slow sampling rate of the system. 

Structured light imaging illuminates a known light pattern onto the target, and the target 

distorts the light pattern. The light pattern distortion carries info for reconstruction for 2-D and 3-

D surface topography. The distance-compensated technique is known to be applied in structured 

light imaging to improve the contrast over wide-field illumination [52]. Moreover, synthetic 

aperture illumination is also known for commonly utilized with structured light imaging.  Synthetic 

aperture illumination uses multiple illumination sources from various positions and directions [53].  

Thus, this creates multiple frames, and different sets of illumination patterns are created. However, 

the multiple illumination sources cause backscattered light similar to wide-field illumination. Thus, 

the backscattering effect is required to be compensated by post-processing to improve image 

quality. The structured light imaging system has better measurement coverage when the distance 

is fixed but with drawbacks such as limitation of the field of view and obtaining pixel-level 

resolutions [54]. 

Single-pixel imaging acquires images by sampling scenes with spatially resolved patterns 

and measuring the corresponding intensity from the detector without spatial resolution. Thus, 

single-pixel imaging reconstructs the entire image by scanning a single-pixel to detect intensity 

information from a scene [55]. This reduces the waste of data storage and the time of sampling 
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compared to conventional applications [56, 57]. Single-pixel imaging is also a cost-effective and 

affordable method due to increasing development in sensors and quantization electronics. 

However, Duarte et al. showed that there is a trade-off of significant mean square error from the 

advantages and the dynamic range of the detectors [57]. Moreover, instead of one-shot 

reconstruction using a detector array in the conventional imaging system, single-pixel imaging 

reconstructs an image with only one detection element, and the reconstruction to be performed 

sequentially for some time. Thus, high-speed electronics, high computational power, and fast 

modulating spatial light modulator (SLM) are required to compensate for the long computing 

process of a single-pixel imaging system [58].  

 

Table 1 Summary of advantages and drawbacks for the conventional imaging system. 

Methods Advantages Drawbacks 

Range-gated Method ➢ Fast speed or high 

sampling rate 

➢ Cost-effective 

➢ Able to operate over a 

long distance 

➢ Power inefficiency 

➢ Sensor effect 

➢ Target and 

illumination effect 

Laser Line Scanning Method ➢ Able to reduce the 

scattered light effect 

➢ System operational 

range 

➢ Slow sampling rate 

Structured Light Imaging ➢ Fast speed or high 

sampling rate 

➢ Cost-effective 

➢ Limited field of view 

➢ Low resolution 

➢ Complex in 

computation 

Single-pixel Imaging ➢ Cost-effective 

➢ Low data storage 

requirement 

➢ Fast sampling rate 

➢ Low resolution 

➢ Low accuracy 
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 Underwater Imaging System 

 

Cai et al. studied the application of compressive sensing in underwater sonar image processing 

[59]. In the study, the Bandelets transform and Gaussian random matrix are used as sparse image 

representation and observation matrix, respectively, then image reconstruction using the 

Orthogonal Matching Pursuit algorithm. Bandelets transform is effectively in edge and contours 

preserving compared to wavelet basis with the same sampling rate. The results have shown that 

the proposed method improves data acquisition efficiency, transmission efficiency, and image 

reconstruction accuracy. 

 The study by Ouyang et al. proposed a compressive sensing-based underwater laser serial 

imaging system with the potentials of lesser system cost, compactness, and better system reliability 

and flexibility [14, 60, 61]. The proposed technique is compared with the structured illumination 

and laser line scan (LLS) system in the study. The results have shown that the compressive sensing 

technique has better photon efficiency than structural illumination due to compressive sensing 

utilizes a Photomultiplier tube (PMT) to detect photons reflection generated by DMD. Although 

the compressive sensing technique requires computation-intensive optimization, compressive 

sensing has a faster imaging speed than structural illumination and LLS.   

 In 2019, Chen et al. proposed the application of single-pixel imaging with compressive 

sensing in an underwater medium to overcome the drawbacks of conventional single-pixel imaging, 

including low reconstruction quality, efficiency, and long data-acquisition time [62, 63]. In the 

study, a compressive sensing-based single-pixel imaging system is utilized to reconstruct a 2-D 

transparent object. In the results shown, the compressive sensing-based reconstruction technique 

reduces up to 70% data acquisition time compared to conventional single-pixel imaging algorithm. 



17 

 

Moreover, the compressive sensing-based reconstruction method shows reconstruction capability 

even at a turbidity level of 80 Nephelometric Turbidity Unit (NTU). 

 

 

2.3 Single-pixel Imaging 

 

 Overview of Single-pixel Imaging 

 

Single-pixel imaging systems mainly contain two parts: acquisition (the process of performing 

measurement or data obtaining) and reconstruction (computing process to rebuild or restore the 

image). A greyscale image is a 2-D array mathematically, and the value of each array element 

representing the reflectivity measured from the target at the corresponding array spatial location. 

The 2-D array image can be converted into a 1-D array, or image, 𝐼 = [ 𝑖1, 𝑖2, 𝑖3, … 𝑖𝑁]𝑇.  In this 

study, the conversion of the 2-D array to the 1-D array used is the row-major ordering, as shown 

below in Figure 1. 

 

Figure 1 Column and row-major ordering 
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In old times, raster scan imaging was the most straightforward method by measuring the 

reflectivity value of array element once at a time, and the single-point scanning method is time-

consuming due to image formation time proportional to the number of image pixels, N. Thus, 

modern digital cameras measure N elements simultaneously with detector array with N elements. 

However, detector arrays for unconventional spectrums and applications are costly or unavailable 

such as ultraviolet and time-correlated single-photon counting [58]. In single-pixel imaging, the 

SLM modulates the image array, 𝐼  with an illumination pattern 𝑃𝑖 , and the total reflected or 

transmitted light intensity are detected and measured by the single-pixel detector, 

 𝑆𝑖 = 𝑃𝑖 ∗ 𝐼   

(4) 

 

Similarly to image 𝐼, where 𝑃𝑖 = [ 𝑃𝑖1, 𝑃𝑖2, 𝑃𝑖3, … 𝑃𝑖𝑁] is a 1-D array converted from the 2-D array. 

The linear equation below can be obtained after the single-pixel imaging system obtains 𝑀 

measurements  

 𝑆 =  𝑃 ∗ 𝐼   

(5) 

 

where  𝑆 = [ 𝑆1, 𝑆2, 𝑆3, … 𝑆𝑀]𝑇  is a 1-D array obtained from 𝑀  measurements, and  𝑃  is a 2-D 

measuring matrix of 𝑀 ∗  𝑁  array. Mathematically, to solve 𝑁  independent unknowns and 

reconstruct image 𝐼,  there two requirements to meet, (i) 𝑀 =  𝑁 and (ii) P is orthogonal,  

 𝐼 =  𝑃−1 ∗ 𝑆   

(6) 

 



19 

 

Due to major natural scenes are sparse or compressible with wavelet transform (WT), 𝑃 can be 

represented by the sparse matrix. Moreover, many sparse-based measuring matrices created are 

orthogonal as well, including wavelet pattern [64, 65],  Hadamard pattern [66, 67], and Fourier 

pattern [68, 69]. 

The single-pixel imaging system's performance depends on the performance of the single-

pixel detectors and SLM in combination. There are various SLM technologies used in single-pixel 

imaging system including rotating ground glass [70, 71], customized diffuser [72, 73], liquid-

crystal device (LCD) [56, 74], light-emitting diode (LED) array [75, 76], digital micromirror 

device (DMD) [77, 78] and optical phased array (OPA) [79, 80]. The spatial resolution of the 

pattern is important in the single-pixel imaging system. Every SLM device has its limitations on 

spatial resolution, such as 1074 x 768 for DMD. The programmability of the illumination pattern 

of the SLM device offers flexibility in sampling, such as LCD, LED array, and DMD. This could 

improve the overall system performance in regional resolution [81] and SNR [66]. 

Rotating ground glass and customized diffusers operate in a spectrum based on the lens 

material used. In contrast, LCD and DMD operate in the bandwidth of wavelength depending on 

their properties of transmissive and reflectivity. Moreover, LED array and OPA are usually 

working in narrow-band wavelengths, and the operating spectrum is based on the light-emitting 

component [58]. 

Data acquisition time is a significant factor in selecting the SLM device as well due to 

acquisition time is the product of the patterns switch time and measurements 𝑀 required. DMD 

has been known for being commonly used as an SLM device in single-pixel imaging, which has a 

typical modulation rate of 22𝑘𝐻𝑧. It requires a data acquisition time of 46.5 𝑚𝑠 for a 32 ×  32 

pixel resolution, giving a frame rate of 21 𝑓𝑝𝑠 (frame-per-second). The application requires a 
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faster modulation rate, the LED array, and OPA with a fast-switching photonics module that can 

reach over one 𝑀𝐻𝑧 [76, 79]. 

 

Table 2 Summary of advantages and drawbacks of the modulation method of single-pixel imaging. 

Modulation Method Advantages Drawbacks 

Rotating Ground Glass ➢ Low in cost 

➢ High power 

endurance 

➢ Non-programmable 

➢ Random modulation 

pattern only 

Customized Diffuser ➢ Customizable 

➢ High power 

endurance 

➢ Non-programmable 

➢ Complex in 

manufacturing 

LCD ➢ Programmable 

➢ Greyscale modulation 

available 

➢ Low power endurance 

➢ Slow modulation rate 

LED ➢ Programmable 

➢ Very high modulation 

rate 

➢ Binary modulation 

➢ Structured light 

illumination only 

 

DMD ➢ Programmable 

➢ High modulation rate 

➢ Binary modulation 

 

OPA ➢ Controllable 

➢ Very high modulation 

rate 

➢ Binary modulation 

➢ Complex in 

manufacturing 
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 Applications 

 

Underwater Imaging 

The active imaging system is one solution for darkness or low light region such as underwater 

mediums. Underwater imaging with single-pixel imaging has been researched widely throughout 

the years due to the advantages of disturbance-free and the ability to capture an image in poor 

conditions, including low light, high absorption, and backscattering conditions [62, 63, 82, 83]. 

Chen et al. have presented underwater single-pixel imaging with compressive sensing with more 

elevated reliability in hidden objects imaging than conventional imaging approach [82]. The 

application of compressive sensing has reduced the data acquisition time and measurement for the 

same resolution level achieved by conventional single-pixel imaging algorithm. In the study [63], 

a single-pixel imaging system has shown better results with lesser influence by underwater 

turbidity effect than the gated conventional imaging system. Wu et al. proposed a polarization-

based single-pixel imaging system to reduce the backscattering effect in an underwater region [83]. 

The proposed technique was inspired by the polarization-based de-scattering technique to 

eliminate the backscattering effect by applying two cross-polarization single-pixel imaging 

detection schemes. 
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3-D Imaging 

3-D imaging has been an exciting topic among researchers, with applications in security, robotics, 

and medical science [54, 84, 85]. There are various approaches in 3-D single-pixel imaging, 

including the time-of-flight (TOF) and stereo vision approach [58, 86, 87]. In 3D single-pixel 

imaging with a stereo vision approach, two or more images are recorded simultaneously from 

different angles and perspectives of the scene for 3-D image reconstruction. 3-D image 

reconstruction is done by associating the measured light intensity and the geometry information 

from different views. However, the reconstruction with geometry registration between images 

from different viewpoints can be complicated.  

One illumination pattern corresponds to one measured light intensity only in a 2-D single-

pixel imaging. However, in 3-D single-pixel imaging with TOF, one illumination pattern 

corresponding to several series of measured light intensity at different depths can be achieved with 

a pulsed light laser source and a time-resolving detector. A series of images can then be 

reconstructed with the illumination patterns and the measured light intensity at different depths.  

Finally, the 3-D image can be reconstructed by extracting the depth and reflectivity information of 

the scene from the data in the image. Compared to a stereo vision approach, 3-D single-pixel 

imaging with the TOF approach has the advantage of absolute distance measurement, indicating 

depth resolution is unaffected by increasing distance. Thus, 3-D single-pixel imaging with the TOF 

approach is suitable for long-distance 3-D measurement applications. 
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Surface Inspection 

Surface inspection is an important industry application to inspect the surface defect and 

morphology. First, the time-stretch-based single-pixel imaging (TSSPI) system can detect surface 

defects in micrometer-sized with high-speed scanning and inspection [88, 89]. TSSPI uses infrared 

wavelength and can generate illumination patterns at high speed. This is done first by breaking up 

the broadband optical pulse and then shaping the stretched optical pulse spectrally with time-

encoding. The illumination patterns can be formed by wavelength-to-space mapping in a spatially 

dispersive medium. Thus, the pattern generation rate can reach beyond ten 𝑀𝐻𝑧. The study also 

shows the decrease trend of peak signal-to-noise ratio (PSNR) with a lower compression ratio, 

indicating a better reconstruction result requires a higher number of measurement data [90]. The 

high-speed surface inspector can be applied in an organic light-emitting diode (OLED) display 

manufacturing industry to improve the cost-effectiveness and performance of the manufacturing 

process. 
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Chapter 3 Medium Effect on Underwater Light Propagation 
 

This chapter presents the experimental investigation of effects of various factors, including water 

turbulence, salinity, and turbidity. The experimental setup and procedure of the investigation of 

the medium effect on underwater light propagation are described in Section 3.1 and Section 3.2. 

A detailed experimental results and discussion are presented in Section 3.3. 

 

3.1 Experimental Setup 

 

Experimental setup, as shown in Figure 2, is used for the investigation of various influence factors 

in the underwater imaging system. Theoretically, each pixel exhibits the same characteristics as 

the reflected laser pulse, where the LADAR principles apply. Therefore, this study uses the 

photodetector for reflected laser investigation where some effects are excluded, for instance, the 

DMD efficiency and noises.  

This setup uses a pulsed laser source to emit laser to hit the target through the beam splitter. 

A beam splitter is used to split the incident laser beam onto photodetectors and targets. The target 

is placed in a water tank, and the variations of turbulence strength can be achieved by controlling 

the water outflow rate in front of the target. Moreover, the salinity concentration and turbidity level 

can be achieved by controlling the concentration of fine salts and cement added into the water tank, 

respectively. The photodetectors detect reflected laser signals and are connected to an oscilloscope 

to obtain the peak data during the experiment. A mirror is used as the target, and the distance 

between the target and laser source is fixed at a distance of 1 meter in this study. The experimental 

data are used for range accuracy evaluation to determine system performance. Figure 3 shows the 

experimental setup of the underwater ranging system. The system consists of a 532nm pulsed laser 
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emitter, 1 inch 50/50 beam splitter, mirror, model 818-BB-21 high-speed photodetectors, and 

Rigol DS6104 digital oscilloscope. 

 

 

Figure 2 Schematic diagram of underwater laser ranging system experimental setup. 

 

 

Figure 3 Experimental setup of underwater pulse ranging system 
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3.2 Experimental Procedures 

 

 Data Collection 

 

The electrical signals data of illumination and reflection, as shown in Figure 4, is collected for 

evaluating reflection ratio (in/out) and range error. The electrical signal detected and shown in 

purple color represents the signal detected from the laser source. Thus, the amplitude is higher than 

the reflections signal detected due to losses. The electrical signal in blue color represents the signal 

detected from reflections after hitting the target. Based on Figure 4, the first amplitude is higher 

than the second amplitude detected. The first amplitude is due to the reflections on the tank. The 

second amplitude is due to the reflections on the target. The lower amplitude mainly due to the 

underwater water turbulence, salinity concentration, and water turbidity effect. To further 

understand the impact of water turbulence on underwater light propagation, the reflection ratio, 

which is the ratio of the amplitude of reflections to the amplitude of the source, is obtained and 

analyzed.  
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Figure 4 The electrical signals detected from the oscilloscope. The electrical signal is shown in purple color representing the 

laser source signal, while the electrical signal in blue color representing the reflection detected after hitting the target. 

 

 

 

 Reflection ratio 

 

LADAR range equation has described the relationship between emitted and returned laser energy 

[91]. There are various influence factors on the returned laser energy in a ranging laser system; the 

total returned optical power equation is given by: 

 
𝑃𝑟 = 

𝜂𝑠𝑦𝑠 𝜂𝑎𝑡𝑚𝐷2𝜌𝐴𝑃𝑠

𝑟2𝜃𝑅(𝜃𝑡𝑟)
2

   
 

(7) 

 

where 𝑃𝑟 and 𝑃𝑠 are the received and transmitted power from the target across the range, 𝑟. 𝐷, 𝜌, 

and 𝐴 representing the sensor aperture area, reflectivity of target and target area, respectively. 𝜂𝑠𝑦𝑠 

is the loss factor due to receiver optics transmission, while  𝜂𝑎𝑡𝑚 is the atmospheric loss factor due 

Time difference between 

laser source and 

reflection of the target 

Time difference between 

laser source and 

reflection of the tank 
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to absorption and scattering. 𝜃𝑅 and 𝜃𝑡 are the laser beam diameter and the viewpoint of the receiver, 

respectively. 

 In the assumption of using a well-resolved target, the target object size is the same as the 

laser beam projected area: 

 
𝐴 =  

𝜋𝜃𝑡
2 𝑟2

4
   

 

(8) 

 

With the assumption, the reflection ratio can be simplified and expressed as below: 

 

 𝑃𝑟

𝑃𝑠

= 
𝜋𝜂𝑠𝑦𝑠 𝜂𝑎𝑡𝑚𝐷2

4𝑟2
∗

𝜌

𝜃𝑅

   
 

(9) 

 

 𝑃𝑟

𝑃𝑠

=  𝑅𝑒𝑓𝑙𝑒𝑐𝑡𝑖𝑜𝑛 𝑅𝑎𝑡𝑖𝑜  
 

(10) 

 

𝜋𝜂𝑠𝑦𝑠 𝜂𝑎𝑡𝑚𝐷2

4𝑟2  corresponding to overall factors contributing to energy loss, and  
𝜌

𝜃𝑅
 corresponding to 

target reflection characteristics. 

 

 Range Determination 

 

The critical application of the LADAR system is the measurement of the range between target and 

source. The performance of the LADAR system can be determined by evaluating the range 

accuracy. The range, 𝑟 is resolved by applying the time-of-flight (TOF) principle, as shown below: 

 
𝑟 =

𝑐𝑡

2
  

 

(11) 

 

Where 𝑐 and 𝑡 are the speed of light in vacuum and time, respectively. In a LADAR system, the 

range, 𝑟 is expressed as a two-way range as the time is recorded between the detection of emitted 
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and reflected laser pulse signal by a sensor. Moreover, the speed of light in the water medium is 

used in the equation instead of the speed of light in a vacuum in an underwater LADAR system. 

Thus, the range evaluation equation for an underwater LADAR system can be expressed as below  

 
𝑟 =

𝑐𝑤∆𝑡

2
 =  

𝑐∆𝑡

2𝑛𝑤

  
 

(12) 

 

where the 𝑛𝑤 is the refractive index of water. 
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3.3 Results and Discussion 

 

 Water Turbulence Effect 

 

The range error against turbulence strength is shown in Figure 5. The range error is the difference 

between the actual range and calculated based on the TOF principle. Figure 5 shows that the range 

error does not vary with the water turbulence strength as no trend can be observed. The range error 

evaluated shows consistently between 12% to 15% with different turbulence strengths in the water. 

This is due to the laser carries intense propagation energy to reach the target and detectors. Thus, 

it shows that range error does not correlate with turbulence strength as range error shows no 

significant changes with variation of turbulence strength due to range error would not be affected 

significantly by reflected intensity.  

 

 

Figure 5 The range error obtained experimentally against different water turbulence strength (L/min) 
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According to Mahdieh et al., changes or variations on the propagated beam quality will 

occur when a laser beam propagates through turbulence [36]. The beam quality of beam 

propagation factor, M2 is described using the following equation: 

 

 

𝑀2 =
𝜋

𝜆
 𝑤(𝑥)√𝜃2(𝐹) −

𝑤2(𝑥)

𝑟𝑤(𝑥)
 

 

(13) 

 

Where λ is the wavelength. W and r are the beam width and radius, respectively. The report has 

also expressed turbulence strength as Cn, and the beam quality can be evaluated by the relation 

stated above. Finally, the turbulence strength, Cn can be estimated as well by relating M2 factor. 

The propagation will cause distortion on the beam phase front and eventually leads to variations 

in beam propagation direction and intensity fluctuations (Scintillation index). The scintillation 

index is an essential understanding for many applications as it allows the categorization of the 

turbulence strength [92]. Thus, Mahdieh et al. show the beam quality (higher M2 value) will 

decrease, and light propagation is weaker with stronger turbulence strength as the turbulence has 

caused distortion on the light beam propagation and leads to losses in reflectance.  

The reflection ratio against turbulence strength is shown in Figure 6. Figure 6 shows that 

the reflection ratio decreases with higher water turbulence strength. Comparing the results in 

Figure 6 with the theoretical study by Mahdieh et al., it can be seen that the experimental results 

obtained match well with the theoretical work. This could be explained by the turbulence in the 

water to increase the refractive index and cause the weakening of the light intensity passing 

through.  
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Figure 6 The reflection ratio obtained experimentally against different water turbulence strength 

 

LADAR model shows the change in reflection intensity of light is contributed by various 

factors, including sensor, object target, source, and medium parameters. Theoretical studies of the 

water turbulence effect have shown that the beam quality decreases with stronger turbulence 

strength. The turbulence in water has caused distortion and variation on light beam propagation 

and eventually leads to reflectance losses. Our experimental results show a similar trend with the 

theoretical findings. 

  

0

5

10

15

20

25

30

35

0.000 2.500 5.000 7.500 10.000 12.500

R
ef

le
ct

io
n

 R
at

io
 (

%
)

Water turbulence strength (L/min)

Reflection ratio against water turbulence strength



33 

 

 Water Salinity Effect 

 

Figure 7 shows the range error against salinity concentration. It can be seen that the range error 

does not vary much with the water salinity concentration. The range error shows slightly up and 

down and unpredictable as the salinity concentration increases. The range error evaluated shows 

no noticeable trend as the range error remains 10% to 11% with different salinity levels in the 

water. This shows the range accuracy does not correlate with salinity concentration because the 

reflected intensity is insignificant in ranging performance. This is because the laser possesses 

enough energy to reach the detectors even with more particulates in the water. 

 

 

Figure 7 The range error obtained experimentally against different water salinity concentration(g/ml) 
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Figure 8 shows the reflection ratio against salinity concentration. The reflection ratio 

decreases with higher water salinity concentration, which representing lesser light intensity 

detected. 

 

Figure 8 The reflection ratio obtained experimentally against different water salinity concentration (g/ml) 

 

In 2009, Zhang et al. proposed a theoretical model for estimating light scattering due to 

salinity concentration [93]. The theoretical model shown below relates the scattering strength at 

90o and the salinity concentration fluctuation: 

 

𝛽𝑐(90) =
𝜋2

2𝜆4𝑁𝐴
 (

𝜕𝑛2

𝜕𝑐
)

2
𝑐𝑉𝑜̅

𝜕 ln 𝑎𝑜

𝜕𝑐

𝑓(𝛿) 

 

(14) 

Where 𝛽𝑐(90)  representing the scattering (at 90o) due to salinity concentration and 𝑁𝐴 

representing Avogrado number.  𝑛  and 𝑐  corresponding to refractive index and salinity 

concentration fluctuation.  𝑎𝑜 and 𝑉𝑜̅  are the activity and molar volume of the solvent where the 

solvent is salt in this study.  
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Figure 9 Zhang et al. has compared the experimental result with the proposed theoretical model (equation 14) [93] 

 

In Figure 9, it shows the increasing trend of scattering effect when salt concentration 

increases based on the experimental result by Zhang et al. The research also shows the theoretical 

model proposed (equation 14) agrees well with the experimental study by Zhang et al..  Thus, the 

theoretical and experimental study by Zhang et al. shows the increases of scattering (90o) with 

increasing salt solution concentration in the water.  

By relating the theoretical studies above and data obtained in Figure 8, it shows that the 

experimental results match with the theoretical result. This is mainly due to the scattering effect 

caused by the salt particulates in the water. As the salinity concentration increases, more 

particulates are in the water and causing more scattering effects occurring in the water. This is 

eventually causing higher variations and losses along with the laser beam propagation.  
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Theoretical studies of salinity concentration effect on underwater light beam propagation 

have shown a scattering of light in water increases with higher salinity concentration. The higher 

salinity concentration leads to a higher scattering effect due to more minor particulates in the water. 

Thus, it shows that our experimental results have shown a similar trend with the theoretical 

findings. 

  



37 

 

 Water Turbidity Effect 

 

Figure 10 shows the range error against the water turbidity level. The range error is growing 

exponentially with high turbidity levels in the water. This is mainly due to the high scattering and 

absorption effect in a high turbidity level medium. As the laser propagates through the medium, 

the laser power has been dissipated by light scattering and absorption effect and causing the delay 

of the reflecting signal. 

 

 

 

Figure 10 The range error obtained experimentally against different water turbidity level (NTU) 
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Figure 11 shows the reflection ratio against the water turbidity level. The reflection ratio 

decreases with higher water turbidity level, which representing lesser light intensity detected.  

Based on the study by Chen et al. [62], the relationship between system accuracy with 

medium attenuation coefficient and target distance in a pulse ranging system can be shown with: 

 𝜂𝑎 = 𝑇(𝑅) = 𝑒−𝑐𝑅   

(15) 

Where 𝜂𝑎 is the atmospheric loss factor, c is the attenuation coefficient in the medium, and R is 

the target distance. By relating the LADAR model and BRDF theory, A is defined as the impact 

factor of intensity error, which relates the parameters c and R. A can be written as:  

 
𝐴 =

𝜂𝑎
2

𝑅2
=

(𝑒−𝑐𝑅)2

𝑅2
 

 

(16) 

 

It shows that the impact factor decreases with a higher attenuation coefficient and target distance. 

In other words, the higher the attenuation coefficient, the lesser the returned laser power. Thus, in 

a medium with a higher turbidity level, the higher the medium attenuation coefficient and cause 

lesser the reflected laser power in the medium.  

Comparing the theoretical study above and experimental results obtained in Figure 11 

shows that the experimental results have a similar trend with the theoretical work. This is mainly 

due to the higher scattering and absorption effect in a higher turbidity level medium. As the water 

turbidity level increases, more particulates are in the water and cause more light scattering and 

absorption effects occurring in the water. This eventually causes higher variations and losses along 

with the laser beam propagation.  
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Figure 11 The reflection ratio obtained experimentally against different water turbidity level (NTU) 

 

Theoretical studies of medium attenuation coefficient effect on underwater light beam 

propagation have been shown to affect the reflected signal's intensity and power. The higher water 

turbidity concentration leads to higher scattering and light absorption with more minor particulates 

in the water. Thus, it shows the experimental results have a similar trend with the theoretical 

findings. 
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 Summary 

 

The effects of water turbulence, salinity, and turbidity on underwater light propagation are 

investigated. The reflection ratio and range error accuracy were analysed. The reflection ratio 

shows an inversely proportional trend with water turbulence, salinity, and turbidity effects. The 

reflection ratio of reflected intensity shows the most considerable reduction in the water turbidity 

effect.  The range error shows consistent and no significant variations with the increase of water 

turbulence and salinity. However, the range error shows an obvious decreasing trend with higher 

water turbidity.  
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Chapter 4 Underwater Single-Pixel Imaging Quality 
 

4.1 Underwater Single-Pixel Imaging System Setup 

 

The effect of water turbidity and wavelength of laser source are further studied in an underwater 

single-pixel imaging system that uses a pulse laser as a light source. Figure 12 shows the schematic 

setup of the underwater single-pixel imaging system. The experimental setup of underwater single-

pixel imaging is shown in Figure 13. The experimental setup consists of the photodetector 

(Thorlabs PDA36A-EC), collecting lens, DMD (DLP Light Crafter 6500 Thorlabs), water tank, 

transparent target, data acquisition module (DAQ, National Instrument USB-6001DAQ), and laser 

(532 nm and 635nm laser emitter). The laser emitted on the DMD generates different light 

illumination patterns onto the target. The portion of the light pattern is transmitted through the 

transparent object and reaches the photodetectors through a collecting lens to concentrate light 

intensity at the photodetectors sensor area. The photodetectors are connected to a DAQ to convert 

the detected signal from analog to digital signal. The digitized signal obtained is essential 

information for reconstruction using MATLAB software. 
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Figure 12 Schematic diagram of underwater single-pixel imaging 

 

 

Figure 13 Experimental setup of underwater single-pixel imaging. 

 

 

  



43 

 

4.2 Single-Pixel Imaging Reconstruction via Block Compressive Sensing 

 

 Compressive Sensing 

 

4.2.2.1 Conventional Compressive Sensing 

 

Compressive sensing has the advantages of compression and low sampling of sparse signals with 

insufficient and non-adaptive linear measurements [94-96]. The principle and theory of 

compressive sensing help in the development of the single-pixel imaging research field. 

Compressive sensing has two main factors, sparsity and incoherence. The sparsity of the signal 

can be represented by the non-zero elements in the signal transform domain. Thus, recovery can 

be achieved even with only 30% measurements, 𝑚 from a total number of pixels, 𝑁 [97]. 

 𝑌 =  ϕ𝑋 (17) 

Where ϕ  is the sampling operator and 𝑌  is the random samples. Then, 𝑋  is the target to be 

recovered or reconstructed from 𝑌. ϕ is designed to reconstruct 𝑋 from 𝑌 

 

 𝑋 = ϕ′𝑌   (18) 

Additional constraints are needed to be applied on signal X to minimize the total sampling 

measurement required. Let {Ѱ𝑖}𝑖=1
𝑁  be the orthonormal basis for space 𝑅𝑁. X can be expressed as 

a linear combination of the basis vectors: 

 
𝑋 =  ∑ 𝑍𝑖Ѱ𝑖

𝑛

𝑖=1
 

(19) 

 

The coefficients 𝑍𝑖 are evaluated by the products 𝑍𝑖 = 〈𝑋,Ѱ𝑖〉. Vector X can be simplified with 

linear regression by: 
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 𝑋 =  Ψ𝑍 (20) 

where the matrix Ψ  is orthogonal with Ψ𝑇  and 𝑍 , the vector has K<<N measurements. 

Substituting eq. 20 in eq. 17, we obtain 

 𝑌 = ϕΨ𝑍  (21) 

The recovery of 𝑋 can be achieved by applying 𝑙1 minimization. The recovery processing 

time can be shortened when the signal is sparse, which is containing a fewer number of significant 

coefficients, with the remaining coefficients are zeros. All the audio, image, and video signals are 

usually sparse on some basis. From Eq. (17), where ϕ ∈ 𝐶𝑚 𝑥 𝑁, ϕ is a sparse matrix that meets 

RIP, and 𝑋 is a k-sparse vector that only has 𝑘 number of the non-zero coefficient. Then, the 𝑙1 

minimization model can be expressed by: 

 min {‖𝑋‖1 ∶ ‖ϕ𝑋 − 𝑌‖2  ≤  𝛾}  (22) 

   

Where 𝛾 is the generic norm, 𝛾 ≥ 0. Let 𝑌 = ϕ𝑋^ where 𝑋^ is sparse. 𝑋^(𝑘) would be the closest 

approximation of 𝑋 and 𝑋^ to be the optimal solution. Then, the recovery outcome is bounded by 

the sparsity of the measurement matrix, and it can be expressed by the following:  

 
‖𝑋∗ − 𝑋^‖

2
≤ 𝐶𝑘

1
2‖𝑋^ − 𝑋^(𝑘)‖

1
 

 (23) 

 

 ‖𝑋∗ − 𝑋^‖
1

≤ 𝐶‖𝑋^ − 𝑋^(𝑘)‖
1
  (24) 

 

where 𝐶 is a generic constant, and sparsity 𝑘 can be set to the order of 𝑚/log ( 
𝑛

𝑚
 ) based on the 

matrix type used. Then, the model with higher stability can be expressed by the following: 

 
‖𝑋∗ − 𝑋^‖

2
≤ 𝐶 ( 𝛾 + 𝑘

1
2‖𝑋^ − 𝑋^(𝑘)‖

1
) 

 (25) 
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where 𝑋^ = 𝑋^(𝑘)  and 𝛾 = 0  . Then, the exact recovery 𝑋∗ = 𝑋^   can be achieved with the 

relevant measurement matrix (ϕ).   

 

4.2.2.2 Block Compressive Sensing 

 

Conventional compressive sensing is usually utilized for 1-D signals. Thus, images that are in 2-

D require converting from 2-D signals to 1-D signals. Solving 1-D long vector signals in 

conventional compressive sensing has the downside of computational complexity and massive 

storage for measurement matrix. A codec can be used to compress data for more efficient data 

transmission, but it is expensive.  

 The block compressive sensing is one of the solutions for the stated limitations of 

compressive sensing [98, 99]. In block compressive sensing, it is not required to convert 2-D 

signals to 1-D signals. Instead, it divides 2-D signal, 𝑋 into small square blocks with size √𝑛 ∗ √𝑛. 

The signal 𝑋 can be written in terms of block matrix as: 

 

 

𝑋 = 

[
 
 
 

𝑋1 𝑋2 ⋯ 𝑋√𝐿

𝑋√𝐿+1 𝑋√𝐿+2 ⋯ 𝑋2√𝐿

⋮ ⋮ ⋱ ⋮
𝑋𝐿−√𝐿+1 𝑋𝐿−√𝐿+2 ⋯ 𝑋𝐿 ]

 
 
 

 

 (26) 

 

where 𝐿 =  
𝑁

𝑛
 and  𝑋𝑖 is the square blocks matrix of signal 𝑋 with 𝑖 = (1,2,3…𝐿). To simplify the 

solving complexity, we always assume 𝐿 is an integral. 
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 Let 𝐾𝑖 to be the sparsity level of 𝑋𝑖 with 𝑖 = (1,2,3…𝐿). Thus, 𝐾𝑚𝑎𝑥 = ‖𝐾‖∞ which is 

the maximum sparsity level in vector 𝐾. Let 𝑥𝑖 be the vectorized signal with 𝑖 = (1,2,3…𝐿). Then, 

the measurement vector of 𝑥𝑖 after raster scanning can be obtained with 

 𝑦𝑖 = ϕ𝐺𝑥𝑖 (27) 

where ϕ𝐺 ∈ 𝐶𝑚 𝑥 𝑁 is a Gaussian random matrix. Similar to conventional compressive sensing, 

each square block in signal 𝑋 can be recovered with 𝑙1 minimization if ϕ𝐺 meets RIP with order 

𝐾𝑚𝑎𝑥.  

 

 Image Reconstruction Algorithm via Block Compressive Sensing 

 

Figure 14 shows the flowchart of reconstruction of the single-pixel imaging reconstruction 

algorithm. The image size of the target object, 𝑁 which is representing the total resolution or pixels 

in the image. Then, the number of measurements, 𝑚 for reconstruction is evaluated from 𝑚 = 𝑂 ∗

(𝐾 log(𝑁)). The number of measurements, 𝑚 needed is determined by the sparsity of the binary 

matrix used. After calculating the number of measurements required, the measurement process 

runs until the number of detected sample measurements equal to 𝑚. After that, the initial guess of 

signal 𝑋  can be obtained by 𝑙1  minimization algorithm and 𝑋  value is updated after every 𝑙1 

minimization algorithm iteration. Finally, the reconstructed image can be obtained. 
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Figure 14 Flowchart of the single-pixel imaging reconstruction algorithm. 
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4.3 Underwater Single-Pixel Imaging Quality Evaluation 

 

Peak Signal-to-Noise-Ratio (PSNR) and Structural Similarity Index (SSIM) are usually being 

applied in research studies related to image reconstruction to evaluate the performance of the 

reconstruction process. Thus, these two methods are being applied in this study to measure and 

compare the reconstructed image quality. PSNR can be expressed as below: 

 
𝑃𝑆𝑁𝑅 = 10 ∗ log10

𝑀𝐴𝑋1
2

𝑀𝑆𝐸
 

 (28) 

   

where 𝑀𝐴𝑋𝐼
2 is the highest pixel value detected of the image. Since the data are measured in eight 

bits per pixel, so the maximum possible pixel value that can be obtained is value 255. The MSE in 

Eq. (28) is the product of the mean and squared difference between the original and the 

reconstructed image. MSE can be expressed as below: 

 

𝑀𝑆𝐸 =
1

𝑚𝑛
∗ ∑ ∑[𝑂(𝑖, 𝑗) − 𝑅(𝑖, 𝑗)]2

𝑛−1

𝑗=0

𝑚−1

𝑖=0

 

 (29) 

   

Where 𝑚𝑛  is the total number of pixels, moreover, 𝑂 (𝑖, 𝑗)  and 𝑅 (𝑖, 𝑗)  are the original and 

reconstructed images, respectively. 

SSIM is the method to measure the analogy between the images. Basically, SSIM evaluates 

the deterioration of the image, which is induced due to compression and data destruction operations 

during transmission. In this study, the computing process is done using MATLAB software to 

evaluate the SSIM between the original and reconstructed image. The SSIM computing equation 

between images x and y can be expressed as below: 



49 

 

 
𝑆𝑆𝐼𝑀(𝑥, 𝑦) =

(2𝜇𝑥𝜇𝑦  +  𝑐1)(2𝜎𝑥𝑦  +  𝑐2)

(𝜇𝑥
2 + 𝜇𝑦

2 + 𝑐1)(𝜎𝑥
2 + 𝜎𝑦

2 + 𝑐2)
 

 (30) 

 𝐶1 = (𝑘1𝐿)2    𝐶2 = (𝑘2𝐿)2    &    𝑘1 = 0.01     𝑘2 = 0.03  

Where 𝜇 and 𝜎 representing average and variance, respectively. 𝜎𝑥𝑦 is the covariance of x and y. 

L is the image pixel value range. In general, SSIM is more reliable to measure the deterioration of 

image quality compared to PSNR because SSIM follows visible structures in the object [63]. 

 

4.4 Results and Discussion 

 

 The Effect of Image Resolution and Number of Measurements 

 

In this study, images are reconstructed on different total pixels of an image (32 x 32, 64 x 64, and 

128 x 128) with the same number of total 64 measurements to compare the impact of image 

resolution. Although the reconstructed images have the same sampling number, Figure 15 clearly 

shows that the recovered images have more details at edges in the image with higher resolution.  

 

Figure 15 Reconstructed images with the same number of total measurements, 64 measurements. 
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Moreover, to compare the impact of the total number of measurements in reconstructed 

images, images also have been reconstructed on a different number of measurements with the same 

image resolution. By comparing the recovered images in Figure 16, it shows that reconstructed 

images with a lesser number of measurements tend to have more noise due to insufficient sampling. 

 

 

Figure 16 Reconstructed images with a different number of measurements and same resolution level. 
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Then, the PSNR and SSIM of each recovered image are evaluated and plotted in Figure 17 

and Figure 18. The calculated PSNR and SSIM show a proportional ascending trend of PSNR and 

SSIM with higher resolution reconstructed images. Thus, it shows images with higher resolution 

have better response and image quality after reconstruction. Figure 17 and Figure 18 indicate that 

the reconstructed images with higher sampling numbers have a significant upward trend in both 

PSNR and SSIM calculated. Thus, it shows that reconstruction with a higher sampling number 

provides a more reliable, better-reconstructed image and performance. 

As discussed in section 4.2.1, compressive sensing mainly made up of three operations: 

sparse representation, measurement, and sparse recovery. Sparse representation is to ensure the 

signal obtained is sparse to apply compressive sensing. Then, the sufficient number of incoherent 

measurements, 𝑚 is required to recover signal image, 𝑋. Finally, sparse recovery can be achieved 

by applying 𝑙1 minimization.  

The sufficient number of measurements, 𝑚 required could be described by:  

 𝑚 =  𝐾 log𝑁 (31) 

Where 𝑁 is the total pixel in the original signal and 𝐾 is the non-zero entries in the column vector 

of 𝑁. Thus, the higher the number of measurements obtained, the model or signal can recover with 

more complexity. 
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Figure 17 PSNR/dB against the number of measurements of reconstructed images 

 

 

Figure 18 SSIM against the number of measurements of reconstructed images. 
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 The Effect of Water Turbidity Level  

 

The image reconstruction will be affected by the turbidity level in the water, mainly due to the 

variations of refractive index in the water, and eventually leads to the variation of detected intensity 

as discussed in section 0. To further analyze the effect on image reconstruction, several images are 

reconstructed in different water turbidity levels. From Figure 19, it clearly shows reconstructed 

images have a higher noise level in higher water turbidity level. At above 100NTU of turbidity 

level, the reconstructed images show obvious deterioration but remain distinctive on the shape of 

the target. 

 

Figure 19 Reconstructed images on different water turbidity level with the same number of measurements and image resolution 
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The PSNR and SSIM of recovered images at different turbidity levels are plotted in Figure 20 and  

Figure 21. The plots show that the PSNR and SSIM didn’t reduce much at turbid degrees up to 

50NTU but show a significant decreasing trend above 100NTU turbid degrees. Furthermore, the 

turbidity level's effect could be reduced with higher image resolution, as shown in the plots.  

The image quality reducing in a higher turbid degree medium is mainly due to the scattering 

and absorption effect. Scattering is a minimum of spectrally dependent, and it causes variation on 

the angle of the photon transmission path. Absorption is spectrally dependent and will direct 

remove the photons from the transmission path permanently. The medium, concentration, and 

composition of the particulates define the medium's coefficient magnitude and spectral features. 

As inherent optical properties (IOPs) are conservative properties, the medium's absorption 

coefficient varies linearly with absorbing particulates' concentration and composition [100]. Thus, 

the attenuation coefficient of the medium increases as the concentration of the absorbing 

particulates increases. This causes the lesser reflected light intensity to be detected by the receiver 

and eventually affects overall system performance. Moreover, the high turbid degree medium 

causes high sparsity in the reflected signal as well. This eventually affects the reconstruction 

quality of the images. 

As discussed in section 3.3.3, the impact factor of intensity error decreases with a higher 

attenuation coefficient. Thus, the higher the turbidity level in the water, the higher the attenuation 

coefficient, and the lesser the returned laser power. In other words, the higher turbidity level in the 

water causes lesser the reflected laser power in the medium and leads to a decrease in image quality 

after reconstruction. This shows the reconstruction also heavily relies on the reflected intensity for 

better performance in image reconstruction. 
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Figure 20 PSNR/dB against turbidity level (NTU) with the same number of measurements. 

 

 

Figure 21 SSIM against water turbidity level (NTU) with the same number of measurements. 

  

0.0

1.0

2.0

3.0

4.0

5.0

6.0

7.0

0 50 100 150 200

P
SN

R
/d

B
PSNR/dB against turbidity level (NTU)

32x32 Pixels

64x64 Pixels

128x128 Pixels

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0 50 100 150 200

SS
IM

SSIM against turbidity level (NTU)

32x32 Pixels

64x64 Pixels

128x128 Pixels



56 

 

 The Effect of Laser Source Wavelength 

 

To compare the performance of reconstruction with different laser source wavelengths, red (635nm) 

and green (532nm) laser sources are used in this study.  Thus, in Figure 22 and Figure 23, several 

images are reconstructed with different water turbidity levels and laser sources. By comparing the 

reconstructed images, it clearly shows that the reconstruction with a longer wavelength laser 

source, red laser, has better reconstruction quality and performance in underwater imaging. Image 

reconstructed with shorter wavelength laser source, green laser, shows more noise, lesser details 

around target edges and less distinctive on target at high turbid degrees.  

 

Figure 22 Reconstructed images with different water turbidity levels in red laser source. 
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Figure 23 Reconstructed images with different water turbidity levels by comparison in red and green laser source. 

 

The PSNR and SSIM of recovered images are compiled in Figure 24 and Figure 25. It 

shows the reconstructed quality with a shorter wavelength laser source, green laser, has a similar 

trend as the red laser. Overall, the PSNR and SSIM of reconstruction with a shorter wavelength 

laser source, green laser, is significantly lesser. This is mainly due to the higher wavelength laser 

source has a lesser refractive index in underwater medium and leads to lesser variation in detected 

light intensity by the sensor.  
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Refraction of light occurs when light is transmitted through refractive mediums. The 

refractive index varies with the wavelength of light linearly due to different wavelengths that 

interfere with the molecules of the medium to different extents. The relationship between the 

refractivity of light and the wavelength is described as below: 

 μ =  
𝑐

𝑣
 (32) 

where μ  is the refractive index. 𝑐  and 𝑣  are the speed of light in the vacuum and medium, 

respectively. Different wavelength of light has different speed of light, and it can be described as 

below: 

 𝑣 =  𝑓 ∗ λ (33) 

where 𝑓 and λ are frequency and wavelength of light. Red light travels faster among the visible 

light spectrum due to its longer wavelength and lower frequency. As red light has a longer 

wavelength and faster travel speed, red light has a lower refractive index among the visible light 

spectrum. This causes more light detected at the sensor in the underwater imaging system and 

giving better quality and performance in image reconstruction. Moreover, the high turbid degree 

medium causes high sparsity in the reflected signal as well. This eventually affects the 

reconstruction quality of the images. 
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Figure 24 PSNR/dB against turbidity level (NTU) by comparison in red and green laser source. 

 

 

 

Figure 25 SSIM against turbidity level (NTU) by comparison in red and green laser source. 
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Chapter 5 Conclusion 
 

5.1 Summary of Findings 

 

Different factors in underwater imaging are investigated in this study, including the effect of water 

turbulence, salinity, and turbidity. The experimental results are analyzed based on reflection ratio 

and range error accuracy. The experimental results show that the reflection ratio has an inversely 

proportional trend with water turbulence, salinity, and turbidity effects. Among the three factors, 

the reflection ratio of reflected intensity shows the most considerable reduction in the water 

turbidity effect. Moreover, the range error shows consistent and no significant variations with the 

increase of water turbulence and salinity. However, the range error shows an obvious decreasing 

trend with higher water turbidity. This is mainly due to the significant absorption effect in higher 

water turbidity levels compared to other factors.  

Thus, the influence of water turbidity on the quality of single-pixel imaging is further 

investigated. In this study, the image quality of reconstructed single-pixel imaging is analyzed in 

terms of PSNR and SSIM. The experimental results show that the image quality decreases with a 

higher turbidity level. This is mainly due to higher refraction and absorption in a medium with 

high turbid degrees. 

 Furthermore, several variables of single-pixel imaging are investigated, including the 

resolution, number of measurements, and wavelength of the laser source. The experimental results 

show that the higher the image resolution, the higher the reconstructed image quality. It shows 

more details around the edges at a higher resolution image because a lower resolution image shows 

blurred out at the edges of an object. Moreover, the higher the number of measurements or 

sampling rate provides higher image quality after reconstruction. With the block compressive 
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sensing technique, the shape of the target is identifiable and distinctive even at a low sampling rate, 

64 total measurements. Last but not least, experimental results with different wavelengths of the 

laser source (green laser, 532nm, and red laser 635nm) are being compared and analyzed. As a 

higher wavelength laser has lesser refraction in transmission, the underwater image quality after 

reconstruction with red laser shows better reconstruction quality than green laser. 

 In conclusion, underwater single-pixel imaging is usually affected by various factors in the 

actual underwater situation. The use of block compressive sensing technique in underwater single-

pixel imaging shows convincing performance even at a low sampling rate. To reduce the refraction 

factors in underwater single-pixel imaging where it is more critical in being affected by refraction, 

a higher wavelength laser source shows lower refraction characteristics and could improve the 

underwater imaging performance. 
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5.2 Future Work 

 

In this study, underwater single-pixel imaging has been investigated, and results have shown that 

it is an effective and efficient method. However, more studies and researches would need to be 

done to improve the overall imaging system performance and quality. In recent years, artificial 

intelligence and machine learning are popular among researchers to enhance system performance 

further. Deep learning and convolutional neural network are machine learning methods that can 

analyze visual imagery. Deep learning in the imaging system has been researched widely, 

especially in the medical field [101-104]. It has shown that it can improve medical imaging 

systems' efficiency and quality, such as chest computed tomography (CT) scans. Thus, it is also 

recommended to apply deep learning in underwater single-pixel imaging to enhance the overall 

imaging quality. 
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