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Abstract

Due to an ever increasing demand for data (and high data rates), the devices in
the latest generations of wireless networks must be able to operate in places that
are dangerous or hard to reach, with little or no human intervention, for prolonged
periods of time. This raises many interesting questions, one of which is how to
power an uninterrupted, perpetual operation for these machine-type devices, in
cases when battery replacement/replenishment is not feasible or is not sustainable
over time. Recently, the research community started exploring the potential of
renewable energy sources, such as radio-frequency energy, which gives rise to the
so called wirelessly powered communication networks (WPCNs). To deliver data
with high data rates, the devices in WPCNs must make use of spectrally efficient
technologies on the physical layer, such as full-duplex (FD) operation. For these
FD networks, new communication protocols which are ultimately able to reach
the limits of information flow in the network, i.e., the Shannon capacity, must be
developed. A natural first step is to investigate the fundamental building blocks of
these networks, and then exploit the obtained insights to design protocols for more
complex networks.

Another pressing problem is how to allow a massive number of such machine-
type devices access to the shared wireless channel in order for the devices to trans-
mit their data. Most medium access control protocols have been primarily designed
and optimised to support older generations of human to human communication
networks. Thereby, new access protocols that accommodate the distinctive traffic
demands of machine-type communication (MTC) networks need to be developed
in order to scale the networks to massive number of devices.

This thesis is divided into two parts. In the first part, we propose new com-
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munication protocols for the most basic building block of FD WPCNs. The first
protocol is able to achieve the capacity of the network, whilst the second signifi-
cantly improves the secrecy rate. In the second part, we propose a novel medium
access control protocol for MTC networks with a massive number of devices. As
a more indirect way to tackle medium access control, we consider semantic and
effectiveness problems in MTC networks and we propose data selection and filter-
ing schemes which achieve high inference precision, whilst preserving the already
scarce resources of the MTC devices.
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Chapter 1

Introduction

Since the 1940s, communication engineers have been tirelessly working on solv-
ing technical problems, namely finding ways to reliably transmit information from
a sender to a recipient [1]. Traditionally the senders and receivers of information
have been humans. The latest generations of communication networks include
a different paradigm, namely networks where the end user is the machine itself,
commonly refereed to as (massive) machine-type communication (MTC). As the
foundation of the Internet of Things (IoT), MTC networks are expected to be cru-
cial in next generation smart cities, smart homes, automated factories, automated
health management systems, and many other applications, some of which can not
even be foreseen today [2]. The current trajectory of the number of devices be-
ing deployed implies that eventually trillions of things will be connected to the
Internet. For reference, the number of connected devices to the Internet surpassed
the human population in 2010 and 75 billion connected devices are expected by
2025. As the scale of MTC networks continues to increase, it is a near certainty
that we will experience a data-driven society, enabled by near instant and unlimited
wireless connectivity.

Concurrently, green technologies, such as green radio communications and en-
ergy harvesting (EH) [3] have also been gaining popularity in the wireless com-
munication community. Whilst the former aims at minimizing the use of precious
radio resources, the latter relies on harvesting energy from renewable and environ-
mentally friendly sources such as solar, thermal, vibration or wind, to support the
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transmission of information [4]. Thereby, EH promises a perpetual operation of
communication networks. Moreover, EH completely eliminates the need for bat-
tery replacement and/or using power cords, making it a highly convenient option
for communication networks with nodes which are hard or dangerous to reach, such
as MTC networks. However, EH communication networks are subjected to their
own set of challenges. For example, ambient energy sources are often intermittent
and scarce, which can threaten the continuous reliability of the communication
session. A possible solution to this problem is harvesting radio frequency (RF) en-
ergy from a dedicated energy transmitter, which gives rise to the so called wireless
powered communication networks (WPCNs) [5], [6].

Due to the sporadic sensing and communication activity of MTC nodes, the
average power requirement of these devices is in the order of microwatts to mil-
liwatts. This can easily be met by harvesting RF energy, making MTC networks
ideal representatives of WPCNs. However, whilst MTC devices might be the great-
est beneficiaries from wireless power, the technology is much broader in scope.
Indeed, numerous studies have ascertained the feasibility of using RF EH in back-
scattering networks [7], device-to-device networks [8], mmwave networks [9] and
even cellular networks and HetNets [10]. The devices in these networks (as well
as their requirements) are fundamentally different, and yet all can benefit from uti-
lizing wireless power to prolong or supplement their operation. Thereby, WPCNs
deserve to be considered as a device agnostic, umbrella solution, instead of being
exclusively associated with MTC networks.

A logical first step in investigating WPCNs is to explore the theoretical lim-
its of information flow in the fundamental building block of the network. Based
on the derived rate, i.e., the Shannon capacity, one can design a practical code
that attempts to achieve (or at least come close to) the capacity. Moreover, these
fundamental results can be used as guidelines when investigating more complex
networks of a massive number of devices. By all means, under certain assump-
tions, the derived results hold for the building blocks of MTC networks powered
by RF EH.

This thesis is divided into two parts. The first part will focus on the funda-
mental limits of WPCNs, and the second part is specific to MTC networks. In
this chapter, we provide the motivation and contribution for Part 1 in Section 1.1.
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The motivation and contribution of Part 2 is provided in Section 1.2. Finally, the
organisation of this thesis is given in Section 1.3.

1.1 Part 1: Capacity and Secrecy Capacity of FD
WPCNs

In this section we provide the motivation for Part 1, as well as the contributions.

1.1.1 Motivation

Full-duplex (FD) modes of operation have recently become a viable alternative to
the traditional half-duplex (HD) transmissions, due to many advancements in an-
tenna and digital baseband technologies, as well as interference cancellation tech-
niques. The later is imperative for FD communication, since to accomplish FD
communication, a radio has to reduce the inevitable self-interference significantly.
Otherwise, the self-interference increases the amount of noise at the receiver-end
and thereby reduces the achievable rate. To tackle this problem, both active and
passive cancellation methods have been proposed. The former, refers to techniques
which introduce attenuation of the signal that propagates from the transmit antenna
to the receiver one [11], [12]. The latter exploits the knowledge of the transmit
symbols by the FD node in order to partially cancel the self-interference [13],[14].
Combinations of both methods have also been considered [15]. The result of these
advancements is a practically applicable FD mode of operation, that can lead to
doubling (or even tripling [16]) of the spectral efficiency of the network, especially
in the low transmit power domain, which is where WPCNs typically reside.

Whilst improving the spectral efficiency in WPCNs is certainly desirable, de-
livering data in a secure manner is critical in today’s society. Considering the con-
straints of WPCNs, exploitation of the physical properties of the wireless channel
is an attractive option to ensure confidentiality [17]. The presence of fading, inter-
ference, and path diversity in the wireless channel, all of which are usually a source
of many headaches for a communication engineer, can now be exploited in order to
degrade the ability of potential intruders to gain information about the confidential
messages sent through the wireless channel. The core idea can be condensed to en-
coding the message into a codeword such that it is useful for the legitimate receiver
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to reliably recover the transmitted message and at the same time, the same code-
word is useless for the intruder. These two requirements appear to be contradictory
at first glance and it is difficult to see if both can be achieved at the same time.
However, it is indeed possible to do so, and the so-called secrecy capacity char-
acterizes the maximal data rate at which both requirements are met. These results
are based on information theoretic characterizations of secrecy, which originate in
some of Shannon’s and Wyner’s early works on communication and information
theory [17], [18]. Whilst the fundamental concepts might be ripe, physical layer
security is highly applicable to novel WPCNs, due to its low complexity, and lack
of need for certificate authorities or key distributors.

Motivated by the above discussion, in Chapter 2, we derive the capacity of the
fundamental building blocks of any FD WPCN. In Chapter 3, we derive the upper
bound on the secrecy capacity, as well as an achievable secrecy rate of the network
in the presence of a passive eavesdropper.

1.1.2 Contribution

• We derive the capacity of a FD point-to-point WPCN of an energy transmit-
ter (ET) and an energy harvesting user (EHU), assuming a processing cost
at the EHU and additive white Gaussian noise channel with block fading. In
addition we show that the capacity achieving scheme is relatively simple and
therefore applicable to devices with limited resources. The numerical results
indicate that the proposed scheme can achieve higher rate, compared to its
HD counterpart.

The results have been disclosed in the following.

– I. Nikoloska, N. Zlatanov, and Z. Hadzi-Velkov, ”Capacity of a Full-
Duplex Wirelessly Powered Communication System with Self-Interference
and Processing Cost”, IEEE Transactions on Wireless Communica-
tions, vol. 17, no. 11, pp. 7648 - 7660, 2018.

– I. Nikoloska, N. Zlatanov, and Z. Hadzi-Velkov, ”On the Capacity of
a Full-Duplex Wirelessly Powered Communication System with Self-
Interference and Processing Cost”, in proceedings, IEEE ICC, Kansas
City, MO, USA, May 2018.
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• We derive an upper bound on the secrecy capacity, as well as an achievable
secrecy rate of a more complex network, where in addition to the ET and
the EHU, a passive eavesdropper (EVE) is present. We propose a simple
coding scheme capable of achieving the secrecy rate which is comparable to
the upper bound on the secrecy capacity. In addition, the numerical results
indicate that the achievable secrecy rate is higher than its HD counterpart.

The results have been disclosed in the following.

– I. Nikoloska, N. Zlatanov, Z. Hadzi-Velkov, and R. Zhang ”On the Se-
crecy Capacity of a Full-Duplex Wirelessly Powered Communication
System”, IEEE Transactions on Wireless Communications, vol.18, no.
11, pp. 5424–5439, 2019.

– I. Nikoloska, N. Zlatanov, Z. Hadzi-Velkov, and R. Zhang ”On the Se-
crecy Capacity of a Full-Duplex Wirelessly Powered Communication
System”, in proceedings, IEEE ISWCS, Oulu, Finland, August 2019.

1.2 Part 2: Resource Allocation in MTC Networks
In this section we provide the motivation for Part 2, as well as the contributions.

1.2.1 Motivation

MTC networks are expected to scale up to a massive number of devices. This
creates an entirely different set of problems, the most severe of which is medium
access control. The state of the art communication schemes and medium access
control mechanisms are based on assumptions that do not necessarily apply to
MTC traffic patterns, as these are primarily designed to support human-to-human
communication. For example, the amount of data that is usually generated by the
devices is small and the activation of the devices is heterogeneous [19]. Some
devices report periodic updates, whilst others report when triggered by random,
external events. As per the current state of the art access protocol, in order for
a MTC device to obtain exclusive rights to the channel to transmit information,
it performs a contention based access procedure, known as Random Access (RA)
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[20]. However, RA relies on a heavy exchange of signalling messages which be-
comes exacerbated when the number of devices in the cell is large, which is usually
the case in MTC cells [21]. As a result, MTC networks would benefit greatly from
novel medium access control, designed to accommodate for such unique traffic
characteristics.

One way to improve the existing medium access control protocols is via ar-
tificial intelligence (AI), which after a long ”AI winter” enjoys a new wave of
success. AI appears to be a distinctive tool as it can help us tackle technical prob-
lems in wireless networks both directly and indirectly. To elaborate, as an exten-
sive subject, communication also encompasses two higher levels of problems [22],
in addition to technical problems (such as medium access control or energy ef-
ficiency). The second level of problems, semantic problems, concern extracting
meaning from the (reliably) received bits of information. The third level of prob-
lems, effectiveness problems, concern the success with which the extracted mean-
ing by the receiver leads to the desired conduct on his part. Because of the general
difficulty of these problems, up until recently each group has been approached in
isolation. However, AI provides a unique opportunity to tackle technical problems
by solving higher level problems instead. Indeed, if one could find a way to process
the information on device, in order to extract semantic information and respond to
the extracted information, e.g., via the relevant actuators, then the associated tech-
nical problems of transmitting the data would be avoided (or at least it would be
far less severe). This makes the solution of the semantic/effectiveness problem a
meta-solution to the associated technical problems. However, because of the se-
vere hardware constraints of MTC devices, approaching higher level problems on-
device in MTC cells is equally challenging. In fact, the memory required to store a
deep neural network and its energy consumption may exceed the memory size and
battery level of a MTC device [23]. As a result, only simple neural networks can be
deployed in such constrained nodes, which leads to relatively inaccurate on-device
inferences.

Motivated by the above discussion, in Chapter 4, we propose a novel AI-aided
medium access control protocol that is capable of achieving higher packet rates
than the conventional RA procedure. In addition, in Chapter 5 we present novel se-
lection strategies for data transmission that are capable of improving the inference
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reliability in MTC networks, whilst indirectly mitigating the underlying technical
problems.

1.2.2 Contribution

• We propose a deep reinforcement learning (DRL)-aided RA scheme, where
an intelligent DRL agent learns to predict the activity of the IoT nodes1 in
each time slot and grants time-frequency resource blocks to the IoT nodes
predicted as active. The IoT nodes that are missclassified as non-active by
the DRL agent, as well as unseen or newly arrived nodes in the cell, employ
the standard RA scheme in order to obtain time-frequency resource blocks.
In addition, we speed up the training procedure of the DRL agent by lever-
aging expert knowledge. We also derive closed-form, analytical expressions
for the average packet rate. Our analytical and numerical results show sig-
nificant improvements in terms of average packet rate when the proposed
DRL-aided RA scheme is implemented compared to the existing solution
used in practice, the standard RA scheme.

The results have been disclosed in the following.

– I. Nikoloska, and N. Zlatanov ”Deep Reinforcement Learning-aided
Random Access”, submitted, IEEE Transactions on Wireless Commu-
nications.

• We propose a data selection scheme for supervised learning that the IoT de-
vice can employ to select the data samples that would likely lead to inaccu-
rate inferences if processed locally so that those data samples are transmitted
to the cloud. As a result, local inferences are made only from data samples
that would likely lead to accurate inferences. Thereby, the overall inference
precision of the system is significantly improved for a given energy cost
compared to the case when the inference is always made locally at the IoT
device. Further, the proposed scheme can reach the inference accuracy of
the cloud, but only with a fraction of the energy cost.

The results have been disclosed in the following.
1The terms IoT device and MTC device are used interchangeably in the thesis.
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– I. Nikoloska, and N. Zlatanov, ”Data Selection Scheme for Energy Effi-
cient Supervised Learning at IoT Nodes”, submitted to the IEEE Com-
munication Letters.

1.3 Organisation of the thesis
The organization of the thesis is given below.

In Chapter 2, we derive the capacity of the fundamental building block of any
FD WPCN. We first present the system model and formally define the channel
model and the EH model. Then, we formalise an optimization problem which
yields the capacity achieving distribution. We prove that the derived capacity ex-
pression satisfies the converse and we provide an explicit channel coding scheme
which is able to achieve the capacity. We also investigate the capacity for the spe-
cial cases when the channel is impaired by Rayleigh fading. The capacity results
are then numerically evaluated, and conclusions are drawn.

In Chapter 3, we derive the bounds on the secrecy capacity of FD WPCN in
the presence of a passive eavesdropper. First, we present the system and channel
models, as well as the EH model. We proceed to defining an optimization problem
and we prove that the resulting upper bound on the secrecy capacity is not achiev-
able. Next, we derive an achievable secrecy rate, and we provide an explicit coding
scheme. The upper bound on the secrecy capacity and the achievable rate are then
numerically evaluated against their HD counterpart.

In Chapter 4, we present the novel DRL-aided RA scheme. We first introduce
the system model and we formalise the resource allocation problem. Next, we
present the existing solution, namely the RA scheme, which is followed by the
proposed DRL-aided RA scheme. We also show how to speed up the training
procedure of the DRL agent by leveraging expert knowledge. Next, a closed form,
analytical expression for the average packet rate is provided. The proposed scheme
is then numerically evaluated against the RA scheme both on synthetic and real-
world data sets.

In Chapter 5, the data selection strategy for supervised learning is presented.
First, we present the system model and we formalize the considered selection prob-
lem. Next, we present the data selection strategy, and we evaluate it against multi-
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ple benchmarks.
Chapter 6 provides the concluding remarks, as well as ideas for future research

directions.
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Chapter 2

Capacity of a Full-Duplex
Wirelessly Powered
Communication Network with
Self-Interference and Processing
Cost

The aim of this study is to investigate the capacity of the fundamental building
block of FD WPCNs. To this end, we consider a system model of an energy trans-
mitter (ET) and an energy harvesting user (EHU), which operates in the FD mode.
The ET transmits energy toward the EHU. The EHU harvests this energy and uses
it to transmit information back to the ET. As a result of the FD mode, both nodes
are affected by self-interference. The self-interference has different effects at the
two nodes. In particular, the self-interference impairs the decoding of the received
information signal at the ET, whereas it serves as an additional source of energy
at the EHU. In this chapter, we derive the capacity of the adopted system model
assuming a processing cost at the EHU and an additive white Gaussian noise chan-
nel with block fading. In addition, we show that the coding scheme that achieves
the capacity is relatively simple and therefore applicable to devices with limited

10



resources.
The initial results have been presented and published in the proceedings of the
IEEE ICC, Kansas City, MO, USA, May 2018.

• I. Nikoloska, N. Zlatanov, and Z. Hadzi-Velkov, ”On the Capacity of a Full-
Duplex Wirelessly Powered Communication System with Self-Interference
and Processing Cost”, in proceedings, IEEE ICC, Kansas City, MO, USA,
May 2018.

The complete study, which includes detailed proofs of theorems, as well as the
coding scheme that achieves the capacity have been published in the IEEE Trans-
actions on Wireless Communications, vol. 17, no. 11, pp. 7648 - 7660, 2018, and
this paper is included in this chapter.
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Wirelessly Powered Communication System with Self-Interference and Pro-
cessing Cost”, IEEE Transactions on Wireless Communications, vol. 17, no.
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Capacity of a Full-Duplex Wirelessly Powered
Communication System With Self-Interference

and Processing Cost
Ivana Nikoloska , Student Member, IEEE, Nikola Zlatanov , Member, IEEE,

and Zoran Hadzi-Velkov , Senior Member, IEEE

Abstract— In this paper, we investigate the capacity of a point-
to-point, full-duplex (FD) wirelessly powered communication
system impaired by self-interference. This system is comprised of
an energy transmitter (ET) and an energy harvesting user (EHU),
which operates in the FD mode. The ET transmits energy toward
the EHU. The EHU harvests this energy and uses it to transmit
information back to the ET. As a result of the FD mode,
both nodes are affected by self-interference. The self-interference
has different effects at the two nodes. In particular, the self-
interference impairs the decoding of the received information
signal at the ET, whereas it serves as an additional source of
energy at the EHU. In this paper, we derive the capacity of the
adopted system model assuming a processing cost at the EHU
and an additive white Gaussian noise channel with block fading.
Thereby, we show that the capacity achieving scheme is relatively
simple and therefore applicable to devices with limited resources.
Moreover, our numerical results show significant improvements
in terms of data rate when the capacity achieving strategy is
employed compared to half-duplex transmission, even for very
high self-interference at the ET. Moreover, we show the positive
effects of the self-interference at the EHU, as well as the crippling
effect of the processing cost.

Index Terms— Channel capacity, energy harvesting.

I. INTRODUCTION

IN RECENT years, wireless communication, among many
others, has been highly affected by emerging green tech-

nologies, such as green radio communications and energy
harvesting (EH). Whilst the former aims at minimizing the
use of precious radio resources, the latter relies on harvesting
energy from renewable and environmentally friendly sources
such as, solar, thermal, vibration or wind, [2], [3], to support
the transmission of information. Thereby, EH promises a
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perpetual operation of communication networks. Moreover,
EH completely eliminates the need for battery replacement
and/or using power cords, making it a highly convenient
option for communication networks with nodes which are
hard or dangerous to reach. However, EH communication
networks are subjected to their own set of challenges. For
example, ambient energy sources are often intermittent and
scarce, which can put in danger the continuous reliability of
the communication session. Possible solution to this problem
is harvesting radio frequency (RF) energy from a dedicated
energy transmitter, which gives rise to the so called wireless
powered communication networks (WPCNs) [4], [5].

EH technology and WPCNs are also quite versatile, and
have been studied in many different contexts. Specifically,
the capacity of the EH additive white Gaussian noise (AWGN)
channel, where the transmitter has no battery for energy stor-
age, was studied in [6]. Transmitters with finite-size batteries
have been considered in [7] and [8]. Mao and Hassibi [7]
leverage stationarity and ergodicity to derive a series of
computable capacity upper and lower bounds for the general
discrete EH channel. EH binary symmetric channels with
deterministic energy arrival processes have been considered
in [8]. Both small and large battery regimes have been adopted
in [9] and [10]. The capacity of a sensor node with an infinite-
size battery has been investigated in [11]. Infinite-size batteries
have also been adopted in [12] and [13]. Ozel and Ulukus [12]
derive the capacity of the EH AWGN channel without process-
ing cost or storage inefficiencies, whilst the authors in [13] take
into account the processing cost as well as the energy storage
inefficiencies. Capacity achieving schemes for the AWGN
channel with random energy arrivals at the transmitter have
been provided in [14]. The outage capacity of a practical
EH circuit model with primary and secondary energy storage
devices has been studied in [15]. The authors in [16] derive
the minimum transmission outage probability for delay-limited
information transfer and the maximum ergodic capacity for
delay-unlimited information transfer. The capacity of the
Gaussian multiple access channel (MAC) has been derived
in [17] and [18]. Relaying (i.e., cooperative) networks with
wireless energy transfer have also been extensively analyzed
due to their ability to guarantee longer distance communication
than classical point-to-point EH links [19], [20]. Information
theory has also been paired with queuing theory in order to

1536-1276 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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derive throughput optimal energy management policies for a
point-to-point EH communication system in [21].

The above presented system models are assumed to operate
in the half-duplex (HD) mode. However, many papers in the
literature have shown that full-duplex (FD) communication
is feasible. To accomplish FD communication, a radio has
to reduce the inevitable self-interference significantly. Oth-
erwise, the self-interference increases the amount of noise
at the receiver-end and thereby reduces the achievable rate.
Research efforts have made significant progress in tackling
the problem of self-interference cancelation and both active
and passive cancelation methods have been proposed. The
former, refers to techniques which introduce attenuation of
the signal that propagates from the transmit antenna to the
receiver one [22], [23]. The latter exploits the knowledge of
the transmit symbols by the FD node in order to partially
cancel the self-interference [24]–[26]. Combinations of both
methods have also been considered [27]. When it comes to
WPCNs, it has been shown that the self-interference can
also play the role of an enabler of communication, rather
than a deleterious factor. In fact, the self-interference can be
considered as an additional energy source for the nodes in the
WPCNs, as proposed by the authors in [28]–[31].

Motivated by the notion of self-energy recycling [28]–[31],
in this work, we investigate the capacity of a FD wirelessly
powered communication system comprised of an energy trans-
mitter (ET) and an energy harvesting user (EHU) that operate
in an AWGN block-fading environment. In this system, the ET
sends RF energy to the EHU, whereas, the EHU harvests this
energy and uses it to transmit information back to the ET.
Both the ET and the EHU work in the FD mode, hence, both
nodes transmit and receive RF signals in the same frequency
band and at the same time. As a result, both are affected by
self-interference. The self-interference has opposite effects at
the ET and the EHU. Specifically, the self-interference signal
has a negative effect at the ET since it hinders the decoding of
the information signal received from the EHU. However, at the
EHU, the self-interference signal has a positive effect since it
increases the amount of energy that can be harvested by the
EHU. For the considered system model, we derive the capacity
and we present a simple achievability scheme. Our results
show great improvements in terms of rate when the proposed
scheme is employed compared to HD schemes, even for
very high self-interference at the ET. In addition, our results
illustrate the positive influence of the self-interference at the
EHU as well as the effect of the processing cost on the overall
performance. We note that the considered FD communication
system with self-interference and processing cost is important
since it represents the fundamental building block of all
other FD wirelessly powered communication systems. Hence,
by deriving the capacity of this system, we gain insights into
the design of future FD wirelessly powered communication
systems. To the best of the authors’ knowledge, this is the
first paper that investigates and derives the capacity of this
system model.

The rest of the paper is organized as follows. Section II
provides the system and channel models as well as a model
for energy harvesting at the EHU. Section III presents the

Fig. 1. System model comprised of an ET and an EHU impaired by
self-interference.

capacity and provides the corresponding optimal input prob-
ability distributions at the EHU and the ET. Section IV
provides the converse of the capacity and a capacity achieving
scheme. In Section V, we provide numerical results and a
short conclusion concludes the paper in Section VI. Proofs of
theorems are provided in the Appendix.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a system comprised of an EHU and an ET,
c.f. Fig. 1. The ET transmits RF energy to the EHU and
simultaneously receives information from the EHU. On the
other hand, the EHU harvests the energy transmitted from the
ET and uses it to transmit information back to the ET.

In order to improve the spectral efficiency of the considered
system, both the EHU and the ET are assumed to operate in
the FD mode, i.e., both nodes transmit and receive RF signals
simultaneously and in the same frequency band. Thereby,
the EHU receives energy signals from the ET and simultane-
ously transmits information signals to the ET using the same
frequency band. Similarly, the ET transmits energy signals to
the EHU and simultaneously receives information signals from
the EHU using the same frequency band. Due to the FD mode
of operation, both the EHU and the ET are impaired by self-
interference. The self-interference has opposite effects at the
ET and the EHU. More precisely, the self-interference signal
has a negative effect at the ET since it hinders the decoding
of the information signal received from the EHU. As a result,
the ET should be designed with a self-interference suppression
apparatus, which can suppress the self-interference at the ET.
On the other hand, at the EHU, the self-interference signal
has a positive effect since it increases the amount of energy
that can be harvested by the EHU. Hence, the EHU should
be designed without a self-interference suppression apparatus,
i.e., the EHU should perform energy recycling as proposed
in [28].

A. Channel Model

We assume that both the EHU and the ET are impaired
by AWGNs, with variances �2

1 and �2
2 , respectively. Let H12i

and H21i model the fading channel gains of the EHU-ET and
ET-EHU channels in channel use i, respectively. We assume
that the channel gains, H12i and H21i, follow a block-fading
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model, i.e., they remain constant during all channel uses in
one block, but change from one block to the next. Each block
consists of (infinitely) many channel uses. Due to the FD mode
of operation, the channel gains H12i and H21i are assumed to
be identical, i.e., H12i = H21i = Hi. We assume that the EHU
and the ET are able to estimate the channel gain Hi perfectly.

In the i-th channel use, let the transmit symbols at the EHU
and the ET be modeled as random variables (RVs), denoted by
X1i and X2i, respectively. Moreover, in channel use i, let the
received symbols at the EHU and the ET be modeled as RVs,
denoted by Y1i and Y2i, respectively. Furthermore, in channel
use i, let the RVs modeling the AWGNs at the EHU and the
ET be denoted by N1i and N2i, respectively, and let the RVs
modeling the additive self-interferences at the EHU and the
ET by denoted by I1i and I2i, respectively. As a result, Y1i

and Y2i can be written as

Y1i = HiX2i + I1i + N1i, (1)

Y2i = HiX1i + I2i + N2i. (2)

A general model for the self-interference at the EHU and the
ET is given by [28]

I1i =
M�

m=1

G̃1,m(i)Xm
1i , (3)

I2i =
M�

m=1

G̃2,m(i)Xm
2i , (4)

where M < � is an integer and G̃1,m(i) and G̃2,m(i)
model the self-interference channels between the transmitter-
and the receiver-ends at the EHU and the ET in channel
use i, respectively. As shown in [28], the components in
(3) and (4) for which m is odd carry non-negligible energy
and the remaining components can be ignored. Furthermore,
the higher order components carry less energy than the lower
order terms. As a result, we can justifiably adopt the first
order approximation of the self-interference in (3) and (4) and
approximate I1i and I2i as

I1i = G̃1iX1i, (5)

I2i = G̃2iX2i, (6)

where G̃1i and G̃2i denote the self-interference channel gains
in channel use i. The self-interference channel gains, G̃1i and
G̃2i, are time-varying and the statistical properties of these
variations are dependent of the hardware configuration and
the adopted self-interference suppression scheme. Inserting (5)
and (6) into (1) and (2), respectively, yields

Y1i = HiX2i + G̃1iX1i + N1i, (7)

Y2i = HiX1i + G̃2iX2i + N2i. (8)

In this paper, we are interested in studying the worst-
case performance resulting from the linear self-interference
given by (5) and (6). To model the worst-case of linear self-
interference, we note the following. Since the ET knows which
symbol it has transmitted in channel use i, the ET knows the
outcome of the RV X2i, x2i. As a result of this knowledge,
the noise that the ET “sees” is G̃2ix2i + N2i, where x2i is a

constant. Hence, the noise that the ET “sees”, G̃2ix2i + N2i,
will represent the worst-case of noise, under a second moment
constraint, if and only if G̃2i is an independent and identically
distributed (i.i.d.) Gaussian RV.1 Thereby, we obtain that
the worst-case performance in terms of self-interference is
obtained when G̃2i is an i.i.d Gaussian RV. As a result,
in the rest of the paper we assume that G̃2i � N{ḡ2, �2},
where N{ḡ, �} denotes a Gaussian distribution with mean
ḡ and variance �. Meanwhile, G̃1i is distributed according
to an arbitrary probability distribution with mean ḡ1 and
variance �1.

Now, since G̃1i and G̃2i can be written equivalently as
G̃1i = G1i + ḡ1 and G̃2i = G2i + ḡ2, respectively, where
G2i � N{0, �2}, without loss of generality, (7) and (8) can
also be written equivalently as

Y1i = HiX2i + ḡ1X1i + G1iX1i + N1i (9)

and

Y2i = HiX1i + ḡ2X2i + G2iX2i + N2i, (10)

respectively.
Since the ET knows the outcome of X2i in each channel

use i, and since given sufficient time it can always estimate the
mean of its self-interference channel, ḡ2, the ET can remove
ḡ2 X2i from its received symbol Y2i, given by (10), and
thereby reduce its self-interference. In this way, the ET obtains
a new received symbol, denoted again by Y2i, as

Y2i = HiX1i + G2iX2i + N2i. (11)

Note that since G2i in (11) changes i.i.d. randomly from one
channel use to the next, the ET cannot estimate and remove
G2iX2i from its received symbol. Thus, G2iX2i in (11) is
the residual linear self-interference at the ET. On the other
hand, since the EHU benefits from the self-interference, it does
not remove ḡ1 X1i from its received symbol Y1i, given by
(9), in order to have a self-interference signal with a much
higher energy. Hence, the received symbol at the EHU is given
by (9).

In this paper, we investigate the capacity of a channel given
by the input-output relations in (9) and (11), where we are only
interested in the mutual-information between the transmitted
codeword at the EHU, Xn

1 = (X11, X12, . . . , X1n), and the
received codeword at the ET, Y n

2 = (Y21, Y22, . . . , Y2n),
subject to an average power constraint on the transmitted
codeword at the ET Xn

2 = (X21, X22, . . . , X2n). Note
that, the notation an is used to denote the vector an =
(a1, a2, . . . , an). An equivalent block diagram of the consid-
ered system model is presented in Fig 2.

B. Energy Harvesting Model

We assume that the energy harvested by the EHU in channel
use i is given by [28]

Ein,i = �(HiX2i + ḡ1X1i + G1iX1i)
2, (12)

1This is due to the fact that the Gaussian distribution has the largest entropy
under a second moment constraint, see [35].
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Fig. 2. Block diagram of the system model.

where 0 < � < 1 is the energy harvesting inefficiency
coefficient. The EHU stores Ein,i in its battery, which, for
simplicity, is assumed to be infinitely large. Let Bi denote the
amount of harvested energy in the battery of the EHU in the
i-th channel use. Moreover, let Eout,i be the extracted energy
from the battery in the i-th channel use. Then, Bi, can be
written as

Bi = Bi�1 + Ein,i � Eout,i. (13)

Since in channel use i the EHU cannot extract more energy
than the amount of energy stored in its battery during channel
use i�1, the extracted energy from the battery in channel use
i, Eout,i, can be obtained as

Eout,i = min{Bi�1, X
2
1i + Pp}, (14)

where X2
1i is the transmit energy of the desired transmit

symbol in channel use i, X1i, and Pp is the processing cost
of the EHU. The processing cost, Pp, is the energy spent for
processing and the energy spent due to the inefficiency and
the power consumption of the electrical components in the
electrical circuit such as AC/DC convertors and RF amplifiers.

Therefore, the input-output relations of the EHU’s battery
are given by combining (13) and (14).

Remark 1: Note that the ET also requires energy for
processing. However, the ET is assumed to be equipped with
a conventional power source which is always capable of
providing the processing energy without interfering with the
energy required for transmission.

We now use the results in [12] and [32], where it was proven
that if

- the total number of channel uses satisfies n ! �,
- the battery of the EHU has an unlimited storage capacity,

and
- the average harvested energy at the EHU is larger

than or equal to the average transmit energy plus the process-
ing cost, i.e.,

E{Ein,i} � E{X2
1i} + Pp (15)

holds, then the number of channel uses in which the extracted
energy from the battery is insufficient and thereby Eout,i =
Bi�1 holds in (14) is negligible, compared to the number of
channel uses when the extracted energy from the battery is
sufficient and thereby Eout,i = X2

1i+Pp holds in (14). In other
words, when the above three conditions hold, in almost all
channel uses there will be enough energy to be extracted

from the EHU’s battery for both processing, Pp, and for the
transmission of the desired transmit symbol X1i, X2

1i.

III. CAPACITY

The channel in Fig. 2, modeled by (9) and (11), is a
discrete-time channel with inputs X1 and X2, and outputs Y2

and Y1. Furthermore, the probability of observing Y2 or Y1

is dependent on the input X1 and/or X2 at channel use i
and is conditionally independent of previous channel inputs
and outputs, making the considered channel a discrete-time
memoryless channel [34]. For this channel, we propose the
following theorem which establishes its capacity.

Theorem 1: Assuming that the average power constraint
at the ET is PET , the capacity of the considered EHU-ET
communication channel is given by

C

= max
p(x1|x2,h),

p(x2|h)

�

x2�X2

�

h�H
I(X1; Y2|X2 =x2, H =h)p(x2|h)p(h)

Subject to

C1 :
�

x2�X2

�

h�H
x2

2 p(x2|h)p(h)  PET

C2 :

�

x1

�

x2�X2

�

h�H
(x2

1 + Pp)

⇥ p(x1|x2, h)p(x2|h)p(h)dx1


�

x1

�

x2�X2

�

h�H
Einp(x1|x2, h)p(x2|h)

⇥ p(h)dx1

C3 :
�

x2�X2

p(x2|h) = 1

C4 :

�

x1

p(x1|x2, h)dx1 = 1, (16)

where I(; |) denotes the conditional mutual information
between X1 and Y2 when the EHU knows the transmit
symbols of the ET and both the EHU and the ET have full
channel state information (CSI). In (16), lower case letters x2

and h represent realizations of the random variables X2 and H
and their support sets are denoted by X2 and H, respectively.
Constraint C1 in (16) constrains the average transmit power
of the ET to PET , and C2 is due to (15). The maximum in
the objective function is taken over all possible conditional
probability distributions of x1 and x2, given by p(x1|x2, h)
and p(x2|h), respectively.
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Proof: The proof is in two parts. In Subsection IV-A we
prove the converse and in Subsection IV-B we provide the
achievability of the capacity.

In the following, we provide the solution of (16).

A. Optimal Input Distribution and Simplified Capacity
Expression

The optimal input distributions at the EHU and the ET
which achieve the capacity in (16) and the resulting simplified
capacity expression are provided by the following theorem.

Theorem 2: We have two cases for the channel capacity and
the optimal input distributions.

Case 1: If
�

h�H

1

2
log

 
1 +

h2 PEHU

��
PET , h

�

�2
2 + PET �2

!
p(h)

= �1 PET + µ1

+�2

 
�
1 � �(ḡ2

1 + �1)
� �

h�H
PEHU

⇣�
PET , h

⌘
p(h)

��PET

�

h�H
h2p(h)

!
(17)

holds, where �1, �2, and µ1 are the Lagrangian multipliers
associated with constraints C1, C2, and C3 in (16), respec-
tively, the optimal input distribution at the EHU is zero-mean
Gaussian with variance PEHU

��
PET , h

�
, i.e., p(x1|x2, h) �

N
�
0, PEHU

��
PET , h

��
, where

PEHU

⇣�
PET , h

⌘
=


1

�2(1 � �(ḡ2
1+�1))

� �2
2 + PET �2

h2

�+
,

(18)

and �2 and is chosen such that
�
1 � �(ḡ2

1 + �1)
� �

h�H
PEHU

⇣�
PET , h

⌘
p(h) + Pp

= �PET

�

h�H
h2p(h) (19)

holds.
On the other hand, the optimal input distribution at the ET

is degenerate and given by

p(x2|h) = �
⇣
x2 �

�
PET

⌘
, (20)

where �(·) denotes the Dirac delta function. Finally, for this
case the capacity in (16) simplifies to

C =
�

h�H

1

2
log

 
1 +

h2PEHU

��
PET , h

�

�2
2 + PET �2

!
p(h). (21)

Case 2: If (17) does not hold, the optimal input distri-
bution at the EHU is zero-mean Gaussian with variance
PEHU (x0(h), h), i.e, p(x1|x2, h) � N (0, PEHU (x0(h), h)),
where

PEHU (x0(h), h)=


1

�2(1��(ḡ2
1 + �1))

� �2
2 + x2

0(h)�2

h2

�+
,

(22)

where x0(h) is given by

x0(h)

=

�����������

�

�������

h2W

�

�
2 ln 2 (�1��2�h2) h2

�2(1��(ḡ2
1+�1))�2

�1

e
2 ln 2(1+(�2�h2��1) �2

�2
+µ1)

�

�

2 ln2((�1��2�h2)h2��2(1��(ḡ2
1+�1))�2)

� �2
2

�2

�

�������

+

(23)

and �2 is chosen such that
�
1 � �(ḡ2

1 + �1)
� �

h�H
PEHU (x0(h), h)p(h) + Pp

= �
�

h�H
x2

0(h)h2p(h) (24)

holds. In (23), W (·) denotes the Lambert W function.
On the other hand, the optimal input distribution at the ET

is again degenerate and is given by

p(x2|h) = �(x2 � x0(h)). (25)

Finally, the capacity in (16) for this case simplifies to

C =
�

h�H

1

2
log

✓
1 +

h2PEHU (x0(h), h)

�2
2 + x2

0(h)�2

◆
p(h). (26)

Proof: Please refer to Appendix.
Essentially, depending on the average fading power, i.e., on

the quality of the wireless channel, we have two cases.
Case 1 holds when the average quality of the channel is
sufficient. When Case 1 does hold, the ET transmits the
symbol

�
PET in each channel use and in all fading blocks.

Meanwhile, the EHU transmits a Gaussian codeword whose
average power depends on the fading realization of the given
fading block. Thereby, the stronger the fading channel, h,
the stronger the average transmit power of the EHU during that
fading realization. Conversely, the weaker the fading channel,
h, the lower the average transmit power of the EHU during
that fading realization. In cases when the fading channel is too
weak, the EHU remains silent during that fading realization
and only harvests the energy transmitted by the ET. On the
other hand, Case 2 holds when the average quality of the
channel is not sufficient. In that case, the ET transmits the
same symbol x0(h) during all channel uses of the fading
block with fading realization h. Note that now the symbol
transmitted by the ET, x0(h) also depends on the fading
realization, c.f. Fig. 3. Hence, the ET transmits different
symbols in fading blocks with different fading realizations.
In particular, if there is a strong fading gain h, x0(h) is
higher, and if h is low so is x0(h). When h is very low, then
x0(h) = 0 which means the ET becomes silent during that
fading block. On the other hand, the EHU in this case transmits
a Gaussian codeword with an average power PEHU (x0(h), h),
where PEHU (x0(h), h) is again adapted to the fading gain in
that fading block. If the fading gain is strong, PEHU (x0(h), h)
is higher and if the fading gain is weak, PEHU (x0(h), h)
is low. If the fading gain is too low, PEHU (x0(h), h) = 0,
i.e., the EHU becomes silent.
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Fig. 3. ET’s transmit symbol x0(h), given by (23), as a function of the
fading realization h.

Note that since �2 is chosen such that constraint C2 in (16)
holds, the expressions in (18), (22), and (23) are dependent
on the processing cost Pp. This means that the capacity
as well as the input distribution at the EHU are implicitly
dependent on the processing cost Pp via �2. In particular,
the capacity is a decreasing function of Pp. The impact of
the processing cost is particularly important for WPCNs in
practice for accurately estimating the performance in terms
of achievable rates. In fact, such an estimation can be easily
inflated by ignoring the processing cost Pp, as shown in the
numerical examples, cf. Fig. 8.

B. Special Cases

Corollary 1 (Rayleigh Fading): When the channel fading
gain H follows a Rayleigh probability distribution, the prob-
ability density function of H is given by

pH(h) =
h

2�h
e� h2

�h . (27)

In this case, after replacing
�

h(·)p(h) in (21) with�
h(·)p(h)dh, where p(h) is given by (27), the channel capacity

has a closed-form solution as

C =
1

ln 2

✓
E1

✓
�2(1 � �(ḡ2

1 + �1))(�2
2 + PET �2)

�h

◆

+e� �2(1��(ḡ2
1+�1))(�2

2+PET �2)

�h ln

✓
1

�h

◆◆
, (28)

where �2 can be found from the following equation

1

�2(1 � �(ḡ2
1 + �1))

e� �2(1��(ḡ2
1+�1))(�2

2+PET �2)

�h

� (�2
2+PET �2)E1

✓
�2(1 � �(ḡ2

1 + �1))(�2
2 + PET �2)

�h

◆

=
�PET �h � Pp

(1 � �(ḡ2
1 + �1))

. (29)

In (29), E1 denotes the exponential integral function given by
E1(x) =

��
x

e�t

t dt. When Case 1 does not hold, the channel
capacity can be evaluated numerically using software such as
Mathematica.

Corollary 2 (No Fading): When the channel is not
impaired by fading, the capacity has a closed-form solution
as

C =
1

2
log

✓
1 +

PEHU (
�

PET )

�2
2 + PET �2

◆
, (30)

where PEHU (
�

PET ) is given by

PEHU (
�

PET ) =
�PET

1 � �(ḡ2
1 + �1)

. (31)

The capacity in (30) is achieved when X1 follows a Gaussian
probability distribution as
p(x1|x2) = p(x1) � N

�
0, PEHU

��
PET

��
and the proba-

bility distribution of X2 is degenerate and given by p(x2) =
�
�
x2 �

�
PET

�
.

In the following, we prove that the rate presented in
Theorem 1 is the channel capacity. To this end, we follow
a common approach by providing the two necessary elements
for the proof, the converse on the capacity and a capacity
achievability scheme.

IV. CONVERSE AND ACHIEVABILITY OF

THE CHANNEL CAPACITY

In this section, we prove the converse and the
achievability of the channel capacity established in
Theorem 1.

A. Converse of the Channel Capacity

Let W be the message that the EHU wants to transmit to the
ET. Let this message be uniformly selected at random from
the message set {1, 2, . . . , 2nR}, where n ! � is the number
of channel uses that will be used for transmitting W from the
EHU to the ET, and R denotes the data rate of message W .
We assume a priori knowledge of the CSI, i.e., Hi is known
for i = 1 . . . .n before the start of the communication session
at both nodes. Then, we have

nR  H(W |Hn)

= H(W |Hn)�H(W |Hn, Y n
2 , Xn

2 )+H(W |Hn, Y n
2 , Xn

2 )

= I(W ; Y n
2 , Xn

2 |Hn) + H(W |Hn, Y n
2 , Xn

2 ), (32)

which follows from the definition of the mutual information.
By Fano’s inequality we have

H(W |Hn, Y n
2 , Xn

2 )
(a)
 H(W |Y n

2 , Hn)  PenR + 1, (33)

where (a) follows from the fact that conditioning reduces
entropy and Pe is the average probability of error of the
message W . Inserting (33) into (32) and dividing both sides
by n, we have

R  1

n
I(W ; Y n

2 , Xn
2 |Hn) + PeR + 1/n. (34)

Assuming that n ! � and assuming that Pe ! 0 as n ! �,
(34) can be written as

R  1

n
I(W ; Y n

2 , Xn
2 |Hn). (35)
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We represent the right hand side of (35) as

I(W ; Y n
2 , Xn

2 |Hn) = I(W ; Y n
2 |Xn

2 , Hn) + I(W ; Xn
2 |Hn).

(36)

Now, since the transmit message W is uniformly drawn from
the message set {1, 2, . . . , 2nR} at the EHU, and the ET does
not know which message the EHU transmits, the following
holds

I(W ; Xn
2 |Hn) = 0. (37)

Inserting (37) into (36), we have

I(W ; Y n
2 , Xn

2 |Hn)

= I(W ; Y n
2 |Xn

2 , Hn)
(a)


n�

i=1

I(W ; Y2i|Y i�1
2 , Xn

2 , Hn)

(b)
=

n�

i=1

H(Y2i|Y i�1
2 , Xn

2 , Hn)�
n�

i=1

H(Y2i|Y i�1
2 , Xn

2 , Hn, W )

(c)


n�

i=1

H(Y2i|Xn
2 , Hn) �

n�

i=1

H(Y2i|Y i�1
2 , Xn

2 , Hn, W )

(d)


n�

i=1

H(Y2i|Xn
2 , Hn)�

n�

i=1

H(Y2i|Y i�1
2 , X1i, X

n
2 , Hn, W ),

(38)

where (a) follows from the fact that the entropy of a collection
of random variables is less than the sum of their individual
entropies [34], (b) is a consequence of the chain rule, and (c)
and (d) follow from the fact that conditioning reduces entropy.
Now, due to the memoryless assumption, it easy to see that
Y2i is independent of all elements in the vectors Xn

2 and Hn

except the elements X2i and Hi. Thereby, the following holds

H(Y2i|Xn
2 , Hn) = H(Y2i|X2i, Hi). (39)

Moreover, from the memoryless channel assumption, we have
that Y2i is independent of Y i�1

2 , of all elements in the vector
Xn

2 except the element X2i, and of all the elements of the
vector Hn except Hi. Thereby, the following holds

H(Y2i|Y i�1
2 , X1i, X

n
2 , Hn, W ) = H(Y2i|X1i, X2i, Hi, W ).

(40)

Using (11), we can see that given X1i, X2i and Hi, the RV Y2i

is conditionally independent of W . As a result the following
holds

H(Y2i|X1i, X2i, Hi, W ) = H(Y2i|X1i, X2i, Hi). (41)

Inserting (39) and (41) into (38), we obtain

I(W ; Y n
2 , Xn

2 |Hn)


n�

i=1

H(Y2i|X2i, Hi) �
n�

i=1

H(Y2i|X1i, X2i, Hi)

=
n�

i=1

I(X1i; Y2i|X2i, Hi). (42)

Now, inserting (42) into (35), we have

R  1

n

n�

i=1

I(X1i; Y2i|X2i, Hi) = I(X1; Y2|X2, H). (43)

Hence, an upper bound on the capacity is given by (43) when
no additional constraints on X1 and X2 exist. However, in our
case, we have two constraints on X1 and X2. One constraint
is that E{X2

2}  PET , expressed by C1 in (16). The other
constraint is given by (15), expressed by C2 in (16), which
limits the average power of the EHU to be less than the maxi-
mum average harvested power. Constraints C3 and C4 in (16)
come from the definitions of probability distributions. Hence,
by inserting C1, C2, C3, and C4 from (16) into (43) and
maximizing with respect to p(x1, x2|h) = p(x1|x2, h)p(x2|h),
we obtain that the capacity is upper bounded by (16). This
proves the converse. In Subsection IV-B, we prove that this
upper bound can be achieved. Thus, the capacity of the
considered channel is given by (16).

B. Achievability of the Channel Capacity

The capacity achieving coding scheme for this channel is
similar to the coding scheme for the AWGN fading channel
with EH given in [13]. The proposed scheme is outlined in
the following.

The EHU wants to transmit message W to the ET using
the harvested energy from the ET. Message W is assumed
to be drawn uniformly at random from the message set
{1, 2 . . .2nR}. Thereby, message W carries nR bits of infor-
mation, where n ! �.

In the following, we describe a method for transferring nR
bits of information from the EHU to the ET in n + b channel
uses, where R = C � �, and � ! 0 and n/(n + b) ! 1 hold
as n ! �. As a result, the information from the EHU to the
ET is transferred at rate R = C, as n ! �.

For the proposed achievability scheme, we assume that the
transmission is carried out in N+B time slots, where N/(N+
B) ! 1 as N ! �. In each time slot, we use the channel
k times, where k ! �. Moreover, we assume that the fading
is constant during one time slot and changes from one time
slot to the next. The numbers N , B, and k are chosen such
that n = Nk and b = Bk hold. Moreover, we assume that
message W is represented in a binary form as a sequence of
bits that is stored at the EHU.

1) Transmissions at the ET: In each time slot, the ET
transmits the same symbol x2 during the k channel uses of the
considered time slot. The value of the symbol x2 depends only
on the fading gain of the channel h during the corresponding
time slot, and it can be found in Theorem 2.

2) Receptions and Transmissions at the EHU: During the
first few time slots, the EHU is silent and only harvests energy
from the ET. The EHU will transmit for the first time only
when it has harvested enough energy both for processing
and transmission, i.e., only when its harvested energy accu-
mulates to a level which is higher than Pp + PEHU(x2, h),
where h is the fading gain in the time slot considered for
transmission. In that case, the EHU extracts kR(h) bits from
its storage, maps them to a Gaussian codeword with rate
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R(h) and transmits that codeword to the ET in the consid-
ered time slot. The symbols in the transmitted codeword are
derived independently according to the Gaussian distribution
N (0, PEHU (x0(h), h)). When (17) holds, PEHU (x0(h), h) =
PEHU (

�
PET , h) which is given by (18), whereas the rate of

the transmitted codeword R(h) is given by

R(h) =
1

2
log

 
1 +

h2PEHU

��
PET , h

�

�2
2 + PET �2

!
� �. (44)

Otherwise, if (17) does not hold, PEHU (x0(h), h) is given by
(22) and the rate of the transmitted codeword, R(h), is given
by

R(h) =
1

2
log

✓
1 +

h2PEHU (x0(h), h)

�2
2 + x2

0(h)�2

◆
� �. (45)

3) Receptions at the ET: The ET is able to decode the
transmitted codeword from the EHU in a time slot with fading
realization h since it is received via an AWGN channel with
total AWGN variance of �2

2 + PET �2 and �2
2 + x2

0(h)�2 for
the rates in (44) and (45), respectively.

The EHU and the ET repeat the above procedure for all
N + B time slots.

Let N denote a set comprised of the time slots during which
the EHU has enough energy harvested and thereby transmits
a codeword and let B denote a set comprised of the time slots
during which the EHU does not have enough energy harvested
and thereby it is silent. Let N = |N | and B = B, where | · |
denotes the cardinality of a set. Moreover, let h(i) denote the
outcome of the RV H in the i-th time slot. Using the above
notations, the rate achieved during the N + B time slots is
given by

R = lim
(N+B)��

1

N + B

�
�

i�N
R(h(i)) +

�

i�B
0

�

= lim
(N+B)��

1

N + B

�

i�N
R(h(i)). (46)

Now, it is proven in [32] that when the EHU is equipped
with a battery with an unlimited storage capacity and when
(15) holds, then N ! � as (N + B) ! �. As a result,
(46) simplifies to

R = lim
(N+B)��

N

N + B

�

h�H
R(h)p(h). (47)

Moreover, it was also proven in [32] that when the EHU is
equipped with a battery with an unlimited storage capacity and
when (15) holds, then N/(N + B) ! 1 as (N + B) ! �.
Using this, R in (47) simplifies to

R =
�

h�H
R(h)p(h), (48)

which is the channel capacity.

V. NUMERICAL RESULTS

In this section, we illustrate examples of the capacity of the
considered system model, and compare it with the achievable
rate of a chosen benchmark scheme. In the following, we out-
line the system parameters, than we introduce the benchmark
scheme, and finally we provide the numerical results.

TABLE I

SIMULATION PARAMETERS

A. System Parameters

We use the standard path loss model given by

E{H2} = �H =

✓
c

fc4�

◆2

d�� (49)

in order to compute the average power of the channel fading
gains of the ET-EHU/EHU-ET link, where c denotes the speed
of light, fc is the carrier frequency, d is the length of the link,
and � is the path loss exponent. We assume that � = 3. The
carrier frequency is equal to 2.4 GHz, a value used in practice
for sensor networks, and d = 10 m or d = 20 m. We assume
a bandwidth of B = 100 kHz and noise power of �160 dBm
per hertz, which for 100 kHz adds-up to a total noise power
of 10�14 Watts. The energy harvesting efficiency coefficient
� is assumed to be equal to 0.8. The system parameters are
summarized in Table I. Throughout this section, we assume
Rayleigh fading with average power �H given by (49).

B. Benchmark Schemes

Since communication schemes for the considered FD wire-
lessly powered communication system are not available in
the literature, we exploit a HD communication scheme as a
benchmark scheme. Thereby, we divide the transmission time
into slots of length T . We assume that the EHU is silent and
only harvests energy during a portion of the time slot, denoted
by t. In the remainder of the time slot, (T � t), the EHU only
transmits information to the ET and does not harvest energy.
Similarly, the ET transmits energy during t, but remains silent
and receives information during T �t. In other words, both the
EHU and the ET work in a HD mode. In this mode, the nodes
are not impaired by self-interference, thus the harvested energy
at the EHU in channel use i is given by

Ei = t�(HiX2i)
2. (50)

Again, we assume CSI knowledge at the ET and at the EHU,
and in addition the EHU is also equipped with a battery with
an unlimited storage capacity. Therefore, as per [32], the EHU
can also choose any amount of power for information trans-
mission as long as its average extracted energy from the battery
is smaller than E{Ei}, where Ei is given by (50). Considering
the HD nature of this channel model, the maximum rate that
the EHU can achieve is given by

RHD = max
t

(T � t) log

✓
1 +

h2PEHU (h)

�2
2

◆
, (51)
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Fig. 4. Comparison of the capacity and the achievable rates of the benchmark
scheme as a function of the ET average transmit power for a link distance of
d = 10m.

Fig. 5. Comparison of the capacity and the achievable rates of the benchmark
scheme as a function of the ET average transmit power for a link distance of
d = 20m.

where

PEHU (h) = max

(
0,

1

�
� �2

h2

)
, (52)

where � is found such that

(T � t)

�

�Pp +

�

�e� ��2

�H

�
�

�2E1

⇣
��2

�H

⌘

�H

�

�

�

� = t�PET �H

(53)

holds.

C. Numerical Examples

Figs. 4 and 5 illustrate the data rates achieved with the pro-
posed capacity achieving scheme and the benchmark scheme
for link distances of 10 m and 20 m, respectively, and average
power of the ET that ranges from 0 dBm to 35 dBm. The
processing cost at the EHU is set to Pp = �10 dBm. It can
be clearly seen from Figs. 4 and 5 that the achievable rates of

Fig. 6. CF D/RHD ratio as a function of the self-interference suppression
factor.

the HD benchmark scheme are much lower than the derived
channel capacity. The poor performance of the HD benchmark
scheme is a consequence of the following facts. Firstly, self-
interference energy recycling in the HD mode is impossible at
the EHU since there is no self-interference. Secondly, the FD
mode of operation is much more spectrally efficient than
the HD mode, i.e., using part of the time purely for energy
harvesting without transmitting information has a big impact
on the system’s performance. In addition, as it can be seen
from comparing Figs. 4 and 5, doubling the distance between
the nodes, has a severe effect on performance due to the
increased signal attenuation.

In Fig. 6, we present the ratio between the capacity and the
rate of the benchmark scheme, CFD/RHD , as a function of
the self-interference suppression factor at the ET. The distance
between the ET and the EHU is set to d = 10 m and the
average transmit power of the ET is set to PET = 30 dBm.
The self-interference suppression factor at the ET can be found
as the reciprocial of the self-interference amplification factor
�2, i.e., as 1/�2. The ratio CFD/RHD can be interpreted as
the gain in terms of data rate obtained by using the proposed
capacity achieving scheme compared to the data rate obtained
by using the benchmark scheme. When the self-interference
suppression factor is very small, i.e., around 40 dB, the self-
interference cripples the FD capacity and the FD capacity
converges to the HD rate. Naturally, as the self-interference
is more efficiently suppressed, i.e., � 50 dB the FD capacity
becomes significantly larger than the HD rate. An interesting
observation can be made for suppression factor around 70 dB,
which are available in practice. In this case, the capacity
achieving scheme results in a rate which is approximately
50% larger than the HD rate. Another interesting result is that
for self-interference suppression of more than 85 dB, which
is also available in practice, the proposed FD system model
achieves a rate which is more than double the rate of the HD
system. This effect is a result of the energy recycling at the
EHU.

Fig. 7 presents the derived capacity as a function of the
mean and the variance of the self-interference channel at the
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Fig. 7. Capacity as a function of (�1 + g2
1).

Fig. 8. Comparison of the capacity for different processing costs as a function
of the ET’s average transmit power for a link distance of d = 10m.

EHU, (�1 + g2
1). For this figure, the distance between the

ET and the EHU is d = 10 m and the average transmit
power of the ET is PET = 30 dBm. The self-interference
suppression factor at the ET is 100 dB. As the average self-
interference channel gain at the EHU increases, i.e., (�1 +g2

1)
increases, the EHU can recycle a larger amount of its transmit
energy. As a consequence, this results in a capacity increase.
Figs. 6 and 7, reaffirm the idea that the self-interference at
the EHU can be transformed from a deleterious factor, to an
aide, or even an enabler of communication.

To illustrate the effect the processing energy cost has on
the capacity, in Fig. 8, we present the capacity for the case
when the processing cost is zero and non-zero, for a distance
of d = 10 m. The Y axes in Fig. 8 is given in the logarithmic
scale in order to better observe the discrepancy between the
two scenarios. It can clearly be seen from Fig. 8 that when
the processing cost is high, it has a detrimental effect on
the capacity. This confirms that the energy processing cost
must be considered in EH networks. Failing to do so might
result in overestimating the achievable rates, which in reality
would only represent very loose upper bounds that can never
be achieved.

VI. CONCLUSION

We studied the capacity of the point-to-point FD wirelessly
powered communication system, comprised of an ET and
an EHU. Because of the FD mode of operation, both the
EHU and the ET experience self-interference, which impairs
the decoding of the information-carrying signal at the ET,
whilst serving as an additional energy source at the EHU.
We showed that the capacity is achieved with a relatively
simple scheme, where the input probability distribution at
the EHU is zero-mean Gaussian and where the ET transmits
only one symbol. Numerical results showed significant gains
in terms of data rate when the proposed capacity achieving
scheme is employed compared to HD transmission even for
very high self-interference at the ET. Moreover, we show
the indisputable effect that the processing cost and the self-
interference have on the performance.

APPENDIX

PROOF OF THEOREM 2

Let us assume that the optimal p(x2|h) is a discrete
probability distribution and that the optimal p(x1|x2, h) is a
continuous probability distribution, which will turn out to be
valid assumptions. In order to find both input distributions,
in the following, we solve the optimization problem given by
(16).

Since I(X1; Y2|X2 = x2, H = h) is the mutual infor-
mation of an AWGN channel with channel gain h and
AWGN with variance �2

2 + x2
2�2, the optimal input dis-

tribution at the EHU, p(x1|x2, h), is Gaussian with mean
zero and variance PEHU (x2, h), which has to satisfy con-
straint C2 in (16). Thereby, I(X1; Y2|X2 = x2, H = h) =
1
2 log

⇣
1 + h2 PEHU (x2,h)

�2
2+x2

2�2

⌘
. Now, since G1 and X1 are zero-

mean Gaussian RVs, the left-hand side of constraint C2 can
be transformed into�

x1

�

x2�X2

�

h�H
(x2

1 + Pp)p(x1|x2, h)p(x2|h)p(h)dx1

=
�

x2�X2

�

h�H
PEHU (x2, h)p(x2|h)p(h) + Pp. (54)

Whereas, the right-hand side of C2 can be rewritten as
�

x1

�

x2�X2

�

h�H
Einp(x1|x2, h)p(x2|h)p(h)dx1

=

�

g1

�

x1

�

x2�X2

�

h�H
�(hx2+ḡ1x1+g1x1)

2

⇥p(x1|x2, h)p(x2|h)p(h)p(g1)dx1 dg1

=
�

x2�X2

�

h�H
�h2 x2

2 p(x2|h)p(h)

+

�

x1

�

x2�X2

�

h�H
�ḡ2

1 x2
1 p(x1|x2, h)p(x2|h)p(h)dx1

+

�

g1

�

x1

�

x2�X2

�

h�H
�g2

1 x2
1

⇥p(x1|x2, h)p(x2|h)p(h)p(g1)dx1 dg1

=
�

x2�X2

�

h�H
�h2 x2

2 p(x2|h)p(h)
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+�ḡ2
1

�

x2�X2

�

h�H
PEHU (x2, h)p(x2|h)p(h)

+��1

�

x2�X2

�

h�H
PEHU (x2, h)p(x2|h)p(h), (55)

where g1 represents the realizations of the random variable
G1. Combining (54) and (55) transforms (16) into

max
PEHU (x2,h),

p(x2|h)

�

x2�X�

�

h�H

1

2
log

✓
1 +

h2 PEHU (x2, h)

�2
2 + x2

2�2

◆

⇥p(x2|h)p(h)

Subject to

C1 :
�

x2�X2

�

h�H
x2

2 p(x2|h)p(h)  PET

C2 :
�

x2�X2

�

h�H
PEHU (x2, h)p(x2|h)p(h)+Pp


�

x2�X2

�

h�H
�h2 x2

2 p(x2|h)p(h)

+ �(ḡ1
2 + �1)

�

x2�X2

�

h�H
PEHU

⇥ (x2, h)p(x2|h)p(h)

C3 :
�

x2�X2

p(x2|h) = 1.

C4 : PEHU (x2, h) � 0. (56)

Now, (56) can be solved in a straightforward manner using the
Lagrange duality method. Thereby, we write the Lagrangian
of (56) as

L =
�

x2�X�

�

h�H

1

2
log

✓
1 +

h2 PEHU (x2, h)

�2
2 + x2

2�2

◆
p(x2|h)p(h)

��1

�

�
�

x2�X�

�

h�H
x2

2 p(x2|h)p(h) � PET

�

�

�µ1

�

�
�

x2�X�

p(x2|h) � 1

�

�� µ2 PEHU (x2, h)

��2

 
(1��(ḡ1

2+�1))
�

x2�X2

�

h�H
PEHU (x2, h)p(x2|h)p(h)

+Pp �
�

x2�X2

�

h�H
�h2x2

2p(x2|h)p(h)

!
. (57)

In (56), we assume that 0 < �(ḡ1
2 + �1) < 1, since

�(ḡ1
2+�1) � 1 would practically imply that the EHU recycles

the same or even a larger amount of energy than what has
been transmitted by the EHU, which is not possible in reality.
In (57), �1, �2, µ1, and µ2 are the Lagrangian multipliers
associated with C1, C2, C3, and C4 in (16), respectively.
Differentiating (57) with respect to the optimization variables,
we obtain

�L
�PEHU (x2, h)

=

h2

�2
2+x2

2�2

1 + h2 PEHU (x2,h)
�2
2+x2

2�2

��2(1 � �(ḡ1
2 + �1)) � µ2 = 0 (58)

�L

�p(x2|h)
=

1

2

�

h�H
log

✓
1 +

h2 PEHU (x2, h)

�2
2 + x2

2�2

◆
p(h)

��1

�

h�H
x2

2p(h) � µ1

��2

 
(1��(ḡ1

2+�1))
�

h�H
PEHU (x2, h)p(h)

��
�

h�H
h2x2

2p(h)

!
= 0. (59)

When PEHU (x2, h) > 0, then µ2 = 0. In consequence, we can
use (58) to find PEHU (x2, h) as given by Theorem 2.

When µ1 > 0, then (59) has only two possible solutions
±x�

2. In order for p�(x2|h) to be a valid probability distri-
bution p(x�

2|h) + p(�x�
2|h) = 1 has to hold. Furthermore,�

x2�X2
x2

2 p(x2|h)p(h)  PET also has to hold. So, one pos-
sible solution for the optimal input distribution is p�(x2|h) =
1
2�(x2 � x�

2) + 1
2�(x2 + x�

2). However, x2 does not need to
carry any information to the EHU, thus uniformly choosing x2

between x�
2 and �x�

2 brings no benefit to the EHU. Moreover,
the complexity of the ET will be reduced if it only transmits
one symbol, the symbol x�

2. Thus, p�(x2|h) = �(x2 � x�
2) is

chosen. Now for
�

x2�X2
x2

2 p(x2|h)p(h)  PET to hold,
we can choose x�

2 =
�

PET . Thus, possible solution for
p�(x2|h) is given by (20) in Theorem 2. Using (59), we find
the condition for p(x2|h) = �(x2 �

�
PET ) as

�

h�H

1

2
log

✓
1 +

h2 PEHU (
�

PET , h)

�2
2 + PET �2

◆
p(h)

= �1 PET + µ1

+�2

 
�
1 � �(ḡ1

2 + �1)
� �

h�H
PEHU

⇣�
PET , h

⌘
p(h)

��PET

�

h�H
h2p(h)

!
. (60)

In this case, the capacity is given by (21). On the other hand,
when (60) does not hold, another possible way to satisfy�

x2�X2
x2

2 p(x2|h)p(h)  PET is to have x�
2 = x0(h),

where in addition to C1 in (56), the following has to be
satisfied

�

h�H

1

2
log

✓
1 +

h2 PEHU (x0(h), h)

�2
2 + x2

0(h)�2

◆
p(h)

= �1

�

h�H
x2

0(h)p(h)

+µ1 + �2

 
�
1 � �(ḡ1

2 + �1)
� �

h�H
PEHU (x0(h), h)p(h)

��
�

h�H
x2

0(h)h2p(h)

!
. (61)

Using (61) and C3 in (56), we can find the optimal x0(h) as
given by (23) in Theorem 2.
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Chapter 3

Secrecy Capacity of a
Full-Duplex Wirelessly Powered
Communication Network in the
Presence of a Passive
Eavesdropper

To ensure confidentiality in FD WPCNs, in this chapter, we extend the system
model from Chapter 2, and we investigate the secrecy capacity in the presence of
a passive eavesdropper (EVE). The ET is assumed to transmit radio-frequency en-
ergy, which is used for powering the EHU as well as for generating interference at
the EVE. The EHU uses the energy harvested from the ET to transmit confidential
messages back to the ET. As a consequence of the FD mode of operation, both
the EHU and the ET are subjected to self-interference, which has different effects
at the two nodes. In particular, the self-interference impairs the decoding of the
received message at the ET, whilst it serves as an additional energy source at the
EHU. For this system model, we derive an upper and a lower bound on the secrecy
capacity. For the lower bound, we propose a simple coding scheme.
The initial results have been presented and published in the proceedings of the

25



IEEE ISWCS, Oulu, Finland, August 2019.

• I. Nikoloska, N. Zlatanov, Z. Hadzi-Velkov, and R. Zhang ”On the Secrecy
Capacity of a Full-Duplex Wirelessly Powered Communication System”, in
proceedings, IEEE ISWCS, Oulu, Finland, August 2019.

The complete study, which includes detailed proofs of theorems, a simple cod-
ing scheme that achieves the lower bound on the secrecy capacity, as well as a
more extensive numerical analysis have been published in the IEEE Transactions
on Wireless Communications, vol.18, no. 11, pp. 5424-5439, 2019, and this paper
is included in this chapter.

• I. Nikoloska, N. Zlatanov, Z. Hadzi-Velkov, and R. Zhang ”On the Secrecy
Capacity of a Full-Duplex Wirelessly Powered Communication System”,
IEEE Transactions on Wireless Communications, vol.18, no. 11, pp. 5424-
5439, 2019. Reprinted with permission from IEEE.
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On the Secrecy Capacity of a Full-Duplex
Wirelessly Powered Communication System
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Abstract— In this paper, we investigate the secrecy capacity of
a point-to-point, full-duplex (FD) wirelesly powered communica-
tion system in the presence of a passive eavesdropper (EVE). The
considered system is comprised of an energy transmitter (ET),
an energy harvesting user (EHU), and a passive EVE. The ET
transmits radio-frequency energy, which is used for powering
the EHU as well as for generating interference at the EVE.
The EHU uses the energy harvested from the ET to transmit
confidential messages back to the ET. As a consequence of the
FD mode of operation, both the EHU and the ET are subjected
to self-interference, which has different effects at the two nodes.
In particular, the self-interference impairs the decoding of the
received message at the ET, whilst it serves as an additional
energy source at the EHU. For this system model, we derive
an upper and a lower bound on the secrecy capacity. For
the lower bound, we propose a simple achievability scheme.
Our numerical results show significant improvements in terms
of achievable secrecy rate when the proposed communication
scheme is employed against its half-duplex counterpart, even for
practical self-interference values at the ET.

Index Terms— Physical layer security, secrecy capacity,
full-duplex communication.

I. INTRODUCTION

THE security of wireless communication is of critical
societal interest. Traditionally, encryption has been the

primary method which ensures that only the legitimate receiver
receives the intended message. Encryption algorithms com-
monly require that some information, colloquially referred
to as a key, is shared only among the legitimate entities in
the network. However, key management makes the encryption
impractical in architectures such as radio-frequency identifi-
cation (RFID) networks and sensor networks, since certificate
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authorities or key distributers are often not available and
limitations in terms of computational complexity make the
use of standard data encryption difficult [1], [2]. This prob-
lem with network security will be increasingly emphasised
in the foreseeable future because of paradigms such as the
Internet of Things (IoT). The IoT, as a “network of net-
works”, will provide ubiquitous connectivity and information-
gathering capabilities to a massive number of communication
devices. However, the low-complexity hardware and the severe
energy constraints of the IoT devices present unique secu-
rity challenges. To ensure confidentiality in such networks,
exploitation of the physical properties of the wireless channel
has become an attractive option [2]. Essentially, the presence
of fading, interference, and path diversity in the wireless
channel can be leveraged in order to degrade the ability of
potential intruders to gain information about the confidential
messages sent through the wireless channel [2]. This approach
is commonly known as physical layer security, or alternatively
as information-theoretic security [3].

Shannon and Wyner have laid a solid foundation for study-
ing secrecy of many different system models in [4], [5],
including communication systems powered by energy harvest-
ing (EH), which have attracted significant attention recently
[6], [7]. EH relies on harvesting energy from ambient renew-
able and environmentally friendly sources such as, solar, ther-
mal, vibration or wind, or, from dedicated energy transmitters.
The latter gives rise to wirelesly powered communication
networks (WPCNs) [8]. EH is often considered as a suitable
supplement to IoT networks, since most IoT nodes have low
power requirements on the order of microwatts to milliwatts,
which can be easily met by EH. In addition, when paired
with physical layer security, WPCNs can potentially offer a
secure and ubiquitous operation [9]. An EH network with mul-
tiple power-constrained information sources has been studied
in [10], where the authors derived an exact expression for the
probability of a positive secrecy capacity. In [11] and [12],
the secrecy capacity of the EH Gaussian multiple-input-
multiple-output (MIMO) wire-tap channel under transmitter-
and receiver-side power constraints has been derived. The
secrecy outage probability of a single-input-multiple-output
(SIMO) and multiple-input-single-output (MISO) simultane-
ous wireless information and power transfer (SWIPT) systems
were characterized in [13] and [14], [15], respectively. Secrecy
in SWIPT systems has also been studied in [16], [17]. Relaying
networks with EH in the presence of a passive eavesdropper
have been studied in [18]. Defence methods with EH friendly

1536-1276 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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jammers, have been proposed in [19] and [20], where the
secrecy capacity and the secrecy outage probability have been
derived.

In addition to physical layer security, another appealing
option for networks with scarce resources such as WPCNs,
is the full-duplex (FD) mode of operation. Recent results in
the literature, e.g., [21]–[24], have shown that it is possible for
transceivers to operate in the FD mode by transmitting and
receiving signals simultaneously and in the same frequency
band. The FD mode of operation can lead to doubling (or even
tripling, see [25]) of the spectral efficiency of the network in
question.

Motivated by these advances in FD communication and
the applicability of physical layer security to WPCNs, in this
paper, we investigate the secrecy capacity of a FD wirelessly
powered communication system. Unlike our prior work in [26]
which does not have an eavesdropper and therefore does
not consider secrecy constraints, the network in this paper
is comprised of an energy transmitter (ET) and an energy
harvesting user (EHU) in the presence of a passive eavesdrop-
per (EVE). The objective in this paper is to investigate the
secrecy capacity and develop novel communication schemes
capable of achieving non-zero secrecy rates. As a result,
the achievability schemes presented in this paper are different
than the achievability schemes in [26]. In this system, the ET
sends radio-frequency (RF) energy to the EHU, whereas,
the EHU harvests this energy and uses it to transmit confiden-
tial information back to the ET. The signal transmitted by the
ET serves a second purpose by acting as an interference signal
for EVE. Both the ET and the EHU are assumed to operate
in the FD mode, hence, both nodes transmit and receive RF
signals in the same frequency band and at the same time.
As a result, both are subjected to self-interference. The self-
interference hinders the decoding of the information signal
received from the EHU at the ET. At the EHU, the self-
interference resulting from the simultaneous transmission and
reception increases the amount of energy that can be harvested
by the EHU [27]. Meanwhile, EVE is passive and only aims
to intercept the confidential message transmitted by the EHU
to the ET. For the considered system model, we derive an
upper and a lower bound on the secrecy capacity. Furthermore,
we provide a simple achievability scheme for the lower bound
on the secrecy capacity. The proposed scheme in this paper is
relatively simple and therefore easily applicable in practice
in wirelessly powered IoT networks which require secure
information transmissions. For example, sensors which are
embedded in the infrastructure, like buildings, bridges or the
power grid, monitor their environment and generate measure-
ments. The generated measurements often contain sensitive
information. An Unmanned Aerial Vehicle (UAV) can fly close
to the sensors in order to power them, and then receive the
generated data packets from the sensors. The proposed scheme
in this paper can be used in this scenario and it will guarantees
that such sensitive information will never be intercepted by an
illegitimate, third party.

The rest of the paper is organized as follows. Section II
provides the system and channel models. Sections III and IV
present the upper and the lower bounds on the secrecy

capacity, respectively. In Section V, we provide numerical
results and we conclude the paper in Section VI. Proofs of
theorems/lemmas are provided in the Appendices.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a system model comprised of an EHU, an ET,
and an EVE. In order to improve the spectral efficiency of the
considered system, both the EHU and the ET are assumed
to operate in the FD mode, i.e., both nodes transmit and
receive RF signals simultaneously and in the same frequency
band. Thereby, the EHU receives energy signals from the ET
and simultaneously transmits information signals to the ET.
Similarly, the ET transmits energy signals to the EHU and
simultaneously receives information signals from the EHU.
The signal transmitted from the ET also serves as interference
to the EVE, and thereby increases its noise floor. Due to the FD
mode of operation, both the EHU and the ET are subjected to
self-interference, which has opposite effects at the two nodes,
respectively. More precisely, the self-interference signal has
a negative effect at the ET since it hinders the decoding of
the information signal received from the EHU. As a result,
the ET should be designed with a self-interference suppres-
sion apparatus, which can suppress the self-interference at
the ET and thereby improve the decoding of the desired
signal received from the EHU. On the other hand, at the
EHU, the self-interference signal is desired since it increases
the amount of energy that can be harvested by the EHU.
Hence, the EHU should be designed without a self-interference
suppression apparatus in order for the energy contained in the
self-interference signal to be harvested, i.e., the EHU should
perform energy recycling as proposed in [27]. Meanwhile,
EVE remains passive and only receives, thus it is not subjected
to self-interference.

A. Channel Model

Let V12i and V21i denote random variables (RVs) which
model the fading channel gains of the EHU-ET and ET-EHU
channels in channel use i, respectively. Due to the FD mode of
operation, the EHU-ET and the ET-EHU channels are identical
and as a result the channel gains V12i and V21i are assumed to
be identical, i.e., V12i = V21i = Vi. Moreover, let Fi and Gi

denote RVs which model the fading channel gains of the EHU-
EVE and ET-EVE channels in channel use i, respectively.
We assume that all channel gains follow a block-fading model,
i.e., they remain constant during all channel uses in one block,
but change from one block to the next, where each block
consists of (infinitely) many channel uses. All three nodes are
assumed to have a priori knowledge of the CSI of the EHU-
ET channel, i.e., Vi. In addition, EVE is assumed to have CSI
of the the EHU-EVE and the ET-EVE channels, given by Gi

and Fi, respectively.
In the i-th channel use, let the transmit symbols at the

EHU and the ET be modeled as RVs, denoted by X1i and
X2i, respectively. Moreover, in channel use i, let the received
symbols at the EHU, the ET, and EVE be modeled as
RVs, denoted by Y1i, Y2i, and Y3i, respectively. Furthermore,
in channel use i, let the RVs modeling the AWGNs at the
EHU, the ET, and the EVE be denoted by N1i, N2i, and N3i,
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respectively, such that N1i � N
�
0, �2

1

�
, N2i � N

�
0, �2

2

�
,

and N3i � N
�
0, �2

3

�
, where N

�
µ, �2

�
denotes a Gaussian

distribution with mean µ and variance �2. Note that the derived
results can be extended to the complex-valued channel in a
straightforward manner since the complex-valued channel can
be resolved in two parallel real-valued channels that use the
achievability schemes that we derive here. Moreover, let the
RVs modeling the additive self-interferences at the EHU and
the ET in channel use i be denoted by I1i and I2i, respectively.

By using the notation defined above, the input-output rela-
tions describing the considered channel in channel use i can
be written as

Y1i = ViX2i + I1i + N1i, (1)

Y2i = ViX1i + I2i + N2i, (2)

Y3i = FiX1i + GiX2i + N3i. (3)

B. Self-Interference Model

A general model for the self-interference at the EHU and
the ET is given by [28]

I1i =
M�

m=1

Q̃1,m(i)Xm
1i , (4)

I2i =
M�

m=1

Q̃2,m(i)Xm
2i , (5)

where M < � is an integer and Q̃1,m(i) and Q̃2,m(i)
model the m-th component of the self-interference channel
between the transmitter- and the receiver-ends at the EHU
and the ET in channel use i, respectively. As shown in [28],
the components in (4) and (5) for which m is odd carry
non-negligible energy and the remaining components carry
negligible energy and therefore can be ignored. Furthermore,
the higher order components carry less energy than the lower
order terms. As a result, we can justifiably adopt the first-
order approximation of the self-interference in (4) and (5),
and model I1i and I2i as

I1i = Q̃1iX1i, (6)

I2i = Q̃2iX2i, (7)

where Q̃1i = Q̃1(i) and Q̃2i = Q̃2(i) are used for simplicity
of notation. Thereby, the adopted self-interference model takes
into account only the linear component of (4) and (5), i.e., the
component for m = 1. The linear self-interference model has
been widely used, e.g. in [28], [29].

By inserting (6) and (7) into (1) and (2), respectively,
we obtain

Y1i = ViX2i + Q̃1iX1i + N1i, (8)

Y2i = ViX1i + Q̃2iX2i + N2i. (9)

To model the worst-case of linear self-interference, we note
the following. Since the ET knows which symbol it has
transmitted in channel use i, the ET knows the outcome of
the RV X2i, denoted by x2i. As a result of this knowledge,
the noise that the ET “sees” in its received symbol Y2i given

by (9), is Q̃2ix2i + N2i, where x2i is a constant. Hence,
the noise that the ET “sees”, Q̃2ix2i + N2i, will represent
the worst-case of noise, under a second moment constraint,
if and only if Q̃2i is an independent and identically distributed
(i.i.d.) Gaussian RV.1 Therefore, in order to derive results
for the worst-case of linear self-interference, we assume that
Q̃2i � N{q̄2i, �2} in the rest of the paper. Meanwhile, Q1i

is distributed according to an arbitrary probability distribution
with mean q̄1i and variance �1.

Now, since Q̃1i and Q̃2i can be written equivalently as
Q̃1i = Q1i + q̄1 and Q̃2i = Q2i + q̄2, where q̄1i and q̄2i

are the means of Q̃1i and Q̃2i, respectively, and Q1i and
Q2i denote the remaining zero-mean components of Q̃1i and
Q̃2i, respectively, we can write Y1i and Y2i in (8) and (9),
respectively, as

Y1i = ViX2i + q̄1iX1i + Q1iX1i + N1i, (10)

Y2i = ViX1i + q̄2iX2i + Q2iX2i + N2i. (11)

Since the ET always knows the outcome of X2i, x2i,
and since given sufficient time it can always estimate the
deterministic component of its self-interference channel, q̄2,
the ET can remove q̄2X2i from its received symbol Y2i, given
by (11), and thereby reduce its self-interference. In this way,
the ET obtains a new received symbol, denoted again by Y2i,
as

Y2i = ViX1i + Q2iX2i + N2i. (12)

Note that, X2i travels from the transmitter-side to the receiver-
side at the ET, it undergoes a random transformation which
is unknown to the ET. Thereby, since Q2i in (12) changes
independently from one channel use to the next, the ET cannot
estimate and remove Q2iX2i from its received symbol even
though the ET knows the outcome of X2i. Thus, Q2iX2i

in (12) is the residual self-interference at the ET where the
ET knows the outcome of X2i. On the other hand, since the
EHU benefits from the self-interference, it does not remove
q̄1 X1i from its received symbol Y1i, given by (10), in order
to have a self-interference signal with a much higher energy,
which it can then harvest. Hence, the received symbol at the
EHU is given by (10).

In this paper, we are interested in the secrecy capacity of the
channel characterised by the input-output relationships given
by (10), (12), and (3).

C. Energy Harvesting Model

The energy harvested by the EHU in channel use i is given
by [27]

Ein,i = �(ViX2i + q̄1X1i + Q1iX1i)
2, (13)

where 0 < � < 1 is the energy harvesting efficiency
coefficient. For convenience, we have assumed unit time and
thus we use the terms power and energy interchangeably in the
sequel. The EHU stores Ein,i in its battery, which is assumed
to have an infinitely large storage capacity. Let Bi denote

1This is due to the fact that the Gaussian distribution has the largest entropy
under a second moment constraint, see [30].
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the amount of harvested energy in the battery of the EHU
at the end of the i-th channel use. Moreover, let Eout,i be
the extracted energy from the battery in the i-th channel use.
Then, Bi, can be written as

Bi = Bi�1 + Ein,i � Eout,i. (14)

Since in channel use i the EHU cannot extract more energy
than the amount of energy stored in its battery at the end of
channel use i � 1, the extracted energy from the battery in
channel use i, Eout,i, can be obtained as

Eout,i = min{Bi�1, X
2
1i + Pp}, (15)

where X2
1i is the transmit energy of the desired transmit

symbol in channel use i, X1i, and Pp is the processing energy
cost of the EHU [31]. The processing cost, Pp, models the
system level power consumption at the EHU, i.e., the energy
spent due to the electrical components in the electrical circuit
such as AC/DC convertors and RF amplifiers as well as the
energy spent for processing. Note that the ET also requires
energy for processing. However, the ET is assumed to be
equipped with a conventional power source which is always
capable of providing the processing energy without affecting
the energy required for transmission.

Now, if the total number of channel uses satisfies n ! �,
if the battery of the EHU has an unlimited storage capacity,
and furthermore

E{Ein,i} � E{X2
1i} + Pp (16)

holds, where E{·} denotes statistical expectation, then the
number of channel uses in which the extracted energy from
the battery is insufficient and thereby Eout,i = Bi�1 holds
is negligible compared to the number of channel uses in
which the extracted energy is sufficient for both transmission
and processing [32]. In other words, when the above three
conditions hold, in almost all channel uses, there will be
enough energy to be extracted from the EHU’s battery for
both processing, Pp, and for the transmission of the desired
transmit symbol X1i, X2

1i, and thereby Eout,i = X2
1i + Pp

holds.

III. UPPER BOUND ON THE SECRECY CAPACITY

For the considered channel, we propose the following theo-
rem which establishes an upper bound on the secrecy capacity.

Theorem 1: Assuming that the average power constraint at
the ET is PET , an upper bound on the secrecy capacity of the
considered channel is given by

max
p(x1|x2,v),p(x2|v)

�

x2�X2

�

v�V
I(X1; Y2|X2 = x2, V = v)

⇥ p(x2|v)p(v)

�
�

v�V

�

g�G

�

f�F
I(X1; Y3|V = v,

G = g, F = f)p(v)p(g)p(f)

Subject to C1:
�

x2�X2

�

v�V
x2

2 p(x2|v)p(v)  PET

C2:

�

x1

�

x2�X2

�

v�V
(x2

1 + Pp)

⇥ p(x1|x2, v)p(x2|v)p(v)dx1


�

x1

�

x2�X2

�

v�V
Einp(x1|x2, v)

⇥ p(x2|v)p(v)dx1

C3:
�

x2�X2

p(x2|v) = 1

C4:

�

x1

p(x1|x2, v)dx1 = 1, (17)

where I(; |) denotes the conditional mutual information.
In (17), lower-case letters x2, v, g, and f represent realizations
of the random variables X2, V , G, and F , respectively, and
their support sets are denoted by X2, V , G, and F , respectively.
Constraint C1 in (17) constrains the average transmit power
of the ET to PET , and C2 is due to (16), i.e., due to the
fact that EHU has to have harvested enough energy for both
processing and transmission of symbol X1. The maximum in
the objective function is taken over all possible conditional
probability distributions of x1 and x2, given by p(x1|x2, v)
and p(x2|v), respectively.

Proof: Please refer to Appendix A, where the converse is
provided.

A. Simplified Expression of the Upper Bound on
the Secrecy Capacity

The optimal input distributions at the EHU and the ET that
are the solutions of the optimization problem in (17) and the
resulting simplified expressions of the upper bound on the
secrecy capacity are provided by the following lemma.

Lemma 1: The optimal input distribution at the EHU, found
as the solution of the optimization problem in (17), is zero-
mean Gaussian with variance PEHU (x2, v), i.e., p(x1|x2, v) �
N (0, PEHU (x2, v)), where PEHU (x2, v) can be found as the
solution of

v2

�2
2 + x2

2�2

+

✓
1 +

v2 PEHU (x2, v)

�2
2 + x2

2�2

◆�

f�F

f2

f2PEHU (x2, v) + �2
3

p(f)

=

✓
1 +

v2PEHU (x2, v)

�2
2 + x2

2�2

◆
�2(1 � �(ḡ1

2 + �1)), (18)

where �2 is chosen such that C2 in (17) holds with equality.
On the other hand, the optimal input distribution at the ET,

found as the solution of the optimization problem in (17), has
the following discrete form

p(x2|v) = p(x2 = 0)�(x2)

+
1

2

J�

j=1

p(x2 = x2j)

⇥
⇣
�(x2 � x2j) + �(x2 + x2j)

⌘
, (19)

where �(·) denotes the Dirac delta function. Finally, the sim-
plified expression of the upper bound on the secrecy capacity
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in (17), denoted by Cu
s , is given by

Cu
s =

1

2

�

v�V

J�

j=1

log

 
1+

v2 PEHU (x2, v)

�2
2 + x2

2j�2

!
p(x2 = x2j)p(v)

+
�

v�V

�

g�G

�

f�F

�

�
� �

��

1�
2��2

y3

J�

j=1

p(x2 = x2j)

⇥ e
� (y3�x2j)2

2�2
y3

⇥ ln

�

� 1�
2��2

y3

J�

j=1

p(x2 = x2j)e
� (y3�x2j)2

2�2
y3

�

� dy3

�
� �

��

1�
2��2

3

J�

j=1

p(x2 = x2j)e
�

(z�x2j)2

2�2
3

⇥ ln

�

� 1�
2��2

3

J�

j=1

p(x2 = x2j)e
� (z�x2j)2

2�2
3

�

� dz3

�

�

⇥ p(v)p(g)p(f). (20)

Proof: Please refer to Appendix B.

IV. LOWER BOUND ON THE SECRECY CAPACITY -
AN ACHIEVABLE SECRECY RATE

From Lemma 1, we can see that the upper bound on
the secrecy capacity cannot be achieved since the EHU has
to know x2

2i in each channel use i, in order for the EHU
to calculate (18). In other words, the EHU can not adapt
PEHU (x2, v) and the data rates of its codewords accordingly.
The knowledge of x2

2i at the EHU is not possible since the
input distribution at the ET, given by (19), is discrete with a
finite number of probability mass points. However, if we set
the input distribution at the ET to be binary such that x2i, 8i,
takes values from the set {x0, �x0}, then the EHU can know
x2

2i in each channel use i since x2
2i = x2

0, 8i, and therefore
this rate can be achieved. Hence, to obtain an achievable lower
bound on the secrecy capacity, we propose the ET to use the
following input distribution

p(x2|v) =
1

2

⇣
�(x2 � x0(v)) + �(x2 + x0(v))

⌘
. (21)

The value of x0(v) will be determined in the following.

A. Simplified Expression of the Lower Bound
on the Secrecy Capacity

The simplified expression for the lower bound on the
secrecy capacity resulting from the ET using the distribution
given by (21), is provided by the following lemma.

Lemma 2: Let us define I(x) as

I(x) =
2�
2�x

e�x2/2

� �

0
e�y2/2x cosh(y) ln(cosh(y))dy.

(22)

Depending on the channel qualities, we have three cases for
the achievable secrecy rate.

Case 1: If the following conditions hold

1

2

�

v�V
log

✓
1 +

v2 PEHU (x2, v)

�2
2 + PET �2

◆
p(v) + �1 PET

= �2

 
(1��(q̄1

2+�1))
�

v�V
PEHU (x2, v)p(v)��PET �V

!
,

(23)

and

1

2

�

v�V
log

✓
1 +

v2 PEHU (x2, v)

�2
2 + PET �2

◆
p(v)

>
�

v�V

�

g�G

�

f�F


1

2
ln
�
2�e�2

y3

�

+
PET

f2 PEHU (x2, v) + �2
3

�I
 �

PET�
f2 PEHU (x2, v) + �2

3

!

� 1

2
ln
�
2�e�2

3

�
� PET

�2
3

+ I
✓�

PET

�3

◆�
p(v)p(g)p(f),

(24)

where PEHU (x2, v) is the root of (18) for x2 =
�

PET and
�V = E{v2}, then the input distribution at the ET has the
following form

p(x2|v) =
1

2

⇣
�
⇣
x2 �

�
PET

⌘
+ �

⇣
x2 +

�
PET

⌘⌘
, 8v.

(25)

On the other hand, the input distribution at the EHU
is zero-mean Gaussian with variance PEHU (

�
PET , v),

i.e., p(x1|x2, v) � N
�
0, PEHU (

�
PET , v)

�
, where

PEHU (
�

PET , v) can be found as the solution of (18)
for x2 =

�
PET .

For Case 1, the achievable secrecy rate, denoted by Cl
s,

is given by

Cl
s

=
1

2

�

v�V
log

✓
1 +

v2 PEHU (
�

PET , v)

�2
2 + PET �2

◆
p(v)

+
�

v�V

�

g�G

�

f�F

�

�
� �

��

1

2
�

2��2
y3

 
e

� (y3�
�

PET )2

2�2
y3

+ e
� (y3+

�
PET )2

2�2
y3

!

⇥ ln

�

� 1

2
�

2��2
y3

 
e

� (y3�
�

PET )2

2�2
y3 +e

� (y3+
�

PET )2

2�2
y3

!�

� dy3

�
� �

��

1

2
�

2��2
3

 
e

� (z3�
�

PET )2

2�2
3 + e

� (z3+
�

PET )2

2�2
3

!

⇥ ln

 
e

� (z3�
�

PET )2

2�2
3 + e

� (z3+
�

PET )2

2�2
3

!
dz3

�

�

⇥ p(v)p(g)p(f). (26)
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Case 2: If (23) does not hold, and

1

2

�

v�V
log

✓
1 +

v2 PEHU (x2, v)

�2
2 + x2

0(v)�2

◆
p(v)

>
�

v�V

�

g�G

�

f�F


1

2
ln
�
2�e�2

y3

�

+
x2

0(v)

f2 PEHU (x2, v) + �2
3

�I
 

x0(v)�
f2 PEHU (x2, v) + �2

3

!

� 1

2
ln
�
2�e�2

3

�
� x2

0(v)

�2
3

+ I
✓

x0(v)

�3

◆�
p(v)p(g)p(f)

(27)

holds, then the input distribution at the ET is given by

p(x2|v) =
1

2

⇣
�(x2 � x0(v)) + �(x2 + x0(v))

⌘
, (28)

whereas the input distribution at the EHU is zero-mean
Gaussian with variance PEHU (x0(v), v). In this case,
PEHU (x0(v), v) and x0(v) are the roots of the system of
equations comprised of (18) for x2 = x0(v) and the following
equation

1

2
log

✓
1 +

v2PEHU (x0(v), v)

�2
2 + x2

0(v)�2

◆
� �1x

2
0(v)

= �2

�
(1 � �(q̄1

2 + �1))PEHU (x0(v), v) � �v2x2
0(v)

�
.

(29)

For Case 2, the achievable secrecy rate is given by

Cl
s

=
1

2

�

v�V
log

✓
1 +

v2 PEHU (x0(v), v)

�2
2 + x2

0(v)�2

◆
p(v)

+
�

v�V

�

g�G

�

f�F

�

�
� �

��

1

2
�

2��2
y3

 
e

� (y3�x0(v))2

2�2
y3

+ e
� (y3+x0(v))2

2�2
y3

!

⇥ ln

�

� 1

2
�

2��2
y3

 
e

� (y3�x0(v))2

2�2
y3 + e

� (y3+x0(v))2

2�2
y3

!�

� dy3

�
� �

��

1

2
�

2��2
3

 
e

� (z3�x0(v))2

2�2
3 + e

� (z3+x0(v))2

2�2
3

!

⇥ ln

 
e

� (z3�x0(v))2

2�2
3 +e

� (z3+x0(v))2

2�2
3

!
dz3

�

� p(v)p(g)p(f).

(30)

Case 3: If neither (24) nor (27) holds, then, the achievable
secrecy rate is Cl

s = 0.
Proof: In order for C1 in (17) to hold, or equiva-

lently for C1 in (60) to hold, there are two possible cases
for x2. In Case 1, C1 in (60) is satisfied if x2 is set
to take values from the set {

�
PET , �

�
PET }. If (63) for

x2
2 = PET does not hold, then x2 is set to take val-

ues from the set {x0(v), �x0(v)}, where x0(v) is given

by (29) in order for C1 in (60) to be satisfied. Now,
since Cl

s =
�

x2�X2

�
v�V I(X1; Y2|X2 = x2, V =

v)p(x2|v)p(v) �
�

v�V
�

g�G
�

f�F I(X1; Y3|V = v, G =
g, F = f)p(v)p(g)p(f), where X1 follows a Gaussian prob-
ability distribution, and X2 is distributed according to (25)
and (28) for Case 1 and Case 2, respectively, we obtain the
expressions in (26) and (30) by using (60) and (78).

Lemma 2 gives insights into the achievability scheme of the
derived lower bound on the secrecy capacity. When Case 1 of
Lemma 2 holds, the achievability scheme is very simple.
In particular, the ET only chooses between �

�
PET or

�
PET

in every channel use. When Case 2 of Lemma 2 holds,
from (29) we see that the ET adapts its transmit power to the
channel fading states of the EHU-ET channel, v, and increases
its transmit power when v is larger, and conversely, it lowers
its transmit power when v is not as favourable. As for the
EHU, we first note that, since the EHU knows the square of
the transmit symbol of the ET x2 in a given channel use,
the EHU can adapt its transmit power and its rate in the given
channel use according to the expected self-interference at the
ET, which depends on the value of x2

2. Secondly, the EHU
also takes advantage of the better channel fading states of the
EHU-ET channel, v, and increases its transmit power and rate
when v is larger, and conversely, it lowers its transmit power
and rate when v is not as strong. Thirdly, since �2 is chosen
such that constraint C2 in (17) holds, the transmit power of
the EHU PEHU (x2, v) depends on the processing cost Pp.
Thereby, when Case 2 holds, the ET also takes into account
the processing cost of the EHU.

B. Achievability of the Lower Bound on the
Secrecy Capacity

We set the total number of channel uses (i.e., symbols) n
to n = k(N + B), where N + B denotes the total number of
time slots used for the transmission and k denotes the number
of symbols transmitted per time slot, where n ! �, k ! �,
N ! �, and (N + B) ! �.

Let N denote a set comprised of the time slots during which
the EHU has enough energy harvested and thereby transmits a
codeword, and let B denote a set comprised of the time slots
during which the EHU does not have enough energy harvested
and thereby it is silent. Let N = |N | and B = |B|, where | · |
denotes the cardinality of a set.

1) Transmissions at the ET: During the k channel uses of
a considered time slot with fading realisation v, the ET’s
transmit symbol is drawn from the probability distribution
given in Lemma 2. Thus, in each channel use of the considered
time slot, the ET transmits either

�
PET or �

�
PET with

probability 1/2 if Case 1 in Lemma 2 holds, or transmits x0(v)
or �x0(v) with probability 1/2 if Case 2 in Lemma 2 holds.

2) Reception of Energy and Transmission of Information at
the EHU: The EHU first generates all binary sequences of
length kNREHU , where

REHU =
1

2

�

v�V
log

✓
1 +

v2PEHU (x2, v)

�2
2 + x2

2�2

◆
p(v), (31)

where PEHU (x2, v) and x2 can be found from
Lemma 2 depending on which case holds. Then the EHU
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uniformly assigns each generated sequence to one of 2kNRs

groups, where Rs is given by (26) for Case 1 of Lemma 2,
or by (30) for Case 2 of Lemma 2. The confidential message
W drawn uniformly from the set W 2 {1, 2, . . . , 2kNRs}
is then assigned to a group. Next, the EHU randomly select
a binary sequence from the corresponding group to which
W is assigned, according to the uniform distribution. This
binary sequence is then mapped to a codeword comprised
of kN symbols, which is to be transmitted in N + B time
slots. The symbols of the codeword are drawn according
to a zero-mean, unit-variance Gaussian distribution. Next,
the codeword is divided into N blocks, where each block is
comprised of k symbols. The length of each block is assumed
to coincide with a single fading realization, and thereby to a
single time slot.

The EHU will transmit in a given time slot only when it has
harvested enough energy both for processing and transmission
in the given time slot, i.e., only when its harvested energy
accumulates to a level which is higher than Pp +PEHU(x2, v),
where v is the fading gain in the time slot considered for
transmission. Otherwise, the EHU is silent and only harvests
energy. When the EHU transmits, it transmits the next untrans-
mitted block of k symbols of its codeword. To this end, each
symbol of this block is first multiplied by

�
PEHU (x2, v),

where PEHU (x2, v) can be found from Lemma 2, and then
the block of k symbols is transmitted over the wireless channel
to the ET. The EHU repeats this procedure until it transmits
all N blocks of its entire codeword for which it needs N +B
time slots.

3) Receptions at the ET: When the ET receives a trans-
mitted block by the EHU, it checks if the power level of
the received block is higher than the noise level at the ET
or not. If affirmative, the ET places the received block in its
data storage, without decoding. Otherwise the received block
is discarded.

Now, in N + B time slots, the ET receives the entire
codeword transmitted by the EHU. In order for the ET to
be able to decode the transmitted codeword, the rate of the
transmitted codeword must be equal to or lower than the
capacity of the EHU-ET’s channel, given by

CEHU�ET =
1

2

�

v�V
log

✓
1 +

v2PEHU (x2, v)

�2
2 + x2

2�2

◆
p(v). (32)

Note that the rate of the transmitted codeword is REHU ,
given by (31). Now, since REHU = CEHU�ET , the ET is
able to decode the codeword transmitted by the EHU, by using
a joint topicality decoder. Next, since the ET knows the
binary sequences corresponding to each group, by decoding
the transmitted codeword the ET determines the group to
which the transmitted codeword belongs to. As a result, the ET
is able to decode the secret message W .

In the N + B time slots, the achieved secrecy rate is
given by lim(N+B)��

kN
k(N+B)Rs = lim(N+B)��

N
N+B Rs.

It was proven in [32] that when the EHU is equipped
with a battery with an unlimited storage capacity and when
C2 in (17) holds, then N/(N + B) ! 1 as (N + B) ! �.
Thereby, the achieved secrecy rate in N + B time slots
is given by lim(N+B)��

N
N+B Rs = Rs, which is the

actual lower bound of the channel secrecy capacity given by
Lemma 2.

4) Receptions at the EVE: EVE receives the transmitted
blocks by the EHU and the ET. Similarly to the ET, EVE
places the received block in its data storage, without decoding.

In N + B time slots, the EVE also receives the entire
codeword transmitted by the EHU. In addition, EVE receives
the signal from the ET, comprised of randomly generated
symbols (see Lemma 2), which acts as noise to EVE and
impairs the ability of EVE to decode the codeword from
the EHU. To show that the EVE will not be able to decode
the secret message, we use properties of the multiple access
channel, resulting from the EHU and the ET transmitting at
the same time. The multiple-access capacity region at the
EVE formed by the transmission of the EHU and the ET
is given by I(X1, X2; Y3|V, G, F ). The EVE will be able
to decode the EHU’s codeword only if one of the following
two cases holds, i.e., REHU  I(X1, Y2|X2, V, G, F ) when
RET  I(X2; Y3|V, G, F ) or REHU  I(X1, Y2|V, G, F )
when RET  I(X2; Y3|X1, V, G, F ), where RET is
the entropy of the signal generated by the ET and is
given by

RET = �
�
p(x2) log2 p(x2) + p(x2) log2 p(x2)

�
. (33)

In (33), p(x2) = 1/2, see Lemma 2. As a result,

RET = log 2 = 1. (34)

Case 1: For the EHU’s codeword to be decodable at
the EVE in this case, REHU  I(X1, Y2|X2, V, G, F )
and RET  I(X2; Y3|V, G, F ) have to hold. For
I(X2; Y3|V, G, F ) we have

I(X2; Y3|V, F, G)

=
�

v�V

�

g�G

�

f�F

�

�
� �

��

1

2
�

2��2
y3

 
e

� (y3�x2)2

2�2
y3 +e

� (y3+x2)2

2�2
y3

!

⇥ ln

�

� 1

2
�

2��2
y3

 
e

� (y3�x2)2

2�2
y3 + e

� (y3+x2)2

2�2
y3

!�

� dy3

�
� �

��

1

2
�

2��2
y3

e
� (z3�x2)2

2�2
y3 ⇥ ln e

� (z3�x2)2

2�y3

2

dz3

�

�

⇥ p(v)p(g)p(f), (35)

where x2 is drawn from (25) or (28), depending on which case
in Lemma 2 holds. According to [33], we can rewrite (35) as

I(X2; Y3|V, F, G)

=
�

v�V

�

g�G

�

f�F


1

2
ln
�
2�e�2

y3

�
+

x2
2

f2 PEHU (x2, v) + �2
3

� I
 

x2�
f2PEHU (x2, v) + �2

3

!
� 1

2
ln
�
2�e�2

y3

�
�

⇥ p(v)p(g)p(f), (36)
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where I(x) is defined in (22). Thereby,

I(X2; Y3|V, F, G) =
�

v�V

�

g�G

�

f�F


x2

2

f2 PEHU (x2, v) + �2
3

� I
 

x2�
f2PEHU (x2, v) + �2

3

!�

⇥ p(v)p(g)p(f). (37)

The maximum value of the term x2
2

f2 PEHU (x2,v)+�2
3

�

I
✓

x2�
f2 PEHU (x2,v)+�2

3

◆
in (37), for any v, f, and g is

one [33]. Thereby, in order for RET = I(X2; Y3|V, F, G) = 1
to hold, in which case the EVE would decode the secret

message, then x2
2

f2 PEHU (x2,v)+�2
3

� I
✓

x2�
f2 PEHU (x2,v)+�2

3

◆

has to be equal to one for all fading realizations v, f, g.
However, since the fading realizations are outcomes of con-
tinuous RVs, the probability of that happening is zero.
Thereby, I(X2; Y3|V, F, G) is less than 1 and as a result
RET > I(X2; Y3|V, F, G). Consequently, Case 1 can not hold.

Case 2: For the EHU’s codeword to be decodable at
the EVE, then REHU  I(X1, Y2|V, G, F ) and RET 
I(X2; Y3|X1, V, G, F ) have to hold. For I(X1; Y3|V, F, G) we
have

I(X1; Y3|V, F, G)

=
�

v�V

�

g�G

�

f�F

�

�
� �

��

1

2
�

2��2
y3

 
e

� (y3�x2)2

2�2
y3 +e

� (y3+x2)2

2�2
y3

!

⇥ ln

�

� 1

2
�

2��2
y3

 
e

� (y3�x2)2

2�2
y3 + e

� (y3+x2)2

2�2
y3

!�

� dy3

�
� �

��

1

2
�

2��2
3

 
e

� (z3�x2)2

2�2
3 + e

� (z3+x2)2

2�2
3

!

⇥ ln

 
e

� (z3�x2)2

2�2
3 + e

� (z3+x2)2

2�2
3

!
dz3

�

⇥ p(v)p(g)p(f), (38)

where x2 is drawn from (25) or (28), depending on which case
in Lemma 2 holds. We can rewrite (38) as

I(X1; Y3|V, F, G)

=
�

v�V

�

g�G

�

f�F


1

2
ln
�
2�e�2

y3

�
+

x2
2

f2 PEHU (x2, v) + �2
3

� I
 

x2�
f2 PEHU (x2, v) + �2

3

!
� 1

2
ln
�
2�e�2

3

�
� x2

2

�2
3

+ I
✓

x2

�3

◆�
p(v)p(g)p(f), (39)

where I(x) is defined in (22). By rearranging the elements
in (39), we can write

I(X1; Y3|V, F, G)

=
�

v�V

�

g�G

�

f�F


1

2
ln

✓
1 +

f2PEHU (x2, v)

�2
3

◆
� �

�

⇥ p(v)p(g)p(f). (40)

In (40), � = x2
2

�2
3

� I
⇣

x2
�3

⌘
� x2

2

f2 PEHU (x2,v)+�2
3

+

I
✓

x2�
f2 PEHU (x2,v)+�2

3

◆
. Now, we can lower bound REHU

as
REHU

=
1

2

�

v�V
log

✓
1 +

v2 PEHU (x2, v)

�2
2 + x2

2�2

◆
p(v)

>
�

v�V

�

g�G

�

f�F


1

2
ln
�
2�e�2

y3

�
+

x2
2

f2 PEHU (x2, v) + �2
3

� I
 

x2�
f2 PEHU (x2, v) + �2

3

!

� 1

2
ln
�
2�e�2

3

�
� x2

2

�2
3

+ I
✓

x2

�3

◆�
p(v)p(g)p(f)

=
�

v�V

�

g�G

�

f�F


1

2
ln

✓
1 +

f2PEHU (x2, v)

�2
3

◆
� �

�

⇥ p(v)p(g)p(f)

= I(X1, Y2|V, G, F ). (41)

Thereby, REHU > I(X1, Y2|V, G, F ). As a result, Case 2 can
not hold either.

As Case 1 and Case 2 show, the EHU’s codeword is outside
the multiple-access capacity region at the EVE, and thereby
the EVE will not be able to decode the EHU’s secret message.

V. NUMERICAL RESULTS

In this section, we illustrate numerical examples of the upper
bound on the secrecy capacity as well as the derived achievable
secrecy rate, and compare it with the achievable secrecy rates
of a chosen benchmark scheme. To this end, we first outline the
system parameters, then we introduce the benchmark scheme,
and finally we provide the numerical results.

A. System Parameters

We use the standard path loss model given by

�j =

✓
c

fc4�

◆2

d�� , j 2 {V, F, G} (42)

in order to compute the average power of the channel fading
gains, V , F , and G, where c denotes the speed of light, fc

is the carrier frequency, d is the length of the considered link
(i.e., the length of the EHU-ET link for �V , the length of
the EHU-EVE link for �F , and the length of the ET-E link
for �G), and � is the path loss exponent. We assume that
� = 3. For the carrier frequency, we adopt a value which
is commonly associated with low power networks, and we
set fc = 2.4 GHz. In addition, we assume a bandwidth of
B = 100 kHz. To account for the energy losses during the
energy harvesting process, the energy harvesting efficiency
coefficient � is assumed to be equal to 0.8. Throughout this
section, we assume Rayleigh fading with average power �V ,
�F , and �G, respectively, given by (42). To provide practical
results, we chose an achievable value for the self-interference
suppression factor, and we set �2 to �100 dB. As a result,
the ET needs to suppress 100 dB of the self-interference,
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Fig. 1. Upper and lower bounds on the secrecy capacity. Fig. 1a corresponds to the case when the ET is closer to the EHU than the EVE, i.e.,
dEHU�ET = 10m and dEHU�EV E = 12m, whilst Fig. 1b corresponds to the case when the EVE is closer to the EHU than the ET, i.e., dEHU�ET = 10m
and dEHU�EV E = 9m.

which is possible in practice [24]. As the EHU does not
suppress the self-interference, we chose higher values for the
self-interference amplification factor at the EHU and we set
�1 to �40 dB and q1 to 0 dB. The noise power to �90 dBm.

B. Benchmark Scheme

Since to the best of the authors’ knowledge there are no
available communication schemes in the literature for the
considered FD system model, we use the HD counterpart as
a benchmark scheme, which is outlined in the following.

Time is divided into time slots with duration T . A single
time slot coincides with one fading realization. A portion
of each time slot, denoted by T � t, is used for energy
transmission by the ET and for energy harvesting by the
EHU and the rest of the time slot, t, is used for information
transmission by the EHU, during which the ET is silent. Hence
the EHU and the ET both operate in the HD mode. The EHU
and the ET are assumed to have full CSI of the EHU-ET
channel. Since in this case the ET stops transmitting during the
information transmission by the EHU, an interference signal
is not present at the EVE. The secrecy rate is thus given by

Rs = max

 
0, max

t
t

 
1

2

�

v�V
log

✓
1 +

v2 PEHU (v)

�2
1

◆
p(v)

�
�

v�V

�

f�F
log

✓
1 +

f2PEHU (v)

�2
3

◆
p(v)p(f)

�

�

�

�,

(43)

where PEHU (v) can be found as the root of the following
equation

v2

�2
1

�
✓

1 +
v2 PEHU (v)

�2
1

◆�

f�F

f2

f2PEHU (v) + �2
3

p(f)

=

✓
1 +

v2PEHU (v)

�2
1

◆
�2 (44)

and �2 is chosen such that

t

 
�

v�V
PEHU (v) p(v) + Pp

!
= (T � t)�PET �V (45)

holds.

C. Numerical Examples

The upper and lower bounds on the secrecy capacity are
illustrated on Fig. 1, and are evaluated against the benchmark
scheme. From Fig. 1 we notice that the FD scheme outper-
forms the HD scheme, which is a result of two factors. Firstly,
energy recycling is impossible when the EHU operates as
an HD node. Secondly, in HD, the ET stops acting like a
jammer and an interference signal is not present at the EVE.
Note that since physical layer security relies on the channel
quality between the nodes in the network, distance plays a
crucial role. To demonstrate this, we consider different cases
for the distances between the nodes. In the case when the ET
is closer to the EHU than the EVE, the EHU-ET channel is
better, on average, than the EHU-EVE channel. For this case,
the secrecy rate of the HD benchmark scheme is non-zero,
but it is smaller than the derived achievable secrecy rate of
the FD scheme, as it can be seen in Fig. 1a. When the EVE
is closer to the EHU than the ET, the EHU-ET channel is
worse, on average, than the EHU-EVE channel. In this case the
secrecy rate of the HD benchmark scheme is zero, whereas the
derived FD secrecy rate is positive, see Fig. 1b. Thereby, as a
result of the interference signal generated by the ET, in these
cases the proposed FD scheme offers positive secrecy rates
even when the EVE is closer to the EHU than the legitimate
receiver, which is impossible to achieve by employing the HD
scheme. As our numerical results show, the difference between
the upper bound on the secrecy capacity and the achievable
rate is smaller than 1 dB. Thereby, the derived upper bound
is tight in the sense that it shows that the secrecy capacity
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Fig. 2. FD secrecy rate / HD secrecy rate ratio as a function of the self-
interference at the EHU. Fig. 2 corresponds to the case when the ET is closer
to the EHU than the EVE, i.e., dEHU�ET = 10m and dEHU�EV E =
12m.

Fig. 3. Upper and lower bounds on the secrecy capacity, for different values
of the energy harvesting efficiency coefficient �. Fig. 3 corresponds to the case
when the ET is closer to the EHU than the EVE, i.e., dEHU�ET = 10m
and dEHU�EV E = 12m.

and the achievable rate differ only 1 dB, which for practical
purposes is not a large gap.

In Figs. 2- 3, we show the impact of the self-recycled
energy on the achieved secrecy rates. In particular, we show
the ratio between the FD secrecy rate and the HD secrecy
rate as a function of the self-interference at the EHU, given
by q2

1 + �1. As the self-interference at the EHU increases,
so does the FD secrecy rate. Meanwhile, the HD secrecy rate
is constant, as the HD mode does not result in self-interference.
Thereby, higher self-interference at the EHU leads to higher
secrecy rate. The secrecy rates are also illustrated on Fig. 3, for
different values of the energy harvesting efficiency coefficient
�. As the energy harvesting efficiency coefficient represents
the amount of energy that is converted from harvested to
operational energy (i.e., energy used for transmission and
processing), lower values for � yield lower secrecy rates,

both for FD and HD. However, the FD scheme again outper-
forms the HD scheme as a result of the previously discussed
factors.

VI. CONCLUSION

In this paper, we have studied the secrecy capacity of a FD
wirelessly powered communication system consisting of an
EHU and an ET in the presence of a passive EVE. We have
shown that the ET’s transmit signal can act as interference
against the EVE. We have derived an upper bound on the
secrecy capacity and, furthermore, an achievable secrecy rate
that can be achieved with relative low complexity. It has been
shown that the proposed scheme achieves higher secrecy rates
compared to the conventional HD-based schemes, even in the
case when the channel between the EHU and the ET is worse,
on average, than the channel between the EHU and EVE.
In future works, it would be interesting to consider an arbitrary
number of EHUs and EVEs in the network.

APPENDIX A
CONVERSE

In order for us to claim that the result in (17) is indeed an
upper bound on the secrecy capacity of the considered channel,
we provide the following converse.

Let W be the confidential message that the EHU wants to
transmit to the ET and which EVE wants to intercept. Let this
message be uniformly selected at random from the message
set {1, 2, . . . , 2nRs}, where n ! � is the number of channel
uses that will be used for transmitting W from the EHU to the
ET, and Rs denotes the data rate of message W . We assume
a priori knowledge of the CSI of the EHU-ET channel, i.e., Vi

is known for i = 1 . . . .n before the start of the communication
at all three nodes. In addition, the EHU-EVE and the ET-EVE
channels, given by Gi and Fi, respectively, are only known
by EVE for i = 1 . . . .n.

We have the following limits for the mutual information
between the EHU and EVE

I(W ; Y n
3 |V n, Gn, Fn)

= H(W |V n, Gn, Fn) � H(W |Y n
3 , V n, Gn, Fn)

(a)
 H(W |V n) � H(W |Y n

3 , V n, Gn, Fn)  n�, (46)

where (a) follows since conditioning reduces entropy and � is
a positive number. On the other hand, we have the following
limit due to Fano’s inequality [30]

H(W |Y n
2 , V n)  PenRs + 1, (47)

where Pe is the average probability of error of the message
W and Rs is the secrecy rate.

Now, for the secrecy rate, Rs, we have the following limit

nRs  H(W |V n)
(a)
 H(W |Y n

3 , V n, Gn, Fn) + n�

= H(W |Y n
3 , V n, Gn, Fn) + n� + H(W |V n)

� H(W |V n) + H(W |V n, Y n
2 , Xn

2 )

� H(W |V n, Y n
2 , Xn

2 )
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(b)
 H(W |Y n

3 , V n, Gn, Fn) + n� + H(W |V n)

� H(W |V n, Gn, Fn) + H(W |V n, Y n
2 , Xn

2 )

�H(W |V n, Y n
2 , Xn

2 )
(c)
= I(W ; Y n

2 , Xn
2 |V n) � I(W ; Y n

3 |V n, Gn, Fn)

+ H(W |V n, Y n
2 , Xn

2 ) + n�
(d)
 I(W ; Y n

2 , Xn
2 |V n) � I(W ; Y n

3 |V n, Gn, Fn)

+ H(W |V n, Y n
2 ) + n�

(e)
 I(W ; Y n

2 , Xn
2 |V n) � I(W ; Y n

3 |V n, Gn, Fn)

+ PenRs + 1 + n� (48)

where (a) follows from (46), (b) follows from the fact that
conditioning reduces entropy, (c) is obtained by exploiting
I(W ; Y n

2 , Xn
2 |V n) = H(W |V n) � H(W |V n, Y n

2 , Xn
2 )

and I(W ; Y n
3 |V n, Gn, Fn) = H(W |V n, Gn, Fn) �

H(W |Y n
3 , V n, Gn, Fn), (d) results from the fact that

conditioning reduces entropy, and (e) follows by Fano’s
inequality given by (47). Dividing both sides of (48) by n,
we have

Rs  1

n
I(W ; Y n

2 , Xn
2 |V n) � 1

n
I(W ; Y n

3 |V n, Gn, Fn)

+ PeRs +
1

n
+ �. (49)

Assuming that Pe ! 0 and � ! 0 as n ! �, which
means that we assume a zero-error probability at the ET and
zero mutual information between the EHU and EVE, (49) for
n ! � can be written as

Rs  1

n
I(W ; Y n

2 , Xn
2 |V n)� 1

n
I(W ; Y n

3 |V n, Gn, Fn). (50)

We represent the first element of the right hand side of (50) as

I(W ; Y n
2 , Xn

2 |V n) = I(W ; Y n
2 |Xn

2 , V n) + I(W ; Xn
2 |V n).

(51)

Now, since the transmitted message W is uniformly drawn
from the message set at the EHU and since the ET does not
know which message the EHU transmits, the following holds

I(W ; Xn
2 |V n) = 0. (52)

Inserting (52) into (51), we have

I(W ; Y n
2 , Xn

2 |V n) = I(W ; Y n
2 |Xn

2 , V n). (53)

Inserting (53) into (50), we have

Rs  1

n
I(W ; Y n

2 |Xn
2 , V n) � 1

n
I(W ; Y n

3 |V n, Gn, Fn)

(a)


n�

i=1

⇣
I(W ; Y2i|Y i�1

2 , Xn
2 , V n)

� I(W ; Y3i|Y i�1
3 , V n, Gn, Fn)

⌘

=
1

n

n�

i=1

⇣
H(Y2i|Y i�1

2 , Xn
2 , V n)

� H(Y2i|Y i�1
2 , Xn

2 , V n, W )

� H(Y3i|Y i�1
3 V n, Gn, Fn)

+ H(Y3i|Y i�1
3 , V n, Gn, Fn, W )

⌘

(b)
 1

n

n�

i=1

⇣
H(Y2i|Y i�1

2 , Xn
2 , V n)

� H(Y2i|Y i�1
2 , Xn

2 , V n, W, X1i)

� H(Y3i|Y i�1
3 , V n, Gn, Fn)

+ H(Y3i|Y i�1
3 , V n, Gn, Fn, W )

⌘
. (54)

where (a) follows from the fact that the entropy between a
collection of random variables is less than or equal to the
sum of their individual entropies and (b) results from the fact
that conditioning reduces entropy. On the other hand, because
of the memoryless channel assumption, Y3i is independent of
Y i�1

3 , therefore, we can write

H(Y3i|Y i�1
3 , V n, Gn, Fn, W )

= H(Y3i|V n, Gn, Fn, W )
(a)
= H(Y3i, V

n, Gn, Fn, W ) � H(V n, Gn, Fn, W )
(b)
 H(Y3i, V

n, Gn, Fn, W, Xn
1 ) � H(V n, Gn, Fn, W )

(c)
= H(Y3i|V n, Gn, Fn, W, Xn

1 ) + H(V n, Gn, Fn, W, Xn
1 )

� H(V n, Gn, Fn, W )
(d)
= H(Y3i|V n, Gn, Fn, W, Xn

1 ) + H(Xn
1 |V n, Gn, Fn, W )

+ H(V n, Gn, Fn, W ) � H(V n, Gn, Fn, W )

= H(Y3i|V n, Gn, Fn, W, Xn
1 ) + H(Xn

1 |V n, Gn, Fn, W )
(e)
= H(Y3i|V n, Gn, Fn, W, Xn

1 )
(f)
 H(Y3i|V n, Gn, Fn, Xn

1 ), (55)

where (a) follows from the chain rule for joint entropy, (b)
follows from the properties of joint entropy, (c) and (d)
follow from the chain rule for joint entropy, (e) follows from
the fact that H(Xn

1 |W, V n, Gn, Fn) = 0 because of the
deterministic mapping W ! Xn

1 , and (f) follows from the
fact that conditioning reduces entropy.

By inserting (55) into (54), we obtain

Rs  1

n

n�

i=1

⇣
H(Y2i|Y i�1

2 , Xn
2 , V n)

� H(Y2i|Y i�1
2 , Xn

2 , V n, X1i, W )

� H(Y3i|Y i�1
3 , V n, Gn, Fn)

+ H(Y3i|V n, Gn, Fn, Xn
1 )
⌘

(a)
=

1

n

n�

i=1

⇣
H(Y2i|X2i, Vi) � H(Y2i|X2i, Vi, X1i, W )

� (H(Y3i|Vi, Gi, Fi) � H(Y3i|Vi, Gi, Fi, X1i))
⌘

(b)
=

1

n

n�

i=1

⇣
H(Y2i|X2i, Vi) � H(Y2i|X2i, Vi, X1i)

� (H(Y3i|Vi, Gi, Fi) � H(Y3i|Vi, Gi, Fi, X1i))
⌘

(56)

where (a) follows from the fact that due to the memoryless
channel assumption, Y2i is independent of all elements
in the vectors Xn

2 , V n, and Xn
1 except the elements

X2i, Vi, and X1i, respectively, and of Y i�1
2 , and
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thereby H(Y2i|Y i�1
2 , Xn

2 , V n) = H(Y2i|X2i, Vi), and
H(Y2i|Y i�1

2 , Xn
2 , V n, X1i, W ) = H(Y2i|X2i, Vi, X1i, W ).

Similarly, Y3i is independent of all the elements of the vector
Xn

1 except X1i, of all the elements of the vector V n except
Vi, of all the elements of the vector Gn except Gi, of all
the elements of the vector Fn except Fi and of Y i�1

3 , and
thereby H(Y3i|Y i�1

3 , V n, Gn, Fn) = H(Y3i|Vi, Gi, Fi) and
H(Y3i|V n, Gn, Fn, Xn

1 ) = H(Y3i|Vi, Gi, Fi, X1i). In con-
tinuation, (b) follows from the fact that given X2i, Vi, and
X1i, Y2i is conditionally independent of the message W as it
can be seen from (12), and thereby H(Y2i|X2i, Vi, X1i, W ) =
H(Y2i|X2i, Vi, X1i). Now, we can write (56) as

Rs  1

n

n�

i=1

⇣
I(X1i; Y2i|X2i, Vi) � I(X1i; Y3i|Vi, Gi, Fi)

⌘

= I(X1; Y2|X2, V ) � I(X1; Y3|V, G, F ). (57)

Therefore, an upper bound on the secrecy capacity is given
by (57) when no additional constraints on X1 and X2

exist and it is achieved by maximizing over all possi-
ble probability distributions p(x1, x2|v), or equivalently by
{p(x1|x2, v), p(x2|v)}. In our case, we impose a further con-
straint on X2 which limits the ET’s average output power to
PET , which is expressed by C1 in (17). Moreover, the second
constraint, expressed by C2 in (17), concerns X1 and it limits
the average transmit power of the EHU to be less than the
maximum average harvested power minus the processing cost
Pp. Constraints C3 and C4 in (17) come from the definitions of
probability distributions. Hence, the capacity is upper bounded
by (17). This proves the converse.

APPENDIX B
PROOF OF THEOREM 2

Since the EHU-ET channel is an AWGN channel with
channel gain v and AWGN with variance �2

2 + x2
2�2,

I(X1; Y2|X2 = x2, V = v) = 1
2 log

⇣
1 + v2 PEHU (x2,v)

�2
2+x2

2�2

⌘
.

In addition, since Q1 and X1 are zero-mean Gaussian RVs,
the left-hand side of constraint C2 in (17) can be transformed
into�

x1

�

x2�X2

�

v�V
(x2

1 + Pp)p(x1|x2, v)p(x2|v)p(v)dx1

=
�

x2�X2

�

v�V
PEHU (x2, v)p(x2|v)p(v) + Pp. (58)

where we have used
�

x1

�
x2�X2

�
v�V x2

1 p(x1|x2, v)
p(x2|v)p(v)dx1 =

�
x2�X2

�
v�V PEHU (x2, v)p(x2|v)p(v).

Whereas, the right-hand side of C2 in (17) can be rewritten as�

x1

�

x2�X2

�

v�V
Einp(x1|x2, v)p(x2|v)p(v)dx1

=

�

q1

�

x1

�

x2�X2

�

v�V
�(ex2 + q̄1x1 + q1x1)

2

⇥ p(x1|x2, v)p(x2|v)p(v)p(q1)dx1 dq1

=
�

x2�X2

�

v�V
�v2 x2

2 p(x2|v)p(v)

+

�

x1

�

x2�X2

�

v�V
�q̄2

1 x2
1 p(x1|x2, v)p(x2|v)p(v)dx1

+

�

q1

�

x1

�

x2�X2

�

v�V
�q2

1 x2
1 p(x1|x2, v)p(x2|v)p(v)p(g1)

⇥ dx1 dg1

=
�

x2�X2

�

v�V
�e2 x2

2 p(x2|v)p(v)

+ �q̄2
1

�

x2�X2

�

v�V
PEHU (x2, v)p(x2|v)p(v)

+ ��1

�

x2�X2

�

v�V
PEHU (x2, v)p(x2|v)p(v), (59)

where q1 represents the realizations of the random variable
Q1. Combining (58) and (59) transforms (17) into

max
PEHU (x2,v),p(x2|v)

�

x2�X�

�

v�V

1

2
log

✓
1+

v2 PEHU (x2, v)

�2
2 +x2

2�2

◆

⇥ p(x2|v)p(v)

�
�

v�V

�

g�G

�

f�F
I(X1; Y3|V = v,

G = g, F = f)p(v)p(g)p(f)

Subject to C1:
�

x2�X2

�

v�V
x2

2 p(x2|v)p(v)  PET

C2:
�

x2�X2

�

v�V
PEHU (x2, v)p(x2|v)

p(v) + Pp


�

x2�X2

�

v�V
�v2 x2

2 p(x2|v)p(v)

+ �(q̄1
2 + �1)�

x2�X2

�

v�V
PEHU (x2, v)p(x2|v)

p(v)

C3:
�

x2�X2

p(x2|v) = 1

. C4: PEHU (x2, v) � 0. (60)

Now, since the log function and the mutual information are
both concave functions [34] with respect to the optimization
variables, their difference, as given in the objective function
of (60) is in general neither concave nor convex. Therefore,
the optimization problem in (60) may not be convex so a given
solution can either be a local maximum or a global maximum.
However, since we are interested in finding an upper bound on
the secrecy capacity, we can still apply the Lagrange duality
method due to the fact that the dual function of a maximization
optimization problem yields an upper bound on the optimal
solution, see [35]. Thereby, we write the Lagrangian of (60)
as

L =
�

x2�X�

�

v�V

1

2
log

✓
1 +

v2 PEHU (x2, v)

�2
2 + x2

2�2

◆
p(x2|v)p(v)

�
�

v�V

�

g�G

�

f�F
I(X1; Y3|V = v, G = g, F = f)

⇥ p(v)p(g)p(f)

� �1

 
�

x2�X2

�

v�V
x2

2 p(x2|v)p(v) � PET

!
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� �2

 
(1 � �(q̄1

2 + �1))
�

x2�X2

�

v�V
PEHU (x2, v)

⇥ p(x2|v)p(v)

+ Pp �
�

x2�X2

�

v�V
�v2 x2

2 p(x2|v)p(v)

!

� µ1

�

�
�

x2�X�

p(x2|v) � 1

�

�� µ2PEHU . (61)

In (60), we assume that 0 < �(ḡ1
2 + �1) < 1, since

�(ḡ1
2+�1) � 1 would practically imply that the EHU recycles

the same or even a larger amount of energy than what has
been transmitted by the EHU, which is not possible in reality.
In (61), �1, �2, µ1, and µ2 are the Lagrangian multipliers
associated with C1, C2, C3, and C4 in (17), respectively.
Differentiating (61) with respect to the optimization variables,
we obtain

�L
�PEHU (x2, v)

=

v2

�2
2+x2

2�2

1 + v2 PEHU (x2,v)
�2
2+x2

2�2

� �2(1 � �(ḡ1
2 + �1)) � µ2

� �

�PEHU (x2, v)

�

�
�

g�G

�

f�F
I(X1; Y3|V = v, G = g,

F = f)p(g)p(f)

�

� = 0, (62)

�L
�p(x2|v)

=
1

2

�

v�V
log

✓
1 +

v2 PEHU (x2, v)

�2
2 + x2

2�2

◆
p(v)

� �1

�

v�V
x2

2 p(v) � µ1

� �

�p (x2|v)

�

�
�

v�V

�

g�G

�

f�F
I(X1; Y3|V = v, G = g,

F = f)p(v)p(g)p(f)

�

�

� �2

 
(1 � �(q̄1

2 + �1))
�

v�V
PEHU (x2, v)p(v)

� �
�

v�V
v2x2

2p(v)

!
= 0. (63)

Now, when PEHU > 0, then µ2 = 0 in (62). In conse-
quence, we can use (62) to find PEHU (x2, v) as given by
Theorem 2. If the solution is negative, then PEHU (x2, v) = 0.

By using (63), we can prove that the optimal input proba-
bility distribution, p(x2|v), is discrete. The proof is based on
([36]), where the authors derive a methodology which identifies
the capacity-achieving distribution, based on standard decom-
positions in Hilbert space with the Hermitian polynomials as

a basis. Since

I(X1; Y3|V = v, G = g, F = f)

= H(Y3|E = e, G = g, F = f)

� H(Y3|X1 = x1, V = v, G = g, F = f)

= I(X1; Y3|V = v, G = g, F = f)

= H(Y3|V = v, G = g, F = f)

� H(Z3|V = v, G = g, F = f), (64)

where Z3 = GX2 + N3, first we note that

I �(X1; Y3|V = v, G = g, F = f)

= H �(Y3|V = v, G = g, F = f)

� H �(Z3|V = v, G = g, F = f)

=

� �

��

1�
2��z3

e
� (z3�x2)2

2�2
z3 ⇥ ln (p(z3)) dz3

�
� �

��

1�
2��y3

e
� (y3�x2)2

2�2
y3 ⇥ log (p(y3)) dy3. (65)

where � denotes the derivative with respect to p(x2|v). Now,
we decompose the integrals in (65) by using Hermitian poly-
nomials. To this end, we define

log(p(y3)) =
��

m=0

c(1)
m Hm(y3)

and

log(p(z3)) =
��

m=0

c(2)
m Hm(z3), (66)

where c(1)
m and c(2)

m are constants and Hm(y3) and Hm(z3)
are the Hermitian polynomials, 8m. When (66) is used in
conjunction with the generating function of the Hermitian
polynomials, given by

e� t2

2 +tx =
��

m=0

Hm(x)
tm

m!
, (67)

for H �(Y3|E = e, G = g, F = f) in (65) we obtain

H �(Y3|E = e, G = g, F = f)

= �
� �

��

1�
2�

e
� (y3�x2)2

2�2
y3

��

m=0

c(1)
m Hm(y3)dy3

= �
� �

��

1�
2�

e� y2
3
2 e� x2

2
2 +x2y3

��

m=0

c(1)
m Hm(y3)dy3

= �
� �

��

1�
2�

e� y2
3
2

��

n=0

Hn(x)
tn

n!

��

m=0

c(1)
m Hm(y3)dy3

= �
��

m=0

c(1)
m xm

2 . (68)

In (68), we used the ortogonality of the Hermitian polynomials

with respect to the weight function e� y2
3
2 and we set �2

y3
= 1

for simplicity. By following an analogous procedure for
H �(Z3|E = e, G = g, F = f) in (65), we obtain

H �(Z3|V = v, G = g, F = f) = �
��

m=0

c(2)
m xm

2 . (69)
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In order to identify the constants c(1)
m and c(2)

m in (66),
we consider 2 scenarios.

Case 1: Let us assume PEHU (x2, v) = 0. The condition
given by (63) can be written as

��

m=0

(c(1)
m � c(2)

m )xm
2

= �1x
2
2 + µ1 + �2

�
(1 � �(q̄1

2 + �1))PEHU � �e2x2
2

�
.

(70)

The comparison of the exponents of x2 in (70) yields

c(1)
0 = µ1, c

(2)
0 = 0; c(1)

1 = c(2)
1 = 0; c(1)

2 = �1,

c(2)
2 = �1�v2; c(1)

m = c(2)
m = 0, 8m > 2. (71)

Now, we can insert (71) into (66) and obtain

p(y3) = eln(2)(c(1)
0 H0(y3)+c(1)

2 H2(y3))

(a)
= eln(2)(c(1)

0 �c(1)
2 )eln(2)c(1)

2 y2
3 , (72)

where (a) follows from the definition of Hermitian poly-
nomials, i.e., H0(y3) = 1 and H2(y3) = y2

3 � 1. The
expression given by (72) can only be a valid probability
distribution iff c(1)

2 < 0, in which case p(y3) would be
distributed according to a normal distribution. Consequently,
x2 would also be a Gaussian RV. However, since �1 � 0, this
would not be possible, thus p(y3) can not be a continuous
probability distribution. A similar argument would follow for
p(z3) in (66), and it would lead to an identical conclusion
since �1�v2 can not be negative.

Case 2: Let us assume PEHU (x2, v) > 0. By using a Taylor
series expansion we can rewrite the log(.) function in (63) as

1

2
log

✓
1 +

v2PEHU (x2, v)

�2
2 + x2

2�2

◆
=

1

2

��

n=0

(�1)nanx2n
2 , (73)

therefore (63) can be written as
��

m=0

(c(2)
m � c(1)

m )xm
2

=
1

2

��

n=0

(�1)nanx2n
2 � �1x

2
2 � µ1

� �2

�
(1 � �(q̄1

2 + �1))PEHU (x2, v) � �v2x2
2

�
. (74)

In (73) and (74), an > 0 are known constants. By applying
the same procedure as in Case 1, we obtain c(2)

m and c(1)
m as

c(1)
0 = �2 PEHU (x2, v) + µ1, c

(2)
0

=
1

2
an + �2�(q̄1

2 + �1)PEHU (x2, v); c(1)
1 = c(2)

1 = 0;

c(1)
2 = �1, c

(2)
2 = �1�v2; c(1)

m = 0,

c(2)
m =

1

2
am/2, 8m > 2 � m is even

c(1)
m = c(2)

m = 0, 8m > 2 � m is odd. (75)

Consequently,

p(y3) = eln(2)(c
(1)
0 H0(y3)+c

(1)
2 H2(y3))

(a)
= eln(2)(c

(1)
0 �c

(1)
2 )eln(2)c

(1)
2 y2

3 , (76)

however, �1 � 0, so c(1)
2 is positive, thus p(y3) can not be a

valid continuous distribution. As for p(z3), we have

p(z3) = eln(2) �
m=0 c(2)

m Hm(z3) (a)
= eln(2) �

n=0 qnz2n
3

=
��

n=0

eln(2)qnz2n
3 , (77)

where (a) follows from the fact that c(2)
m > 0 only for even

values of m and qn are known non-zero constants, whose
value is determined by the polynomials and an. Since qn > 0
for some n ! �, p(z3) is unbounded, and as a result
p(x2) can not be continues. Considering Case 1 and Case 2,
we obtain that p(x2|v) has to be discrete on the entire domain
of x2. Now, we generate every discrete probability distribution
satisfying C1 in (60) and settle on the probability distribution
which maximizes the secrecy rate.

In order to obtain I(X1; Y3|V = v, G = g, F = f), we use
the definition of mutual information, and we can write

I(X1; Y3|V = v, G = g, F = f)

= H(Y3|V = v, G = g, F = f)

� H(Y3|X1 = x1, V = v, G = g, F = f)

=

�

�
� �

��

1�
2��y3

J�

j=1

p(x2 = x2j)e
�

(y3�x2j)2

2�2
y3

⇥ ln

�

� 1�
2��y3

J�

j=1

p(x2 = x2j)e
� (y3�x2j)2

2�2
y3

�

� dy3

�
� �

��

1�
2��3

J�

j=1

p(x2 = x2j)e
� (z�x2j)2

2�2
3

⇥ ln

�

� 1�
2��3

J�

j=1

p(x2 = x2j) e
� (z�x2j)2

2�2
3

!
dz3

�

�,

(78)

where the last equality is a consequence of the definition of
entropy. Finally, by using (78) we obtain the upper bound as
given in Theorem 2.
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Chapter 4

Deep Reinforcement
Learning-aided Random Access

To provide access to the shared wireless channel to a massive number of devices,
in this chapter we consider a system model comprised of an access point (AP) and
K IoT nodes that sporadically become active in order to send data to the AP. The
AP is assumed to have N time-frequency resource blocks that it can allocate to
the IoT nodes that wish to send data, where N < K. The main problem is how to
allocate the N time-frequency resource blocks to the IoT nodes in each time slot
such that the average packet rate is maximized. For this problem, we propose a
deep reinforcement learning (DRL)-aided random access (RA) scheme, where an
intelligent DRL agent at the AP learns to predict the activity of the IoT nodes in
each time slot and grants time-frequency resource blocks to the IoT nodes predicted
as active. Next, the IoT nodes that are missclassified as non-active by the DRL
agent, as well as unseen or newly arrived nodes in the cell, employ the standard
RA scheme in order to obtain time-frequency resource blocks. In addition, we
leverage expert knowledge for faster training of the DRL agent.

4.1 Introduction
Given its ubiquitous coverage, the 5-th Generation of cellular networks (5G) has
great potential to support diverse wireless technologies. These wireless technolo-
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gies are expected to be crucial in next generation smart cities, smart homes, au-
tomated factories, automated health management systems, and many other appli-
cations, some of which can not even be foreseen today [2]. The heterogeneous
ecosystem of applications will result in different and often conflicting demands on
the 5G radio and, as a result, the air-interface must be capable of supporting both
high and low data rates, mobility, (ultra) low latency, as well as many different
types of Quality of Service (QoS). In order for this QoS diversity to be achieved,
improved medium access control (MAC) protocols have to be developed. As the
state of the art MAC protocols for cellular networks have been designed and opti-
mized to support primarily Human-to-Human (H2H) communication, these MAC
protocols are not optimal for a massive number of IoT devices, due to the unique
characteristics of the IoT traffic.

In IoT networks, communication devices can operate autonomously with lit-
tle or no human intervention. The amount of data which is generated by the IoT
nodes is usually small and the communication activity of these devices is hetero-
geneous [19]. The heterogeneous communication activity of the IoT nodes makes
any attempt to pre-allocate network resources to each IoT node spectrally ineffi-
cient [21]. Currently, IoT devices gain access to the channel, and thereby transmit
information, by performing grant-based random access (RA) or grant-free RA [20].
In grant-based RA, the nodes attempting to access the channel have to first obtain
an access grant from an Access Point (AP) through a four-way handshake proce-
dure [20]. This ensures that the user has exclusive rights to the channel if granted
access, thus avoiding any potential collisions, at the expense of large latency and
signalling overhead. In grant-free RA, the data is piggy-backed on the first trans-
mission itself along with the required control information, in order to reduce the
access latency. However, both schemes suffer from massive packet collisions as
the number of IoT nodes requiring access increases. Packet collisions increase la-
tency and energy inefficiency, since collided packets need to be retransmitted, and
require heavy exchange of signalling messages. As a result, packet collisions in
massive IoT networks can easily become a bottleneck.

One promising research direction for MAC related problems in wireless com-
munication is machine learning. Reinforcement Learning (RL) is one of many
machine learning paradigms, where agents mimic the human learning process and
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learn optimal strategies by trial-and-error interactions with the environment [24].
RL has been implemented in the development of MAC schemes for cognitive ra-
dios [25], where the authors have developed a RL based MAC scheme which allows
each autonomous cognitive radio to distributively learn its own spectrum sensing
policy. In [26], the authors add intelligence to sensor nodes to improve the perfor-
mance of Slotted ALOHA. In addition, solving MAC problems with multi agent
DDRL has been proposed in [27],[28],[29]. Specifically, in [27], the authors pro-
pose a DRL MAC protocol for wireless networks in which multiple agents learn
when to access the channel. A DRL MAC protocol for wireless networks in which
several different MAC protocols co-exist has been studied in [28]. The authors
of [29] have proposed a multi-agent DRL-based MAC scheme for wireless sen-
sor networks with multiple frequency channels. Another distributed MAC scheme
has been investigated in [30], where authors embed learning mechanisms to the
IoT nodes in order to control IoT traffic and consequently reduce its impact on
any cellular network. In [31], [32], [33], the authors reduce the access congestion
by adapting the parameters of the access class baring mechanism to different IoT
traffic conditions, via DRL. A different approach is proposed in [34], [35], where
the authors investigate learning mechanisms to aid the MAC in IoT networks, via
dynamic AP selection schemes, in order to avoid overloading a single AP.

In spite of being highly promising, the schemes proposed in [26]-[30] do not
necessarily account for the severe device constraints in terms of energy availabil-
ity and computing power for running on-device optimization and inferences [36].
On the other hand, the schemes in [31]-[33] still rely on RA as a primary access
mechanism. In this chapter, we propose a DRL-aided RA scheme which does not
require on-device inferences at the IoT nodes and therefore is applicable to devices
with computational and energy constraints. In particular, we consider an IoT net-
work comprised of an AP and K IoT nodes that sporadically become active and
transmit information towards the AP. Practical applications that subscribe to these
assumptions include smart metering, temperature monitoring, air-quality monitor-
ing, emergency reporting etc. In the proposed scheme, the AP is assumed to have
N time-frequency resource blocks that it can allocate to the IoT nodes that wish to
send data, where N < K. The main problem is how to allocate the N time-frequency
resource blocks to the IoT nodes in each time slot such that the average packet rate
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received at the AP is maximized. For this problem, we propose a DRL-aided RA
scheme, where an intelligent DRL agent at the AP learns to predict the activity
of the IoT nodes in each time slot and grants time-frequency resource blocks to
the IoT nodes predicted as active. Next, the IoT nodes that are missclassified as
non-active by the DRL agent, as well as unseen or newly arrived nodes in the
cell, employ the standard RA scheme in order to obtain time-frequency resource
blocks. In this chapter, we rely on grand-based RA, however, the proposed hybrid
scheme is also compatible with grant-free RA. To reduce the amount of live data
which needs to be acquired from the IoT network for training the DRL agent, we
propose to leverage expert knowledge from the available theoretical models in the
literature. Our numerical results show that the proposed algorithm significantly in-
creases the packet rate, and implicitly decreases the energy consumption of the IoT
nodes. In addition, as the intelligence is concentrated at the AP, the IoT nodes do
not need significant computational power, or energy, for the on-device inferences,
and thereby the proposed scheme can be deployed in cells with generic IoT nodes
that have limited computational capabilities.

The promising results of the proposed scheme are due to the fact that the con-
ventional RA scheme can not utilize the determinism in the nodes’ activity pat-
terns, which usually exists in practice [37]. Our proposed DRL-aided RA scheme
fills in this gap. Specifically, the proposed DRL-aided RA scheme uses the DRL
algorithm to learn the deterministic components of the nodes’ activity patterns in
order to allocate time-frequency resources. Moreover, the proposed DRL-aided RA
scheme uses the conventional RA scheme to cope with the random components of
the nodes’ activity patterns and allocate time-frequency resources in the presence
of random components. In that sense, the proposed DRL-aided RA scheme oper-
ates in the range between the two limiting type of activity patterns. At one end of
the range is the absolutely independent and identically distributed (i.i.d.) random
activity pattern and at the other end of the range is the absolutely deterministic
activity pattern.

The rest of the chapter is organized as follows. Section II provides the network
model. Section III presents the proposed DRL-aided RA algorithm. In Section IV,
we provide numerical evaluation, and a short conclusion concludes the chapter in
Section V.
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Figure 4.1: Network model.

4.2 System Model And Problem Formulation
In the following, we provide the system model and formulate the underlying prob-
lem.

4.2.1 System Model

We consider a network comprised of K IoT nodes and an AP, as illustrated in
Fig. 4.1. The locations of the IoT nodes are assumed to be fixed and not to change
with time. The transmission time is divided into T time slots of equal duration.
At the beginning of each time slot, each IoT node sporadically becomes active in
order to sense its environment, generates a data packet from the sensed data, and
tries to transmit this data packet to the AP in the same time slot. In order for an IoT
node to transmit a data packet to the AP in time slot t, a dedicated time-frequency
block, refereed to as resource block (RB), needs to be allocated to the IoT node.
Without loss of generality, we assume that all nodes transmit their packets with
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identical data rate, which is set to one. We assume that the AP has N RBs available
in total, where N < K holds. As a result, in each time slot, the AP needs to perform
intelligent resource allocation by allocating the available N RBs to the active IoT
nodes only. Otherwise, if the AP allocates a RB to a non-active node, that RB
would be wasted and the AP will not receive a packet on the corresponding RB.

4.2.2 Problem Formulation

The AP receives a packet from the k-th IoT node in time slot t if the following two
events occur:

• the k-th IoT node is active in time slot t,

• the k-th IoT node has been allocated a RB in time slot t.

Otherwise, the AP will not receive a packet from the k-th IoT node in time slot t.
To model this behaviour, let Ak(t) and Ik(t) be binary indicators defined as

Ak(t) =

(
1 if node k is active in time slot t

0 otherwise,
(4.1)

Ik(t) =

(
1 if a RB has been allocated to node k in time slot t

0 otherwise.
(4.2)

Using these binary indicators, we can obtain the average packet rate, denoted by R,
as

R =
1
T

1
K

T

Â
t=1

K

Â
k=1

Ak(t)Ik(t). (4.3)

Our aim is to maximize the average packet rate by solving the following optimiza-
tion problem

max
Ik(t)

1
T

1
K

T

Â
t=1

K

Â
k=1

Ak(t)Ik(t)

C1 : Ik(t) 2 {0,1}

C2 :
K

Â
k=1

Ik(t) N, (4.4)
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where the last constraint follows since the AP has N RBs in total in each time
slot. If Ak(t),8k, t are known, then the optimal solution of (4.4) is known and is
Ik(t) = 1 if Ak(t) = 1 until all N RBs are used up. However, the main problem is
that Ak(t) is unknown in practice and needs to be estimated. As a result, a practical
algorithm that provides the optimal solution to the maximization problem in (4.4)
is difficult in general. Hence, our aim in this chapter is to propose a suboptimal
but a practical solution to the recourse allocation problem in (4.4), which provides
good performance.

4.3 Proposed Solution
In the following, we discuss the existing solution used in practice and propose our
solution.

4.3.1 Existing Solution: The RA Scheme

The existing practical suboptimal solution to the resource allocation problem in
(4.4) is the conventional RA scheme [20]. In the RA scheme, each of the K IoT
nodes has an identical set of M orthonormal sequences. At the start of each time
slot, each active node selects uniformly at random a single orthonormal sequences
from its set, and uses that sequences to transmit information to the AP via a ded-
icated control channel. This transmission, if successful, informs the AP that the
considered node is active in the current time slot and thereby needs to be allocated
a RB. The AP is able to receive this information from a given active node cor-
rectly if no other active node has selected the same orthonormal sequence as the
considered node. Otherwise, if two or more active nodes have selected the same
orthonormal sequence, collisions occur and the AP is not able to receive the infor-
mation from these nodes correctly. As a result, the AP will not know that these
nodes will be active in time slot t, and consequently the AP will not grant RBs
to these nodes. To obtain the packet rate of the RA scheme, note that the prob-
ability a collision will occur is given by (1/M)n, where n denotes the number of
active nodes [38]. In addition, the RA scheme also fails if the AP does not have
enough RBs to grant to all active nodes which have successfully completed the RA
procedure and informed the AP that they are active.
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The average packet rate achieved by the RA scheme is given by

RRA =
1
T

1
K

T

Â
t=1

min

(✓
1� 1

M

◆K
a(t)�1

,
N

Ka(t)
�
1� 1

M

�Ka(t)�1

)
, (4.5)

where (1� 1/M)n is the probability that collisions will not occur if n nodes are
active, and K

a(t) denotes the number of active nodes at time slot t found as

K
a(t) =

K

Â
k=1

Ak(t). (4.6)

4.3.2 Proposed Solution: The DRL-Aided RA Scheme

In the proposed DRL-aided RA scheme, the allocation of the N RBs is conducted
in two consecutive phases. In the first phase, N1 RBs are allocated by the AP using
the DRL algorithm presented below, where N1  N. Next, in the following phase,
N2 = N �N1 RBs are allocated by the AP using the conventional RA scheme,
described in Sec. 4.3.1. To this end, the AP is assumed to host a DRL agent that
learns to predict which nodes will be active in a given time slot t. The learning and
resource allocation process of the DRL agent, which is repeated in each time slot,
is as follows:

• We define a state in time slot t, denoted by St . The state St represents a
set comprised of the nodes which have been active during the previous th

time slots, i.e., t � th, ..., t � 1, where th denotes the history that the agent
”remembers”.

• Based on the state in time slot t, the DRL agent produces an output set,
denoted by At and referred to as the action, comprised of the nodes that have
been predicted to be active in time slot t by the DRL agent.

• Based on the set At , the following RBs allocations occur:

– If |At | N1, each node in the set At is allocated a RB.

– If |At | > N1, then N1 nodes from the set At are selected uniformly at
random and each of these nodes is allocated a RB.
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• Based on the allocations of RBs to the nodes predicted as active by the DRL
agent, the following occurs in time slot t

– If a node has been correctly predicted as active, and thereby granted a
RB, the node transmits its data packet to the AP on the corresponding
RB, and the AP receives this data packet correctly. Consequently, the
DRL agent will classify this node as correctly predicted.

– If a node has been miss-predicted as active by the DRL agent and
thereby has been granted a RB, this node stays silent since it is inac-
tive. As a result, the AP will not receive a packet on the corresponding
RB. Consequently, the DRL agent will classify this node as erroneously
predicted.

– If a node has been correctly predicted as inactive and thereby has not
been granted a RB, the node stays silent.

– If a node has been miss-predicted as inactive and thereby has not been
granted a RB, the miss-predicted active node attempts to obtain a RB
using the conventional RA scheme, as described in Sec. 4.3.1. Thereby,
the node selects uniformly at random a single orthonormal sequence
from its set, and uses that sequence to inform the AP, via the control
channel, that the considered node is active and has been miss-predicted
in the current time slot. The AP listens to the control channel and
detects the nodes which have been miss-predicted as inactive. The AP
can detect only those nodes which have selected a unique orthonormal
sequence. The other nodes cannot be detected due to collisions of their
packets, as explained in Sec. 4.3.1.

• Next, based on the observations, the AP constructs the set St by including
the following nodes

– the nodes which the DRL predicted as active and from which the AP
received a packet on the corresponding allocated RB.

– the nodes which the AP detected as active on the control channel via
the RA scheme.
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• Based on the observation, the AP computes a reward in time slot t, denoted
by rt , which is equal to K, if all nodes are correctly predicted in time slot t

by the DRl agent, or 0 otherwise.

• The system transitions to the next time slot and the whole process described
above is repeated.

Implementation of the DRL Agent

The DRL agent is implemented as a deep neural network located at the AP. This
deep neural network, in time slot t, has the set St as input and produces as outputs
L = K! values, denoted by Qe(St |A1;q), Qe(St |A2;q), ..., Qe(St |AL;q), where
Qe(St |Al;q) is an estimated average reward the agent will receive in the future if
the agent predicts that the set of active nodes in time slot t is Al , for l = 1,2...,L,
and q is a vector comprised of the weights of the neural network. Next, the agent
chooses that set A which corresponds to the largest output value of the neural
network, i.e.,

A = argmax
A

Qe(St |A ;q). (4.7)

The function Qe(St |A ;q) obtained at the output of the neural network is an esti-
mate of the function Q(St |A ), which is known as the discounted average award.
The discounted average award function is defined as

Q(St |A ) = E

(
•

Â
k=t

gk�t
rt

���St ,A

)

�! Q(St |A )+a


r + g argmax
A

Q(St+1|A )�Q(St |A )

�
, (4.8)

where 0  g  1 is referred to as the discount factor. In order for the neural net-
work to produce output functions Qe(St |A ;q) that are estimates of Q(St |A ),
the Bellman equation is used and thereby the weights in the neural network q are
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optimized such that the following mean squared error is minimized

L = E

(✓
r + g argmax

A
Qe(St+1|A ;q)�Qe(St |A ;q)

◆2
)

. (4.9)

The above minimization of the mean square error can be implemented iteratively
via a stochastic gradient descent (or a variant), where in each iteration the weights
in the neural network q are updated according to

q  q �h—q L . (4.10)

The reader is kindly referred to [24] and [39], the references therein and the
references in this chapter for further details.

Training the DRL Agent Using Expert Knowledge

In order for the training process of the agent to be succesful, the agent needs to
obtain a sufficient number of ”live” training data samples from the interaction be-
tween the AP and the IoT nodes. Let the live data sample at time slot t be obtained
as per Subsection 4.3.2. In practice, the acquisition of sufficient number of live
samples can be impractical and ultimately prohibitive, due to the excessively long
amount of time required to acquire the data. In these cases, transfer learning can be
leveraged in order to accelerate the training process. Transfer learning is a recent
trend in the ML community where available prior knowledge about the considered
problem stemming from theoretical models is embedded in the neural networks
[40]-[41]. Transfer learning dramatically reduces the number of live data samples
that are needed for the training process to be successful.

The IoT networks research community has provided many theoretical models
for the activity of the IoT nodes, such as those in [19], [42]. We choose to leverage
the model in [42], where the authors use a Coupled Markov Modulated Poisson
Process (CMMPP) to model the activity of the nodes in a IoT cell theoretically.
The CMMPP model captures both regular and alarm reporting, as well as the cor-
related activity behavior among the nodes. Hence, we use the CMMPP model in
[42] to train the DRL agent at the AP. To this end, we first synthesize artificial ac-
tivity patterns of the IoT nodes, according to the CMMPP model, with which we
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train the DRL agent. Thereby, during the training process, in each time slot, the
DRL agent learns to predict the active nodes from artificial activity patterns as per
Subsection 4.3.2. Once the prior knowledge has been transferred, i.e., the DRL
agent has been trained using the artificial activity patterns, the DRL-RA scheme
starts using the actual live samples from the IoT nodes.

Average Packet Rate

In the following, we derive the average packet rate of the proposed DRL-aided
RA scheme. To this end, let ea(t) and e p(t) denote the probability that a node is
predicted as active and inactive at time slot t, respectively. Let ea

cor.(t) and e p

mis.(t)

denote the probability that a node is correctly predicted as active and mispredicted
as inactive at time slot t, respectively. Finally, let ea

cor.,noRBs
(t) denote the probabil-

ity that a node is correctly predicted as active at time slot t, but the AP does not have
any RBs left to allocate to the node. For the DRL-aided RA scheme, in each time
slot, Ke p

mis.(t) nodes that are misclassified as inactive, and Kea

cor.,noRBs
(t) nodes that

are correctly classified as active but the DRL agent does not have enough any RBs
left to allocate to them, will attempt the RA procedure in order to obtain one of N2

RBs. The rate of the proposed algorithm is thus given by

RDRL+RA =
1
T

1
K

T

Â
t=1

min

(✓
1� 1

M

◆V
a(t)�1

,
N2

V a(t)
�
1� 1

M

�V a(t)�1

)
, (4.11)

where V
a(t) = Ke p

mis.(t)+ Kea

cor.,noRBs
(t). To find V

a(t), we need to calculate the
number of nodes which have not been granted an RB, in spite of being correctly
classified as active Kea

cor.,noRBs
(t). To do so, let xCy denote the binomial coefficient,

defined as

xCy =
x!

y!(x� y)!
. (4.12)

We can distinguish the following cases: Kea

mis.(t) > N1 and Kea

cor.(t) > N1; Kea

mis.(t) >

N1 and Kea

cor.(t) < N1; Kea

mis.(t) < N1 and Kea

cor.(t) > N1; and Kea

mis.(t) < N1 and
Kea

cor.(t) < N1. In the first case, when Kea

mis.(t) > N1 and Kea

cor.(t) > N1, the fol-
lowing can occur:
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• N1 of the Kea

mis.(t) misclassified nodes are granted all N1 RBs and none of the
Kea

cor.(t) correctly classified nodes get an RB, which occurs with probability

Kea
cor.(t)C0⇥Kea

mis.(t) CN1
Kea(t)CN1

, (4.13)

• N1� 1 of the Kea

mis.(t) misclassified nodes are granted N1� 1 RBs and one
of the Kea

cor.(t) correctly classified nodes gets an RB, which occurs with
probability

Kea
cor.(t)C1⇥Kea

mis.(t) CN1�1
Kea(t)CN1

, (4.14)

• N1� 2 of the Kea

mis.(t) misclassified nodes are granted N1� 2 RBs and two
of the Kea

cor.(t) correctly classified nodes get an RB, which occurs with prob-
ability

Kea
cor.(t)C2⇥Kea

mis.(t) CN1�2
Kea(t)CN1

, (4.15)

...

• None of the Kea

mis.(t) misclassified nodes are granted RBs and N1 of the
Kea

cor.(t) correctly classified nodes get an RB, which occurs with probability

Kea
cor.(t)CN1⇥Kea

mis.(t) C0
Kea(t)CN1

. (4.16)

Thereby, when Kea

mis.(t) > N1 and Kea

cor.(t) > N1, the AP does not have enough
RBs to allocate to Kea

cor.(t) nodes, or to Kea

cor.(t)� 1 nodes, or to Kea

cor.(t)� 2
nodes, ... , or to Kea

cor.(t)�N1 nodes, each occurring with probability given by
(4.13), (4.14), (4.15), and (4.16), respectively. As a result, Kea

cor.,noRBs
(t) is given
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by

Kea

cor.,noRBs
(t) = Kea

cor.(t)
Kea

cor.(t)C0⇥Kea

mis.(t) CN1
Kea(t)CN1

+(Kea

cor.(t)�1)
Kea

cor.(t)C1⇥Kea

mis.(t) CN1�1
Kea(t)CN1

+(Kea

cor.(t)�2)
Kea

cor.(t)C2⇥Kea

mis.(t) CN1�2
Kea(t)CN1

...

+(Kea

cor.(t)�N1)
Kea

cor.(t)CN1⇥Kea

mis.(t) C0
Kea(t)CN1

. (4.17)

By extending this analysis to the other three cases, we obtain Kea

cor.,noRBs
(t) as

Kea

cor.,noRBs
(t) = n1

Kea
cor.(t)Cn2⇥Kea

mis.(t) CN1�n2
Kea(t)CN1

+(n1�1)
Kea

cor.(t)Cn2+1⇥Kea

mis.(t) CN1�n2�1
Kea(t)CN1

+(n1�2)
Kea

cor.(t)Cn2+2⇥Kea

mis.(t) CN1�n2�2
Kea(t)CN1

...

+m1

Kea
cor.(t)Cm2⇥Kea

mis.(t) CN1�m2
Kea(t)CN1

, (4.18)

where xCy is given by (4.12). In (4.18), the constants n1, n2, m1, and m2 can be
found as

n1 =

8
<

:
Kea

cor.(t)� (Kea(t)�N1), if Kea

mis.(t) < N1,

Kea

cor.(t), if Kea

mis.(t)� N1,
. (4.19)

n2 =

8
<

:
Kea(t)�N1, if Kea

mis.(t) < N1,

0, if Kea

mis.(t)� N1,
. (4.20)
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m1 =

8
<

:
0, if Kea

cor.(t) N1,

Kea

cor.(t)�N1, if Kea

cor.(t) > N1,
. (4.21)

and

m2 =

8
<

:
Kea

cor.(t), if Kea

cor.(t) N1,

N1, if Kea

cor.(t) > N1.
. (4.22)

4.4 Numerical Results
In this section, we compare the performance of the proposed DRL-aided RA scheme
with the conventional RA scheme in [20]. To this end, in Section IV-A, we first
present the data sets that have been used in the simulations and the hyper parame-
ters of the proposed algorithm are given in Section IV-B. The numerical results are
finally given in Section IV-C.

4.4.1 Data Sets

Synthetic Activity Patterns

To demonstrate the effectiveness of the proposed scheme on different traffic types,
we first generate synthetic data sets. Specifically, node k is assumed to be active in
time slot t with probability pk(t), where

pk(t) =

8
<

:
1� d

2 , if t is even,

d
2 , if t is odd,

(4.23)

where d is a constant which controls the determinism of the activity patterns.
Thereby, lower values of d will result in a more periodic activity pattern, and as d
increases, the activity pattern becomes more random.
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Real-World Activity Pattern

To demonstrate the effectiveness of the proposed scheme even further, real-world
activity patterns are drawn from the publicly available data sets in [43], [44], [45],
and [46]. We assume that all nodes operate during the same time period and in the
same IoT cell. The data sets in [43]-[46] are comprised of nodes which have differ-
ent reporting intervals [19]. In particular, the time elapsed between two consecutive
data arrivals ranges from one second for some nodes up to 1 hour for others.

4.4.2 Neural Network Hyper-Parameters

To speed-up the training of the DRL agent, we split the neural network into an
ensemble of neural networks, such that only subsets of the nodes are included in
each network in the ensemble. All networks in the ensemble are identically trained,
as described previously. The architecture of each neural network in the ensemble
consists of a three-layer, fully connected neural network. The activation functions
for the neurons are ReLU functions [47], given by

f (x) =

8
<

:
0, for x < 0,

x, for x� 0.
(4.24)

The discount factor in (4.9) is set to g = 0.05. The exploration-exploitation trade-
off [47] is controlled via the e-greedy algorithm, where et is decreasing from et = 1
to et = 0.01 as

et+1 et ⇤ edec., (4.25)

where edec = 0.995. Thereby, the agent chooses the action with the highest Qe(St |A ;q)

value with probability e , and randomly chooses an action with probability 1� e .
At the start of the training when e is high, the agent explores the action space via
randomly choosing the action. As e decreases, the agent begins to exploit the ac-
cumulated knowledge via choosing the action with the highest Qe(St |A ;q) value.
The parameters of the proposed algorithm are summarized in Table 5.1.
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Table 4.1: Algorithm hyper-parameters

Parameter Value
No. of hidden layers 3

Discount factor g 0.05
Learning rate a 0.001

e 1 to 0.01
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Figure 4.2: Average packet rate as a function of d for synthetic activity pat-
terns.

4.4.3 Performance Evaluation

Synthetic Data

In Fig. 4.2, we present the average packet rate achieved with the proposed DRL-
aided RA scheme on the synthetic activity pattern generated by (4.23) and compare
it with the packet rate achieved with the conventional RA scheme for different
values of d . In this example, the number of nodes in the cell is set to K = 20
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and the number of available RBs at the AP is set to N = 10. The number of RBs
allocated by the AP via the DRL agent decreases from N1 = 7 for d = 0.1, to
N1 = 1 for d = 0.9. To determine N1, we only need to know the probability that a
node is correctly classified as active and the probability that a node is misclassified
as inactive (see (4.11)-(4.22)), which are obtained from the data samples used for
training. In particular, we use these samples to calculate the rate using (4.11) for
all values of N1, and we chose the value which results with the highest rate. In
the case of transfer learning, we use only the samples from the real-world activity
pattern (not the data used for pre-training). The number of available orthonormal
sequences is set to M = 54. As Fig. 4.2 illustrates, the average packet rate of the
conventional RA scheme is not sensitive to d . On the other hand, the average
packet rate of the proposed DRL-aided RA scheme is a decreasing function of d .
This is due to the amount of randomness in the activity patterns as d increases. In
particular, when d is low the activity pattern is almost periodic so the DRL agent is
able to learn it and then correctly allocate the available RBs, thereby reducing the
need for the nodes to attempt RA. Conversely, when d is high the activity pattern
is highly random and the agent is not able to learn it completly. The randomness in
the activity patterns increases the probability of missclasification. This forces the
nodes which have been misclassified as not active to attempt RA to gain RBs. This
example illustrates that the average packet rate of the proposed DRL-aided RA
scheme is lower bounded by the average packet rate of the RA scheme. Thereby,
the worst possible performance of the proposed DRL-aided RA scheme, obtained
for d = 1, is identical to the performance of the RA scheme.

In Fig. 4.3, we illustrate average packet rate achieved with the proposed DRL-
aided RA scheme and compare it with the average packet rate of the conventional
RA scheme as a function of the number of nodes in the cell K, for two different
values of d . The number of available RBs at the AP is set to N = 10. The number of
RBs allocated by the AP via the DRL agent is set to N1 = 5 and N1 = 2 for d = 0.3
and d = 0.7, respectivley. The number of available orthonormal sequences is set to
M = 54. As it can be seen from Fig. 4.3, the packet rate of the proposed DRL-aided
RA scheme is significantly higher than the rate of the RA scheme. For example,
the proposed scheme can achieve a packet rate of 0.6 when K = 100 nodes, whilst
the conventional RA scheme can achieve the same packet rate with K = 50 nodes
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when d = 0.3. Similarly, when the activity patterns are more random i.e., when
d = 0.7, the proposed scheme can achieve a packet rate of 0.6 for K = 70 nodes,
whilst the conventional RA scheme achieves the same rate with K = 50 nodes.

Real-World Activity Pattern

In Fig. 4.4, we illustrate the instantaneous packet rate in each time slot during
a period of 1 hour (3600 s) for the real-world activity pattern. In total our IoT
cell is comprised of K = 222 nodes, which report 35448 data arrivals during one
hour. The number of available RBs at the AP is set to N = 20. The number of
RBs allocated by the AP via the DRL agent is set to N1 = 16. The number of
available orthonormal sequences is set to M = 54. Since the minimum duration
between two data arrivals in these data sets is 1s, we assume that the duration of
a time slot is t = 1s. As it can be seen from Fig. 4.4, the proposed DRL-aided
RA scheme achieves a packet rate that is significantly higher than the conventional
RA scheme in each time slot. This is a consequence of the fact that the agent is
able to extract the determinism in the activity pattern, which exists in practice, and
correctly predict some of the active nodes. As a result, the number of nodes that
attempt the RA procedure is much lower compared to the conventional RA scheme.
In the spirit of reproducible science, the codes used for generating this figure are
made available on [48].

To illustrate the benefits of transfer learning we present Fig. 4.5, where the per-
centage of maximum possible reward is illustrated as a function of the percentage
of sufficient live samples. The sufficient number of live samples is defined as the
number of live samples needed for the DRL agent to obtain the maximum possi-
ble reward, and thereby achieve the maximum possible inference accuracy. The
maximum reward is defined as the reward obtained by using 100% of live data
samples. Fig. 4.5 shows that the maximum reward can be obtained by using 20%
of live data samples and 80% of artificial samples. Note that, using an insufficient
number of live data samples, and no artificial samples, leads to a reward that is
significantly lower than the maximum possible reward, as the agent does not have
enough data for the training process. In addition, the obtained reward is signifi-
cantly lower if only artificial samples, without any live samples, are used which
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Figure 4.3: Average packet rate as a function of the number of nodes for syn-
thetic activity patterns.

is a consequence of the mismatch between the artificial model and the activity in
the IoT cell. Thereby, optimal performance can be achieved by using 20% of live
samples and 80% of artificial samples from the theoretical model. This in turn sig-
nificantly decreases the time required for the agent to be trained, i.e., by up to 80%
in our case.

4.5 Conclusion
In this chapter, we proposed a DRL-aided RA scheme for a network comprised
of K IoT nodes and an AP. In particular, an intelligent DRL agent placed at the
AP learns to predict the activity of the IoT nodes in each time slot and grants
time-frequency resource blocks to the IoT nodes predicted as active. The standard
RA scheme is used as a back-up access mechanism for potentially misclassified,
unseen or new nodes in the cell. In addition, we leverage expert knowledge in order
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Figure 4.4: Instantaneous packet rate in each time slot during one hour for
real-world activity patterns.

to ensure faster training of the DRL agent. By using publicly available data sets,
we show signifficant improvements in terms of rate, when the proposed DRL-aided
RA scheme is implemented, compared to the conventional RA scheme.
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Chapter 5

Data Selection Scheme For
Energy Efficient Supervised
Learning At IoT Nodes

In this chapter, we tackle higher level problems in IoT networks. To this end, we
consider a system model comprised of an IoT node connected wirelessly to a cloud
server. The IoT node is assumed to generate data by sensing its environment and
make inferences from the data. To this end, the IoT node can rely on its on-device
neural network and make inference locally, which incurs small energy cost but a
relatively inaccurate inference, or it can wirelessly transmit the data sample to the
cloud so that the cloud makes the inference and feeds it back to the IoT node, which
incurs a large energy cost but a more precise inference. For this system model, we
propose a scheme that the IoT device can employ to select the data samples that
would likely lead to inaccurate inferences if processed locally so that those data
samples are transmitted to the cloud. As a result, the amount of transmitted data
is significantly reduced and the resources of the device are preserved, whilst the
overall inference precision remains high.
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5.1 Introduction
AI is set to change many aspect of our lives, ranging from medical diagnosis to
natural language processing. This progress has been fuelled mainly by the avail-
ability of more data and more computing power [49]. Classical AI is based on the
premise that computational nodes have full access to a global dataset and a massive
amount of storage and computing power so that they can sift through this data for
inference. However, IoT nodes have heavy constrains in terms of memory, com-
putation, and energy. In fact, the memory required to store a deep neural network
and its energy consumption may exceed the memory size and battery level of an
IoT node [23]. As a result, only simple neural networks can be deployed in such
computationally and energy constrained IoT nodes, which leads to relatively in-
accurate on-device inferences. On the other hand, a cloud server has practically
unlimited memory, large computational power, and uninterrupted power supply.
Thereby, a cumbersome neural network can be deployed at the cloud, which leads
to more accurate on-cloud inferences compared to the IoT’s on-device inferences.
However, accessing the cloud’s neural network by an IoT node incurs energy cost
on the IoT node. Specifically, the IoT node needs to transmit the data sample for
which inference is needed to the cloud and then wait to receive the inference infor-
mation from the cloud. Hence, there is the following energy-accuracy trade-off at
an IoT node. On one hand, the IoT node requires frequent transmissions/receptions
to/from the cloud in order to improve its inference accuracy. Whereas, on the other
hand, the IoT node needs to limit the transmissions to the cloud in order to preserve
its energy.

In this chapter, we propose a scheme that the IoT node can employ to select the
data samples that would likely lead to inaccurate inferences so that those samples
are transmitted to the cloud. As a result, local inferences are made only from
data samples that would likely lead to accurate inferences and thereby the overall
inference precision of the system is significantly improved for a given energy cost.
Our numerical results indicate that the proposed scheme drastically improves the
inference accuracy of the system for a given energy constraint compared to the
case when the inference is always made locally at the IoT node. Conversely, with
our scheme the IoT node can reach the inference accuracy of the cloud but with
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fraction of the energy cost, which has a significant impact on the longevity of
the IoT node. To the best of our knowledge, such a data selection approach for
improving the inference accuracy at computationally constrained wireless devices,
such as IoT nodes, has not been proposed in the literature so far. Previous research
have focused on increasing the inference accuracy and the energy efficiency of
the neural network models that are to be deployed at computationally constrained
devices. For example, the authors in [50], [51], and [52] propose compressing
highly accurate but slow models into small and computational cheap models. In
[53], the authors propose compressing an ensemble of multiple neural networks
into a single model. In [54], the authors improve the object detection capacity of
small neural networks by using a larger model as a teacher, a method also adopted
in [55] for natural language processing. However, the inference accuracy of these
models is still smaller than that of a model deployed on a computationally powerful
device, such as the cloud. Hence, our data selection scheme can still be applied
at IoT nodes employing the models in [50]-[55] in order to increase the overall
inference accuracy of the IoT node-cloud system even further.

This chapter is organized as follows. The system model is presented in Sec-
tion 5.2. In Section 5.3, we present the proposed scheme in detail. The proposed
scheme is then numerically evaluated in Section 5.4, and a brief conclusion con-
cludes the chapter in Section 5.5.

5.2 System model
We consider a system model comprised of an IoT node that is connected wirelessly
to a cloud1. We assume that time is slotted and that in each time slot the IoT
node becomes active, senses the environment, and generates a data sample from its
sensing. Next, the IoT node uses the data sample to make an inference. To this end,
the IoT node has two choices: it can either make the inference locally using its on-
device neural network, or it can send the data sample to the cloud, where the neural
network at the cloud makes the inference and feeds it back to the IoT node. We
assume that the energy cost for making inferences at the IoT node and the cloud are
constant during all time slots and are denoted by E0 and EC, respectively, where

1Note that there can be arbitrary number of hops between the IoT node and the cloud server.
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E0 < EC holds. The energy cost of the cloud inference is higher than the local
inference since the IoT node needs additional energy for sending the data sample
to the cloud and then receiving the feedback inference from the cloud. On the other
hand, we assume that the average inference accuracy of the neural network at the
IoT node is lower than that that at the cloud. Specifically, let I0(t) 2 {0,1} and
IC(t) 2 {0,1} be binary variables defined as

I0(t) =

8
>>>>>><

>>>>>>:

1 if the classification at the IoT node
of the data sample generated in time slot t

is correct

0 otherwise

(5.1)

IC(t) =

8
>>>>>><

>>>>>>:

1 if the classification at the cloud
of the data sample generated in time slot t

is correct

0 otherwise.

(5.2)

Using I0(t) and IC(t), 8t, we can find the average inference accuracies of the neural
networks at the IoT node and the cloud as

A0 = lim
T!•

1
T

T

Â
t=1

I0(t), (5.3)

and

AC = lim
T!•

1
T

T

Â
t=1

IC(t), (5.4)

respectively. We assume that A0 < AC holds.
We assume that the neural network at the IoT node has M outputs, where M

denotes the number of classes, and the i-th output represents the probability that
the data sample at the input belongs to class i, for i = 1,2, ...,M.
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For the considered system model, the first choice - making the inference locally
- will result in lower energy cost but also lower inference accuracy on average,
whereas the second choice - making the inference on the cloud - would results in
higher energy cost but also higher inference accuracy on average. Hence, there
exists an optimal selection strategy, which in each time slot, selects whether the
given data sample should be inferred locally at the IoT node or it should be send
to the cloud for on-cloud inference so that the overall inference accuracy of the
system is maximized for a given energy constraint.

5.3 Problem Formulation and Solution
In the following, we formulate the problem and provide a solution.

5.3.1 Problem Formulation

Let b(t) 2 {0,1} be defined as

b(t) =

8
<

:
1, if cloud inference is selected

0, if local inference is selected.
(5.5)

Then, the optimal selection strategy can be found as the solution to the following
optimization problem

max
b(t),8t

1
T

T

Â
t=1

✓
b(t)IC(t)+(1�b(t))I0(t)

◆

s.t.
1
T

T

Â
t=1

✓
b(t)EC +(1�b(t))E0

◆
 Emax, (5.6)

where Emax is the maximum allowed energy cost. The optimal solution to this
problem is not known since the inference accuracies IC(t) and I0(t) are not known
a priori of making the selection. A naive selection strategy, referred to as the prob-

abilistic scheme, would be to select b(i) = 1 with probability b in each time slot
such that bEC +(1�b )E0 = Emax holds. This leads to b = (Emax�E0)/(EC�E0)
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and to an overall inference accuracy, denoted by A, given by

A =
Emax�E0

EC�E0
AC +

EC�Emax

EC�E0
A0. (5.7)

However, this probabilistic solution does not distinguish between “good” and “’bad’
data samples at the IoT node, i.e., data samples that are more likely to be classified
correctly and those that are more likely to be classified incorrectly at the IoT node.
In the following, we present a suboptimal solution to the above problem which can
distinguish between “good” and “’bad’ data samples at the IoT node and thereby
yields significant performance gains compared to the probabilistic scheme.

5.3.2 Proposed Selection Scheme

Let qi(t) be the i-th output at the neural network of the IoT node, which represents
the probability that the data sample the IoT node generated in time slot t belongs
to class i, for i = 1, ...,M. Let Vq(t) be the variance of the outputs of the IoT node’s
neural network in time slot t, obtained as

Vq(t) =
1
M

M

Â
i=1

 
qi(t)�

1
M

M

Â
j=1

q j(t)

!2

. (5.8)

Next, let Qm(t) and Qm�1(t) be the highest and the second highest class probabili-
ties at the output of the IoT node’s neural network in time slot t, respectively, given
by

Qm(t) = max{q1(t),q2(t), ...,qM(t)} (5.9)

and

Qm�1(t) = max
�
{q1(t),q2(t), ...,qM(t)}\Qm(t)

 
. (5.10)

Using the parameters defined above, we now define the inference confidence met-

ric, denoted by C(t), as

C(t) = Vq(t)
�
Qm(t)�Qm�1(t)

�
. (5.11)
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The higher C(t) is, the higher the confidence that the data sample at the input of
the neural network at the IoT node in time slot t will be correctly classified. The
rational for the adopted metric is as follows. The confidence metric is low when
the difference between the largest two class probabilities is small and also when the
the variance of all class probabilities is small, since in that case all class probability
values are almost identical.

Based on the inference confidence metric, C(t), we propose b(t) to be com-
puted as

b(t) =

8
<

:
1, C(t) < a

0, C(t) > a ,
(5.12)

where a denotes a weighting parameter found such that the constraint in (5.6)
holds. This weighting parameter a can be approximated iteratively in each time
slot as ae(t) ⇡ a , such that limt!• ae(t) = a holds. Specifically, ae(t) can be
found as

ae(t +1) = ae(t)�l

 
1
t

t

Â
j=1

✓
b( j)EC +(1�b( j))E0

◆
�Emax

!
, (5.13)

where l is some appropriate constant.
Note that, the proposed scheme is agnostic to the architecture of the neural

networks. As a result, it can be employed by IoT nodes where the outputs of their
neural networks are class probabilities.

5.4 Experiments
In this section, we provide numerical results of the proposed scheme. To this end,
in Subsection 5.4.1, we present the datasets we use in the numerical results and in
Subsection 5.4.2, the architectures of the neural networks are presented. The trans-
mission cost model is presented in Subsection 5.4.4 and the Benchmark Schemes
are described in Subsection 5.4.3. Finally, the numerical results are given in Sub-
section 5.4.5.
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Table 5.1: Neural networks hyper-parameters

Parameter Value, edge Value, cloud
No. of hidden layers 2 2
No. of hidden units 30 1200

Learning rate 0.1 0.1
Batch size 100 100

Activation function ReLU ReLU
Dropout 0 0.2

Optimizer SGD RMSprop
Loss Categorical Crossentropy Categorical Crossentropy

5.4.1 Datasets

We conduct our experiments on MNIST [56], a publicly available dataset com-
prised of 60000 training images, and 10000 test images.

5.4.2 Architecture of the Neural Networks

The neural network at the cloud is comprised of 2 hidden layers, each with 1200
ReLU hidden units. This neural network is heavily regularized by using Dropout
with probability 0.2. Dropout can be seen as using an even larger neural network
comprised of an exponentially large ensemble of neural networks. On the other
hand, the neural network at the IoT node is comprised of 2 hidden layers, each
with 30 ReLU hidden units.

The neural network at the IoT node is trained using the knowledge distillation
scheme presented in [50]. In particular, the i-th output of the neural network qi(t)

is produced by using a “softmax” output layer that converts the logit, zi(i), into the
class probability, qi(t), as

qi(t) =
exp(zi(t)/T )

ÂM

j=1 exp(z j(t)/T )
, (5.14)

where T is a temperature. Using a higher value for T produces a softer probability
distribution over the classes, and thereby the class probabilities are comparable.
Conversely, using a smaller value for T produces a harder probability distribution
over the classes, and thereby the class probabilities significantly differ from each
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other. This property of the temperature T is used for training the cumbersome
neural network in the cloud and than distilling the model into a simpler model for
the IoT node. In particular, we train the cloud model by using a high value for
the temperature T , which results in a soft probability distribution over the classes.
The soft probability distribution is then used to train the distilled neural network.
Thereby, the soft predictions of the cumbersome neural network are used as labels
for training the distilled neural network in a supervised manner to match those soft
predictions. The same high temperature T is used when training the distilled neural
network.

5.4.3 Benchmark Schemes

We use the following three benchmark schemes to compare the performance of our
scheme.

Benchmark Scheme 1: As Benchmark Scheme 1, we consider the case when all
data samples are transmitted to the cloud and thereby all inferences are made using
the cloud neural network. This scheme has inference accuracy AC and energy cost
EC.

Benchmark Scheme 2: As Benchmark Scheme 2, we consider the probabilistic
scheme defined in Sec. 5.3.1. This scheme has inference accuracy A given by (5.7)
and energy cost Emax.

Benchmark Scheme 3: As Benchmark Scheme 3, we consider the case when
none of the data samples are transmitted to the cloud and thereby all inferences are
made using the distilled neural network at the IoT node. This scheme has inference
accuracy A0 and energy cost E0.

Note that, Benchmark Schemes 1 and 3 can be considered as natural upper and
lower bound on the inference accuracy of our proposed scheme.

5.4.4 Cost Model

In order to quantify the cost of transmission to the cloud, denoted by E, we assume
that the IoT node is wirelessly connected to an access point (AP), whilst the AP
is connected to the cloud server by means of a fronthaul link. Let the distance
between the IoT node and the AP be denoted by d. Then, the signal-to-noise ratio
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(SNR) of the link between the IoT node and the AP in time slot t, denoted by g(t),
is found as

g(t) = Pd
�L

h(t)/s2, (5.15)

where P denotes transmit power of the IoT node, s2 denotes the noise variance
at the AP, h(t) is an independently and identically distributed (i.i.d.) small-scale
fading power coefficient of the link that follows an exponential distribution with
unitary mean, and L is the path loss exponent. We assume that the IoT node and the
AP employ type-I Hybrid Automatic Repeat reQuest (HARQ) in order to improve
the transmission reliability. Next, we assume that the transmit message to the AP
is of size B bits and the allocated spectrum for transmission is fixed to W . Then,
the consumed energy for transmission to the AP is given by [57]

E =
PB

Wh log2(1+q)
, (5.16)

where h denotes the target success probability found as Pr(g(t)� q) = h and the
target threshold q is given by

q =
Plog

⇣
1
h

⌘

dLs2 . (5.17)

Note that, the IoT node requires additional energy in practice for waking up, com-
putation, radio preparation, reception, turning off the radio, post-processing, ini-
tiating a turn off sequence, and going to sleep. However, those values are much
lower then the energy required for transmission, so for the purposes of this section,
we consider them negligible compared to E. Thereby, the energy cost of the cloud
is given by EC = E, where E is given by (5.16). On the other hand, the energy
cost for an IoT inference is negligible compared to EC and thereby it assumed to
be E0 = 0.

For the considered numerical example, we assume that d = 100 m and L = 3.
In addition, we assume a bandwidth of W = 100 kHz. The noise power is set to
s2 =�90 dBm. The transmit power of the IoT node is set to P = 20 dBm.

5.4.5 Results
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Figure 5.1: Inference accuracy as a function of the normalized energy cost.

In Fig. 5.1, we present the inference accuracy as a function of the normalized en-
ergy cost. The normalized energy cost is the incurred energy cost at the IoT node
normalized by EC. Note that the normalized energy costs of Benchmark Schemes
1 and 3 are constant and equal to 1 and 0, respectively. As expected, Benchmark
Scheme 1 offers the best performance in terms of accuracy, at the expense of the
highest possible energy cost since all inferences are made by the cloud. Conversely,
Benchmark Scheme 3 offers the lowest inference accuracy since all inferences are
made by the IoT node, but the incurred cost is lowest as well. As it can be seen, the
inference accuracy of the proposed scheme is much better then Benchmark Scheme
3 and is comparable to the inference accuracy of Benchmark Scheme 1. It is also
interesting to note that the inference accuracy of the proposed scheme converges to
the inference accuracy of the cloud for relatively modest energy costs. The reason
for this is because higher energy cost results in a lower transmission threshold a ,
which in turn leads to sending more samples with even higher confidence metric to
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the cloud. As a result, at the IoT node are left only samples with very high confi-
dence metric, which the IoT node can easily classify, i.e., classify as accurately as
the cloud. In addiction, the proposed scheme significantly outperforms Benchmark
Scheme 2, for the same incurred energy cost, since the proposed scheme is able to
detect the “bad” data samples that should be transmitted to the cloud compared to
Benchmark Scheme 2, which cannot distinguish between “bad” and “good” data
samples. In fact, note that due to the uniform probability of transmission, the accu-
racy of Benchmark Scheme 2 is indeed a linear function of the energy cost as (5.7)
suggests.

5.5 Conclusion
In this chapter, we proposed a scheme that the IoT device can employ to select the
data samples that would likely lead to inaccurate inferences if processed locally so
that those data samples are transmitted to the cloud. As a result, local inferences are
made only when the neural network at the IoT node is confident in the respective
inference. Consequentially, the overall inference precision of the system is signif-
icantly improved for a given energy cost compared to the case when the inference
is always made locally at the IoT device. In particular, numerical results indicate
that the proposed selection scheme achieves almost the same inference accuracy as
the cloud but with a fraction of the energy cost.
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Chapter 6

Concluding Remarks and Future
Research Directions

In this final chapter, we provide the concluding remarks, and we discuss some
future research directions.

6.1 Concluding Remarks
Communication technology has enjoyed unprecedented success in the last few
decades, resulting in the vast majority of us humans to be already connected via
smartphones or with feature phones. In conjunction, we also use connected cam-
eras that automatically upload pictures to the cloud, or simple wireless sensors that
can keep track of temperature and humidity, provide tracking of cargo containers,
or measure water or electricity consumption. As the backbone of the IoT, such
MTC devices are expected to be the primordial focus of next-generation wire-
less networks, targeting energy and spectraly efficient connectivity solutions. In
this thesis, we targeted both, and we proposed novel communication protocols for
WPCNs and MTC networks more broadly. The contributions of this thesis can be
summarised as follows.

• We derived the capacity of the fundamental building block of FD WPCNs,
and we showed that it is achieved with a relatively simple coding scheme,
where the input probability distribution at the EHU is zero-mean Gaussian
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and where the ET transmits only one symbol. In addition, we showed that
the capacity achieving scheme offers significant gains in terms of data rate
compared to HD transmission.

• We derived an upper bound on the secrecy capacity and an achievable se-
crecy rate that can be achieved with relative low complexity. We also showed
that the proposed coding scheme achieves higher secrecy rates compared to
the conventional HD-based schemes, even in the case when the channel be-
tween the EHU and the ET is worse, on average, than the channel between
the EHU and EVE.

• We proposed a DRL-aided RA scheme for a network of K IoT nodes and
an AP. We leveraged expert knowledge in order to ensure faster training of
the DRL agent. By using publicly available data sets, we showed significant
improvements in terms of packet rate, when the proposed DRL-aided RA
scheme is implemented, compared to the conventional RA scheme.

• We proposed a data selection scheme that IoT devices can employ in order
to select which data samples should be transmitted via the wireless channel,
based on inference confidence. We showed that the overall inference preci-
sion of the system is significantly improved for a given energy cost compared
to the case when the inference is always made locally at the IoT device.

6.2 Future Research
The ideas provided in this thesis create many new research leads worth exploring.
Some of them are listed below.

• Investigating the capacity and the secrecy capacity of more complex WPCNs
of a massive number of EHUs, ETs and/or EVEs. This requires a new
information-theoretical analysis, which may be informed by the results in
Chapters 2 and 3. In addition, designing practical coding schemes that
achieve the capacity and secrecy capacity for such networks remains an open
problem.
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• Designing explicit medium access control protocols which account for the
semantic content of the packets they are designed to deliver. To this end, the
results in Chapters 4 and 5 can be combined in order to design a scheme that
grants RBs to devices that are active and also make inaccurate inferences
(as opposed to granting RBs to devices that are only active, as in Chapter
4). This inevitably means that the statistical properties of the data must be
learnt, in addition to the statistics of the activation of the devices.

• Finally, it would be interesting to consider WPCNs of a massive number of
machine-type devices, and apply semantic medium access control protocols.
The severity of the energy constraints in this case might force the devices
to make local inferences more frequently, especially if a large portion of re-
sources is spent on signalling as is the case with the RA procedure. This
might jeopardise the overall inference precision. Thereby, preallocation of
RBs as in Chapter 4 might prove vital in order to guarantee reliable opera-
tion.

WPCNs and MTC networks will remain vibrant research areas for some time
to come. It is my hope that the ideas presented in this thesis will serve as inspira-
tion for future research efforts that will facilitate a data-driven society, enabled by
reliable and efficient connectivity solutions.
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