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Abstract 

The study of fluid flow at the sub-millimetre scale, is known as microfluidics. It   

is an enabling technology that offers scaling down of common laboratory procedures into 

what is called lab-on-a-chip (LOC) devices. This offers many advantages like reduced 

size, cost, time and the amount of reagent and samples needed. Point-of-care (POC) 

applications can be successfully implemented using this technology. This is extremely 

useful especially in current times with the outbreak of the COVID-19 pandemic, where 

POC devices would radically improve the accessibility and affordability of medical 

diagnostics. However, due to the operational length scale of these devices being in order 

of magnitudes smaller than traditional fluid processing systems, specific phenomena not 

normally encountered in their macroscale counterparts have been created. Manipulation 

of micro-objects in closed microfluidic channels have been proven to be challenging. 

Surface acoustic waves (SAWs) offer great solution to this issue, where they can generate 

large but gentle force, providing the means to rapid manipulation in microfluidic systems. 

SAWs usually operate in high frequencies and correspondingly small length scales, 

allowing acoustic manipulation of micro-objects such as cells and bacteria, which is 

useful in biological applications. SAWs are excited by patterned electrodes, leading them 

to have acoustic fields that are highly localised and easily shaped, instead of having to 

rely on the resonance mode as in bulk acoustic wave (BAW) systems.  

 

This doctoral thesis presents three particle manipulation platforms that are novel by 

exploiting the misconceptions typically made on the generation SAW fields used in 

micro-objects manipulations. Firstly, the classification of SAW systems is explored. They 

are usually categorised as using either travelling surface acoustic waves (TSAW) or 

standing surface acoustic waves (SSAW). However, aspects of both types of waves exist 

in any one system. We demonstrated this and developed a particle sorting platform that 

is size-deterministic. Next, we looked into the assumption of superposition of two 

counter-propagating waves forming a standing wave with periodic pressure nodes for 

particle trapping. The effect of exciting each of the two electrode sets with slightly 

different frequencies is examined. We showed theoretically, numerically, and 

experimentally that this frequency difference actuation scheme causes a new type of field 
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in which particles are not pushed as in a TSAW, or held in periodic locations as in a 

SSAW, but rather held in a single location which is easily controlled via relative 

amplitude modulation.  Finally, by the combination of knowledge from the first two 

acoustic manipulation platforms and having a deeper understanding of the type of field 

obtained from distant electrodes sets, we examined the use of multiple sets of electrodes 

in close proximity and also slightly offset from each other laterally. We showed that the 

electrodes behave independently despite their proximity. There is little effect of acoustic 

streaming generated at the periphery of each electrode sets. The offset of the electrode set 

also accurately produced the pressure nodes offset in the sound field.  We demonstrated 

that this results in the capability of using different actuation combinations to produce 

different sound fields to achieve multichannel acoustic sorting, enabling the integration 

to on-chip Fluorescence Activated Cell Sorter (FACS).
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Chapter 1 

Introduction 

This chapter will introduce the general concept of microfluidics and discuss why 

it has become such a prominent field of research. This will be followed by a brief 

overview of the thesis outline and upcoming chapters. 

1.1 Microfluidics 
 

Microfluidics is a multidisciplinary field that studies fluids with volume ranging from 

femtoliters (fL) to microliters (μL) [1, 2]. The field has been revolutionary in life sciences 

research and industry and has received a great deal of research in recent times. Many 

devices are now capable of outperforming their classical ancestors. 

 

While the study of microfluidics effects began over a century ago, such research only 

became truly viable with the development of microelectromechanical systems (MEMS) 

and the resultant microfabrication technology in the 1980s [3-5]. This microfabrication 

technology has allowed the creation of microscale devices which can take advantage of 

scaling law to allow for novel functionality and the study of phenomena that were elusive 

to macroscale devices [6]. These effects explain many of the advantages of a microfluidic 

system such as fast reaction time and small amount of reagent required. 

 

The practical application of microfluidics is both broad in scope, ranging from ink jet 

printing [7-9] to chemical threat detectors [10] to the 3D printing of organs [11], and hold 

potential for great progress. Nowhere is this promise more apparent than in the area of 

biomedicine. Specifically, the development and successful implementation of lab-on-a-

chip (LOC) technology, a microfluidic system that seeks to recreate the functions of a 

laboratory on a microchip. Successful implementation of this concept allows for point of 

care applications [12, 13]. This would radically improve the accessibility and 

affordability of medical diagnostics and monitoring. The current COVID-19 pandemic 

has only highlighted the need for advances in this vital area of public health. Further 
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elaboration and in-depth review of lab-on-a-chip (LOC) systems is presented in Chapter 

2. 

 

1.2 Thesis Overview 
 

The purpose of the research in this thesis is to develop SAW manipulation techniques 

in microfluidic systems and to develop understanding of the physical principles that 

underlie these methods. The thesis is laid out as follows: a thorough literature review of 

SAW in microfluidic systems is performed in Chapter 2, the research is then presented in 

three separate publications, comprising Chapters 3-5. Finally, concluding remarks are 

made in Chapter 6. These chapters are described in more detail in the following 

subsections. 

1.2.1 Chapter 2: Background, theory and fabrication 

 

In Chapter 2, a thorough literature review is performed. The basic principles and 

scaling laws of a microfluidic system are discussed. This is followed by the discussion of 

the various microfluidic particle/cell manipulation techniques. The principles of acoustic 

manipulation method are then presented in-depth. Finally, the microfabrication 

procedures related to the production of both SAW devices and the microfluidic channels 

are described. 

1.2.2 Chapter 3: Flow‑rate‑insensitive deterministic particle sorting using a 

combination of travelling and standing surface acoustic waves 

 

Chapter 3 explores the use of unconventional acoustic pressure fields for 

continuous particle/cell sorting system. Particle and cell sorting are an important and 

necessary function in a wide range of pre-treatment and on-chip analysis applications. 

SAW sorting systems are usually classified as using either travelling (TSAW) or standing 

(SSAW) waves, and the separation is often temporal in nature rather than size 

deterministic. However, aspects of both types of waves exist in any one system. This 
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phenomenon is especially obvious when we combine SSAW with the highly significant 

attenuation which arises from the use of large microfluidic channel width. Here, we 

demonstrated this novel pressure field combining standing and travelling surface acoustic 

waves and used it to sort particles based on size. The key features of the acoustic field are 

modelled and also characterized with the experimental results.  

1.2.3 Chapter 4: Acoustic tweezing of particles using decaying opposing 

travelling surface acoustic waves (DOTSAW) 

 

Chapter 4 discusses the use of another unique sound field to perform acoustic 

tweezing of particles. Acoustic particle tweezing refers to the dynamic control of particle 

movement by translation of the sound field. A travelling wave is usually generated using 

a single set of electrodes, whilst the interference of counter propagating identical 

travelling waves from two electrode sets creates a standing wave. Standing surface 

acoustic wave has been commonly used to manipulate the movement of particles by first 

forming a periodic pattern of particles in the pressure node. Then the pattern is displaced 

by stretching or translating the standing wave which can achieved by changing the 

frequency of the pair of waves or their relative phase. However, we examined the effect 

of exciting each of the two electrode sets with different frequencies. Here, we showed 

theoretically, numerically and experimentally that this frequency shift causes a new type 

of field in which particles are not pushed as in a TSAW, of held in periodic locations as 

in a SSAW, but rather held in a single location which is easily controlled via relative 

amplitude modulation. 

1.2.4 Chapter 5: Multiple outcome particle sorting using cascasded surface 

acoustic wave (CSAW) manipulation 

 

In Chapter 5, like the previous chapters, we investigate the use of a novel and 

combinatorial SAW manipulation scheme to sort particles into multiple outcomes. This 

is especially important to on-chip fluorescent activated cell sorting applications. After the 

optical identification of a specific cell type, that particle is selectively displaced from the 
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incoming streamline into one of the multiple sort outcomes. For on-chip FACS, it is still 

a challenge to produce more than a binary outcome. 

In this work, rather than exciting just a single opposing pair of electrodes, multiple 

pair of electrode sets, that are spatially offset from each other, are used in close proximity. 

By selectively actuating each the pair of electrode sets, a cascaded response is created. 

We show that the pairs of electrodes set behave independently, producing independent 

sound fields despite their close proximity. This experiment also demonstrates the multiple 

trajectory control by the use of different combinations of actuation of electrode pairs, 

enabling multiple outcome sorting. 

1.2.5 Chapter 6: Conclusion and future work 

 

In the final chapter, a summary of the contributions to SAW microfluidics by the 

research presented in this thesis is made. Finally, possible future work is presented.  
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Chapter 2 

Background, theory and fabrication 

2.1 Lab on a Chip 
 

 

The goal of the lab-on-a-chip concept is to replicate and encapsulate a variety of 

laboratory processes into a singular miniaturized platform [14]. Lab-on-a-chip is a 

multidisciplinary field that receives contribution from fields ranging across mechanical 

engineering, material science, physics, chemistry and biology. Key features of LOC 

devices are: the small volumes reduce the time taken to synthesize and analyse a product; 

the unique behaviour of liquids at the microscale allows greater control of molecular 

concentrations and interactions; and reagent costs and the amount of chemical waste can 

be significantly reduced. LOC devices are being developed with more exciting 

functionalities and are starting to be constructed into highly integrated compact 

devices[15, 16].  

 

Compact lab-on-a-chip devices can offer point-of-care diagnostic abilities that 

could revolutionize medicine and play an essential role in improving global health. 

Infectious diseases can be deadly and sometimes cause a global pandemic, as seen in the 

current COVID-19 crisis. Besides the immediate impact on global health, the COVID- 

19 pandemic has had significant social and economic effect worldwide, partially due to 

worldwide closure and implemented social distancing measures[17]. The key to prevent 

the spread of infection and improve patient outcome is having an improved molecular and 

serological diagnostic testing system in terms of testing availability and speed[18, 19]. 

As significant proportion of infected individuals are asymptomatic but still possess the 

capability of further spread of disease, testing availability has become progressively more 

important[20].  To evaluate the risk associated with reopening workplaces, educational 

institutions, and other social and cultural establishments, rapid diagnostic testing is 

essential. Even though the conventional diagnostic systems for viral disease are robust, 

but they are expensive, bulky, involves lengthy assays and their utilisation is labour 

intensive requiring skilled personnel to operate them, thus they are typically located in 
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centralised laboratories. By employing these portable, low cost LOC devices, more timely 

testing can be performed, allowing earlier containment of infected patients, thus, 

managing the spread of infection[21]. This is especially useful in developing countries 

where resources are limited.  Such devices may also find uses in other areas, including a 

range of industrial applications and environmental monitoring. 

 

The typical components in LOC includes pumps [22], valves [23], sorters [24], 

reactors [25, 26] and sensors [27]. Manipulation of micro-objects is one of the most 

important tasks in sample preparation in LOC that is required in many biological 

applications [28]. Lab-on-a-chip devices still suffer from system integration issues where 

the use of ancillary equipment such as fluidic pumps, high current power supplies, signal 

acquisition devices (microscopes, spectrometer, etc) are still required. Even though the 

chip itself is small, most of these devices are bulky and can take up a significant space on 

a laboratory bench. To combat this, further work in developing on-chip manipulation 

technique is required for some applications which require portability. 

 

 In the next subsections, the microfluidic concepts that affects the behaviour of 

fluid on the microscale that is used in LOC applications are discussed. This is then 

followed by a brief review of an on-chip actuation method that has the potential to address 

many issues preventing widespread implementation of LOC.  

 

2.1.1 Scaling Effects 

 

With shrinking dimensions, the surface to volume ratio increases, creating specific 

phenomena not normally encountered in macroscale systems. This section will cover 

characteristic microfluidic phenomena that are relevant to the work presented in Chapters 

3-5 included in this thesis. Exploitation of the different length scales, 𝐿 within 

microfluidic systems leads to a variety of interesting phenomena and thus different 

techniques [29]. Here we look at a few dimensionless numbers and the effects of scaling 

the length scales, 𝐿. 
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Reynolds number 

The Reynold number, 𝑅𝑒 is a dimensionless term that relates inertial to viscous 

force and thus, a good description of the relative dominance of the forces experienced. 

Different flow patterns arise because of the interplay between inertia and viscosity. Inertia 

works as a mechanism to continue fluid movement when initiated while viscosity resists 

fluid motion. It is given by, 

 

 𝑅𝑒 =
𝜌𝑈𝐿
𝜇 =

𝑖𝑛𝑒𝑟𝑡𝑖𝑎𝑙
𝑣𝑖𝑠𝑐𝑜𝑢𝑠 (2.1) 

 

where, 𝜌, 𝑈, and 𝜇 are the density, characteristic velocity and the viscosity of the fluid 

and 𝐿 stands for the characteristic length scale. The Reynold number, Re is also used to 

differentiate fluid flow regime from either laminar, transient or turbulent. Turbulent flows 

occur at Re larger than about 4000 and flows at Re larger than about 1500 are often termed 

transitional flows. For a typical microfluidic system, viscous terms become more 

dominant as L is decreased, leading the Reynold number to be less than 100 or sometimes 

smaller than unity. This results in a laminar flow and greatly simplifies flow profile 

calculations. A laminar flow (as opposed to a turbulent flow) is characterised by the fluid 

flowing in “sheets” (laminae) with no intermixing of fluid between adjacent laminae and 

is stable against perturbations. Therefore, issues arising from mixing of fluids is 

eradicated, giving rise to high controllability of fluid flow without experiencing cross 

contamination. In the context of particle manipulation, this means that at low Reynolds 

numbers a particle will remain on a streamline unless an external force is used to displace 

it. In the work presented in Chapters 3, 4, and 5, particles are translated across multiple 

streamlines using SAW manipulation. 

 

 

Péclet number 

The Péclet number, 𝑃𝑒 is the dimensionless number that dictates the relative 

importance of advection to diffusion. 𝑃𝑒 is given as: 
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 𝑃𝑒 =
𝑈𝐿
𝐷 =

𝑎𝑑𝑣𝑒𝑐𝑡𝑖𝑜𝑛
𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛 (2.2) 

 
where, 𝐷 is the diffusion constant. 

 

The equation dictates the advective transport rate in comparison to the diffusive 

transport rate. Since the distance that a particle moves varies to the square power, as 𝐿 is 

decreased, the diffusive rate becomes relatively dominant. This is shown by rearranging 

the diffusion length equation, 

 

 𝐿 = √2𝐷𝜏 (2.3) 

 𝜏 =
𝐿:

2𝐷 (2.4) 

 
where, 𝜏 is the diffusion time. 

 

This shorter diffusion time that stems from the smaller dimensions of the system, 

leads to faster reaction time in microfluidic devices. Péclet number can be used as a 

measure to compare the length of the system and the diffusion length. For a typical 

microfluidic device, the length scale involved is usually too large for a rapid diffusion, 

however too small to include mechanical agitation. For applications requiring rapid 

mixing, serpentine microfluidic channels can be used to stretch and fold fluid elements 

by chaotic advection [30]. 

 
 
Weber number 

The Weber number, 𝑊𝑒 is the non-dimensional number that shows the relative 

importance of inertial to surface forces in a two-phase flow and is given by, 

 

 𝑊𝑒 =
𝜌𝑈:𝐿
𝛾 =

𝑖𝑛𝑒𝑟𝑡𝑖𝑎𝑙
𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑖𝑎𝑙 

(2.5) 
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where, 𝛾 is the surface tension of the interface considered. 

 

The interfacial surface forces become relatively more dominant when 𝐿 is 

reduced. Mini bioreactors utilising multiple emulsions can be realised by exploiting these 

dominant forces [26]. 

 
 
 
Capillary number 

The Capillary number, 𝐶𝑎, characterises the relative effects of viscous forces to 

interfacial tension that acts across an interface of two immiscible fluids. It is defined as: 

 

 
𝐶𝑎 =

𝜇𝑈
𝛾 =

𝑣𝑖𝑠𝑐𝑜𝑢𝑠
𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑖𝑎𝑙 (2.6) 

 

where, 𝜇, 𝑈 and 𝛾 are the dynamic viscosity of the fluid, the characteristic velocity and 

the surface tension of the fluid.  

 

The Capillary number is a very important parameter in microfluidic systems even 

though it is not strictly dependent of the characteristic length, 𝐿, because the characteristic 

velocity, 𝑈, of these systems are usually very small. The dominance of interfacial forces 

has been exploited in microfluidics to construct virtual walls and self-filling/pumping 

mechanisms [31, 32].  

 

With the above phenomena in mind, researchers have been able to leverage these 

effects in LOC devices that can perform tasks with great value to biological and chemical 

studies. 
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2.2 Manipulation techniques 
 
 

Microfluidic methods have been extensively used for cell/particle manipulation, 

where the scaling effects present in microsystems offer possibilities not present in 

macroscale systems. The microfluidic methods can be divided into passive and active 

manipulation techniques, where active methods rely on externally applied force fields, 

while passive methods do not. In the following subsections, different potential actuation 

methods are described in detail. 

2.2.1 Passive Systems 

 

Passive manipulation of particles or cells in microfluidic devices is a manipulation 

method that is not reliant of any externally applied force field. Instead, hydrodynamic 

viscous drag force plays a significant role in the cell/particle passive manipulation. At 

high Reynolds numbers, flowing cells/particles experience two significant directional 

forces: wall repulsion force, which pushes particles away from the wall, and shear-

gradient lift force, which pushes particles away from the central axis. The balance of these 

two forces allows for cell/particle separation [33]. Whilst at lower Reynold’s numbers the 

dominant forces which can be generated are related to direct interactions with physical 

obstructions.   

 

Hydrodynamic separation is highly dependent on the particle-wall or particle-

fluid interaction. For particle-wall interactions, the different types of wall can be either 

continuous wall or discreet wall. Continuous wall hydrodynamic based separation 

includes field flow fractionation (FFF) [34] and pinched flow fractionation (PFF) [35]. 

Discrete walls are usually obstacles in the microfluidic channel like posts and ridges. The 

ridges are usually used to guide the small particles while the posts are used to bump the 

large particles [36]. By arranging the posts in an array, size-based sorting can be achieved. 

This method is commonly known as deterministic lateral displacement (DLD). The 

separation size resolution can be very precise through iterated particle trajectory control 

by the spatial distribution of the posts. The pillar arrangements dictate the critical particle 

diameter that can be separated [37]. The array distribution and the cross-sectional shape 
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of the posts can be modified to allow for different applications and requirements. For 

particle separation using particle-fluid interactions, depending on the dominance of 

forces, they can be either be laminar flow based or inertial flow based. Inertial flow-based 

methods utilise a secondary flow in a curved microfluidic channel. Due to the momentum 

mismatch, fluid elements in the centre travel quicker than the ones near the channel walls, 

creating a pair of secondary flow known as Dean flow. Different sized cells experience a 

hydrodynamic force exerted by the Dean flow, in addition to the shear-gradient lift force 

and wall repulsion force, resulting in different size-based lateral equilibrium positions 

[38].  

 

An advantage of passive manipulation methods is the potential and ability to 

perform complex individual processes. The inherent fast operating flow speed in passive 

manipulation systems also allows for high throughputs. Through parallelizing or stacking 

the single channels, the throughputs can be even further enhanced. However, the heavy 

reliance on sophisticated channel designs has limited flexibility and tunability, making 

them less robust. Furthermore, the multiple constrictions of the microfluidic channel 

causing them to be prone to clogging problems.  

2.2.2 Active Systems 

 

Active microfluidic methods utilise external force field for separation and 

handling of cells and particles. These active forces can be manipulated easily, leading to 

great flexibility and tunability according to the specific application required. The most 

widely used active methods for particle manipulation are optical micromanipulation, 

magnetic tweezers, acoustic manipulation and dielectrophoresis. In this subsection, a 

detailed review of these active methods is presented. 

 

 

Magnetic 

The magnetic field is a phenomenon being widely researched for microfluidic 

applications in biology and chemistry studies. The term magnetophoresis refers to the 

manipulation of microparticles and cells when exposed to an external magnetic field. 

Magnetophoresis is often used in particle/cell separation applications. The separation 
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process depends on an inhomogeneous magnetic field often directed perpendicular to the 

primary fluid flow. Paramagnetic particles/cells can be separated from non-magnetic 

particles or from each other. A critical requirement is that the samples should have either 

be natural or induced magnetisation. When a cell/particle does not possess any inherent 

magnetic properties, magnetic labelling is performed to allow magnetic manipulation. 

This is done by seeding or attaching the cells externally or internally with paramagnetic 

lanthanide ions [39] or magnetic micro- or nano-particles [40]. The magnetophoretic 

force that acts on the particle suspended within a magnetic field is given by [41], 

 

 

𝑭𝒆𝒇𝒇 = 𝑭𝒑 − 𝑭𝒇	

= 	𝜒E𝑉𝐻
𝑑𝐵
𝑑𝒓 − 𝜒J𝑉𝐻

𝑑𝐵
𝑑𝒓  

= K𝜒E − 𝜒JL𝑉𝐻
𝑑𝐵
𝑑𝒓	

	= Δ𝜒𝑉𝐻
𝑑𝐵
𝑑𝒓  

(2.7) 

 

where, 	𝜒E and 𝜒J are the volume magnetic susceptibility of the particle and suspending 

fluid respectively,	𝑉 is the particle volume, 𝐻 and 𝐵 are the applied and local magnetic 

field respectively and their relationship is given by, 

 
 𝑩 =	𝜇O𝑯 (2.8) 

 
where 𝜇O = 4𝜋 × 10VW	T	mAV[ is the magnetic permeability of free space. 

 

Magnetic sorting is mainly based on size and magnetic susceptibility. The 

advantage of the microfluidic system relying on magnetic force is that they are simple, 

cost-effective and can apply gentle forces that is suitable for biological handling. As the 

particles/cells are selected through specific markers, the selectivity and sensitivity for 

magnetophoresis is relatively high. This allows magnetic actuation method to be used in 

applications such as cell manipulation [42] and sorting [43], droplet handling [44], 

bioassay support [45-47], nucleic acid processing and detection [48-50]. Due to 

requirement of existence of magnetic species/marker, this technique can only be used in 

limited applications. Furthermore, magnetophoresis has a relatively weak force in 
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applications of interest and is subjected to the trade-off between the throughput and 

specificity of the system. 

 

 

Dielectrophoresis 

Dielectrophoresis (DEP) can be defined as the movement of dielectric microscale 

objects, such as microparticles and cells, when subjected to an inhomogeneous electric 

field.  As a result, polarization effects in a suspended microscale object is achieved with 

respect to the suspension medium [51]. The time averaged dielectrophoretic force,	𝐹]^_ 

acting on micro-objects within alternating electrical field,	𝑬 is given by, [52, 53], 

 

 
〈𝐹]^_〉 = 2𝜋𝑟c𝜖e𝐾K𝜖E, 𝜖e, 𝜔L∇(𝑬 ∙ 𝑬)	 (2.9) 

 

where 𝑟 is the particle radius, 𝜖e and 𝜖E are the complex permitivities of the particle and 

medium respectively.  

 

The frequency dependence and differences in electrical properties are included in 

the Clausius-Mossotti factor,	𝐾K𝜖E, 𝜖e, 𝜔L, and is given by, 

 

 𝐾K𝜖E, 𝜖e, 𝜔L =
𝜖E(𝜔) − 𝜖e(𝜔)
𝜖E(𝜔) + 2𝜖e(𝜔)

 (2.10) 

 𝜖E(𝜔) = 𝜎E + 𝑖𝜔𝜖E (2.11) 

 𝜖e(𝜔) = 𝜎e + 𝑖𝜔𝜖e (2.12) 

 

where 𝜔 is the angular frequency and 𝜎 is the electric conductivity. 

 

Since DEP utilises non-uniform electric field, the electrode configuration 

geometry heavily affects the efficiency of DEP based microfluidic devices. An advantage 

of DEP is that it is conducted in a label-free manner, which can be useful especially when 

isolating rare cells with no known specific markers.  Because the particle response 
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depends on the frequency and phase of the applied field, this allows them to be 

manipulated with great selectivity. DEP is also easily integrated with high-throughput 

microfluidic devices due to the inexpensive fabrication methods. Another advantage of 

DEP is the reachable precision and single-particle manipulation capabilities. These 

benefits allow DEP to be used in broad range of industrial, biomedical and life science 

applications, such as electrically controlled sorting [54], trapping [55, 56], focusing [57], 

concentration [58], and characterisation of chemical and biological analyses, particulate 

mineral suspended within a fluid medium [54]. Even though DEP is a popular actuation 

method within microfluidic systems, DEP based systems still have undesirable 

limitations. To generate the required gradients in the electric field and because of the 

short-range effect of DEP, the electrodes need to be located next to the trapping site or 

the shallow microchannel needs to be used, as a result, increasing the risk of clogging. 

Moreover, electric fields at DEP-relevant frequencies and amplitude has suggested in 

some results to cause significant stress in cells, leading to limited applicability to cell 

handling applications [59]. 

 
 

Optical 

Optical manipulation is based on radiation pressure force arises from the 

momentum of the light itself [60]. These forces can be made large enough with the use of 

high intensity laser beam that induces high potential gradient. The force on the dielectric 

particle is caused by the transfer of momentum from the scattering of incident photons, 

which the momentum of each photons is given by, 

 

 
𝑃eoe =

ℎ_
𝜆rstuv

 (2.13) 

 

This force can be resolved into two forms as the scattering force, 𝐹wxyvvz{s|t, 

which pushes particles along the light propagation direction, while the gradient 

force,	𝐹t{y}sz|v, pulls particles in the spatial light intensity gradient direction. To 

decompose it even further, these forces acting on the suspended spherical particle with 

diameter, 𝐷, differ and changes formulation, depending on the regimes. The regimes are 
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influenced by the diameter, 𝐷, and can be split to two regimes, the Mie regime and the 

Rayleigh regime [61]. 

 

In the Rayleigh regime where 𝐷 ≪ 𝜆rstuv, the scattering force,	𝐹wxyvvz{s|t, is given by 

[60], 

 

 𝐹wxyvvz{s|t = 𝑛e
𝜎〈𝑆〉
𝑐  (2.14) 

 

where, 𝑛e, 𝑐, and 〈𝑆〉 represent the refractive index of the surrounding medium, speed of 

light and time averaged Poynting vector respectively. The particle cross section,	𝜎, is 

defined as, 

 

 𝜎 =
8
3𝜋

(𝑘𝑟)�𝑟: �
𝑛: − 1
𝑛: + 2�

:

 (2.15) 

 

Here 𝑘, 𝑟, 𝑛 represent the light wave vector, particle radius and refractive index 

respectively. Whereas the gradient force, 𝐹t{y}sz|v, is given by, 

 

 𝐹t{y}sz|v =
1

2𝑛e𝜖O𝑐
𝛼∇𝐼(𝑟) (2.16) 

 

where 𝛼 and 𝐼 represent the polarizability and light intensity respectively.  

 

In the Mie regime where 𝐷 ≫ 𝜆rstuv, the scattering and gradient forces are given by, [61] 

 

 

 
𝐹wxyvvz{s|t =

𝑛e𝑃{y�
𝑐 �1 + 𝑅�{zw|zr cos(2𝜃s)

−
𝑇�{zw|zr: [cos(2𝜃s − 2𝜃{) + 𝑅�{zw|zr cos(2𝜃s)]

1 + 𝑅�{zw|zr: + 2𝑅�{zw|zr cos(2𝜃{)
� 

(2.17) 
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𝐹t{y}sz|v =

𝑛e𝑃{y�
𝑐 �𝑅�{zw|zr sin(2𝜃s)

−
𝑇�{zw|zr: [sin(2𝜃s − 2𝜃{) + 𝑅�{zw|zr sin(2𝜃s)]

1 + 𝑅�{zw|zr: + 2𝑅�{zw|zr cos(2𝜃{)
� 

(2.18) 

 

where 𝑃{y� is the power of single ray. Fresnel reflection coefficient, 𝑅�{zw|zr, and Fresnel 

transmission coefficient, 𝑇�{zw|zr, is defined as, 

 

 𝑅�{zw|zr =
1
2 ��

tan(𝜃s − 𝜃{)
tan(𝜃s + 𝜃{)

�
:

+ �
sin(𝜃s − 𝜃{)
sin(𝜃s + 𝜃{)

�
:

� (2.19) 

 𝑇�{zw|zr = 1 − 𝑅�{zw|zr (2.20) 

 

 Optical tweezers require the particle to be trapped at the beam focal point. In order 

to achieve this, the gradient force, 𝐹t{y}sz|v, needs to be more dominant than the 

scattering force, 𝐹wxyvvz{s|t. This particle collection occurs in one location in most 

systems, whereas multiple collection points in optical field proves to be challenging as it 

requires very complex systems [62]. 

 

The appealing features of the optical manipulation technique includes high spatial 

resolution, high controllability, high speed and responsiveness and high specificity. This 

allows non-invasive dynamic control of very small objects in the size range of tens of 

nanometres to tens of micrometres such as cells, bacteria and viruses, making them an 

extremely important research tool in physical chemistry, biophysics and biology [61]. 

Some of the application of the optical tweezer includes atom trapping [63], individualised 

biological particle manipulation [64] and mechanical characterisation of red blood cells 

[65]. 

 

However, the main limitation of the optical manipulation is the damaging of cells 

caused by the high intensity laser beams, leading to cell phototoxicity; therefore, it is not 

suitable for biological application. Several new strategies and approaches to optical 

tweezers are currently under development to minimise damage in biological experiments: 
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near infrared wavelength[66-69], spatial light patterns[70-72], exposure management[73, 

74], oxygen depletion[75-77], and active thermal control[78]. Moreover, optical 

manipulation requires expensive, complicated sensitive setup, especially for complex 

manipulation, which in turn, making integration difficult with microfluidic platforms. 

 

Thus, it is important to realise that microfluidic manipulation does not have one 

method which is superior than the others but knowing that it is a vast field with different 

tools suitable for different specific applications.  

 

From these methods for particle manipulation, we now turn to the research this 

thesis is built on – acoustic manipulation. Detailed discussion of acoustics will be 

presented in the next section. 
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2.3 Acoustics 

2.3.1 Acoustic Forces 

Acoustic Radiation Force 

The acoustic radiation force, 𝐹{y}, is the second order time average effect. It arises 

due to the scattering of the acoustic waves at interfaces, such as fluid particle boundaries 

and interface between two immiscible fluids. Acoustic force density can also be created 

in fluids with spatially inhomogeneous density and compressibility, which relocates and 

stabilises the fluid inhomogeneities[79-81]. Here, the primary acoustic radiation force is 

discussed, and is usually used for single isolated particles in a fluid. Due to the oscillatory 

nature of the first-order acoustic fields, the time average of these fields is zero. We define 

the time average 〈𝑋〉 over a full oscillation period 𝑇owx of a quantity 𝑋(𝑡) as:  

 
 𝑋(𝑡) = sin(𝜔𝑡) (2.21) 

 
〈𝑋〉 =

1
𝑇owx

� sin(𝜔𝑡)	𝑑𝑇owx
��� 

O
	

= 0	 
(2.22) 

 
where 𝜔 is the oscillation angular frequency, 𝑡	is time. 

 

Consequently, the acoustic radiation force must be the result of a non-zero time- 

averaged of a single second-order acoustic field, as shown in Equation 2.24. 

 

 𝑋:(𝑡) = sin:(𝜔𝑡) (2.23) 

 

〈𝑋:〉 =
1
𝑇owx

� sin:(𝜔𝑡)	𝑑𝑇owx
��� 

O
	

=
1
𝑇owx

�
1
2
[1 − cos:(2𝜔𝑡)]

��� 

O
	𝑑𝑇owx	

=
1
2 

(2.24) 

 



 

34 

Perturbation expansion theory is used to derive the second-order pressure and 

velocity fields [82]. The pressure, 𝑃, density, 𝜌, and velocity,	𝒗 fields can be expanded 

as, 

 

 
𝑃 = 𝑃O + 𝑃[ + 𝑃: (2.25a) 

 𝜌 = 𝜌O + 𝜌[ + 𝜌: (2.25b) 

 𝒗 = 𝒗O + 𝒗[ + 𝒗: (2.25c) 

 

with 𝒗O = 0. The subscripts 0, 1, and 2, denote the order of the expression.  

 

From the isentropic speed of sound in the liquid, which is given by, 

 
 

𝑐O: = ¢
𝜕𝑃
𝜕𝜌	¤w

 (2.26) 

 

pressure is given by, 

 

 𝑃[ = 𝜌[𝑐O: (2.27) 

 

In acoustofluidics, one typically considers time-harmonic fields at a single frequency. 

Hence, a simpler approach is to express the first order fields in complex notations as: 

 

 𝑃[ = 𝑃[(𝑥)𝑒s¦v (2.28a) 
 𝜌[ = 𝜌[(𝑥)𝑒s¦v (2.28b) 
 𝒗[ = 𝒗[(𝑥)𝑒s¦v (2.28c) 

 

Physical, real-valued time average of two harmonically varying fields with the complex 

representation is given by the real-part rule: 

 

 〈𝑓	𝑔〉 =
1
2𝑅𝑒	

[𝑓(𝑥)	𝑔∗(𝑥)] (2.29) 
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where the asterisk denotes complex conjugation. 

 

From the thermodynamic equations of state, we can express pressure, 𝑃 in terms 

of density, 𝜌. 

 

 𝑃 = 𝑃(𝜌) (2.30) 
 

The continuity equation and the Navier-Stokes equation are given as, 

 

 𝜕𝜌
𝜕𝑡	 = −∇ ⋅ (𝜌𝑣) (2.31a) 

 𝜌
𝜕𝒗
𝜕𝑡 = −∇ − 𝜌(𝒗 ⋅ ∇)𝒗 + 𝜂∇:𝒗 + 𝛽𝜂∇(∇ ⋅ 𝒗) (2.31b) 

 

First order terms of the governing equation are given as, 

 

 𝜕𝜌[
𝜕𝑡 = −𝜌O∇ ⋅ 𝒗[ (2.32a) 

 𝜌O
𝜕𝒗[
𝜕𝑡 = −∇P[ − 𝜌(𝒗[ ⋅ ∇)𝒗[ + 𝜂∇:𝒗[ + 𝛽𝜂∇(∇ ⋅ 𝒗[) (2.32b) 

 

Second order terms of the governing equation are derived as, 

 

 ∇⟨𝜌[𝒗[⟩ = −𝜌O∇ ⋅ ⟨𝒗:⟩ (2.33a) 

 ¯𝜌[
𝜕𝒗[
𝜕𝑡 ° + 𝜌O

⟨(𝒗[ ⋅ ∇)𝒗[⟩ = −∇⟨𝑃:⟩ + 𝜂∇:⟨𝒗:⟩ + 𝛽𝜂∇(∇ ⋅ ⟨𝒗:⟩) (2.33b) 

 

Since the thickness of the viscous boundary layer is small with respect to the 

particle size, the viscous effects are negligible in the calculation of the acoustic radiation 

force. (𝜂 ≈ 0), we get, 

 

 ∇⟨𝑃:⟩ = − ¯𝜌[
𝜕𝑣[
𝜕𝑡 ° − 𝜌O

⟨(𝑣[. ∇)𝑣[⟩ (2.34) 
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Using the relationship stated below, 

 

 − ¯𝜌[
𝜕𝑣[
𝜕𝑡 ° =

𝑐O:

2𝜌O
∇⟨𝜌[:⟩ (2.35a) 

 ⟨(𝑣[. ∇)𝑣[⟩ =
1
2∇

⟨𝑣[:⟩ (2.35b) 

 𝜅J =
1

𝜌O𝑐O:
 (2.35c) 

 

The second-order time-averaged pressure is now obtained and is expressed as, 

 

 ⟨𝑃:⟩ =
1
2 𝜅J

⟨𝑃[:⟩ −
1
2𝜌J

⟨𝑣[:⟩ (2.36) 

 

The acoustic radiation force,	𝐹{y}, on the particle can then be calculated as the surface 

integral of the time-averaged second-order pressure, 𝑃:, as in given by the momentum 

flux equation, 

 

 𝐹{y} = �⟨𝑃:⟩(−𝒏)𝑑𝑆
µ

 (2.37) 

 

where 𝒏 is the normal vector. A momentum flux tensor is added to the integral to 

accommodate the fluctuating surface:(154) 

 

 

𝐹{y} = −� ¶⟨𝑃:⟩𝒏 + 𝜌J⟨(𝒏 ⋅ 𝑣[)𝑣[⟩·	𝑑𝑆
µ¸

	

= −� ¹º
1
2 𝜅J

⟨𝑃[:⟩ −
1
2𝜌J

⟨𝑣[:⟩» 𝒏 + 𝜌J⟨(𝒏 ⋅ 𝑣[)𝑣[⟩¼
µ¸	

	𝑑𝑆 
(2.38) 

 

Theoretical studies of the acoustic force date back to Yiosoka and Kawasima [83] 

in 1955, and later derived in an alternative form by Gor’kov [84] in 1962. The analysis 

considers the force on a compressible particle in an inviscid ideal fluid in the long 
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wavelength limit where the particle radius, 𝑟, is much smaller than the acoustic 

wavelength, 𝜆. The long wavelength limit can lead to assumption made in the optical 

force calculation in the Rayleigh regime. From the work summarised by Gor’kov, the 

acoustic radiation force can be calculated using the gradient of acoustic potential,	𝑈{y} 

[85], 

 
 𝐹{y} = −∇U¾¿À (2.39) 

 
where the acoustic potential, 𝑈{y}, is given as, 

 

 𝑈{y} = 2𝜋𝑟c º
1
3 𝑓[𝜅J

⟨𝑃[:⟩ −
1
2 𝑓:𝜌J

⟨𝑣[:⟩	» (2.40a) 

 𝑓[ = 1 −
𝜅E
𝜅J

 (2.40b) 

 𝑓: =
2K𝜌E − 𝜌JL
2𝜌E + 𝜌J

 (2.40c) 

 

where 𝜅 is the compressibility. Subscripts 𝑝 and 𝑓 denote the particle and fluid 

respectively.  The potential is the greatest when there is a huge difference between the 

particles and the fluid in density and compressibility. 

 

 The acoustic contrast factor that dictates the direction of motion of the particles is 

given by, 

 

 

Φ =
1
3𝑓[ +

1
2𝑓:	

=
1
3 Ã
5𝜌E − 2𝜌J
2𝜌E + 𝜌J

−
𝜅E
𝜅J
Å 

(2.41) 

 
The acoustic contrast factor, Φ, contains the effects of contrasts in material 

parameters in 𝑓[ and 𝑓:. Note that for positive acoustic contrast factors, Φ > 0, the force 

is directed towards the pressure nodes (where ⟨𝑃:⟩ is minimum), while for negative 

acoustic contrast factors, Φ < 0, it is directed towards the anti-nodes. The is extremely 

useful in standing wave field, where there is a periodic distribution of the pressure field.  
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Acoustic Streaming Induced Drag Force 

Acoustic streaming is the bulk fluid flow that accompanies the propagation of 

acoustic waves[86]. Streaming can be caused by one of two dissipation mechanisms. The 

first is dissipation in the viscous boundary layer, where the acoustic fluid velocity changes 

to match the velocity of boundary. This boundary-driven streaming is known as Rayleigh 

streaming in the bulk of the fluid and Schlichting streaming inside the boundary layers, 

and is typically observed in standing wave fields near walls or suspended objects [87-90]. 

The second dissipation mechanism is the attenuation of acoustic waves in the bulk of the 

fluid causes what is known as bulk-driven Eckart streaming [91]. They are typically 

observed in system much larger than the wavelength [92]. Eckart type streaming 

transforms into a Stuart-Lighthill type at very high frequencies (>100 MHz) as the 

dissipation length of acoustic waves shrinks considerably[86]. Stuart-Lighthill streaming 

is driven by a local and strong momentum transfer of a highly damped and rapidly 

decaying wave. Turbulent jet flow potentially emerges due to Stuart-Lighthill streaming 

because of the significant inertia for the induced flow[93, 94]. Streaming can be seen as 

undesirable in microfluidic manipulation processes, however, when used appropriately, 

they can be useful especially dealing with nano-sized particles where the acoustic 

streaming induced drag force are more dominant than the acoustic radiation force [95, 

96]. Basic equations are governed from the Navier-Stokes equation by considering a 

small volume. 

 
From the equation of continuity and momentum,  
 

 𝜕𝜌
𝜕𝑡 + ∇ ⋅

(𝜌𝑣) = 0 (2.42a) 

 𝜌 ¢
𝜕𝑣
𝜕𝑡 + 𝑣 ⋅ ∇𝑣¤ = −∇⟨𝑃⟩ + 𝜂∇:𝑣 + ¢𝛽È +

1
3 𝜂¤ ∇

(∇ ⋅ 𝑣) (2.42b) 

 

Note that 𝛽′ + [
c
𝜂 is expressed as 𝛽𝜂 in the Equation 2.31b. 

Combining the equations above, we have 

 

 𝐹 =
𝜕(𝜌𝑣)
𝜕𝑡 + 𝜌(𝑣 ⋅ ∇)𝑣 + 𝑣∇ ⋅ 𝜌𝑣 (2.43) 
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𝐹 can be expressed in two terms, 𝐹O and 𝐹Éz�|or}w [97]. 

 

 𝐹O − 𝐹Éz�|or}w =
𝜕(𝜌𝑣)
𝜕𝑡 + 𝜌(𝑣 ⋅ ∇)𝑣 + 𝑣∇ ⋅ 𝜌𝑣 (2.44a) 

 𝐹O =
𝜕(𝜌𝑣)
𝜕𝑡  (2.44b) 

 −𝐹Éz�|or}w = 𝜌(𝑣 ⋅ ∇)𝑣 + 𝑣∇ ⋅ 𝜌𝑣 (2.44c) 

 

Since 𝐹O time averages to zero, 𝐹 = −𝐹Éz�|or}w 

 

 
⟨𝐹⟩ = ⟨𝜌O(𝑣[ ⋅ ∇)𝑣[ + 𝑣[∇ ⋅ 𝜌O𝑣[⟩		

= 𝜌O⟨(𝑣[ ⋅ ∇)𝑣[ + 𝑣[∇ ⋅ 𝑣[⟩ 
(2.45) 

 

Second order steady state velocity field (acoustic streaming velocity) can then be 

evaluated based on the first order velocity and pressure fields, 

 

 ⟨𝐹⟩ = −∇⟨𝑃:⟩ + 𝜂⟨∇:𝑣:⟩ + ¢𝛽È +
1
3 𝜂¤

⟨∇(∇ ⋅ 𝑣:)⟩ (2.46) 

 

As a result of this acoustic streaming field, particle will experience a Stokes drag force. 

The motion of the particle can then be predicted using the following formula: 

 

 𝐹}{yt = 6𝜋𝜂𝑟(⟨𝑣:⟩ − 𝑢) (2.47) 

 
Particles experience both acoustic radiation force and acoustic streaming induced 

drag force when subjected to a sound field. The dominance of the forcing mechanism 

determines how the particles will behave and hence change the way the particles are 

handled. The dominance of radiation force causes particles to drift, while particles will 

move in vortices when the streaming is dominant. Armaghan has investigated the effect 

of particle size and power on the particle behaviour. She showed that streaming is more 

dominant with the decrease of particle sizes and also showed the interplay of power and 

particle size create regimes where particle patterning occurs [98]. A deeper understanding 

is required to be able to create a particle handling platform that is predictable.  
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Bjerknes Force 

 Bjerknes force, also known as the secondary radiation force, is the interaction 

between the scattered wave from another surface, and the suspended microscale-object in 

the acoustic field [99, 100]. The surface studied can be split to other particles, wall or 

bubbles. They key parameter of the Bjerknes force is the acoustic wavelength, wave 

propagation direction, separation distance, and size ratio. The condition to make this 

secondary force significant is the distance between the other surface and the suspended 

matter is very small and the particle size is approaching the acoustic wavelength. Bjerknes 

force is also dependent on the orientation of the particles with respect to the direction of 

wave propagation, resulting the force to be either attractive or repulsive depending on 

their sign. 

 

 As particle size decreases, scaling laws show that the acoustic streaming induced 

drag force becomes dominant as discussed in the previous subsection. These swirling 

flows can be used to capture suspended objects that are very small (in the order of 

nanometres), but with limitations like low capacity limit and flow rate. Bjerknes force 

offers an alternative method in capturing nano-objects. This can be achieved by scattering 

waves off a cluster of microparticles [101-105]. 
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2.4 Acoustic Excitation Methods 

2.4.1 Bulk Acoustic Waves 

 

Bulk acoustic wave (BAW) is defined as compressional waves in a solid that 

propagate through the bulk material. In BAW acoustophoresis, an ultrasonic standing 

wave is generated in a fluid-filled channel by a bulk piezoelectric transducer. The 

piezoelectric transducer is typically placed underneath the channel, either being glued on 

or coupled with gel/liquid, transforming a sinusoidal voltage into mechanical vibration at 

a tuneable frequency 𝑓 = ¦
:Ë

, and excites bulk waves and resonance in channels within an 

acoustically hard material, often glass or silicon. A large part of the bulk waves is 

reflected at the fluid/channel structure interface, resulting in superposition of travelling 

wave and counterpropagating reflected wave, leading to certain fluid resonance mode 

across the channel width. Resonance occurs when the channel dimension is tailored to 

match the half-integer multiples of the acoustic wavelength. The BAW field exerts 

acoustic radiation forces on micro-objects suspended in the continuous phase fluid and 

the force can be calculated with the Gor’kov potential. For a 1D standing wave field, the 

analytical calculation for the radiation force is given by, 

 

 𝐹µµÌÍ = 4𝜋𝑟c𝐸yx𝑘yx sin(2𝑘yx𝑥)Φ (2.48) 

 

where 𝑟 is the particle radius, 𝑥 is the particle position in the wave propagation direction, 

Φ is the acoustic contast position as given in Equation 2.41. The wave number, 𝑘yx, and 

the acoustic energy density, 𝐸yx, are given as, 

 

 𝑘yx =
𝜔
𝑐J
=
2𝜋𝑓
𝑐J

 (2.49a) 

 𝐸yx =
𝑃y:

4𝜌J𝑐J:
=
1
4𝜌J𝑣y

: (2.49b) 

 

where  𝑓 and 𝑐J are the frequency and fluid medium sound speed respectively. 𝑃y and 𝑣y 

are the absolute pressure and velocity fields. 
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BAW forms a distribution of minimum and maximum pressure regions called 

pressure nodes and antinodes in the fluid domain. Suspended particles in the fluid domain 

are pushed to either the pressure nodes or antinodes, depending on their acoustic contrast 

factor. Forces generated in this BAW field are used for particle and cell manipulation 

applications such as concentration, filtration, size separation and on chip FACS. In batch 

process mode, particle positioning and arraying has been shown in one or two 

dimensional. 

 
BAW usually operates in kilohertz (kHz) to low megahertz (MHz) order 

frequencies, leading to a regime where acoustic wavelength is much larger than the 

diameter of the immersed micro-objects, making them having lower precision, rendering 

them less suitable for nanoparticle manipulation and tissue-engineering applications 

[106]. Due to the requirement of bulky piezoelectric transducers, BAW pose difficulty in 

integration with other microfluidic systems, making them less robust [107]. Most 

importantly, as BAW fields are resonant modes, and there are a limited number of modes 

available, it is very challenging to subsequently displace the field and as such the trapped 

particles, to enable tweezing. Although matching and backing layers can be used to 

suppress reflection in BAW devices to enable flexible manipulation of particles, careful 

calculation of the design parameter are required to achieve this[108, 109]. There are also 

other approaches that has been explored to remove chamber resonance in the 

manipulation device, in exchange for more complexity in the system[110, 111]. That 

being said, BAW has been well researched and developed and is moving to maturity. 

There have been multiple commercial systems like the Attune NxT flow cytometer[112] 

and Lumicks AFSÒ parallel single-molecule force spectrometer[113] that utilise BAW. 

  

 In our work presented in Chapters 3, 4, and 5, we are interested in generating more 

complex acoustic fields to achieve more unique microfluidic functionalities. We proposed 

the use of attenuation, displaced actuators and frequency difference actuation scheme, 

which will be difficult or even impossible with BAW due to its inherent nature. Hence, 

we explore the use of SAW devices to create these novel sound field. 
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2.4.2 Surface Acoustic Wave 

 

As the name suggests, surface acoustic waves are nm-scale amplitude, MHz 

frequency acoustic waves propagating on a piezoelectric substrate [114]. The advantages 

presented with SAW microfluidics include simple fabrication, high biocompatibility, fast 

fluid actuation, versatile, compact and inexpensive devices and accessories, contact free, 

and compatibility with other microfluidic components. In contrast to standing waves 

produced by BAW transducers, acoustic fields produced by SAW can be generated in 

arbitrary locations and orientations with respect to microfluidic channels, with localised 

field widths on the order of 10’s of microns [115]. This enables SAW to play an important 

role in fields like biology, medicine, and chemistry. SAW have been widely employed in 

many microfluidic applications such as particle/cell manipulation (i.e. separation [116, 

117],  focusing [118], and patterning [119] ), droplet manipulation [120], and fluidic 

control (i.e. fluid pumping [121, 122], mixing [123-125], jetting [126], and atomisation 

[127-129]).   

 

SAW is generated by a series of interdigitated transducers (IDTs) patterned on a 

piezoelectric substrate. IDTs consist of a set of connected metallic fingers interspaced 

with an opposite set of connected metallic fingers, forming what we call “finger pairs”. 

By applying an AC signal across the pair of electrodes at resonant frequency, the surface 

displacement produced by each finger pair is reinforced by the subsequent one, generating 

SAW with displacement amplitude on the order of 10 Å, that will continue to travel along 

the substrate surface, in the direction orthogonal to the IDTs, until dissipated by either 

relaxation in the material itself or through leakage into a secondary material (i.e. intended 

fluid volume). The resonant frequency, 𝑓µÌÍ, is given by, 

 

 𝑓µÌÍ =
𝑐w
𝜆µÌÍ

 (2.50) 

 

where 𝑐w is the phase velocity of the piezoelectric substrate and 𝜆µÌÍ is the resonant 

wavelength of the IDTs. 
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The structure of the IDT determines the bandwidth and directivity of the generated 

SAW, whereas for BAW, acoustic waves depends on the geometry of the fluid chamber 

as the entire fluid volume is being resonated, making BAW devices less versatile. The 

characteristic of SAW can be altered by changing the number, spacing, and aperture 

(overlapping length of the finger pairs). The most common designs used in microfluidic 

application are the straight IDTs, focused IDTs, chirped IDTs and the slanted finger IDTs. 

Each of these produces different displacement field that results in a different pressure 

field in the fluid medium. Straight IDTs are the normal and most commonly used 

configuration in microfluidic device as they are the simplest and most efficient in terms 

of operation. A focused IDT [130] consists of pairs of annular electrodes that, as the name 

suggest, direct the wave and energy into a spatially small focal point. The chirped IDTs 

[131] and slanted finger IDTs [132] have a gradient of electrode finger width, in the 

direction along to the finger pairs for the former, and the latter in the direction 

perpendicular to the finger length. Both of these IDTs allow the use of frequency 

modulation to generate SAW with different characteristic, where chirped IDTs is used to 

generate SAWs over a wide frequency range; and slanted finger IDTs is used to produce 

narrow SAW beams of varying frequency at specific location along the finger pairs. In 

Chapter 5, the localisation of SAW beams is investigated and is proposed to sort particles 

with multiple outcomes by combining multiple displaced IDTs, making them really useful 

in on-chip FACS systems. 

 

The SAW can be coupled to the adjacent fluid domain through a microfluidic 

channel so that the leaky SAWs excite longitudinal acoustic waves in the liquid at the 

Rayleigh angle,	𝜃É, given by, the Snell’s law [133]: 

 

 
𝜃É = sinV[ ¢

𝑐J
𝑐w
¤ (2.51) 

 

where 𝑐J is the sound speed in the fluid. 

 

Due to the leakage of energy into the fluid, the leaky SAW, which is the wave 

travelling along the fluid-substrate interface, attenuates exponentially in the propagation 

direction with the attenuation coefficient, 𝛼ÏµÌÍ, given as [134], 
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𝛼ÏµÌÍ =
𝜌J𝑐J

𝜌w𝑐w𝜆µÌÍ
 (2.52) 

 
where  𝜌w is the piezoelectric substrate density.  

 

SAW microfluidics are conventionally classified into two types: travelling SAW 

(TSAW) and standing SAW (SSAW) and will be explored in the next subsections. 

 

 

Travelling Surface Acoustic Wave 

The SAWs that propagate away from a single set IDTs are termed as travelling 

surface acoustic wave (TSAW). TSAW has been used to manipulate micro-objects 

suspended in a fluid, either using acoustic radiation forces or acoustic streaming induced 

Stokes drag acting on the micro-objects. The acoustic radiation force that is imparted by 

TSAW onto the small compressible spherical particle can be calculated using the 

formulation, given by Yosioka and Kawasima,  

 

 𝐹�µÌÍ = 4𝜋𝑟:K𝑘J𝑟L
� �
𝐼yxo
𝑐J
�Φ (2.53a) 

 𝐼yxo =
𝜌J𝑐J𝑘J:

2  (2.53b) 

 𝑘J =
2𝜋
𝜆yx

 (2.53c) 

 

where 𝐼yxois the intensity of the incident acoustic wave and 𝑘Jis the wavenumber in the 

fluid medium.  

 

Skowronek et. al. introduced a dimensionless coefficient, 𝜅, to describe the 

effective acoustic radiation force for the manipulation of particles via travelling waves, 

and is what Destgeer et. al. [135] named as the “acoustic radiation force factor” as it 

described the acoustic radiation force per unit acoustic energy density per unit cross 

sectional area of a spherical object. And this is given by [136], 
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 𝜅 = 𝑘J𝑟	

=
2𝜋𝑟
𝜆yx

 (2.54) 

 

where 𝜆yx and 𝑟 are the wavelength of acoustic waves in liquid medium and the radius of 

the solid particles respectively.  

 

The critical value of the “acoustic radiation force factor” is explored 

experimentally and found to be 1.28 ± 0.20. When 𝜅 < 1.28, there is no net acoustic 

radiation force applied to the particles, as the wave is isotropic. When 𝜅 ≥ 1.28, a net 

acoustic radiation force drives the translation of particles in the fluid flow. Through this 

parameter, TSAW has been shown to achieve submicron particle sorting [116] and size-

selective particle manipulation in a microchannel anechoic corner that arises from 

longitudinal wave excited at an angle according to the Snell’s law [117]. Furthermore, 

TSAW shows great potential in microfluidic fluorescent activated cell sorters (µFACS), 

especially for single particle level displacement as the TSAW field can be highly localised 

with the use of a focused IDT [115]. 

 
The interaction of TSAW with fluid produces a chaotic streaming flow that 

strongly depends on the dimensions of the microchannel (width and height). The effect is 

more pronounced at higher  acoustic  intensities due to the non-linearity. This acoustic 

streaming is harnessed for controlled and continuous mixing of fluids inside the 

microchannel. Two different fluids can be effectively mixed in a continuous flow 

resulting in a concentration gradient profiles modulated by changing the input power 

[137]. 

 
 

Standing Surface Acoustic Wave 

Conventionally, the superposition of two counter-propagating TSAWs with same 

frequency produces standing surface acoustic wave (SSAW). The acoustic radiation force 

acting on the small compressible spherical particles is given by Equation 2.48 (Yosioka’s 

formulation),  
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 𝐹µµÌÍ = 4𝜋𝑟c𝐸yx𝑘yx sin(2𝑘yx𝑥)Φ (2.48) 

 
𝑟 is the particle radius, 𝑥 is the particle position in the wave propagation direction, Φ is 

the acoustic contrast position, 𝑘yx is the wave number and 𝐸yx is the acoustic energy 

density. Equation 2.48 can be written in terms of a velocity potential amplitude, Ψy, 

instead of the acoustic energy density as below, 

 
 𝐹µµÌÍ = Ψy:𝜌J𝜋(𝑘yx𝑟)cΦ sin(2𝑘yx𝑥) (2.55) 

 

where the potential 𝜓 is defined as, 

 
 𝜓 = Ψy𝑒s(¦v∓ÕÖ ×ØÙ) (2.56) 

 
where 𝑡 is time, the ∓ dictates the propagation direction, and 𝜃 is the phase of the wave. 

Note that both Equation 2.48 and Equation 2.55 has a sine term, representing the 

periodicity in the force equation. This shows that the SSAW can be used to trap particles 

using their periodic pressure nodes. 

 
 Suspended particles in a standing SAW field move to pressure nodes or antinodes 

according to their physical properties. SSAWs have been widely used for micro-object 

manipulations such as focusing, trapping, and sorting applications. A cytometer is 

realised through SSAW- based particle focusing [138, 139]. Since the size of the particles 

affects the magnitude of the force experienced and thus affecting the lateral displacement, 

they can be used in microparticle separation applications, mainly using one-dimensional 

SSAW with a single pressure node located at the centre of the microchannel [140]. SSAW 

with multiple pressure nodes can also be used in sorting micro-objects. A tilted-angle 

SSAW device has been shown to sort particles with enhanced separation distance [141, 

142].  

 

 
Unconventional SAW Actuation Schemes and Phenomena 

A 2D interference pattern can be achieved by using two orthogonal pairs of IDTs 

[143]. They can be used to study cell-cell interaction. The trapping location can be 

changed in real time by exploiting the modulation of acoustic parameters (for example, 
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phase shifts, frequency shifts and amplitude modulation) [131, 144], enabling 

manipulation of particles. When operating SSAW approaching the size of the cells, one 

cell per acoustic well can be achieved and single cell studies can be performed [143], 

Single IDTs can be used to generate SSAW field for particle manipulation. This is 

achieved by positioning the microfluidic channel directly on top of the IDT. A size 

deterministic separation of particles have been realised using a virtual deterministic 

lateral displacement device that consist of single IDTs [145]. SSAW fields combined with 

a pulsed actuation has also shown to allow for spatially selective trapping location [146]. 

Due to diffraction effects, TSAW can be used to generate lateral patterning, while two-

dimensional particle patterning can be accomplished with a one-dimensional SSAW. This 

is shown to be useful for continuous particle focusing [147]. 

 

Chapters 3, 4, and 5 of this thesis challenges the misconceptions typically made with 

SAW field generation where any SAW system is generally classified to be either TSAW 

or SSAW based. We show that there are indeed intermediate states in all systems and we 

examine the use of these more complex acoustic fields to create unique functionality to 

be used in many different application, expanding the range of acoustofluidics 

manipulations that can be performed. 
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Photolithography is microfabrication technique used for micrometre and 

submicron feature patterning on a substrate. LiNbO3 wafers are firstly spin coated with a 

photoresist layer, and then being heat treated to remove remaining solvent in photoresist. 

Next, to transfer the required design onto the spin coated wafers, a photomask is used 

when the substrates are exposed to intense ultraviolet (UV) light. The patterns in the 

wafers are then developed in appropriate developer bath. The exposure to light causes a 

chemical change that allows some of the photoresist to be removed. Positive photoresist, 

when exposed to light, are soluble in the developer, whereas the unexposed region of 

negative photo dissolves in the developer. 

 

The adhesive and conductive metal layers of the IDTs are then deposited using 

high-vacuum electron beam evaporation. The deposition material is bombarded with an 

electron beam from a charged tungsten filament to be evaporated and converted into 

gaseous state. The atoms or molecules in a vapour phase is then precipitate and form a 

thin film coating of the substrate. After the deposition process, the excess metal layers 

that is not part of the design, which are not on the substrate surface, are removed, along 

with remaining photoresist in a process called “lift-off”, by applying a solvent to the 

wafer. To promote bonding between the PDMS microchannel and the piezoelectric 

substrate, another thin layer of silicon dioxide (SiO2) is coated on the surface of 

piezoelectric wafers, with the exception of the electrode pads. This coating also serves 

another function to protect the metallic electrodes from corrosion. The LiNbO3 wafers 

now contains multiple arrays of SAW devices that can be diced into individual SAW 

chips using high speed cutting tool with small width blade. 

 
  





 

52 

(C4F8) is coated. When the mould is ready to use, a mixture of liquid PDMS and 

crosslinking agent is poured onto the mould. It is then degassed in a vacuum chamber to 

remove the air bubbles and is set to cure on a hotplate. Finally, we obtain a replica of the 

microchannels on the PDMS block after removing it from the mould once it is fully cured. 

 
 

2.5.3 Device Assembly 

 

By combining the SAW device and the PDMS microchannel, a fully functioning 

SAW actuated enclosed microfluidic device is produced. The assembly is done using a 

plasma activated bonding process. The surfaces of LiNbO3 substrate and PDMS 

undergoes oxygen plasma treatment and is then brought together. The -OH surface 

termination on the PDMS surface, as a result of surface activation, forms a strong 

hydrogen bond with the SiO2 layer on the LiNbO3, leading to an irreversible seal[151]. 

The bonding strength is determined by the density of silanol -OH groups on the treated 

surface. Delamination of the bonding interface can sometime occur when the surface is 

under-treated[152].  

 

 

 

Figure 2.3: Assembled SAW actuated enclosed microfluidic device. This device was used to 
conduct experiments for research presented in Chapters 3 and 4. 
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Chapter 3 

Flow‑Rate‑Insensitive Deterministic Particle 

Sorting using a Combination of Travelling 

and Standing Surface Acoustic Waves 

3.1 Overview 
 

For most SAW particle manipulation methods, the acoustic fields tend to be 

described as either travelling or standing in nature. In the former, TSAW acts 

predominately to push particles away from the source and in the latter, SSAW traps 

particles in multiple stable locations, in either the node or antinodes of the pressure field 

depending on material properties. In this work, we demonstrate that aspects of both types 

of waves exist in any SAW system, and, when the chip is designed to enhance this effect, 

this hybrid field is used for particle sorting. Due to the loss of energy from the substrate 

leaked into the adjacent fluid, the SAW displacements attenuate exponentially along the 

propagation direction. From the interference between two counter-propagating decaying 

SAWs, there is a spatial variation in amplitude of the resulting acoustic pressure field. 

The hybrid field has regions where standing wave is dominant (near the centre of 

microchannel) and where travelling wave is dominant (on the outer edge of the channel). 

By combining the favourable properties from both waves, it allows for size specific final 

trapping location. Hence the sort is deterministic based on size, rather temporal in nature. 

FEA modelling allows better understanding of the hybrid field sorting mechanism, 

showing both travelling wave dominant region and standing wave dominant region. the 

equilibrium trapping position is affected by particle size. The experiments show that 

particles with fractional size differences can be separated, with effective separation of 5.1 

µm, 6.1 µm, and 7.0 µm using the same device. It is also demonstrated that the difference 
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in particle behaviour is insensitive to the flow rate provided a sufficient acoustic field 

strength is used, this is a direct result of the deterministic nature of the sorting mechanism. 

 

3.2 Publication 
 

The following publication was reproduced [153] with permission from Springer. 
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2016; Shi et al. 2009 ) fields to manipulate the particles. 
For passive methods, static design for specific parameters 
renders sorting parameters unalterable, leading to limited 
device flexibility. In contrast, active methods are generally 
more versatile as the field strength can be arbitrarily modi-
fied to achieve high sorting efficiency and throughput (Len-
shof and Laurell 2010; Sajeesh and Sen 2013 ).

Among active techniques, acoustic methods offer good 
biocompatibility, permitting the manipulation of living 
organisms, and have minimal impact on the viability and 
function of biological cells (Collins et al. 2015). Acoustic 
fields are typically generated using one of the two actuation 
methods: bulk acoustic waves (BAW) (Devendran et al. 
2014; Neild et al. 2007 ; Glynne-Jones et al. 2012; Johans-
son et al. 2009 ; Leibacher et al. 2015) or surface acoustic 
waves (SAW) (Sesen et al. 2014; Collins et al. 2013 ; Mian-
sari et al. 2015). The former employs an acoustic field 
that is produced using a piezoelectric ceramic transducer, 
bonded to a microchannel and actuated by an AC signal, 
the frequency of which is chosen to create a resonance con-
dition and thus a standing wave within the fluid volume. 
BAW field strength is enhanced with the use of channel 
materials that have good acoustic reflection properties (Lei-
bacher et al. 2014). A SAW, on the other hand, is generated 
by a series of interdigitated transducers (IDTs) patterned 
on a piezoelectric substrate. SAW devices offer minimal 
power consumption, low cost, rapid response time and easy 
integration with microfluidic devices (Collins et al. 2014b; 
Yeo and Friend 2009 , 2014). In contrast to standing waves 
produced by BAW transducers, acoustic fields produced by 
SAW can be produced in arbitrary locations and orienta-
tions with respect to microfluidic channels, with localised 
field widths on the order of 10’s of microns (Collins et al. 
2016). Both travelling surface acoustic waves (TSAW) and 
standing surface acoustic waves (SSAW) can be generated 
by one or two pairs of IDTs, respectively, where standing 
waves result from the combination of two counter-propa-
gating travelling waves. This permits flexibility in the type 
of pressure field excited, and the absence of acoustic reflec-
tion requirements means that channels can be fabricated 
from common, easily integrated microfluidic materials 
such as polydimethylsiloxane (PDMS).

Deterministic sorting on the basis of stiffness and den-
sity using acoustic forces is possible with certain parti-
cles migrating to pressure nodes and others to the pressure 
antinode (Petersson et al. 2005). However, this can only 
be achieved if the two particle populations have opposing 
acoustic contrast factors. More usually, it is the speed of 
migration to a certain location which is used to achieve sort-
ing; for this, SAW-based acoustic separation has been shown 
using either TSAW- (Franke et al. 2010; Schmid et al. 2014; 
Destgeer et al. 2015; Behrens et al. 2015) or SSAW-domi-
nant (Witte et al. 2014; Ding et al. 2012) systems.

In SSAW systems, particles such as red blood cells and 
white blood cells have a positive acoustic contrast factor 
within their respective mediums and so migrate to the pres-
sure nodes. For this case, different-sized particles experi-
ence different acoustic radiation forces, albeit in the same 
direction, and therefore migrate to the pressure nodes at 
different rates (Shi et al. 2009 ). In TSAW systems, parti-
cles also experience different forces depending on their 
size and migrate at different lateral displacement veloci-
ties in the direction of acoustic propagation, unbounded 
due to the absence of an opposing acoustic force (Destgeer 
et al. 2013 , 2014). Whilst positive acoustic contrast factor 
(non-Brownian) particles eventually migrate to the node 
(SSAW) or the opposing channel wall (TSAW), separation 
is achieved by limiting exposure time in a continuous flow. 
Comparing these approaches, SSAW has limited separation 
sensitivity and efficiency due to the shorter 1/4 !f  distance 
over which particles are separated, whilst TSAW permits 
migration distances up to the entire width of a microfluidic 
channel.

The overriding feature common in both cases, however, 
is the temporal rather than deterministic nature of the sepa-
ration, relying on the differences in speed of migration for 
both types of system (Collins et al. 2014a). The exposure 
time is limited by a combination of the area over which the 
force field acts, and the bulk flow rate. Here, consideration 
of the drag force responsible for pulling the particle along 
the channel length and the force field that moves particles 
laterally across the channel width is required. A balance 
between these two forces can result in excellent separation, 
by fine-tuning the flow rate or field strength (Li et al. 2015; 
Collins et al. 2014a). Particle migration is also susceptible 
to the variations of flow rate due to parabolic flow profiles 
in the height and width directions. In systems where a high 
degree of flow rate control is not feasible or practical, as is 
the case with capillary-driven flow (Hitzbleck et al. 2013 ), 
temporal sorting is not appropriate. To circumvent this, we 
present a deterministic method of acoustic-based particle 
separation where particle migration is size specific regard-
less of exposure time.

We demonstrate this flow-rate-insensitive acoustic par-
ticle sorting through the imposition of a combined TSAW/
SSAW field. This hybrid pressure field combines the 
favourable features of systems using either travelling or 
standing waves, such that particles are translated over long 
distances to the centre of the channel (akin to TSAW) and 
then “caught” at a stable location (akin to SSAW). Whilst 
Devendran et al. (2016b) utilised a combination of TSAW 
and SSAW created by a disparity in the power applied to 
opposing IDTs, the end location was not stable and a fre-
quency swept signal was required to accentuate differences 
in particle response in the static fluid volume. In contrast, 
here we generate stable end locations for particles in the 
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SSAW-dominant region without the need for careful fine-
tuning of applied power or flow rate. The spatial variation 
in amplitude of a SAW as energy is leaked into the fluid 
is key to separation in a combined TSAW/SSAW field. We 
employ two counter-propagating SAWs leading to regions 
of the channel in which the field is alternately dominated 
by travelling waves (near the channel edges) and stand-
ing waves (near the channel centre). We show that parti-
cles with fractional size differences can be separated, with 
effective separation of 5.1, 6.1, and 7.0 µm using the same 
device. It is also demonstrated that the difference in particle 
behaviour is insensitive to the flow rate, provided a suffi-
cient acoustic field strength is used.

2  System principle

A surface acoustic wave (SAW) is generated by excit-
ing a piezoelectric substrate with an alternating current 
(AC) electrical signal. A SAW propagates along the sub-
strate surface and efficiently couples into contacting flu-
ids. High-displacement SAW is produced by applying an 
AC signal across the IDT electrodes at resonant frequency, 
f = cs/!SAW, where cs is the speed of sound in the sub-
strate and !SAW is the distance between periodic features 
in the IDTs. The mechanical displacements from each fin-
ger pair reinforce one another, resulting in a SAW (with 
displacements on the order of nanometres) that continues 
to propagate along the surface of that substrate until dis-
sipated by either relaxation in the material itself or through 
leakage into a secondary material, i.e. the fluid in this case 
(Friend and Yeo 2011). When a SAW is travelling at a sub-
strate–fluid interface, it leaks acoustic energy, resulting in a 
longitudinal wave being radiated into the fluid at the Ray-
leigh angle θR = sin

−1(cf /cs), where cf is the sound speed 
in the fluid. This wave travels through the fluid until it 
encounters an interface with a material of different acous-
tic property. Due to the loss of energy leaked into the fluid, 
the SAW displacements attenuate exponentially along the 
propagation direction. The decay length of a leaky SAW, 
over which the amplitude attenuates to 1/e in the propaga-
tion direction, is ~10 !SAW (Shiokawa et al. 1989; Dentry 
et al. 2014). In this work, two sets of !SAW = 40 µm IDTs 
are used to excite counter-propagating waves from either 
side of a 1200-µm-wide fluid channel. This width corre-
sponds to ~3.25 times the decay length (over this distance, 
the wave amplitude drops to 3.89 % of its original value). 
This design, incorporating such a large contrast between 
the width of the channel and the decay length of the SAW, 
makes the role of attenuation highly significant (Devendran 
et al. 2016a). Uniquely, this design results in regions across 
the channel width where either travelling or standing waves 
dominate particle behaviour. TSAW is dominant near the 

channel edges, where the counter-propagating wave is a 
fraction of the amplitude of the propagating wave. Con-
versely, SSAW is dominant in the channel central region, 
where comparable attenuation of incoming and interfering 
waves generates acoustic nodal positions to which particles 
migrate.

Particle separation is possible because of the different 
scaling relationships of acoustic radiation forces to travel-
ling and standing waves, respectively. It is helpful to use the 
relationships developed by Hasegawa et al. to discuss this 
(though, note that these equations are only valid for either 
a pure travelling wave or standing wave, and for particles 
considerably smaller than used in this study, hence, they 
are only used as a concept here; different methods are used 
for the force calculations presented later in this work), 
which found that FTW ∝ R6 and FSW ∝ R3 for R ≪ λ and 
is nonlinear for O(R/!)! 1 (Hasegawa and Yosioka 1975). 
The dependence of particle size for each force type is also 
emphasised by Skowronek et al. (2013), showing the par-
ticle deflection by TSAW is most effective for parameter 
κ ≥ 1.28± 0.20, where κ = k × R and k is the wavenumber 
in the fluid. In the travelling wave-dominant channel region, 
there are no local force potential minima for the particle to 
settle in; hence, it will be pushed to the centre of the chan-
nel until it reaches force potential minima in the standing 
wave-dominant region that prevents further translation. As 
the standing and travelling wave forces scale differentially 
with particle size, the location at which the transition from 
travelling wave dominant to standing wave dominant occurs 
is also particle size dependant. As such, the location of the 
first stable force potential minima is size dependant and so 
offers a deterministic sorting mechanism—the stable lateral 
position in the combined TSAW/SSAW field is unique to 
every particle size. This operating principle is demonstrated 
here through both numerical modelling and experiments 
that conform to the modelled predictions.

3  Methodology

3.1  Device fabrication

The SAW device consists of two sets of opposing identical 
interdigitated transducers (IDTs) separated by a distance of 
2 mm. Each set of IDTs has 12 finger pairs with the wave-
length of 40 µm and aperture of 700 µm. The IDTs were 
fabricated by having a 250-nm-thick Al conductive layer 
on a 5-nm-thick Cr adhesive layer patterned on a 0.5-mm-
thick transparent piezoelectric 128° Y-cut X-propagating 
lithium niobate (LN) substrate. LN is often used in SAW 
microfluidic applications due to its excellent electrical-
mechanical coupling efficiency, resulting in large substrate 
displacements and surface velocities on the order of ~1 m/s 
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(Campbell and Jones 1968; Sivanantha et al. 2014). With 
the exception of electrode pads to which an AC signal is 
applied, the substrate is coated with a 200-nm layer of 
SiO2 to prevent electrode corrosion and promote channel 
bonding.

The microfluidic channel, used to confine particle solu-
tions in the acoustic field, is composed of polydimethyl-
siloxane (PDMS) (SYLGARD® 184, Dow Corning, 
1:10 ratio of curing agent/ polymer). The 1200-µm-wide, 
25-µm-high fluid channel was moulded on a silicon tem-
plate etched using conventional Bosch process deep reac-
tive ion etching (Oxford Instruments PLASMALAB100 
ICP380). For improved removal from the mould, a hydro-
phobic surface layer was produced by finishing the etching 
process with a passivation step (C4F8). The PDMS fluid 
channel was then aligned and bonded to the LN substrate 
after exposure to an air plasma (Harrick Plasma PDC-
32G, Ithaca, NY, 1000 mTorr, 18 W). The joined surfaces 
were heated (70°, 10 min) immediately after coupling to 
enhance the bonding of the activated surface. To maximise 
the acoustic energy transferred to the liquid in the cham-
ber and minimise the amplitude attenuation due to the lossy 
SAW transmission at the LN-PDMS interface, an air-filled 
chamber was used to completely enclose the IDTs with a 
90-µm-wide PDMS partition, which separates the air- and 
liquid-containing sections.

3.2  Experimental procedure

The opposing SAWs are generated by applying a sinusoidal 
voltage produced by a power signal generator (BelektroniG 
F20 Power Saw, Freital, Germany) that is split into two sig-
nals across the two sets of IDTs. Fluorescent polystyrene 
particles (Magsphere, Pasadena, CA, USA) with 5.1, 6.1 
and 7.0 µm diameters were injected into the microfluidic 
channel using a syringe pump (KD Scientific Legato 210, 
Holliston, MA, USA). The beads are hydrodynamically 
focused to the sides of the main channel by a central sheath 
flow with a flow rate of 6 µl/min prior to the continuously 
applied SAW field. The buffer solution consists of deion-
ised water (Milli-Q 18.2 MΩ cm, Millipore, Billerica, MA) 
with 2 % w/w polyethylene glycol (PEG) to prevent par-
ticle adhesion and was also flushed through the channels 
prior to use. During use, the device was mounted on a 3D 
printed platform for stabilisation and imaged using a 5-MP 
C-mount camera (PixeLink PL-B872CU, Ottawa, Canada) 
on a fluorescence microscope (Olympus BX43, Tokyo, 
Japan). The videos were post-processed and analysed using 
a custom MATLAB (MathWorks) program. The fluores-
cence intensity of the particles was profiled at the end of 
the working region to analyse particle separation efficacy 
for each video frame (over a time frame of approximately 
1 min).

A laser Doppler vibrometer (LDV, UHF-120, Poly-
tec GmBH, Waldbronn, Germany) was used to measure 
the substrate displacement and velocity magnitudes. This 
allowed the mixture of TSAW and SSAW to be character-
ised across the width of the fluid-filled channel (Fig. 1). 

3.3  Numerical procedure

To demonstrate the effect of a mixed wave field in a com-
plex system, a simplified 2D model in COMSOL Multiphys-
ics was used, as a full 3D model is prohibitively expensive 
computationally, whilst this does not fully represent the 
system, it does allow the interplay between key forces to be 
demonstrated. The model incorporates the effect of TSAW 
and SSAW forces allowing the fundamental principles of 
operation to be probed. In the experimental system, the 
IDTs act as a SAW source at either edge of the channel’s 
width. The SAW propagates across the width, decaying in 
amplitude as energy is leaked into the fluid. In the model, 

Fig. 1  a Sketch of the SAW device operating principle: particles with 
different sizes pass through an acoustic field created by two oppos-
ing sets of interdigitated transducers (IDTs) on a piezoelectric lithium 
niobate (LN) substrate. Attenuation of leaky SAW creates TSAW-
dominant regions and SSAW-dominant region for each particle size 
in the microchannel. In the TSAW-dominant region, larger particles 
are more affected in the force field, causing them to migrate laterally 
further to the centre of the channel, as compared to smaller particles. 
The particles eventually reach a stable location in the SSAW-domi-
nant region. b Here the chamber of the finished device is filled with 
blue dye for visualisation, with an Australian $1 coin for scale
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this is mimicked by utilising two wave sources at each end 
of the simulated space, with a central region representing 
the channel’s width between them (both being 1200 µm 
wide). The waves emerging from the two sources are attenu-
ated to match the leaking decay of the SAW (using an atten-
uation coefficient of (9.24!SAW)−1 Nepers/m) (Shiokawa 
et al. 1989); see Fig. 2. The presence of a particle in the fluid 
results in scattering of the incident waves, where the effects 
of re-reflection of these waves back onto the particle have 
been minimised by imposing a perfectly matched acoustic 
impedance boundary to the upper and lower boundaries as 
depicted in Fig. 2a. To best represent the experimental sys-
tem, sources of the waves are located beyond the ends of 
the central region of the model (i.e. beyond the edges of the 
physical channel used experimentally) such that near-field 
effects of the sources are eliminated. Finally, at both ends 
of the model space, a matched acoustic boundary condition 
permits waves of a defined wavenumber to traverse without 
reflection. The result is two counter-propagating travelling 
waves, one from each end of the chamber that establishes 
the pressure field shown in Fig. 2a. The time-averaged 
absolute pressure is shown for various fields in Fig. 2b–d 
generated in COMSOL. In a system with solely an 

attenuating travelling wave, the pressure decreases exponen-
tially (Fig. 2b), whilst for a pure standing wave, the shape 
of the time-averaged pressure is the modulus of a sinusoid 
(Fig. 2c—some numerical error can be seen). The pressure 
field shown in Fig. 2a combines elements of travelling and 
standing waves; likewise, its time-averaged pressure field, 
Fig. 2d, shows characteristics of both types of field with 
both decaying and fluctuating features. The height of this 
fluctuation represents the degree of standing wave at any 
given location, whilst its offset from the x-axis demonstrates 
the magnitude of the travelling wave component. To better 
understand the combined TSAW/SSAW sorting mechanism, 
the force experienced by the particle is evaluated at multiple 
locations orthogonal to the flow, every !SAW/16, from the 
centre to the side of the chamber (the force distribution is 
symmetrical about the centre of the channel). The particle 
size effect was also studied with three different diameters 
(5.1, 6.1 and 7.0 µm). The simulated material properties of 
the particles are the same as the polystyrene beads used in 
the experiments with a density of 1050 kg/m3 and sound 
speed of 2350 m/s. Due to the low viscosity in our case 
(viscous damping factor, γ ≪ 1) where acoustic stream-
ing is not significant, it has a negligible influence on the 

Fig. 2   Finite element model. a  Shows the boundary conditions 
and second-order time-averaged pressure field from two counter-
propagating (decaying) travelling waves. (b–d) Second-order time-
averaged pressure along the centre line of the far-field chamber for 
various fields: b a pure attenuating travelling wave, c a pure stand-
ing wave and d combined elements of travelling waves and standing 

waves that corresponds to the pressure field in (a ). The magnitude of 
the spatially periodic time-averaged pressure represents the degree of 
standing wave at any given location, whilst its offset from the x-axis 
shows the spatially varying amplitude of the travelling wave compo-
nent. (i) Region with higher travelling wave-to-standing wave ratio. 
(ii) Region with higher standing wave to travelling wave ratio
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acoustic radiation forces on the large particles used in this 
work (Bruus 2008). As a result, the pressure and velocity 
field inside the microchannel are governed by simple linear 
acoustic of inviscid fluids, i.e. the Helmholtz wave equation 
for the pressure and potential flow for the velocity. Neglect-
ing the viscosity of the fluid, the time-averaged force can be 
calculated according to (Dual et al. 2012)

(1)F = −

∫

S0

[(

1

2 ρf c
2
f

⟨p21 ⟩ −
1

2
ρf ⟨v

2
1 ⟩

)

n+ ρf (n.v1 )v1

]

dS

where the integration is performed over the particle sur-
face, S0, due to the absence of the acoustic streaming terms. 
The mean square fluctuation of pressure and velocity is p2

1
 

and v2
1
, respectively, and density of the fluid, ρf, and the 

sound speed in the fluid, cf, are 1000 kg/m3 and 1490 m/s, 
respectively. This simplified acoustic model will not fully 
describe the experimental system, but offers qualitative 
insight into the physical nature of the interaction between 
travelling and standing wave forces and how they deter-
mine particle behaviour. To obtain quantitative agreement 

Fig. 3   Spatial variation of forces exerted on suspended particles. a  
Pure (decaying) travelling wave field. b Pure standing wave field. c 
Resultant force field from two counter-propagating (decaying) travel-
ling waves. End location refers to the point where particles become 
trapped when the forces start to fluctuate sufficiently that they 
become negative. Inset shows the distortion of pressure waves by the 
particle with the size comparable to the wavelength, confirming that 

linear superposition of forces in these force fields is not valid, and 
hence, direct evaluation of forces from numerical simulation is per-
formed. The circles in the figures (a –c) represent the particle, and the 
arrows represent the particle motion. 7.0-µm particles and a pressure 
amplitude of 1 MPa are used in the simulation. d Force value at every 
λ/16 towards the right of a pressure node for different particle sizes. 
The end locations for each particle vary with particle size
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acoustic forces. The particles enter from each side of the 
channel and are deflected towards the channel centre by the 
TSAW and reach a stable location as the SSAW component 
becomes dominant. Each particle has their distinct band of 
exit location, with larger particles displaced towards more 
central regions. This agrees well with the numerical simula-
tion where the first stable trapping location occurs at more 
central positions than for smaller particles. Each line does 
not correspond to a single particle trajectory rather; in some 
locations, multiple particles follow the same path, and a 
clearer representation of the spread of particles is shown 
in the intensity image in Fig. 4d. The frequency, the input 
power and the flow rate are 99 MHz, 637 mW and 3 µl/min, 
respectively. In order for easier analysis of particles with 
different diameters, this set of experiments was conducted 
with one particle size at a time. The intensity of particles 
at all exit locations was overlaid to obtain the final Fig. 4d 
depicting the possibility of deterministic sorting.

Figure 5 shows the cumulative percentage of parti-
cles counted from the outer edges of the channel moving 

towards the centre from the video; these data are a reanaly-
sis of the intensity plot shown in Fig. 4. As expected, the 
exit location of larger particles is closer to the centre of 
the channel compared to the smaller particles. The maxi-
mum separation potential is shown by the difference in the 
percentage of a pair of particle sizes at any given lateral 
location.

In reported continuous particle separation work using 
acoustic forces, flow rate affects the exit location of the 
particles by changing the time they are exposed to acoustic 
force. Figure 6 shows the relationship between the flow rate 
and the exit location of the particles. Particle stream flow 
rates of 0.5, 1, 1.5, 2 and 3 µl/min were investigated at a 
constant input power of 637 mW. We observe that the flow 
rate has a negligible effect on the exit locations of the parti-
cles, establishing a unique and stable location for particles 
of different sizes after being deflected. The power input 
was also varied to characterise its effect on the particles’ 
exit location, as shown in Fig. 7. A range of acoustic pow-
ers (200, 417, 637, 807 and 1020 mW) were used with a 

Fig. 6   a  Lateral position of the polystyrene beads of size 5.1 µm 
(diamond), 6.1 µm (square) and 7.0 µm (circle) after their egress 
from the working region as a function of flow rate. Overlaid images 
of some of the experiments with different flow rates are shown at the 

top of the figure. For the 3 µl/min flow rate, the total number of parti-
cles that makes up each data points is 300, 574, and 550 for 5.1-, 6.1- 
and 7.0-µm particles, respectively
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constant flow rate of 2 µl/min. Similar to the flow rate, the 
amount of power input does not substantively affect par-
ticle translation distances, especially for 5.1- and 7.0-µm 
particles.

As for 6.1-µm particles, the mean exit location is seen 
to be further from the centre of the channel at lower pow-
ers (below 600 mW). This is also the case for the lowest 
power applied to the 7.0-µm particles. The inset shows the 
trajectory of these latter particles, and it can be seen that 
the trajectory is such that the particles have not reached a 
stable end location prior to exiting the ultrasonic field (the 
image is aligned with the edges of the IDTs). In the context 
of flowrate, we showed how the end location is flow rate 
independent, but qualified this by stating that this is pro-
vided, an end location is reached. This requirement makes 
a link between applied power, flow rate, applied power and 
length of the ultrasonic field, the first governs the strength 
of the migration forces, the latter two the exposure time. 
At the lower powers, we are operating outside this condi-
tion for the middle-sized particles and at the lowest power 
also for the largest particles. Note that the time required to 
reach the end location is dependent on both the travelling 
wave force and the distance which needs to be travelled, 

both increase with increased particle size, and the rate of 
these increases differ, so it is not unreasonable for it to be 
the middle-sized particles which require the most time to 
reach their stable end location. The second effect we notice 
with the 6.1-µm particles was that there were more colli-
sions between incoming particles, creating particle clusters 
that are acoustically indistinguishable from larger particles, 
resulting in a stable location marginally further towards the 
centre of the channel at higher powers, at which there is 
a correspondingly larger attractive inter-particle force for 
larger displacement amplitudes (Collins et al. 2015). It is 
worth noting that the concentration of particles was kept 
constant measured by volume, so there are more 6.1-µm 
than 7.0-µm particles.

The exit location of a particle size forms a band rather 
than following a discrete pressure node as might be 
expected from the model. In this regard, the model is only 
considering a highly idealised case in which a single par-
ticle of exact size traverses the force field. In reality, each 
particle type will have a range of sizes (with ≈3 % coef-
ficient of variation), and some inter-particle effects will 
be present when particles are in close proximity with 
each other within the ultrasonic field. In addition, there is 

Fig. 7   a  Lateral position of the polystyrene beads of size 5.1 µm (diamond), 6.1 µm (square) and 7 µm (circle) after their egress from the work-
ing region as a function of input power. Overlaid images of selected experiments with different input power are shown at the top of the figure
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usually a non-uniform distribution of displacement ampli-
tudes across the face of the IDTs which will further con-
tribute to the observed discrepancy.

The spatially variant pressure field with distinct trav-
elling wave and standing wave-dominant regions is ulti-
mately generated by the attenuation of leaky SAW into the 
liquid. The amount of attenuation incurred by a wave at a 
given point is a function of the distance over which energy 
couples into the bounding fluid. The width of the channel 
used in the experiment is selected to be 1200 µm (30 !SAW) 
as this will result in the amplitude of the leaky SAW to 
drop to approximately 20 % of the original amplitude at the 
centre of the channel and 4 % at the opposite end of the 
channel. For a given channel width, the stable location for 
each particle size remains unchanged regardless of the vari-
ation of flow rate and input power over the range examined 
(0.5–3 µl/min, 200–1020 mW). However, as long as the 
IDT aperture is large enough for the migration to take place 
fully, then the end location is flow rate independent. The 
stable end location is located further from the start of the 
IDTs for higher flow rates and lower input powers; hence, 
a larger IDT aperture is required. The IDT aperture can 

thus be modified to suit given flow rate and applied power 
constraints.

As the underlying mechanism is based on attenuation 
at the liquid–substrate interface, no precise alignment is 
required as compared to conventional SSAW particle separa-
tion devices, where the centre of channel needs to be aligned 
with a single pressure node. Using the TSAW and SSAW 
combined approach, the simultaneous separation of 6.1- and 
7.0-µm polystyrene beads was successfully achieved.

The sorting process and size-deterministic behaviour 
can be observed in Fig. 8, where the larger 7.0-µm parti-
cles were collected in the centre outlet channel, whereas 
the smaller 6.1-µm particles accumulate in the upper out-
let channel. By splitting the top half of the channel outlet 
by three sections equally and classifying the first 200 µm 
as the centre outlet and the following 200 µm as the side 
outlet, the separation efficiency of the particles is found to 
be 90 % for 6.1 µm and 98 % for 7 µm beads, as shown in 
Fig. 8b. The separation efficiency is defined as A/(A + B) 
for 6-µm particles and B/(A+ B) for 7.0-µm particles, 
where A and B are the number of the target particles col-
lected at the side and centre outlet, respectively.

5  Conclusion

Continuous size-based deterministic particle sorting has 
been successfully demonstrated through the use of a pres-
sure field that combines both standing and travelling waves. 
This phenomenon exploits the substantial attenuation 
observed at high frequencies within wide fluid channels. 
Such a hybrid pressure field utilises the best features of 
both to sort particles deterministically. The particles in the 
travelling wave-dominant region are deflected and sorted 
on the basis of size due to the large force scaling and are 
subsequently trapped at stable pressure node locations, 
resulting in distinct exit locations independent of flow rate. 
We demonstrate this principle with the separation of 5.1-, 
6.1- and 7.0-µm-diameter particles. Submicron separation 
resolution can also be achieved using this TSAW/SSAW 
combined approach, which is a challenge for other parti-
cle separation techniques. With the ability to sort multiple 
particle population with a degree of insensitivity to flow 
rate, we anticipate that this system can be implemented in a 
broad range of applications, where size-deterministic sort-
ing of particles or cells is required, especially in systems 
where flow rates cannot be controlled precisely.
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Chapter 4 

Acoustic Tweezing of Particles using 

Decaying Opposing Travelling Surface 

Acoustic Waves (DOTSAW) 

4.1 Overview 
 

 

In this chapter, investigation of using another novel acoustic wave field to achieve 

particle tweezing is carried out. Acoustic particle tweezing refers to the trapping of 

particles and then the subsequent movement of them by translation of the sound field. 

Whilst this is possible using BAW, where the sound field is usually generated by exciting 

resonances in the fluid body, it requires the careful suppression of reflected waves to 

obtain the required control over the pressure field. However, SAW lends itself more 

naturally to this process due to the weak reflections present, displacement of the particles 

once trapped in a standing wave can be achieved by frequency or phase changes. The 

result is a movement of the pattern of particles created in the standing wave. A common 

factor in approaches to date is the use of a single excitation frequency at any moment of 

time. The foundation of this work relies on challenging two prevalent assumptions about 

two counter-propagating waves. The first assumption is two counter-propagating waves 

always superpose and form standing waves, which generate periodic traps for suspended 

particles. Since our work is not of a SSAW system but of a TSAW system, the second 

assumption is that a typical TSAW system possesses monodirectional quality, where 

particles are always pushed away in a single direction. Two different frequency travelling 

waves are excited in this work, our analysis shows that under such conditions a standing 

wave is not produced, rather a single trapping location exists for the suspended particles, 

(similar to optical tweezers that can trap particles over multiple wavelengths in a single 

location). This single trap’s location can be altered very simply by adjusting the relative 

power of excitation of the two waves. 
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4.2 Publication 
 

The following publication was reproduced [154] by permission of The Royal 

Society of Chemistry. 
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the fluid body is contained within a PDMS channel, the
absorption of acoustic waves in the PDMS ensures that re
flections of the waves are substantially reduced, allowing
greater freedom in the design of the sound field.34 As such
a single set of electrodes can create a travelling wave, capa
ble of near field particle patterning,35 pushing suspended
particles,36 38 droplets39 or fluid interfaces.40,41 Whilst,
multiple sets of electrodes can create standing waves for
particle sorting42 45 and patterning.46 49 With wave reflec
tion suppressed, changes in the relative phase of wave ex
citation allows tweezing via movement of the sound
field.50 52 The use of more complex electrode designs of
fers additional approaches, for example, chirped IDTs al
low a range of frequencies to be excited, so that the nodes
of the sound wave can be displaced by change of excitation
frequency.53,54

The overriding similarity in the systems described is that
a single frequency is used for all the waves which are ex
cited. Even when tweezing is achieved by shifting the fre
quency of excitation, at any given moment of operation a
single frequency is being excited. Indeed, this condition is
required to establish the standing waves used to trap the
particles.

Here we propose a new technique for acoustic tweezing
by employing two opposing travelling surface acoustic
waves with distinct frequencies. We show that the differ
ence in frequency, a form of incoherence, means that a
standing wave isn't established, the interference of the
two waves doesn't cause nodes and antinodes to form.
However, trapping can be achieved as, effectively, the
waves act as a pair of independent travelling waves, with
each wave exerting a pushing force on the particles in op
posing directions. The strength of the force generated by
each wave is spatially varying due to attenuation, as such
a single stable force potential minimum is achieved. This
enables stable particle trapping, at the location at which
each opposing force has the same magnitude. We term
this new form of acoustic trap decaying opposing travel
ling surface acoustic waves (DOTSAW), as it arises from
decaying opposing travelling surface acoustic waves. As
well as creating a single trapping location in which all
particles are gathered (rather than the multiple periodic
trapping of a standing wave), this approach also offers
the advantage of simple displacement of the particles once
trapped, the prerequisite for tweezing, by adjustment of
the relative amplitudes of the waves. Finally, the differ
ence in frequency required between the waves is so small
that it falls within the bandwidth of a linear IDT set, so
there is no need for chirped IDTs which are non optimal
in terms of energy transduction efficiency. To demonstrate
this, we show that 5 μm radius particles can be manipu
lated to any desired position across the width of a chan
nel (so transverse to the flow) by modulating the ampli
tude ratio between the opposing identical transducers, and
we characterise the relationship between location and rela
tive power. Experimentally, the system provides large spa

tial range (>400 μm) along with excellent accuracy
(±10 μm) (Fig. 1).

System principle

A surface acoustic wave (SAW) is generated when an alternat
ing current (AC) electrical signal is applied to the IDTs pat
terned on a piezoelectric substrate. When driven at the fre
quency given by f = cs/λSAW, where cs is the sound speed of
the surface wave on the substrate and λSAW is the distance be
tween periodic features in the IDTs, the mechanical displace
ments emanating from one set of finger pairs constructively
interfere with those emerging neighbouring ones, resulting
in a high displacement SAW.

The resulting surface wave will efficiently travel along the
surface of the substrate with minimal loses.55 If however a
fluid is located on the substrate, energy will “leak” from the
surface wave into that fluid. This coupling of energy into the
fluid, resulting in a wave emerging from the substrate at the
Rayleigh angle,56 in turn causes an exponential decay in the
amplitude of the surface acoustic wave. The attenuation coef
ficient of this decay, Cd, is given by:14,57

(1)

where ρ0 and ρLN are the density of water and lithium niobate
substrate respectively, c0 and cLN are their respective sound
speed, and λSAW is the SAW wavelength.

The coupling of energy into the fluid is essential for
acoustofluidic applications; as it is the waves passing through
the fluid which affect suspended particle and fluid behav
iour. In the case of particle manipulation the force field
arises from the time average of the pressure squared and
fluid particle velocity squared terms at any given location,
with the acoustic radiation force, Frad, being given by:58

Frad = ∇Urad (2a)

Fig. 1 Sketch of the DOTSAW device operating principle: accurate
positioning of particles can be achieved through an acoustic field
created by two opposing sets of interdigitated transducers (IDTs) on a
piezoelectric lithium niobate (LN) substrate. The different coloured
particles represent the trajectories the particle take under different
operating conditions.
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(2b)

(2c)

(2d)

where Urad is the acoustic potential, 〈pin
2〉 and 〈vin

2〉 are the
temporal average second ordered fluid pressure and velocity
at the particle's location, and κ and ρ are the compressibility
and density, respectively, of the particle or the fluid with the
subscript p or 0 accordingly. This equation assumes that the
particles are below the Rayleigh limit, meaning that they are
considerably smaller than the wavelength. There are however
some issues around the application of it on certain sound
fields. Settnes and Bruus59 who derived the equation noted
that it is only the imaginary parts of factors f1 and f2 (arising
from viscous effects) which contribute to the force when the
equation is applied to the special case of a travelling wave.
Whilst Gor'kov, who performed an earlier study in which the
fluid was assumed to be inviscid (an assumption we also
make), noted directly an issue with application of his equa
tions to plane travelling waves.60

As a result we apply the formula with care. In this sec
tion, we examine the way that terms from each of the two
waves are connected in the force expression after time aver
aging. When the solution relates to plane travelling waves
(with no decay) we calculate a zero net force. However, the
key here is understanding how the time averaging is affected
by a frequency shift to one of the waves at a conceptual
level, rather than the actual force calculated. In the Results
and discussion section, we include a decay term which
means the wave is no longer a pure plane travelling wave.
This allows us to calculate the actual (non zero) forces in our
system. Further validation is offered by comparison with the
experimental data.

There have been two main approaches to using surface
acoustic waves to manipulate particles the first uses a single
IDT source and the emerging travelling surface acoustic wave
(TSAW) to couple into the fluid, the result is the migration of
particles away from the source.61 The second approach uses
two IDT sources which produce counter propagating waves at
the same frequency, the interference of which yields a stand
ing surface acoustic wave (SSAW), it too couples into the
fluid, where the result is a form of standing acoustic field. In
this case particles are held in periodic locations due to the
periodicity of the standing wave.32 Hence, the addition of the
second surface acoustic wave makes a large difference to the
nature of the force field, going from mono directional to peri
odic. The reason lies in the relationship of the acoustic radia
tion force with the pressure and particle velocity squared,
this non linearity means that whilst the pressure field from
the two waves can be linearly superposed, the resultant forces
from the two waves cannot.

Two counter propagating waves (for this discussion we ig
nore the decay in amplitude) can be expressed mathemati
cally in terms of the velocity potential, Φ, as:

Φa = ϕAe
i(ωat−kax) (3a)

Φb = ϕBe
i(ωbt+kbx) (3b)

where ϕA and ϕB are the peak amplitudes, ka and kb the
wavenumbers and ωa and ωb the angular frequencies. The
pressure can then be calculated using p = ∂Φ/∂t and
summed to give:

p = ρϕAiωae
i(ωat−kax) + ρϕBiωbe

i(ωbt−kbx) (4)

what is important for this discussion is that in summing
the pressures, a linear process, the subscript a terms are
clustered together, as are the subscript b terms. The next
stage in calculating the component of the force potential re
lated to 〈p2〉, is to square the real component of the pres
sure, here the terms have been expanded out so the time
components are clearly stated which gives rise to the rather
unwieldy:

(5)
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Here the key feature is that in the third square bracket
there are terms with both a and b subscripts, so in contrast
to the linear pressure, the effect of wave a and b can't simply
be added.

In performing the time average, cos2ωt will become 1/2

(as ), whilst cosωt sinωt is equated to

zero ( ). Hence, when ωa is set to be equal

to ωb, then the time average of the pressure squared is
given by:

〈p2〉 = 2ρ2ϕ2ω2 cos2 kx (6)

which shows the spatial periodicity related to the standing
wave produced by two counter propagating waves of equal
frequency. For a discussion of the role of decay in this case
see a previous studies.42

If the frequencies of the two waves differ, then the cosωat
cosωbt and the sinωat sinωbt expressions will become negli
gible when averaged over a long time period, T (see Fig. S1 in

the ESI†). We assume that , and that this T is

small in comparison to the timescale of the net motion of

the particles. Using this assumption, all the terms within the
third square bracket will time average to zero. Hence, there is
a separation of the subscript a and b terms. In fact, the force
potential related to 〈p2〉 is that due to the sum of terms re
lated to the two individual waves, the same is true for 〈v2〉, so
we can sum the forces from each individual wave, provided
they are of different frequency. Note that if the two frequen
cies of operation are very close together (in the order of a few
Hertz), this assumption will breakdown, and example of this
has been seen in an earlier study which used two orthogonal
standing waves of different frequencies.48

In this case, in which no decay is considered, the sim
plification of the expression yields to a trivial result, in that
there is no spatial variation in the force potential, and
hence no force. This again fits with the addition of the
forces from independent travelling waves, in the absence of
decay this force would be spatially uniform, hence two
counter propagating waves will yield equal and opposite
forces, thus, no net force. Here, under dual frequency oper
ation, the decay of the travelling waves is required to im
pose a net force, as it introduces a spatial distribution in
the time averaged pressure field. Whilst the underlying
principle of the DOTSAW system has been discussed, it is
in the results section that a full characterisation, including
the effect of SAW decay, is given.

Methodology
To investigate the use of the DOTSAW system experimentally,
suitable devices have been fabricated. The experimental sys
tem consists of a piezoelectric 128° Y cut X propagating lith

ium niobate (LN) substrate patterned with straight interdigi
tated transducers (IDTs). Each set of IDTs has 12 finger pairs
with a SAW wavelength of λSAW = 50 μm and aperture of 1600
μm. Note that the two IDT sets are identical, having the same
nominal operational frequency, however there is enough
bandwidth in the response to allow them to be excited at fre
quencies sufficiently separated to observe the DOTSAW ef
fect. The microfluidic channel is created by soft lithography
replica moulding of polydimethylsiloxane (PDMS) and subse
quently bonded, after exposure to an air plasma, to the LN
substrate. The depth and the width of the microchannel used
in this system is designed to be 25 μm and 400 μm
respectively.

To demonstrate DOTSAW performance, the SAW devices
were used for a series of experiments conducted under a fluo
rescence microscope (Olympus BX43, Tokyo, Japan). In
which, fluorescent polystyrene particles (Magsphere, Pasa
dena, CA, USA) of 10 μm diameter were diluted using
deionised water (Milli Q 18.2 MΩ cm, Millipore, Billerica,
MA) with 2% w/w polyethylene glycol (PEG) to prevent parti
cle adhesion, before being injected into the microfluidic
channel using a syringe pump (KD Scientific Legato 210,
Holliston, MA, USA). For system actuation, two incoherent
signals were produced by a two channel power signal genera
tor (BelektroniG F20 Power Saw, Freital, Germany) and were
applied to the two sets of IDTs to generate opposing SAWs at
two different frequencies. A 5 MPixel C mount camera
(PixeLink PL B872CU, Ottawa, Canada) was connected to the
microscope to monitor particle behaviour. The videos were
post processed and analysed using a custom MATLAB
(MathWorks) program, in which the fluorescence intensity of
the particles was profiled at the end of the channel to yield
quantitative data about the particle manipulation distance
for each video frame (this was conducted over a time frame
of approximately 1 min).

This experimental data is compared against numerical
predictions. MATLAB is used to generate this numerical data,
by evaluation of expressions describing the pressure field in
cluding energy decay due to coupling into the fluid, and the
subsequent calculation of the acoustic radiation forces. The
parameters used for this numerical study are given in the
Table S1.†

Results and discussion

The system concept description demonstrated the difference
of having counter propagating coherent (SSAW) and incoher
ent waves (DOTSAW). Namely, that in the latter the forces
generated arise from a straightforward summation of terms
arising from each individual wave. However, for the purpose
of demonstrating this principle without additional complex
ity, the spatial decay of the waves was ignored. The result was
that the two frequency system resulted in no net forces. Here,
we use a numerical approach to examine the effect of this de
cay in both the equal and differing frequency scenarios. This

Lab on a ChipPaper

 
 

 
 

 
 

 
 

 
 

 
 

 

View Article Online



 

75 

 

  

Lab Chip, 2017, 17, 3489–3497 | 3493This journal is © The Royal Society of Chemistry 2017

allows the DOTSAW concept to be more comprehensively
demonstrated.

In a system with two opposing exponentially decaying trav
eling waves with the same frequency, coherent interference
will occur and result in a standing wave. The shape of the
time averaged pressure squared is that of a sinusoid, so
displaying multiple troughs (Fig. 2a), the amplitude of which
increases at each side of the field due to the proximity to the
nearest IDT set.

Fig. 2c shows the resulting force field, on a 5 μm radius
particle, which, as with the pressure squared plot, has a
strong periodicity. In this force field the particles can be
expected to collect at locations corresponding to zero force
and a negative gradient in the force profile (such that the lo
cations are stable force potential minima).

In contrast, the time averaged pressure squared field
which results from DOTSAW has a single minimum at the
centre of the field, as shown in Fig. 2b. This results in a force
field which has a single zero force location, Fig. 2d, meaning
that all particles are collected in that one location. Due to the
larger spatial scale of the time averaged pressure field, the
resulting force is lower than that of the SSAW system, how
ever, despite this, powers well below the maximum available
can achieve particle collection.

There are two key features of the DOTSAW system, firstly
the single collection location, and secondly the ease with
which this minimum can be translated. Fig. 3 demonstrates
that by application of different excitation amplitudes to each
of the IDTs, the minimum can be displaced. Whilst such dis
placement is also possible for SSAW, this requires an electri
cally more complex shift in phase or frequency.

The adjustment of the relative amplitudes can cause the
force minimum to move over a large spatial range, as shown
in Fig. 4.

Here, the particle collection locations are plotted against
the logarithmic power ratio, Γ, which is given as:

(8)

where the power input is equivalent to the square of pressure
amplitude ratio. As shown in the plot, after the exclusion of

Fig. 2 Comparison of standing wave field and opposing travelling
wave field. (a and b) Show the time averaged pressure squared field for
SSAW and DOTSAW respectively. (c and d) Show the spatial variation
of forces exerted on suspended particles. A zero net force and a
negative slope in the force indicates the locations where the particles
are collected. The orange cross represents the particle collection
locations in each field.

Fig. 3 Schematic diagram showing working mechanism of particle
manipulation using amplitude modulation of DOTSAW: (a) equal
power, (b) lower power from the left, (c) higher power from the left.

Fig. 4 Theoretical relationship for power ratio between the opposing
IDTs pair and particle collection locations. The relationship is linearised
by applying logarithm to the power ratio, denoted by the green line.
Data are excluded from the curve fitting due to the limit of the size of
the channel, which is shown by the red triangles. Inset shows the
effect of different combination of power from both IDTs pair to the
second-order pressure squared field. The red asterisk indicates the
lowest point of the pressure field of each power combination, which
represents the locations where particles are collected.
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the data which is out of bounds, which occurs when the trap
ping location is outside the channel dimensions (red trian
gles), a linear relationship exists between x, the distance from
the midpoint between the two IDTs to the trap, and the
power ratio. This is shown to be related directly to the decay
term, such that, for frequencies which differ only slightly:

(9)

Using this relationship, we can accurately control the par
ticles position by changing the power ratio between the two
opposing IDTs. The inset in Fig. 4 shows the source of the
data in the main graph, of the time averaged pressure is
shown for each amplitude combination, with the minimum
denoted by a red asterisk, the actual powers used (for each
power ratio) have been chosen such that each line can be
clearly seen. The effect of coherence of the pressure sources
on the particle trajectories is examined experimentally and il
lustrated in Fig. 5.

For coherent sources, where the SAW generated has con
stant phase difference and identical frequency, fluorescent par
ticles exit the channel in an ordered manner along multiple
routes separated by the same distance (Fig. 5a) as predicted in
Fig. 2c. Note in Fig. 5a, we can only see the collection locations
if a particle happens to enter the channel in the nearby vicinity,
hence some force potential minima have no particle present.

In contrast, for the scenario of incoherent sources, parti
cles are seen to be displaced towards a single location (the
channel centre) from each side, that is by both incident trav
elling waves (Fig. 5b). The frequencies applied to each of the
IDT sets is 76.2 MHz and 75.8 MHz respectively, while the in
put power is equal for both at 508 mW. In this case the be
haviour matches that predicted in Fig. 2d.

Fig. 5c shows the S11 curve of the IDTs used in the experi
ment. The S11 parameter represents the reflection coeffi
cient, which is measured using the signal generator in the
network analyser mode. 76 MHz is chosen as the centre fre

quency as it has the lowest reflection coefficient. This fre
quency is used in the SSAW field. Two off peak frequencies
of 75.8 MHz and 76.2 MHz are selected as the incoherent
sources. These two frequencies has very similar S11 values,
which makes it suitable to be used in the DOTSAW field as it
does not have an inherent bias towards a particular IDT set.

A further analysis is performed on the trajectory of single par
ticles experiencing the DOTSAW field. 4 particles of distinct
starting location prior to the acoustic exposure region is investi
gated frame by frame. The trajectories of each particle is fitted
using an exponential curve (Fig. 6a). The force field across the
channel width (Fig. 6b) is then obtained from the viscous Stokes
drag force, Fdrag = 6πηavp, using the calculated velocity field from
the fitted curve. The linear force field shows that the particles
migrate towards the location of least acoustic pressure, which
corroborates the theoretical force graph in Fig. 2d.

To show that the particle position can be manipulated,
different power ratios were applied to the opposing IDTs
pair. This was achieved by fixing the power input of the top
IDTs set, while manipulating the bottom IDTs set's power
input and the same procedure is repeated but with the con
nections to the IDTs reversed. One input power is fixed at
508 mW, whilst the other has a range from 508 mW to 1640
mW, with the interval of ∼100 mW are investigated in the
experiments. A stacked image (Fig. 7) shows a series of par
ticle trajectories (dictated by various colours) affected by the
power ratio. Each colour represents particle motions with
different power ratios, with red, orange, yellow, green, blue,
indigo and violet showing logarithmic power ratio of 2.22,
1.80, 0.36, 0, 0.67, 1.39 and 2.34 respectively. Note sepa
rate images were acquired for the trajectories arising from
each power ratio, the colour of each image was then ad
justed so that when stacked the difference in trajectory is
clearly seen. This superimposed image successfully shows
that the particles affected by the DOTSAW field can be fo
cused and manipulated to any location via amplitude modu
lation. As such, tweezing, of all particles in the fluid, at con
trolled locations is achieved.

Fig. 5 Stacked images of particle trajectories from experiments. (a) SSAW field, with f1 = f2 = 76 MHz; where multiple equidistant particle trapping
location can be seen. (b) DOTSAW field, with f1 = 75.8 MHz and f2 = 76.2 MHz; where particles are focused to the channel centre. The whole
frame of the two images (a and b) takes place within the SAW actuation area. (c) Shows the S11 curve on the IDTs used in the experiments. Blue
asterisk represent the centre frequency used in the SSAW field; whereas the red asterisks represent the two off-peak frequencies of 75.8 MHz and
76.2 MHz used in the DOTSAW field, which shows negligible difference in the reflection coefficient S11.
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Video analysis is performed to quantify the particle col
lection data. Fig. 8 shows the relationship between the experi
mental logarithmic power ratio with the exit location of the
particles as well as the theoretical variation of the particle po
sition calculated. One can observe from the experiments that
the particle exit location changes almost linearly as a func
tion of logarithmic power ratio, and experimental data has
good agreement with the theoretical prediction of the particle
position. The experimental data can be fitted using a linear
curve with gradient of R square value of 0.85. By comparing
the theoretical and experimental curves, their respective
equation of curves are xtheoretical = −165Γ and xexperimental =
−163.9Γ. The small discrepancies between the experimental
and the theoretical data may be due to the inaccurate pres
sure amplitude when associated with the particle exit loca
tion in the experiments. One of the factors that can cause
this is that the power input by the signal generator may not
be the same as the power utilised by the IDTs, hence affect
ing the actual pressure field that determines the particle trap
ping location. Another reason for the disparities is due to the
position of the fluid channel. If the microchannel is slightly

off centred and become asymmetrical, there will be a differ
ence in how much the wave amplitude attenuated in the

Fig. 8 Experimental particle collection location data as a function of
logarithmic power ratio applied and the theoretical location calculated
in Fig. 4.

Fig. 7 The superimposed images of particles motions, with each colour being a separate experiment. The trajectories correspond to different
power ratios (red: 2.22, orange: 1.80, yellow: 0.36, green: 0, blue: 0.67, indigo: 1.39, violet: 2.34). The channel walls are represented by the
white horizontal lines. The flow is from left to right in the image frame, as such it can be seen that under different power ratios the particles leave
SAW actuation zone at different lateral locations.

Fig. 6 Single particles analysis (a) particles trajectory (b) calculated radiation force with respect to the distance from the particles' end location.
The power supplied to the top and bottom IDTs are 508 mW and 1040 mW respectively. Inset in (a) shows the stacked image of the particles
trajectory.
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PDMS layer before reaching the fluid channel, thus causing
error in comparing the particle collection location from the
same power input. This inaccuracy can be diminished by
minimising the amplitude attenuation due to the lossy SAW
transmission at LN PDMS interface using an air filled chamber
to completely enclose the IDTs prior to the liquid channel.62

Nonetheless, the linear relationship offers accurate predic
tion of the final position of the particle subjected to ampli
tude modulation. As a result, the particles can be transported
and positioned precisely at the locations required for analyti
cal processes in lab on a chip systems.

It is important to note that the range of the lateral dis
placement of particles affected by DOTSAW field is limited by
the size of the channel or the space in between the IDTs pair,
and the sensitivity of the system depends on the average
power input to the IDTs.

Conclusions
Particle manipulation using amplitude modulation has been
successfully demonstrated via the use of a novel pressure
field that combines two opposing travelling waves without
the formation of a standing wave component. This phenome
non exploits the nature of superposition of incoherent
decaying waves with different frequencies. Such pressure
field utilised the tractability of the force potential well to al
low dynamic control of particle position. The suspended par
ticles are deflected from both sides of the channel that is af
fected opposing travelling wave and are trapped at the stable
pressure well location which is determined by the point
where the energy from both waves are balanced. We demon
strate this principle with the simultaneous position control
of 5 μm radius particles using different power ratio. With the
ability to manoeuvre particles with high sensitivity and range,
we anticipate that this system can be implemented in a broad
range of applications, such as cytometry, isolation of rare
cells, cell focusing and patterning. In addition, it can be eas
ily integrated into a miniature fluorescence activated cell
sorting (μFACS) system by incorporating fluorescent detec
tion and high speed electrical feedback modules.
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1. Time averaging

When time averaging a function, care needs to be taken in the selection of a suitable time window. 
In acoustofluidics, typically a single frequency sound wave is used, the period of which is several 
orders of magnitude shorter than the time scale of particle motion. The effect of increasing the time 

frame of the time integral of  is shown Fig. S1 (red line), as can be seen, at a timescale of cos2 𝜔1𝑡

such smaller than that of particle motion (tenths of a second) the value of this time average has 
settled to 0.5. When two frequencies are used the time required to settle at a fixed value is longer, 
in the case of the two frequencies used in our experiments, 76.2 and 75.8MHz, a settled value is 
obtained over a time frame of milliseconds (blue line). However, it is worth noting that when two 
frequencies are very close together (differing by 20Hz in Fig. S1, green line) the time required for the 
time average to settle can be larger than that of particle motion, in this scenario constant motion of 
the particle will occur.  

Fig. S1 This figure shows the value of the time averaged trigonometric functions  and cos2 𝜔1𝑡

 with varying averaging period. For the term with same frequency , the time cos 𝜔1𝑡cos 𝜔2𝑡  cos2 𝜔1𝑡

averaged value with settles at 0.5, the vertical dotted line indicates the time period of the 
oscillation. As for the terms with different frequencies, , the time average values cos 𝜔1𝑡cos 𝜔2𝑡

started with 0.5 but will eventually breakdown at a certain time averaging point depending on the 

difference in frequencies, and settles at zero. Here, the dotted lines show . In our case 
 𝑇 =

2𝜋
𝜔1 ‒ 𝜔2

(the one in blue), this time period T is small (~10-5 s) in comparison to the timescale of the net 
motion of the particles. We can safely assume that the trigonometric term will time average to zero. 
This assumption will breakdown when the two operational frequencies are very close together, as 
depicted by the green curve, where the time average value only settles at zero at around 1s.



 

82 

  
*Corresponding author: Laboratory for Micro Systems, Department of Mechanical and Aerospace Engineering, Monash 
University, Clayton, Victoria 3800, Australia.; E-mail: adrian.neild@monash.edu

2. Parameters

Table S1 lists the parameters used in the simulations presented in this work.

Table S1 Parameters used in theoretical calculations 

Water
Density 𝜌0 997 kg m-3

Speed of sound 𝑐0 1497 m s-1

Compressibility 𝜅0 448 TPa-1

Lithium Niobate
Speed of sound 𝜌𝐿𝑁 3994 m s-1

Density 𝑐𝐿𝑁 4700 kg m-3

Polystyrene
Density 𝜌𝑝 1050 kg m-3

Speed of sound 𝑐𝑝 2350 m s-1

Poisson’s ratio 𝜎𝑝 0.35
Compressibility 𝜅𝑝 249 TPa-1

SAW actuation parameters
SAW wavelength (at resonance) 𝜆𝑆𝐴𝑊 50 µm
Excitation frequency (top) 𝑓1 76.2 MHz
Excitation frequency (bottom) 𝑓2 75.8 MHz
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Chapter 5 

Multiple Outcome Particle Sorting using 

Cascaded Surface Acoustic Wave (CSAW) 

Manipulation  

5.1 Overview 
 
 

Sorting cells by type in a sample is a key step in many life sciences processes. 

Fluorescent activated cell sorters, FACS, are ubiquitous, rapid and can sort based on many 

different markers simultaneously. FACS are extremely important especially in purifying 

specific cell population based on phenotypes. This is different from the acoustic sorting 

platform form Chapter 3, where the cell population are indiscriminately sorted based on 

size. To enable this, fluorescent tags are used, which bind to cells based on specific active 

sites, resulting in chemical specificity. Once the fluorescent marker response is 

determined using an optic sensor, the cell is individually deterministically sorted based 

on this response. This is usually achieved by using electrical deflection of the sample 

containing the cell in nebulised droplet form into one of multiple destinations. On-chip 

FACS sorters with similar high performance have been receiving significant research 

effort due to the ability to eliminate the contamination concern in conventional FACS 

system. As the optical detection technologies are well developed, the key challenge is an 

actuation method capable of a rapid and multichannel response. Surface acoustic waves 

(SAW) offer an effective way of generating a sound field which is capable of exerting 

forces on suspended particles and cells.  

 

When SAW has been used for FACS, it has either been by use of TSAW, from  

a single electrode set, or has used SSAW to nudge the particle into a new trajectory. Here 

in this work, we use multiple pairs of electrode sets, that are offset laterally, to produce 

independent sound fields in close proximity. Different combinations of actuation of 

electrode pairs produce pressure field of different shape. This cascaded surface acoustic 

wave (CSAW) manipulation scheme dictates the particle trajectories. The 
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reconfigurability of this system is what allows the multiple sorting outcomes. 

Experimentally, 5 µm radius particles are sorted into four distinct outlets on a single 

microfluidic chip using different actuation permutation of electrodes. 

5.2 Publication 
 

This article is currently in review with Lab on a Chip. The article included here is 

formatted using the template from The Royal Society of Chemistry. 
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Multiple Outcome Particle Sorting using Cascaded Surface 
Acoustic Wave (CSAW) Manipulation  
Jia Wei Ng,a and Adrian Neild a 

On-chip flourescent activates cell sorting ;FACSͿ requires the optical indentification of a cell s type followed by the selective 

displacement of that particle from the incoming streamline, the number of displacement choices available dictate the 

number of different sort outcomes which are obtained. Surface acoustic waves (SAW) offer an effective way of generating 

a sound field which is capable of exerting forces on suspended particles and cells. The SAW couples into the fluid contained 

within a microfluidic channel.  A single SAW source can cause a travelling wave which pushes particles in the direction of 

propagation, whilst a pair of sources can give rise to a standing wave which moves particles to pressure nodes. By pulsing 

the SAW field on, both approaches have been used to displace  selected particles , either by pushing particles to the channel 

wall furthest along the propagation direction, or moving them to the nearest pressure node.  However, this work shows that 

multiple outcomes can be obtained by successive source pairs, each spatially offset from each other, the result is a cascaded 

manipulation yielding, in this demonstration, four possible outcomes.   

Introduction 
Cell and particle sorting is essential for many biological studies 
and clinical medical applications.1-7 A widespread method is 
fluorescence-activated cell sorting (FACS), in which different 
subsets of cells in a heterogenous cell population are selectively 
marked using fluorescent tags. Each cell is then individually 
carried by a fluid flow through an optical sensor. Based on the 
optical response, the cell type can be determined because of 
the specificity of each fluorescent tag. The selected cells are 
encapsulated in small liquid droplets, electrically charged and 
deflected into one of multiple receptacles using large electrical 
fields based on the knowledge gained optically.8 Commercial 
FACS systems are used to sort multiple cell types at high rates, 
but they are typically expensive and require large sample sizes. 
They also risk sample contamination and biosafety issues 
attributed to the final step.9  
 
There is increasing interest in miniaturisation of the process 
onto a microfluidic chip, as that would allow minimal sample 
size and not require the generation of a charged, cell-
encapsulating sprays of droplets. Furthermore, the on-chip 
sorting system can be integrated with other multiple 
inexpensive on-chip capabilities, acting as the first stage of a 
more complex automated workflow.10, 11  
 

The confined nature of microfluidic system, which minimises 
contamination, also restricts the interaction with the 
suspended cells. So, in order to guide cells, in the case of on-
chip FACS this would be after optical identification, a range of  
microscale actuation systems have been developed. These 
externally applied force fields can be generated through 
magnetic, electric and acoustics approaches.12-16 Of these, 
acoustic fields appear to be an excellent method for cell sorting 
as they are applicable to all suspended matter and are widely 
considered biocompatible,17-23 especially if that actuation is 
restricted in duration and power.24 
 
Acoustic-based manipulation methods can be split into two 
general types: bulk acoustic waves (BAW)25-29 and surface 
acoustic waves (SAW)30-32. The former is generated by a bulk 
wave mode transducer adhered to a fluid containing resonant 
chamber. The latter, SAW, uses a spatially periodic 
interdigitated transducers (IDTs) to create a resonant condition 
on a piezoelectric substrate. In the case of BAW, by choosing a 
suitable excitation frequency a resonant standing wave can be 
formed, this pushes suspended particles33-37 or droplets29 to 
either the pressure nodal or antinodal planes.38 However, the 
options for pressure field design are limited to the resonant 
modes of the fluid volume. SAW has gained popularity in the 
field of acoustofluidics as it is easy to integrate with microfluidic 
systems, and offers a far broader range of acoustic fields. These 
fields can yield forces which push or capture particles, as well as 
strong fluid flows (acoustic streaming) which occur both within 
the aperture of the IDTs and at the periphery of them.39 
 
SAW systems can be broadly classified as either travelling SAWs 
(TSAWs) or standing SAWs (SSAWs), though hybrid fields can 
also exist.40 The former, TSAW, is a wave generated by a single 

a. Address here. 
b. Address here. 
c. Address here. 
Ώ Footnotes relating to the title andͬor authors should appear here.  
Electronic Supplementary Information (ESI) available: [details of any supplementary 
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set of IDTs, which propagates through the system; the latter, 
SSAW, are formed by two coherent counter propagating waves, 
formed from two opposite sets of IDTs. Travelling waves are 
usually used to push particles,41, 42 droplets43, 44 or fluid 
interfaces45 away from the source.9, 41, 46-48 Whilst SSAW creates 
standing wave traps, which hold particles23, 49 or droplets50, 51 in 
multiple stable locations.  
 
To use such forcing mechanisms to sort particles there are two 
main approaches. One uses continuous actuation, the other 
pulsed actuation. The former has been used to sort cells by 
size47, 48, 52-55 and stiffness41, 42, 56-58 by designing a system in 
which those parameters dictate the final trajectory of a cell 
through the force field. However, for on-chip FACS, it is pulsed 
methods which are pertinent; once the type of cell is 
determined using optical detection of the fluorescent tag, a 
decision is made on whether the acoustic field should be pulsed 
on or remain off. This yields a binary outcome, capable of 
sorting two cell types9, 44, 59-61, a process which can be sped up 
through using highly focussed IDTs or constricted channels9, 46.  
 
There have been very few efforts to surpass the possibility of a 
binary outcome. One recent work uses standing SAW generated 
by electrodes that vary in pitch spatially. Here, droplets are 
pushed to different outlet channels depending on the frequency 
of excitation.51 The downside is that such chirped electrode are 
less efficient, and so more capable of moving droplets than 
cells, than single frequency designs, which better match the 
impedance of the driving amplifier accurately.  
 
Whilst a wide range of SAW excitation methods have been 
explored, the use multiple electrode sets to produce 
independent sound fields in close proximity is very rare. Here, 
we examine the use of several pairs of single frequency 
electrodes to create a cascaded surface acoustic wave (CSAW) 
manipulation scheme.   
 
Each pair of electrodes are laterally displaced from each other 
along the length of the channel. We show that, despite their 
proximity, they behave independently. With, for example, little 
effect of the acoustic streaming field generated at the edge of 
one electrode set on the behaviour of particles in the next set. 
In addition, they are also aligned such that they create pressure 
nodes which are slightly offset across the width of the channel, 
we demonstrate how this offset of the electrodes is highly 
accurately reproduced in the sound field. We show that this 
results in the capability of using different combinations of 
actuation of electrode pairs to dictate multiple particle 
trajectories. Such multiple trajectory control has the potential 
for combination with optical detection for multi-cell line on-chip 
FACS sorting, in which post-detection, a cells trajectory is 
dictated by the combination of electrodes pairs which are 
pulsed on for the duration of the passage of the cells passed the 
electrodes, surpassing the standard binary set of outcomes. 
  

Figure 1 Schematic diagram showing working mechanism of the particle outcome 
manipulation using binary actuation combination of Cascade SAW device. Each 
colour refers to the path taken by a single particle, governed by the imposed force 
fields. The first set of IDTs are used to locate the particles in the first node, while 
the second and third sets of IDTs are the sorting IDTs that is used to create a 
cascaded surface acoustic wave response (CSAW). 
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boundaries that the particles are affected depending on the 
number of sorting IDTs pair is portrayed in Figure 2. The  
highlighted triangle, containing all the pressure nodes, showing 
the unique possible outcomes. Table 1 also tabulate the 
possible pressure nodes location at electrode that are active 
with the number of electrodes. As with Figure 2, this table 
shows the additional set of locations which is added by the use 
of each additional IDT pair, so the total number of outcomes for 
n IDTs is a summation of those afforded by the use of 0 to n 
IDTs. In Figure 1, the first IDT is used for alignment, the following 
two are sorting IDTS, and hence four possible outcomes are 
depicted. 
 
The relationship between the numbers of sorting IDTs set to the 
number of outcomes is shown with the following equation: 

 𝑂𝑢𝑡𝑐𝑜𝑚𝑒ሺ𝑛ሻ ൌ෎ቆ
3൅ 2i ൅ ሺെ1ሻ௜

4 ቇ

௜ୀ௡

௜ୀ଴

 (9) 

 
where 𝑛 is the number of sorting electrodes. To accurately sort 
particles to any one of the outcomes, we can use different 
actuation combination of the electrodes. A single particle 
sorting outcome may have more than a single combination of 
activated IDTs; however, the most straightforward combination 
can be found by looking at Figure 2 and Table 1. From Figure 2, 
we can see within the triangle, there are lines slanted upwards 
and a line pointing downward. For the top boundaries of the 
triangle, by switching on every adjacent IDTs, the particles are 
shifted upwards with the offset distance, 𝑠௔. By switching on 
every alternate IDTs, with the binary combination (01), the 
particles can shift downwards. The sorting outcome lies on the 
lines within the triangle, this also represents the simplest 
trajectory and actuation combination of the IDTs.  
 
 In our experiment, only two pairs of sorting IDTs are actuated 
to create the cascaded SAW, while a pair of IDTs are actuated 
prior to the sorting region to set the initial location of the 
particles on the first node. In order to simplify the design while 
producing the same results (having four distinct outcomes), we 
turn to the Fibonacci sequence [0,1,1,2,3,5, …΁ that closely 
related to the golden ratio. The 3rd and 4th number from the 
sequence is selected as the ratio (2:1) to form the offset 
distance of 𝜆ௌ஺ௐ/6, while still satisfying the offset distance 
criteria. This allows the particles to be 1 part closer to the 
desired pressure node and two parts away from the subsequent 
pressure node.  

Methods 
Device Fabrication 

The piezoelectric substrate is made from 128° Y-cut lithium 
niobate (LN), chosen for its optical transparency and excellent 
electrical-mechanical coupling efficiency. The IDTs are 
composed of a 10 nm thick chromium (Cr) adhesive layer, and a 
200 nm thick aluminium (Al) conductive layer on top of that. A 
200 nm thick layer of silicon dioxide (SiO2) is further coated on 
the substrate to insulate the IDTs from corrosion and to  

Figure 2 Graph showing the relationship between the number of sorting IDTs and 
the particle outcome location. The highlighted pink triangle is all the available 
particle outcome correspond to the number of IDTs. The larger the number of IDTs, 
the larger the triangle encapsulating the particle outcome. To travel upwards from 
the adjacent pressure node location, the subsequent IDT can be turned on (1); to 
travel downwards, the binary combination of (01) can be applied to the next two 
IDTs. By controlling the movement direction of the particles, the particle outcome 
location can be determined. In the depiction it is assumed that each new additional 
IDT added is activated, hence for two IDTs only the combination of actuation 11, 01 
is shown, in addition the possibility 10 and 00 is possible, these relate to the 
locations already described for 0 IDTs and 1 IDT, hence what is depicted for 2 IDTs 
are the additional locations which adding a second IDT pair offers. 

Figure 3 (a) Stacked Image of particles motion without sheath flow. Particle lines up with the nodal lines when exposed to the acoustic field. (b) The nodal lines in the later 
actuation zone is offset by λSAW/6 from the previous actuation region. 
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promote channel bonding to the substrate. Each IDTs has the 

same pitch of 100 µm, producing a working frequency of 40 

MHz, and an aperture of 1000 µm. Two identical IDTs are 

separated by a distance of ϭϮ.ϱ λ (1250 µm) apart to form an 

opposing IDTs set; and by patterning three of this opposing sets 

on the LN substrate forms the sorting system. These opposing 

IDTs set are shifted up 𝜆ௌ஺ௐ/6 from one another. 

 

The microfluidic channel is made up of polymethylsiloxane 

(PDMS) (SYLGARD© 184, Dow Corning, 1:10 ratio of curing 

agent/ polymer) and is fabricated by soft lithography replica 

moulding. An air-filled chamber encloses the IDTs to limit 

leakage of acoustic energy into the PDMS superstructure, and 

so maximise acoustic energy transmitting into the liquid in the 

channel. The fluid chamber of 200 µm width and 25 µm height 

is then exposed to an air plasma and bonded to the LN 

substrate.  

 

Experimental Procedure 

The device is held under a microscope (Olympus BX43) using a 

3D printed frame where spring loaded contact pins make 

contact with the electrode pads on the LN substrate. The 

experiments are recoded using a microscope   mounted camera 

(PixieLink PL-B872CU, Ottawa, Canada).  The electrical signal is 

provided by a combined signal generator and amplifier 

(PowerSAW Belektronig F20). This generator is also a network 

analyser, capable of assessing the S11 values, a measure of 

input port voltage reflection coefficient. This can show the 

efficiency of the examined IDTs and about how much power is 

transmitted into the LN to generate SAW. 

 

A solution of fluorescent polystyrene particles with diameters 

of 5 µm, was injected into the microfluidic channel by syringe 

pumps (KD Scientific Legato 210). They are hydrodynamically 

focused to the centre of the main channel by two side sheath 

flows before entering the IDTs actuation region. The first IDT 

pair is then used to refine that alignment prior to the other two 

pairs being used to dictate the final trajectory. The flow rates of 

the sample flow and the sheath flow were 5 ul/min and 2 µl/min 

respectively. The buffer solution consists of deionised water 

(Milli-Q ϭϴ.Ϯ Mёcm, Millipore) with 2% w/w polyethylene glycol 

(PEG) to prevent particle/ particle or particle/ wall adhesion.  

Results and discussion 
The functionality of the trajectory control requires that the 

spatial offset of each IDT pair is accurately replicated in the 

sound field and so the position of the particles as they travel 

along the channel. To test this, two of the offset sorting IDTs 

 
Figure 4 shows the trajectory of the particles under IDT2 and IDT3 when the all the IDTs are being actuated. This plot shows that the particles can be accurately manipulated without 

noticeable effect by the acoustic streaming on the edge of IDTs where they are usually the strongest. The red dotted line represents the acoustic pressure minima where the particles 

may be collected, while the grey zones represent the apertures for the IDTs. The error bar is calculated with 2 standard deviation and a pooled standard deviation shows that the 

spread of the data along the trajectory is only 3.48 µm. The top left insert highlights the location particles where the trajectory data is investigated.  
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Having established the accuracy that can be obtained, we now 
examine what parameters effect the speed of displacement. 
Each set of IDTs is independently actuated, so could be handling 
different particle simultaneously. As such, we examine the time 
taken to move a particle to its final position in a single IDT pair. 
Figure 7 shows the distance travelled along the channel before 
a particle has moved to its desired lateral location, this is plotted 
as a function of the velocity the particle is travelling along the 
channel, the data is built up over several experiments with 
different flow rates. It is worth noting that the cluster of data 
points is related to low temporal resolution. It can be seen, that 
a line can be fitted to the data. The slope of this fitted line shows 
that the time taken to reach the final location is 0.11 s. 
However, the IDT can only be repurposed to sort the next 
particle once the initial particle has exited the aperture. To 
achieve this, the ideal flow rate is chosen such that by the time 
the lateral displacement is complete, a distance of 1 mm, the 
size of the aperture, has been covered. For these operating 
conditions this would be 9 mm/s.      
 
The sort time could be reduced by increasing the acoustic 
radiation force, the power used here, 232 mW, is significantly 
lower than in many works, especially those using pulsed 
actuation, and the acoustic radiation force will scale linearly 
with applied power. Hence the sorting time will be inversely 
proportional to the applied power. To harness this benefit the 
flow speed would need to be adjusted such that the lateral 
displacement takes place across the full aperture of the IDT. In 
addition, it could also be possible to reduce the distance that 
needs to be traversed, this has been shown as highly effective 
for systems with binary outputs using travelling acoustic waves. 
In which the distance is subsequently magnified by a channel 
expansion. Here the mode of operation would require a higher 
frequency of operation, noting that frequencies with resulting 
wavelengths in the order of three particle diameters have been 
shown to be capable of accurate particle positioning.23   

Conclusions 
In conclusion, we have successfully demonstrated a tuneable 
sorting method that is SSAW using a novel cascade pressure 
field. Our device is able to sort 5 µm radius particles into four 
distinct outlets on a single microfluidic chip using different 
actuation combination. We show that the acoustic field 
generated by each pair of IDTs can accurately move particles 
with the same offset as the physical location of the IDTs, and 
that streaming at the periphery of each IDT is not detrimental 
to this. Depending on the application, we show how the number 
of possible sorting outcome is dictated by the number of 
independent IDT sets. Finally, we examine the speed of 
collection and identify how this can be further improved now 
that the principle of operation has been demonstrated. With 
the ability to control the trajectory simply by switching on the 
appropriate IDTs set, we anticipate that it can be easily 
integrated into a miniature fluorescence-activated cell sorting 
(µFACS) system. 
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Figure 7 shows the relationship between the distance the particle travels along the 

channel whilst displacing laterally across the channel, with the particle velocity.  
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Chapter 6 

Conclusion and Future Work 

This chapter will discuss the conclusions of the work presented in this thesis. This 

will be followed by detailed discussion of the research outcomes. To conclude, 

recommendations of future work are presented. 

6.1 Conclusions 
 

 

The thesis described the use of three novel SAW fields to achieve on-chip particle/ 

cell manipulation techniques. These new types of sound field with unique properties and 

capabilities, offer enhanced flexible and tuneable, particle manipulation functionalities, 

so that almost any specific study could be performed with ease. In the following 

paragraphs, the primary contributions of this thesis are summarised. 

 

The first innovative SAW field, as discussed in Chapter 3, combines the 

favourable properties of a standing wave and travelling wave in a microfluidic system. 

This acoustic field arises from the superposition of two highly attenuated SAW traveling 

in opposite direction. This enables the sorting of particles that is size deterministic. The 

behaviour of particles of varying size in this hybrid field are predicted using finite element 

analysis in COMSOL Multiphysics. The particles in the travelling wave-dominant region 

are deflected and sorted based on size and are subsequently trapped at stable pressure 

node locations, resulting in distinct exit locations that is flow rate independent. Finally, 

this principle is demonstrated experimentally, and continuous sorting of 5.1 µm, 6.1 µm 

and 7.0 µm particles is achieved. 

 

The second new sound field is introduced in Chapter 4. This SAW field does not 

possess the properties of a conventional travelling wave, where the particles are pushed 

away from the source; or a standing wave that gathers the particles in a periodic pattern. 

Instead, this unique acoustic field has a single trapping site, which the location can be 

easily controlled. This phenomenon arises from the superposition of opposing incoherent 
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waves and the amplitude modulation of the waves. MATLAB has been used to describe 

the behaviour of the particles numerically in this novel pressure field. Experimentally, 

simultaneous position control of 5 µm radius particle with an accuracy of is shown with 

±10 µm. 

 

Chapter 6 explored the use of a novel and combinatorial acoustic field in 

manipulation of particles. Multiple pair of electrode sets are placed in close proximity to 

generate independent sound fields. The sound fields have pressure nodes that are spatially 

offset from each other. Multiple particle trajectories can be produced by selecting the 

appropriate sound field combination. In the experiments, sorting of 5 µm particles in to 

four distinct outlets on a single microfluidic chip using different electrode actuation 

combination. 

6.2 Future Work 
 

 

In Chapter 3, it is demonstrated that particles can be sorted based on size by using 

TSAW and SSAW hybrid field. The ability to sort multiple particle population in a way 

that is insensitive to flow rate and deterministic is useful for a wide range of applications, 

especially in systems where flow rates cannot be controlled precisely. Further work can 

be exploring the use of passive pumping mechanism in this hybrid field, eliminating the 

use of bulky equipment (syringe pumps) that usually accompanies SAW microfluidic 

methods.  

 

As discussed in Chapter 4, 1D trajectory control serves as a precursor towards 

developing a 2D acoustic tweezing system. Thus, this work will be further developed by 

introducing 2 extra orthogonal transducers. Additionally, the uses of this general 

platform, where a 2D acoustic field is generated by opposing sets of IDTs, has not been 

fully explored. This reconfigurability of this 2D acoustic tweezing can then be used in 

application such as tissue engineering and 3D printing. 

 

Using the SAW manipulation mechanisms described in Chapters 4 and 5, further 

work can include the integration into a miniature fluorescence-activated cell sorting 
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(µFACS) system. This can be achieved by incorporating fluorescent detection and high-

speed electrical feedback modules. Possible work also includes applying the manipulation 

methods discussed in Chapters 3, 4, and 5 for biological applications. For example, 

simultaneous sorting of red blood cells, white blood cells, platelets and plasma is very 

important in the subsequent blood component analysis.  
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Appendix A 

Conference paper 

The conference paper ‘FLOW-RATE INSENSITIVE DETERMINISTIC 

PARTICLE SORTING USING A COMBINATION OF TRAVELLING AND 

STANDING SURFACE ACOUSTIC WAVES’ was presented at the 20th International 

Conference on Miniaturized Systems for Chemistry and Life Sciences (“μTAS”) in 

Dublin, Ireland on October 9-13, 2016. This paper, largely simplifying the material in 

Chapter 3, is presented on the following page. 
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FLOW-RATE INSENSITIVE DETERMINISTIC PARTICLE SORTING 
USING A COMBINATION OF TRAVELLING AND STANDING 

SURFACE ACOUSTIC WAVES
Jia Wei Ng1, David J. Collins2, Citsabehsan Devendran1, Ye Ai2, and Adrian Neild2 

1Lab for Microsystems, Monash University, AUSTRALIA and 
2Engineering Product Design Pillar, Singapore University of Technology and Design, 

SINGAPORE 
 

ABSTRACT 
Acoustic fields offer a versatile and non-contact method for particle and cell manipulation, where 

several acoustofluidic systems have been developed for the purpose of sorting.  Many acoustic sorting 
systems rely on either standing waves (SW)[1] or travelling waves (TW)[2, 3] individually and re-
quire specific exposure times to the acoustic field, fine-tuned by manipulating the bulk flow rate.  Due 
to the temporal nature of these separations, they are rendered inappropriate for use in systems that re-
quire a high degree of flow rate control downstream.  Herein, we report a flowrate insensitive size-
deterministic sorting system, permitting the continuous separation of 5.1µm, 6.1µm and 7.0µm parti-
cles. 
 
KEYWORDS: Particle Sorting, Microfluidics, Lab on a Chip, Acoustofluidics, Surface Acoustic 
Waves (SAW), Standing Waves, Travelling Waves, Acoustic Radiation Forces 
 
INTRODUCTION 

In this work, the device employs a pressure field that utilises both TW and SW components, 
whose non-uniform spatial distribution arises from the attenuation of a leaky surface acoustic wave 
(SAW).  Particles within their corresponding TW dominant region migrate across multiple 
wavelengths, drifting into the SW dominant region, where the particles are confined within distinct 
nodal positions (i.e. stable location) corresponding to their size. 

 
THEORY 

This hybrid field is created by counter propagat-
ing SAWs, excited by two sets of interdigitated 
transducers (IDTs) with distance between periodic 
features, �saw= 40µm from either side of a 1200µm 
wide fluid channel.  This design (Figure 1), incorpo-
rates a large contrast between the channel width and 
the typical decay length of the SAW (~10  �saw)[4, 
5], making the role of attenuation highly significant.  
The use of higher operational frequency systems re-
duces the acoustic wavelength, �ac.  When the particle 
size, r approaches �ac, the presence of the suspended 
particle distorts the local pressure field in the sur-
rounding medium, resulting in different force rela-
tionships when subjected to a TW or SW pressure 
field, thus giving rise to novel mechanisms that ena-
bles enhanced size-deterministic particle sorting capabilities. 
 
EXPERIMENTAL 

To demonstrate the effect of a mixed wave field in a complex system, a simplified 2D model in 
COMSOL Multiphysics was used.  The model incorporates the effect of TW and SW forces allowing 
the fundamental principles of operation to be probed.  In the experiment, fluorescent polystyrene 
particles with 5.1, 6.1 and 7.0 µm diameters were injected into the microfluidic channel and are 
hydrodynamically focused to the sides of the main channel by a central sheath flow with a flow rate 
of 6 µl/min prior to the continuously SAW field being applied.   

Figure 1: Sketch of the SAW device operating 
principle: particles with different sizes pass 
through an acoustic field created by two op-
posing sets of interdigitated transducers 
(IDTs) on a piezoelectric Lithium Niobate 
(LN) substrate. 

978-0-9798064-9-0/µTAS 2016/$20©16CBMS-0001 1517 20th International Conference on Miniaturized
Systems for Chemistry and Life Sciences

9-13 October, 2016, Dublin, Ireland
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Appendix B 

Conference paper 

The conference paper ‘TRAVELLING SURFACE ACOUSTIC WAVES FOR 

PARTICLE TWEEZING’ was presented at the 14th Conference on Acoustofluidics in 

San Diego, United States of America on August 28-29, 2017. This paper, largely 

simplifying the material in Chapter 4, is presented on the following page. 
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Travelling Surface Acoustic Waves for Particle Tweezing  
  
Jia Wei Ng1 and Citsabehsan Devendran,1 Adrian Neild1 
 
1	Laboratory for Microsystems, Department of Mechanical and Aerospace Engineering, Monash University, 
Clayton, Victoria 3800, Australia  
E-mail: adrian neild@monash.edu, URL: http://www.labformicrosystems.com/ 
 
Introduction  
Particle manipulation can be achieved using bulk acoustic waves (BAW) or surface acoustic waves (SAW), 
both of which harness the acoustic radiation force generated by interaction of a suspended particle with an 
ultrasonic sound field. In the case of BAW the sound field is usually generated by exciting resonances in the 
fluid body, under such conditions waves reflected at the interfaces of the fluid constructively interfere creating 
a standing wave field the shape of which is related to the geometry of the fluid volume. In SAW systems 
reflections of fluid interfaces are usually weak as the fluid is typically enclosed in PDMS which has a similar 
acoustic impedance to water. Consequently, the standing waves required to trap particles in patterns, are 
produced using two separately generated counter propagating travelling waves.  
 
Acoustic particle tweezing refers to the trapping of particles and then the subsequent movement of them by 
translation of the sound field. Whilst this is possible using BAW, it requires the careful suppression of reflected 
waves to obtain the required control over the pressure field [1]. However, SAW lends itself more naturally to 
this process due to the weak reflections present, displacement of the particles once trapped in a standing wave 
can be achieved by frequency or phase changes [2]. The result is movement of the pattern of particles created 
in the standing wave. A common factor in approaches to date is the use of a single excitation frequency at any 
moment of time. In this work, two different frequency travelling waves are excited, our analysis shows that 
under such conditions a standing wave is not produced, rather a single trapping location exists for the 
suspended particles, and this single trap’s location can be altered very simply by adjusting the relative power 
of excitation of the two waves.      
 
Working Principle 
The acoustic radiation force exerted on a suspended particle can be found using [3]: 
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where ("#$ is the acoustic potential, 456
7  and 956

7  are the temporal average second ordered fluid pressure 
and velocity at the particle’s location, 2 and 8  are the compressibility and density of the particle or the fluid 
with the subscript p or 0. 
  
The difference in the shape of the force field generated by two counter-propagating waves is considered for 
two cases, that of two identical frequencies and that of two different frequencies. The pressure generated by 
the two counter propagating waves can be expressed as:   
	
	 4 = 8CD<E#F5 GHIJKHL + 8CM<ENF5 GOIPKOL 	 (2) 

	
where CDand CM are the amplitudes, Q# and QN are the wavenumbers and E# and EN are the angular 
frequencies. The decay of each wave is neglected in this equation. The total pressure is simply a linear 
summation of the pressures generated by each of the two waves. However, the forces generated are a non-
linear effect, so no such superposition can be used. Once the real terms are taken, expanded out and squared, 
the following unwieldy expression is obtained:    

 
ℜ 4 7

= 87CD
7E#7 sin7 E#= cos7 Q#X 	+ cos7 E#= sin7 Q#X − 2 sinE#= cos Q#X cosE#= sin Q#X 	

							+87CM
7EN

7 sin7 EN= cos7 QNX + cos7 EN= sin7 QNX − 2 sinEN= cos QNX cosEN= sin QNX  
(3) 
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