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Abstract

Ionic liquids, a set of materials comprised entirely of ions, are considered designer liquids. This

is due to the ease of substituting different ions, the ability to further functionalise these core

constituents, and the myriad of ionic liquids possible from cation-anion combinations. Ionic

liquids are tailored to exhibit properties such as electrochemical stability, thermal stability,

high conductivity and low viscosity - and naturally have low flammability and volatility. For

this reason, ionic liquids hold great promise in applications including catalysis, gas absorption,

separation science, metal extraction, lubrication, drug design, organic synthesis and the

booming field of energy storage. While the fields to which ionic liquids have been applied are

widespread, the properties of these materials also vary considerably. In some sense this is

advantageous as task-specific applications require a range of unique, finely-tuned properties.

However, as yet a methodology to design task-specific ionic liquids does not exist.

A simplified explanation has not yet emerged that is able to ascertain physical properties of

ionic liquids as a function of the constituent ions. Therefore, a complex model is needed to

account for the nuanced interactions at play. The macroscopic properties of ionic liquids are a

manifestation of the interaction energy of the system. The nature of the relationship between

the macroscopic and microscopic remains elusive. It is the aim of this thesis to investigate,

and facilitate the investigation, of this link with high level wavefunction-based methods in

large scale clusters. Wavefunction-based methods and large clusters are two resource intensive

endeavours, and as such have inhibited the study of ionic liquids at this level. The use of newly

developed theories and new approaches to traditional theories can be exploited to facilitate

these otherwise infeasible calculations.
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The fragment molecular orbital (FMO) approach has been applied to second-order Møller

Plesset perturbation theory (MP2) calculations of systems of up to 32 ion pairs (IPs). Two-

and three-body effects were investigated to determine cutoffs that can be implemented such

that two- and three-body calculations that contribute negligibly to the total energy can be

avoided. It was found that 71% of two-body MP2 calculations are required in order to achieve

an accuracy of 1 kJ mol−1. In 32 IPs, up to 94% of the HF trimer calculations can be omitted

without penalty. Two- and three-body cutoffs are suggested for each system size to reduce the

cost of large scale calculations.

An extensive benchmarking of density functional theory (DFT) functionals and MP2-based

methods has been performed on 2 and 4 IPs clusters of ionic liquids. The 2IP clusters were

optimised with forty-three different approaches, where the wavefunction-based method/DFT

functional, basis set, and the addition of dispersion correction was varied. Those with a

promising performance in the 2IP structures were tested again with 4IP clusters. Some of the

functionals with the best performance in the 2IP structures failed to accurately describe those

of 4IPs. The functionals PBE-D3/cc-pVTZ, 𝜔B97X-D/aug-cc-pVDZ and BLYP-D3/cc-pVTZ,

and the MP2-based method FMO2-SRS-MP2/cc-pVTZ are recommended for the optimisation

of larger clusters of ionic liquids.

Gold standard coupled cluster with single-, double-, and perturbative triple-excitations

(CCSD(T)) scales formally as𝑁 7 with chemical system size and thus the systems to which it

can be applied are severely limited. The newly developed domain-based local pair natural

orbital coupled-cluster method, DLPNO-CCSD(T), boasts CCSD(T) accuracy near the cost of

a DFT calculation. The errors of DLPNO-CCSD(T) in the context of ionic liquids are presented

for both protic and aprotic types. DLPNO-CCSD(T) with preset ‘TightPNO’ produces energies

within chemical accuracy. Two further parameter sets have been devised to be used when

spectroscopic accuracy is required.

A new methodology is presented in order to locate important minima contributing to bulk

properties of condensed liquids. Four ion pair configurations are strategically created to span

the potential energy surface of thematerials beforemolecular dynamics is utilised to search the

local region of each structure. Shorter molecular dynamics simulations are possible as no high

energy barriers need to be traversed. Agglomerative clustering is then used to group similar
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structures and thus find unique configurations. For the two ionic liquids tested geometries

were located that had energies below those found by simulated annealing.

Macroscopic properties are a result of the subtle interplay of forces present at the atomic level.

The nature of this relationship, however, remains elusive. Previous work in our group has

shown that the ratio of total interaction energy to dispersion interaction energy correlates with

melting point and dispersion interaction energy correlates with viscosity in single ion pairs.

This research has been continued into 2IP structures to account for same-ion interactions. A

full geometry screen was performed on twenty-four 2IP ionic liquids resulting in sixty-four

unique, low energy geometries. Melting point trends were created with Boltzmann averages of

the energies of the favourable structures. A generalised trend was established for the melting

point that had not been present in the 1IP systems and it’s predictive power rivals that of

molecular dynamics simulations.

Unravelling the structural motifs that influence the physicochemical properties of ionic liquids

would truly unlock their potential.
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Chapter 1

Introduction

Thefirst chapter is intended to give the reader an overviewof the target problems that this thesis

explores and some of the proposed solutions that currently exist in the literature. Specifically,

the chapter explains why ionic liquids have received attention from researchers for decades

and why they are considered an environmentally friendly alternative in energy storage devices

in 1.1. The chapter will then outline quantum chemical methods that have been used to

progress the understanding of the fundamental causes of properties exhibited in ionic liquids.

Section 1.3 is a literature review which thoroughly investigates quantum chemical methods

and their part in unthreading the relationship between the fundamental forces of ionic liquids

and their macroscopic representation as properties of materials. The chapter concludes with

an overview of the thesis and details the remaining chapters and how they address predicting

properties in large clusters of ionic liquids with quantum chemical methods – the aim of this

research.

1.1 What are ionic liquids?

Ionic liquidshave the capacity to revolutionisemanyfields of scienceprovided that ionic liquids

are fully understood. Ionic liquids (ILs) are organic salts composed of ions and are commonly

defined to have a melting point below 100∘ C.1 The lowering of melting temperatures in ionic

liquids is achieved by 1) bulky anions and cations, 2) diffuse or shielded charges about the ions

and 3) asymmetry in the geometries. These three characteristics have a compounding affect,
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CHAPTER 1. INTRODUCTION

Figure 1.1: Packing of an ionic liquid compared to a traditional salt.

both decreasing the strength of interaction and increasing the distances in lattice packing,

thus making crystallisation less favourable.2,3 This concept is demonstrated in Figure 1.1.

Ionic liquids have inherently appealing qualities: electrical conductivity, high thermal stability

and negligible volatility. Furthermore, ion constituents can be readily interchanged and func-

tionalised such that thematerial also exhibits awide electrochemicalwindow, lowered viscosity,

the ability to solubilise a wide range of gases and solids, and low toxicity. Thus, ionic liquids

have been studied in the context of electrolytes in batteries and solar cells,4–8 lubricants,9,10 gas

absorption,11,12 drug design,13–15 and chemical synthesis.16 In the case of chemical synthesis,

ionic liquids boast the ability to be highly recyclable, and as electrolytes, they would replace

the current volatile organic electrolytes. As such, ionic liquids are considered ‘green’ as they

enable the development of new technologies that are environmentally positive, especially in

their application to energy storage issues.17

The mix and matching of ions is both promising and a hindrance in commercialising ionic

liquids. There are estimated to be millions of trillions of candidate ionic liquids, and like in

drug design, computational design is a promising avenue to refine structural motifs that give

rise to optimum chemical properties.15 Intermolecular forces are manifested as macroscopic

properties such as viscosity, melting point and conductivity, although it is not fully understood

how the former governs the latter.18 This realisation means that in order to exploit ionic liquids

a deeper understanding on the relationship between the intermolecular forces and physical

properties is necessary. Both electrostatics and dispersion have been found to significantly

2



CHAPTER 1. INTRODUCTION

contribute to both the overall interaction energy and the unique properties of ionic liquids such

as the cohesive energy and melting point.18–21 Additionally, charge-transfer,22 induction,23 and

exchange-repulsion play a lesser but significant role in shaping the resulting properties.24 This

intricate interplay of forces is difficult to grasp although progress has been made as outlined

in the following review in section 1.3. Only a few studies have investigated the energy as a

function of cluster size. The interaction energy per ion pair has been shown to increase in

clusters from one to ten ion pairs due to many body effects.25 Dispersion energy additionally

increases rapidly per ion pair with increasing cluster sizes of at least up to eight ion pairs.26

Thus, to accurately account for intermolecular forces larger clusters must be modelled.

1.2 Accurate quantum chemical methods

Traditionally, new materials have been designed and created by the laborious process of

trial and error. In the age of technological advancements,27–29 the increasing availability of

computational resources and subsequent development of efficient code30,31 has provided

chemists with a secondary toolkit in probing ionic liquids – as a function of their electronic

structure. Some notable quantum chemical methods are further detailed below.

First and foremost, couple cluster theory with singles, doubles and non-iterative triples,

CCSD(T), is considered the gold standard in computational chemistry when it is extrapo-

lated to the complete basis set (CBS).32,33 It scales as N7, compared to N8 with iterative triples

method CCSDT (where N is the number of basis functions) while still recovering the vast

majority of correlation energy. Limiting computational cost is a common concern of theoreti-

cal chemists. Thus, CCSD(T) has been used extensively to benchmark cheaper methods in

order to verify their use on ionic liquids and their interactions with materials, for example to

understand interactions of ionic liquids with lignocellulose.34–37

Perturbation theory is a decomposition scheme where the total energy is the sum of pertur-

bation expansion of the energetic components and has CCSD(T) level accuracy.38–40 As the

energy is built from the individual components – electrostatic, induction, exchange, charge-

transfer, and dispersion terms – the theory can be used to correlate specific forces with certain

behaviour. This powerful technique was used by London et al. to explain the attractive van der

Waals forces in noble gases.41 The methodology has been improved to yield symmetry adapted
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perturbation theory (SAPT).38 SAPT has been used in the context of ionic liquids to identify the

role of induction and dispersion in creating shallow minima in the potential energy surfaces

of ionic liquids which goes some way in explaining their lowered melting points.42 A study

by the Izgorodina group used SAPT on single ion pairs of ionic liquids and determined that

all of the fundamental forces - electrostatic, exchange-repulsion, induction (also known as

polarisability), and dispersion - contributed non-negligibly to the interaction energy and their

interplay determined the interionic distances.43

Calculations using a finite basis set are susceptible to basis set superposition error where

electrons are artificially stabilised by the molecular orbitals of additional molecules of the

system.44 Theextent of over-stabilisation canbedeterminedaposteriori using the counterpoise

approach by Boys and Bernardi,45 where each molecule is recalculated in the presence of the

basis functions of the system. To determine the counterpoise correction, 2𝑁 +1 calculations

are required where𝑁 is the number of molecules. Determining the counterpoise correction

is the bottleneck of large-scale wavefunction-based calculations. Counterpoise correction is

required for obtaining accurate energies in calculations such as CCSD(T), density functional

theory and Møller-Plesset perturbation theory.

Calculations using CCSD(T) and SAPT can be prohibitive due to their computational cost.

New methods are often designed on the foundations of organic neutral systems which is partly

due to the commonality of these systems and partly due to the straight-forward nature of their

treatment.46 Reliable methods for ionic species that correctly model weak dispersion forces,

and are additionally affordable, are necessary in order to understand higher order properties

and the structural moieties they are dependent on. Spin-ratio scaled second order Møller-

Plesset perturbation theory (SRS-MP2) is a variant of the popular post-Hartree-Fock MP2

method for which the opposite spin and same spin correlation energies are scaled to reproduce

CCSD(T)/CBS energies. The method has been recently designed to not only accurately model

neutral species, but ionic liquid systems and radicals.46,47 Additionally, themethod circumvents

the need for counterpoise correction, making it more affordable than conventional MP2. It is

basis set dependent and produces energies of +/- 2 kJ mol−1 when paired with the relatively

small Dunning’s cc-pVTZ basis set.
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In order to extend the scope of quantum chemical methods into larger clusters – more than a

few molecules – fragmentation methods are used to reduce the number of basis functions per

calculation, and energies of these sub-calculations can be stitched back together reducing the

cost dramatically. Additionally, the sub-calculations can be run in parallel. As well as reducing

the cost, the calculations become accessible as common computers can be used to run the

smaller sub-calculations in succession. One such fragmentation scheme is the fragment

molecular orbital approach (FMO). FMO calculates each fragment in the Coulomb bath of

the surrounding fragments which accounts for higher order induction effects. Two-body (for

FMO2) and three-body effects are added (for FMO3) to the polarised monomers. In the case of

ionic liquids FMO only considers the basis functions of three molecules at a time no matter the

number of ion pairs considered. The monomer, dimer and trimer contributions for an FMO3

calculation are depicted in Figure 1.2 and the application to a two ion pair system is shown

where each ion is a fragment and thus four monomer, six dimer and four trimer calculations

are stitched together to recreate the total energy. The FMO approach has been tested in ionic

liquid clusters of up to eight ion pairs, and with the inclusion of three-body effects obtains

sub-kilojoule per mol accuracy.26 The cost of calculating eight ion pairs decreased by 30% and

the random access memory per central processing unit decreased by a factor of 14.5 when

utilising FMO.

Figure 1.2: Illustration of the fragmentmolecular orbital approach (FMO): After fragmentation,
monomer, dimer and trimer energies are calculated and stitched together.

Density functional theory is determined by the electron density distribution. It has garnered

much use in chemical research as the simpler theory can be renderedmuchmore quickly as the

density is based on only the spatial coordinates of the atom centers. Density functional theory

(DFT) truly is the best choice in terms of computational cost and can be extremely accurate.

However functionals of this theory can act unpredictably in their ability to capture electron
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correlation and exchange effects when arbitrary ionic liquids are considered.37 Furthermore,

functionals are known to produce large errors when determining intermolecular forces when

dispersion is a large component.48,49 While it is not expected that DFT can be used to extract

the energetics at a quality that allows for the understanding of the behaviour of ionic liquids, it

is unknown how the inaccuracies of DFT functionals will affect optimisations of larger clusters

of ionic liquids.50,51

The following review provides an in-depth account of how wavefunction-based methods

have contributed to predicting thermodynamic, physical and spectroscopic properties of

ionic liquids. These techniques include quantum structure–property relationship (QSPR), a

conductor-like screening model for realistic solvation (COSMO-RS), volume-based thermody-

namics (VBT), small quantumchemical calculations and ab initiomolecular dynamics (AIMD).

AIMDwhile being very powerful, throughwhich bond formation and breaking can be observed,

remains very expensive and typical ionic liquid simulations run for 100’s of picoseconds and

contain less than 100 ion pairs. Ionic liquids are viscous materials and longer time scales are

needed to allow for the movement of ions through the liquid, limiting the usefulness of the

AIMD method.
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CHAPTER 1. INTRODUCTION

1.4 Overview

It is concluded in section 1.3 that three-body effects are crucial in accurately capturing induc-

tion and dispersion forces in ionic liquids. As such, single ion pairs do not serve as reliable

models for studying the more complex physicochemical properties that are a product of the

dynamic interplay of forces. However, few studies have modelled multiscale clusters of ionic

liquids with wavefunction-based methods due to the associated computational cost.

The aim herein is to facilitate the prediction of properties of ionic liquids from large scale

wavefunction-based methods. This is done in a number of ways:

I. Examining the energetics of larger clusters of ionic liquids that can be linked to structural

motifs

II. Exploring quantum chemical methods that have the potential to be used as cheaper

alternatives with high accuracy

III. Identifying key low energy geometries in larger clusters that contribute to physicochemi-

cal properties of ionic liquids

IV. Investigating the linkbetween fundamental forces anddesiredproperties in larger clusters

of ionic liquids

The aims above are achieved in the chapters 2-6 as follows:

Chapter 2 focuses on the fragment molecule orbital approach and its application in ionic

liquid clusters of 4, 8 and 16 ion pairs. The approach reduces the cost of larger scale calculations

and thus allows for studying systems with energetics similar to a bulk liquid. An analysis is

undertakenwhere cutoff criteria for both two- and three-body effects (Figure 1.2) are presented

to further reduce the computer resources needed and therefore expandwhat canbe exploredby

quantum chemical methods. The research also explores how structural arrangements adopted

by ionic liquids impacts the Hartree-Fock and dispersion forces and thus the properties they

exhibit. By enabling the study of larger clusters it is expected that the nuances of the governing

forces in ionic liquids will be revealed such that physicochemical properties can be directly

linked with energies.
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Chapter 3 determines suitable density functional theory (DFT) functionals and Møller-Plesset

perturbation theory (MP2) variants for the optimisation of larger cluster of ionic liquids. While

optimisations of single ions and ion pairs are commonplace in the literature, few articles

exist that optimise larger clusters with ab initio methods. Whether functionals can reproduce

geometries of high level wavefunction-basedmethods is unknown. This chapter use forty-three

approaches with varying basis sets and dispersion corrections to determine a cost effective

method that can be applied to the optimisation of large scale clusters.

Chapter 4 introduces domain-based local pair natural orbital coupled-cluster method

(DLPNO-CCSD(T)) as an alternative for expensive but accurate gold standard coupled cluster

single-, double-, and perturbative triple-excitations (CCSD(T)). By limiting the doubles and

triples calculated at a coupled cluster level, DLPNO-CCSD(T) has the ability to drastically

increase the number of atoms considered at such a high accuracy. This work is the first bench-

marking study of DLPNO methods for ionic liquid systems and identifies if the long-range

electrostatic forces or strong intermolecular dispersion can be recovered by the method with

a high degree of accuracy. Secondly, the study identifies the method parameters required to

produce sub-kilojoule per mol accuracy in order for the method to be used in a predictive

context.

Chapter 5presents amethodology for locating importantminimaof condensed systemswhich

contribute to macroscopic properties. Configurations are created that span the potential

energy surface of the material. The local area of each configuration is then explored using

molecular dynamics. Agglomerative clustering has been used to groups geometries of nearby

minima and the lowest energy structure is used as the representative geometry. The study

produced excess geometries of the ionic liquids investigated such that key low energy structural

features could be examined. The methodology provides the geometries from which physical

properties can be predicted using ensemble averages.

Chapter 6 investigates relationships between interaction energy components – that define

the amount of energy needed for molecules to dissociate – and physical and thermodynamic

properties: conductivity and melting point. The study attempts to form a foundation in

understanding how forces such as dispersion govern these physicochemical properties as

well as develop a predictive tool. In order to fulfil this aim, extensive geometry screens are
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performed for a set of two ion pair systems through which favourable structural arrangements

can be linked to the ions present. The interaction energies are then correlatedwith conductivity

and melting point.

Lastly, the conclusions of the work herein is given in Chapter 7 which states the main findings

and the significance of the research. Further work is suggested that would shine further light

on the topics discussed.
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Chapter 2

Application of the fragment molecular

orbital approach to large clusters

2.1 Introduction

To understand transport and thermodynamic properties of ionic liquids it is critical that the

materials aremodelled viamethods that canobtain accurate energies.1 Thefragmentmolecular

orbital approach (FMO) is a fragmentation scheme that reduces the cost of a quantumchemical

calculation by only considering up to N fragments in tandem.2 In practice, FMO2 or FMO3 are

generally enough to accurately reproduce energies whereby two-body contributions (FMO2),

or two- and three-body contributions (FMO3) are added to monomer energies, although

corrections up to the number of fragments is possible.3–6 The approach greatly reduces cost

such that quantum chemical calculations of larger numbers of ion pairs are possible. As such,

classical force fields which include only two-body interactions and do not consider quantum

electronic effects, and density functional theory which captures these effects inconsistently

among ionic liquids, can be replaced with quantum chemical methods and provide qualitative

and quantitative insight.7

In the next section (2.2), a publication ofThe Journal of Physical Chemistry B is presented that

focuses on the use of the fragment molecular orbital approach in conjunction with second-

order Møller Plesset perturbation theory (MP2) in systems of ionic liquids. The premise of
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the study is that dimers and trimers that do not contribute to the energy of the system can

be eliminated to reduce the cost of the calculation permitting calculations of larger systems

that more accurately represent a bulk liquid. An FMO2 calculation, for example, consists of

one-body and two-body contributions. At large distances, a two-body correction may equal

the sum of the one-body contributions such that there is no interaction between the pair

and the two-body calculation can be omitted. By studying the distance of these many-body

interactions and their associated energy, cutoffs can be put in place that reduce computational

cost and have little to no consequence on the calculated energy.

In clusters of 4, 8, 16 and 32 ion pairs the Hartree-Fock (HF) and correlation components of

the MP2 calculations were investigated as electrostatics and dispersion, respectively. Although

HF dimer energy contributions are non-negligible for all distances, a relationship has been

proposed for the size of the cluster and the distance cutoff for two-body correlation energies.

This relationship revealed that dispersion forces penetrate an ion’s third solvation shell, much

further than was previously thought. Three-body cutoffs have been suggested and in some

cases 94% of the trimer calculations can be avoided. Contributions of three-body dispersion

can be greater than 80 kJ mol−1 and as such three body dispersion effects are essential in

creating realistic models of ionic liquids.
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Chapter 3

In search of a DFT functional for geom-

etry optimisations of large clusters

3.1 Introduction

Quantum chemists have consistently sought to obtain predictive power in the pursuit of deter-

mining task-specific ionic liquids. Wavefunction-based methods provide a highly accurate

account of the geometry they are supplied with. However, the global minimum and other

interesting minima must first be located. It has been determined that ion arrangements of

ionic liquid clusters of one and two ion pairs are dependent on the size and electron distri-

bution of both the anion and cation.1–3 Thus, it is not obvious a priori which minima are

important. Vast potential energy surfaces require geometry screening processes where numer-

ous configurations are optimised, and inhibits accurate modelling of large scale clusters. It

is common procedure to optimise at a lower level of theory, although as of yet the effect of

density functional theory (DFT) functional on the resulting optimised geometry of large scale

clusters has not been tested.

Section 3.2 contains a manuscript submitted toThe Journal of Chemical Theory and Computa-

tion. DFT functionals and second orderMøller-Plesset perturbation theory- (MP2) basedmeth-

odshavebeenapplied to a set of two ionpair (2IP) structures of 1-methyl-3-methylimidazolium

tetrafluoroborate ([C1mim][BF4]) and chloride ([C1mim]Cl). The benchmark geometries were
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optimised with FMO3-SRS-MP2/cc-pVTZ. SRS-MP2 is an MP2 variant that scales the cor-

relation energy to reproduce CCSD(T) accuracy,4,5 while FMO3 fragments the calculation

such that the cost becomes scalable with system size while accounting for up to three-body

effects.6–9 Further explanations for SRS-MP2 and the FMO approach can be found in section

1.2. Forty-three different approaches were tested where the functionals/wavefunction-based

methods, basis sets and dispersion corrections vary. Promising theories were further tested in

eight 4IP ionic liquid clusters.

The functionals 𝜔B97X-D/cc-pVDZ, M06-2X/aug-cc-pVDZ, B3LYP-D3/cc-pVTZ and TPSS-

D3/cc-pVTZ were some of the best performing functionals for the 2IP systems. However, im-

plementationwith 4IP systems found them to be inaccurate. All of themethods that performed

the best for 4IP systems also performed well for the 2IP systems. These were PBE-D3/cc-pVTZ

followed by 𝜔B97X-D/aug-cc-pVDZ, then BLYP-D3/cc-pVTZ and lastly FMO2-SRS-MP2/cc-

pVTZ. These four methods/basis sets had maximum RMSD values below 1.0 Å. This study

provides chemists with a hierarchy of accuracy for optimisation techniques when investigating

larger clusters of ionic liquids.
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Abstract 

Clusters of two ion pairs of imidazolium-based ionic liquids were optimised with 43 different 

levels of theory, including DFT functionals and MP2-based methods combined with varying 

Dunning’s basis sets, and added dispersion corrections. Better preforming DFT functionals were 

then applied to clusters consisting of four ion pairs. Excellent performance of some DFT 

functionals for the two ion pair clusters did not always match that of the four ion paired clusters, 

despite interionic distances remaining constant between the optimised two and four ion-paired 

clusters of the same ionic liquid. Combinations of DFT functional and basis set such as ωB97X-

D/cc-pVDZ, M06-2X/aug-cc-pVDZ, B3LYP-D3/cc-pVTZ and TPSS-D3/cc-pVTZ gave excellent 

results for geometry optimisation of two ion-paired clusters of imidazolium ionic liquids, but gave 

larger deviations when applied to the four ion paired clusters of varying ionic liquids. Empirical 

dispersion corrections were seen to be crucial in correctly capturing correlation effects in the 

studied ionic liquid clusters, becoming more important in larger clusters. Dunning’s double-ζ basis 
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set, cc-pVDZ, is associated with the smallest root mean squared deviations for geometries; 

however, it also produces the largest deviations in total electronic energies. ωB97X-D and M06-

2X produced the best performance with the augmented version of this basis set. The triple-ζ basis 

set, cc-pVTZ, leads to the best performance of most of the DFT functionals (especially the 

dispersion-corrected ones) used, whereas its augmented version, aug-cc-pVTZ, was not seen to 

improve results. The combinations of functional and basis set that gave the best geometry and 

energetics in both 2 and 4 ion-paired clusters were PBE-D3/cc-pVTZ, ωB97X-D/aug-cc-pVDZ 

and BLYP-D3/cc-pVTZ. All three combinations are recommended for geometry optimisations of 

larger clusters of ionic liquids. PBE-D3/cc-pVTZ performed the best with an average deviation of 

2.3 kJ mol-1 and a standard deviation of 3.4 kJ mol-1 for total electronic energy when applied to 4 

ion-paired clusters. Geometries optimised with FMO2-SRS-MP2/cc-pVTZ produced total energy 

within 2.0 kJ mol-1 off the benchmark in two ion-paired clusters, with the cc-pVDZ basis set 

performing unsurprisingly poorly with the same method. The error increased to 4.8 kJ mol-1 on 

average in four ion-paired clusters, with the smallest RMSD deviations in geometries when 

compared to the benchmark ones. This study is the first report that investigated the performance 

of DFT functionals for 2- and 4 ion-paired clusters of a wide range of ionic liquids consisting of 

commonly used cations such as pyrrolidinium, imidazolium, pyridinium and ammonium. It also 

identified the importance of assessing the performance of quantum chemical methods for ionic 

liquids on a variety of cation-anion combinations.  

Introduction 

Ionic liquids, discovered over a century ago, remain prevalent in the current literature and research 

into their application continues to grow in areas spanning catalysis,1–3 electrochemical sensing,4–6 
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separation,7–9 gas absorption,10,11 and biomass processing.12,13 Interest in ionic liquids remains 

strong due to a sheer number of potential cation-anion combinations of varying chemical structure, 

thus offering endless amounts of possibilities to produce materials of varying physicochemical 

properties. Among these properties of interest are low melting point, thermal and electrochemical 

stability, negligible volatility, high conductivity and low viscosity.  

The prediction of thermodynamic and transport properties of ionic liquids has been a holy 

grail of molecular dynamics simulations and quantum chemical calculations since the first 

applications of ionic liquids.14–16 Quantum chemical methods have been of particular interest as 

they provide accurate energetic insight into the interplay of fundamental forces – electrostatics, 

induction, exchange and dispersion – in ionic liquids. The work previously conducted in our group 

has identified a strong relationship between electrostatics and dispersion forces calculated for two 

ion-paired clusters of imidazolium- and pyrrolidinium-based ionic liquids and their melting point 

and conductivity.17,18 Two features of ionic liquids represent the main difficulty of turning the 

proposed methodology into a high-throughput approach – many-body effects and shallow potential 

energy surfaces.  

The importance of many-body effects in ionic liquids has been demonstrated in a number 

of ionic liquids, with the ratio of electrostatic, induction and dispersion forces varying on a series 

of factors ranging from the length of alkyl chain on the cation, to the functionality of interaction 

sites on the anion. Ludwig et al. showed that many-body effects led to a continuing increase of 

interaction energy per ion pair in clusters of imidazolium-based ionic liquids consisting of up to 

ten ion pairs.19 Dispersion interactions increase rapidly with increasing cluster size in up to at least 

eight ion pairs of imidazolium-based ionic liquids coupled with the tetrafluoroborate anion.20 In 

general, increases in both induction and dispersion interactions was observed going from 8 to 32-

3.2. A SYSTEMATIC STUDY OF DFT PERFORMANCE FOR GEOMETRY OPTIMISATIONS OF
IONIC LIQUID CLUSTERS 97



 4 

ion paired clusters of commonly used ionic liquids based on imidazolium and pyrrolidinium 

cations.21 The magnitude of the increase was identified to strongly depend on the cation-anion 

combination. Strength and interplay of interionic interactions in turn affect the optimised 

geometry. Koßmann et al. found that the hydrogen bond distances in dimethylimidazolium 

chloride increased asymptotically while increasing in up to nine ion pairs in a linear chain.22 

Matthews et al. have shown that low energy two ion-paired structures of dimethylimidazolium 

chloride could not be located by combining lower energy structures of single ion pairs highlighting 

that the potential energy surfaces of larger systems require re-examination.23 Our group identified 

that interionic distances in imidazolium chlorides and acetates had already converged at two ion-

paired clusters when an implicit solvation model was used during geometry optimisation.24  

Significant contributions of dispersion forces among ionic liquid ions lead to shallow 

potential energy surfaces.25 The main consequence of this phenomenon is the existence of many 

energetically favourable configurations of large-scale clusters of ionic liquids.18,26 The location of 

the global minimum – as well as other energetically accessible local minima of multiple ion 

clusters – are essential in ensuring that the fundamental forces from these clusters can be translated 

to bulk properties of ILs. The accurate description of dispersion forces was shown to be critical at 

identifying the correct bulk structure of ionic liquids, which in turn affects the prediction of their 

physicochemical properties.27,28 

In the case of imidazolium ionic liquids there is a competition between Coulombic cation-

anion interactions and the π+-π+ stacking of imidazolium cations as originally demonstrated for 

triazolium caitons.29 The former leads to an alternating charge structure in the ionic liquid bulk. 

Matthews et al. have found that conversions between alternating-charge structures and π+-π+ 

stacked structures in dimers of 1,3-dimethylimidazolium chloride have a low energy barrier of less 
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than 6 kJ mol-1.23 The small energy differences in structural arrangements likely explain the 

prevalence of π+-π+ stacking in molecular dynamics simulations of 1-ethyl-3-methylimidazolium 

with anions chloride or thiocyanate.30 The π+-π+ stacking was observed in crystal structures of 1-

ethyl-3-methylimidazolium nitrate31 and 1,3-dimethylimidazolium with either triflate32 or 

bis(trifluoromethanesulfonyl)imide.33 The aggregation of alkyl chains has also been documented 

in the literature.34–36 A systematic and elegant study by Kirchner et al. demonstrated how an 

increase of alkyl chain length on the imidazolium cation going from ethyl to octyl gradually 

increases nanosegregation of the bulk structure into polar and non-polar domains driven by van 

der Waals interactions among the alkyl chains.14 The effect of hydrogen bonding in imidazolium 

ionic liquids on their macroscopic properties has been extensively demonstrated in experiment. 

Mid‐ and far‐FTIR spectra showed that highly directional hydrogen bonds were responsible for 

the reduction of melting points and viscosities. A similar observation was also made for 1‐ethyl‐

3‐methylimidazolium bis(trifluoromethylsulfonyl)imide and 1‐ethyl‐2,3‐dimethylimidazolium 

bis(trifluoro methylsulfonyl)imide in a study by Fumino et al..37 Furthermore, a series of 

theoretical studies confirmed that substituting the hydrogen atom in the C2 position of the 

imidazolium ring with a methyl group created a larger barrier between energetically preferable 

configurations, thus explaining their higher melting points and increased viscosity values with 

respect to commonly used imidazolium ionic liquids.38–40 

Two ion-paired clusters of imidazolium- and pyrrolidinium-based ionic liquids exhibiting 

same-ion interactions have been fully configuraitonally screened to determine lower-energy 

configurations when coupled with the tetrafluoroborate, and dicyanamide anions.18 Global 

minimum structures exhibiting the stacking of cations were only found for imidazolium chlorides 

with shorter alkyl chains on the cation. π+-π+ interactions were competitive in the imidazolium 
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dicyanamide structures for imidazolium cations with longer alkyl chains and were not favourable 

for any of the imidazolium tetrafluoroborates. Hence, it was found that the preferred arrangements 

of smaller-sized clusters of ionic liquids are dependent on the nature and size of the anion as well 

as the cation. Therefore, it is important to identify reliable and cost-effective quantum chemical 

methods that can be applied to studying the geometry and energetics of large-scale clusters of ionic 

liquids. 

Locating all possible minima becomes an arduous task when the cost of quantum chemical 

methods used is considered. Density functional theory (DFT) has become popular for studying 

clusters of ionic liquids due to its low cost.41,42 Early DFT functionals based on the generalised 

gradient approximation (GGA) such as PBE,43 BLYP44,45 and PW9146 fell short of the accurate 

prediction of interaction energies in pyrrolidinium-based ion pairs, producing errors above 14 kJ 

mol-1.47 Inclusion of 54% of Hartree-Fock (HF) exchange in a meta-GGA functional, such as M05-

2X,48 reduced the error to within chemical accuracy. Grimme’s development of the empirical 

dispersion correction, especially its third generation, D3,49–51 greatly improved the description of 

non-covalent interactions in the S22 dataset at equilibrium and extended intermolecular distances.   

In the context of ionic liquids, DFT functionals augmented with the D3 correction have been tested 

to study the potential energy curve of imidazolium single ion pairs as a function of the cation to 

anion distance.52 Interaction energy errors with respect to CCSD(T)/CBS were within chemical 

accuracy for all D3 corrected functionals (B3LYP-D3, revPBE-D3 and revPBE38-D3) at the 

equilibrium interaction energy, however larger deviations occurred at shorter distances. Dispersion 

effects were also shown to be important in ionic liquids driven by hydrogen bonding as in the case 

of imidazolium-based ionic liquids.53  
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Hunt demonstrated that for 1-butyl-3-methyl-imidazolium chloride and 1-butyl-2,3-dimethyl-

imidazolium chloride B3LYP/6-31++G(d,p) could only provide to a qualitative description of the 

located configurations of single ion pairs as the dispersion effects could not be fully recovered.40 

Hunt and Gould compared the performance of B3LYP, MP2 and CCSD(T) for studying energetics 

of single ion-paired configurations of 1-butyl-3-methylimidazolium chloride.54 B3LYP/ 6-

31++G(d,p) was unable to correctly determine their relative stability. MP2/6-31++G(d,p) was 

found to be a superior choice by correctly predicting the relative stability when compared to 

CCSD(T)/aug-cc-pVDZ. B3LYP/ 6-31++G(d,p) performed poorer in configurations, in which the 

chloride interacted with the cation above the imidazolium ring. Matthews et al. optimised clusters 

of two ion pairs of 1,3-dimethylimidazolium (C1mim+) chloride, nitrate, methyl sulfate, 

trifluoromethanesulfonate and tetrafluoroborate with B3LYP-D3/6-311+G(d,p) to study structural 

and energetic differences.55 The dominant structure of the cation with the chloride anion had the 

imidazolium rings stacked in an antiparallel orientation, with an alternating charge structure being 

only 3.3 kJ mol-1 higher in energy. On the other hand, for [C1mim][NO3] and [C1mim][CH3SO4] 

the π+-π+ stacked configuration was > 6.4 kJ mol-1 higher in energy than that with an alternating 

charge. The ionic liquids of the larger anions (with the exception of chloride) favoured an 

alternating charge structure. A further study used B3LYP-D3/aug-cc-pVTZ to optimise clusters of 

single and double ion pairs of 1,3-dimethylimidazolium chloride.56 Both alternating charge and 

π+-π+ stacked ion pair configurations were found to have similar energetics.  

Dispersion also appears to be well accounted for when using meta-GGA functionals with 

54% of the HF exchange, such as M05-2X and M06-2X, when applied to a database consisting of 

single ion pairs of commonly used aprotic ionic liquids, IL174.47,57 In this study B3LYP was used 

for geometry optimisation of pyrrolidinium-based ion pairs, whereas MP2 was applied for 
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imidazolium-based ones. 16 different DFT functionals applied to the IL174 database found that 

the addition of diffuse functions to double-ζ basis sets improved interaction energies when paired 

with GGA, meta-GGA and GGA DFT-D functionals compared to triple-ζ basis sets without any 

diffuse functions.58 GGA and meta-GGA functionals with the D3 empirical correction and triple 

zeta basis set performed well when compared to the benchmark interaction energies calculated 

with the gold standard method, a coupled cluster method with singles nad doubles and non-terative 

triples, CCSD(T) within the complete basis set (CBS). Out of the DFT functionals used, M06-2X 

and TPSS-D3 coupled with the 6-311++G(3df,2p) basis set performed the best with a mean 

absolute error (MAE) of 4.1 and 4.7 kJ mol-1, respectively. PBE-D3 and BLYP-D3 with the same 

basis set obtained mean absolute errors of 5.1 and 5.2 kJ mol-1, respectively. BP86-D3 had a higher 

mean absolute error of 8.3 kJ mol-1. PBE, without the dispersion correction, outperformed other 

GGA functionals - BP86 and BLYP - with a mean absolute error of 11.4 kJ mol-1, BP86 and BLYP 

had MAEs > 20 kJ mol-1. An MAE of 5.3 kJ mol-1 was produced by a hybrid functional, B3LYP-

D3, which is an improvement by17.1 kJ mol-1 over the B3LYP functional itself.  

Garcia et al. published a benchmarking study of DFT functionals and their performance in 

the prediction of binding energy of single ion pairs of 54 ionic liquids.59 Geometries that were 

initially optimized with B3LYP/6-31G*, were re-optimised with a range of functionals including 

PBE, BLYP, PBE-D2, B3LYP-D2, ωB97X-D and M06-2X and basis sets 6-31G*, 6-31+G**, 6-

311+G** and aug-cc-pVDZ. Geometries and energies were compared to those of MP2/aug-cc-

pVDZ. B3LYP-D2/6-31+G* obtained an RMSD of interaction energy in single ion pairs of 3.5 kJ 

mol-1, whereas the geometries had slightly shortened intermolecular distances resulting in larger 

dispersion energies compared to the benchmark. The PBE and B3LYP functionals with and 

without dispersion corrections with 6-31+G** led to very small RMSDs in geometry. ωB97X and 
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ωB97X-D had equally small RMSDs for geometry and deviated below 2 kJ mol-1 on average for 

binding energies regardless of the basis set used. Their excellent performance was attributed to a 

better description of charge-transfer. Overall, all studied functionals produced geometries within 

chemical accuracy when compared to MP2/aug-cc-pVDZ. 

Firaha et al. investigated the effect of dispersion corrected functionals in ab initio 

molecular dynamics.60 32 ion pairs of 1-butyl-3-methylimidazolium triflate with BLYP and 

BLYP-D3 were simulated with periodic boundaries. The inclusion of D3 corrections resulted in 

shorter interionic distances between the cations and anions. RDF peaks corresponding to interionic 

hydrogen bonds occurred at longer distances and had larger intensities suggesting that either the 

frequency of hydrogen bonds increases or they become stronger. This observation was also 

accompanied with a decrease in alkyl-alkyl interactions and hence, microheterogeneity in the 

system.  

Single ion pairs of 8 imidazolium-based ionic liquids were optimised with a series of DFT 

functionals ranging from GGA to hybrid and meta-GGA funcitonals and the 6-311+G(d,p) basis 

set by Lage-Estebanez and compared with MP2 geometries.61 MP2/311+G(d,p) was used as a 

benchmark method. Dispersion played a larger role in determining the position of asymmetric 

anions. For example, in ion pairs of 1,3-dimethylimidazolium thiocyanate and 1-ethyl-3-

methylimidazolium dicyanamide, the functionals without the empirical dispersion correction 

favoured configurations, in which the anion interacted in the plane of the ring. Inclusion of the 

empirical dispersion correction the anion optimised to above/below the imidazolium ring. The 

M06 family of functionals optimized to similar structures. The interionic distance in the ion pair 

of 1,3-dimethylimidazolium thiocyanate decreased by 1 Å when dispersion-corrected functionals 

were used, which closely resembled the MP2 optimized geometry. On the other hand, the 
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dispersion correction had no effect on the interionic distance in the ion pair of 1-ethyl-3-

methylimidazolium thiocyanate. Overall, M06-2X and M06-L had the lowest mean absolute errors 

below 4.7 kJ mol-1, followed by wB97X-D with an MAE of 7.2 kJ mol-1. 

Perlt et al. calculated the dissociation energy curves of a 3 ion-paired cluster of 

ethylammonium nitrate and a 2 ion-paired cluster of 1-ethyl-3-methylimidazolium acetate using 

the domain-based local pair natural orbital (DLPNO) implementation of the CCSD(T) method as 

the benchmark. The performance of a series of DFT functionals were tested for the prediction of 

these dissociation curves.62 Goedecker-Teter-Hutter pseudopotentials for the core electrons and 

the TZVP basis set for the valence electrons were used in combination with these functionals. 

Although London dispersion forces were again highlighted as being crucial in studying ionic 

liquids, the performance of the chose functionals varied depending on the nature of ionic liquid. 

B3LYP-D3 and PBE0-D3 produced the lowest mean absolute deviations below 2.5 kJ mol-1 for 

both ionic liquids, with the composite method, B97-3c, producing an equally good performance. 

On the other hand, dispersion-corrected GGA functionals such as PBE-D3 and BP86-D3 had mean 

absolute deviations > 7.5 kJ mol-1. A study by Karu et al.63 also identified that the inclusion of the 

empirical dispersion correction, D3, reduced mean average errors of PBE, SCAN and a double 

hybrid functional, B2LYP, when applied to studying interaction energies of single ion pairs of 

ionic liquids consisting of 4 different cations including pyridinium and ammonium ones and 12 

different anions ranging from halides to dicyanamides. All three functionals gave MAEs below 

4.7 kJ mol-1, although maximum deviations of 15 kJ mol-1 and 17.7 kJ mol-1 were observed for 

PBE-D3 and SCAN-D3.  

Geometry optimisations are the cornerstone of any investigation into energetics and 

properties of ionic liquids. Many studies described above detail the performance of DFT 
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functionals for the prediction of energetics of ionic liquids. This was achieved by applying these 

functionals to “static” geometries that were optimized at a constant level of theory – usually a DFT 

functional such as B3LYP. It is not clear how these functionals fair in geometry optimisation of 

large-scale clusters of ionic liquids and how their systematic errors influence the resulting 

arrangement of ions. In order to make a fair comparison large-scale clusters must be optimized 

with a benchmark method. The fragment molecular orbital approach (FMO)64–68 including three-

body corrections (FMO3)69,70 has been validated in ionic liquid clusters and reproduces the 

conventional MP2 energies to within 0.2 kJ mol-1 per ion pair at a significantly reduced cost.20,21 

By dividing a large system into smaller fragments which can be treated at a high level of ab initio 

theory, the calculation scales linearly with molecular size.  In this work, the FMO3 approach is 

paired with the spin-ratio scaled MP2 (SRS-MP2), that reproduces the gold standard method, 

CCSD(T)/CBS, to within 2 kJ mol-1 per ion pair without the need for counterpoise correction.71,72 

This study investigates the performance of DFT functionals and MP2-based methods for 

geometry optimisation by applying them to a series of ionic liquid clusters consisting of two and 

four ion pairs. Four Dunning’s basis sets, cc-pVDZ, aug-cc-pVDZ, cc-pVTZ and aug-cc-pVTZ, 

were used with each selected level of theory. Two imidazolium-based ionic liquids coupled with 

the chloride and tetrafluoroborate anions were considered in constructing 2 ion-paired clusters. 

The former is a strongly coordinating anion, whereas the latter belongs to the weakly coordinating 

type, and thus represent excellent models for ionic liquid anions commonly used. For both ionic 

liquids, the lowest energy configurations located in our previous study were used as starting 

geometries. The best performing combinations of functionals/basis sets identified for the 2 ion-

paired clusters were further considered in geometry optimisations of four ion paired structures of 

a series of ionic liquids based on the 1,3-dimethylimidazolium, N,N’-dimethylipyrrolidinium, 
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tetramethylammonium and N-methylpyrydinium cations coupled with the Cl- and BF4- anions. The 

performance of each DFT functional was compared to the geometries optimized with the 

benchmark method, FMO3-SRS-MP2/cc-pVTZ. Geometry and energetic criteria used to assess 

the performance included root mean squared deviations in geometry, total electronic energies 

calculated at the benchmark level of theory, and interaction energies and their Hartree-Fock and 

correlation components also calculated with FMO3-SRS-MP2/cc-pVTZ. Finally, 

recommendations for the best combinations of DFT functionals/basis sets were given for geometry 

optimisation of large-scale ionic liquid clusters. 

 

Theoretical Calculations  

Two ion-paired (2IP) low energy structures of ionic liquids 1-methyl-3-methylimidazolium 

tetrafluoroborate ([C1mim][BF4]) and chloride ([C1mim]Cl), were first optimised with FMO2-

SRS-MP2/cc-pVDZ and then DFT functionals and wavefunction-based methods were used for 

subsequent geometry optimisation.73 The 2 ion-paired lower energy structures were taken from the 

previous study, in which a full configurational screen was performed for imidazolium-based ionic 

liquids.18 The two lower-energy configurations of [C1mim][BF4] shown in Figure 1 have an 

alternating charge arrangement in conf1 and a T-shape arrangement of the imidazolium cations in 

conf2. One of the structures of [C1mim]Cl include the π+-π+ stacking of the imidazolium cations 

with the anions interacting with the C2-H bond in the plane of the ring in conf1. The second 

structure, conf2, had the anions exhibiting two modes of interaction - above the imidazolium ring 

and with the C2-H bond.  
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simulations of ionic liquids to account for electron correlation and charge transfer between 

ions.79,80 These functionals as well as BP86 have been shown to improve greatly with the addition 

of empirical dispersion corrections and their reduced cost gives them priority over higher level 

functionals if they produce accurate geometries especially moving towards larger number of ion 

pairs.49 A meta-GGA functional, M06-2X, a hybrid functional, B3LYP, and a long-range corrected 

functional, ωB97X-D, are extremely popular functionals and have been used extensively for 

optimisations of ionic liquids in the literature.81–91 Meta-GGA functional with D3 correction TPSS-

D3 has previously been shown to perform well for single ion paired systems.58  

Wavefunction-based methods MP292 and aforementioned SRS-MP2 were additionally used. 

SRS-MP2 calculations were performed according to the fragment molecular orbital approach 

(FMO) and include two- and three-body effects without any approximations and cutoffs.64,69 These 

methods were used with Dunning’s correlation consistent basis sets: cc-pVDZ, cc-pVTZ, aug-cc-

pVDZ and aug-cc-pVTZ, and are abbreviated in this text as VDZ, VTZ, aVDZ and aVTZ, 

respectively.93–95  

Accurate, “gold standard”, CCSD(T) is limited to small and medium-sized clusters due to a 

scaling of N7, where N is the system size. MP2 provides a reasonable accuracy at a reduced scaling 

of N5, although it tends to overestimate correlation energy.96 The accuracy of MP2 decreases 

however when treating van der Waals complexes.97 The original modification of MP2, spin-

component scaled MP298,99 (SCS-MP2) by Grimme, provides higher quality reaction energies97 by 

scaling the opposite- (𝐸𝐸𝑂𝑂𝑂𝑂) and same-spin (𝐸𝐸𝑂𝑂𝑂𝑂) components of the correlation energy (E𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐) 

where: 
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𝐸𝐸𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 𝑐𝑐𝑂𝑂𝑂𝑂𝐸𝐸𝑂𝑂𝑂𝑂 + 𝑐𝑐𝑂𝑂𝑂𝑂𝐸𝐸𝑂𝑂𝑂𝑂 (1) 

The original SCS-MP2 method obtained the scaling coefficients through modelled on 51 

chemical reactions of neutral molecules.99 Parametrisation of the SRS-MP2 coefficients included 

the intermolecular datasets S22 and S66, commonly used for benchmarking quantum chemical 

methods, as well as 174 ion pairs from the IL174 dataset. The cOS and cSS coefficients were fitted 

to reproduce CCSD(T)/CBS by determining the optimum scaling coefficients.71 These coefficients 

depended on the extent of London dispersion forces, with dispersion-driven systems consistently 

producing the ratio > 1.0. The parametrisation was also achieved without the need to introduce 

counterpoise correction in the MP2 correlation energy. An average error of 1.4 kJ mol-1 was 

obtained for the cc-pVTZ basis set. Due to the cost and excellent performance of the SRS-MP2 

method for ionic liquids, it was considered the benchmark method in this study. Energies of all 

optimised geometries were improved with FMO3-SRS-MP2/cc-pVTZ and compared with those 

of the optimised FMO3-SRS-MP2/cc-pVTZ geometry. 

A subset of these DFT- and MP2-modified methods were also used on a more diverse range of 

four ion-paired clusters of ionic liquids: [C1mim][BF4]; [C1mim]Cl; N,N’-methyl-

methylpyrrolidinium tetrafluoroborate ([C1mpyr][BF4]) and chloride ([C1mpyr]Cl); 

tetramethylammonium tetrafluoroborate ([NMe4][BF4]) and chloride ([NMe4]Cl); and 1-

ethylpyrridinium tetrafluoroborate ([C2py][BF4]) and chloride ([C2py]Cl). Four ion-paired clusters 

were previously optimised with FMO2-MP2/cc-pVDZ.21 

Interaction energies (𝐸𝐸𝐼𝐼𝐼𝐼𝐼𝐼) were calculated via the following expression: 
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𝐸𝐸𝐼𝐼𝐼𝐼𝐼𝐼 = 𝐸𝐸𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 − � 𝐸𝐸𝑖𝑖(𝑖𝑖𝑖𝑖𝑖𝑖)
𝑖𝑖𝑐𝑐𝑖𝑖𝑐𝑐

𝑖𝑖

 (2) 

where the ions were taken in the geometry adopted in the corresponding cluster. The SRS-MP2 

method already accounts for the basis set superposition error due to the parameterised coefficients 

in the MP2 correlation energy. Counterpoise corrections for the HF level of theory were not 

considered as they were expected to be similar across the clusters studied and therefore, none of 

the conclusions drawn in the study should be affected. Interaction energies were divided into their 

HF component, which is predominantly electrostatics with some induction, and the correlation 

component that reliably captures London dispersion forces. 

Differences in geometries were also analysed with root mean square deviations (RMSDs): 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = �‖𝑎𝑎𝑖𝑖 − 𝑏𝑏𝑖𝑖‖2
𝑎𝑎𝑐𝑐𝑐𝑐𝑎𝑎

𝑖𝑖

 (3) 

where 𝑎𝑎 and 𝑏𝑏 are vectors consisting of the Cartesian coordinates of the same atom, i, present in 

the two structures compared. The RMSD of each DFT functional/method was determined with 

respect to the benchmark geometry. Positions of all atoms were included in eq. 3.  

Mean absolute errors (MAEs), and standard deviations (SDs) were used in the analysis of total 

and interaction energies. For each DFT functional/method the standard deviation was calculated 

using the following expression: 

𝑅𝑅𝑅𝑅 = �∑ (𝑥𝑥𝑖𝑖 − �̅�𝑥)2/(𝑁𝑁 − 1)𝐼𝐼
𝑖𝑖      (4) 
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where N is the number of geometries compared, 𝑥𝑥𝑖𝑖 is the energy deviation of each geometry, and 

�̅�𝑥 is the mean deviation of the given functional/method for all N geometries.  

DFT calculations were carried out with Gaussian 09,100 conventional MP2 calculations were 

performed with PSI4101 and fragment molecular orbital calculations were performed with 

GAMESS-US.67 

Interionic distances were calculated as distances between chemically accepted centres of ions 

labelled in Figure 2. All cation-anion distances in 2 and 4 ion-paired clusters were averaged. In 

addition, all cation-anion and anion-anion distances were averaged in 4 ion-paired clusters. 

 

 
Results and Discussion 

Figure 2. Positions used to calculate interionic distances. 
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Two ion pairs: influence of basis set on DFT functional performance  

In order to understand the effect that each level of theory imposes on geometry, single point 

calculations were performed with the benchmark method – FMO3-SRS-MP2 in combination with 

Dunning’s cc-pVTZ basis set. Deviations of the resulting total electronic energies were calculated 

with respect to the total electronic energy of the structure optimized with FMO3-SRS-MP2/VTZ 

and are presented in Figure 3. Therefore, these deviations are indicative of the overall performance 

of each DFT functional/MP2-based method. Fig. 3 shows a comparison of these deviations for the 

Figure 3. Deviations in total electronic energies of 2 ion-paired clusters with respect to FMO3-

SRS-MP2/cc-pVTZ optimized geometry. Single point calculations performed with FMO3-SRS-

MP2/cc-pVTZ for each geometry from the functional/method of optimisation (x axis).  
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2 ion-paired geometries obtained from geometry optimisation of 2 different configurations of 

[C1mim][BF4] and [C1mim]Cl, i.e. 4 clusters in total (for more detail see Figure 1). We screened 

all possible configurations of 2 ion-paired clusters of these ionic liquids in our previous work.18 In 

this study, the two lower energy configurations for each ionic liquid were chosen to perform 

geometry optimizations with varying levels of theory. The mean average values across these four 

clusters are given in Table 1. A lower bar in Fig. 3 indicates that on the potential energy surface 

the optimized geometry with a given method is closer to the benchmark method. All deviations 

were found to be positive, thus reinforcing the confidence in the benchmark method used. Only 

one exception was found in the case of the FMO2-SRS-MP2/cc-pVTZ optimisation of conf1 of 

[C1mim][BF4], where a geometry of a slightly lower energy by 1.4 kJ mol-1 with respect to the 

benchmark was located.  

For Dunning’s cc-pVDZ basis set, three functionals, B3LYP-D3, ωB97X-D and B3LYP, were 

found to be the best performing functionals, with average mean errors of 5.8, 6.1 and 7.4 kJ mol-

1, respectively. A good performance of ωB97X-D is expected as it accounts for long-range 

correlation, whereas an excellent performance of B3LYP is rather unusual, considering the 

empirical dispersion correction does not compensate for the insufficient description of London 

dispersion forces. Notably, B3LYP outperforms functionals such as BP86-D3 (18.0 kJ mol-1), 

M062-X (10.2 kJ mol-1), PBE-D3 (15.9 kJ mol-1) and TPSS-D3 (9.3 kJ mol-1), with average mean 

errors given in brackets. As expected, FMO2-SRS-MP2 (18.1 kJ mol-1) and FMO3-SRS-MP2 

(15.7 kJ mol-1), do not fare well in combination with cc-pVDZ. The best performing method 

overall is conventional MP2, with an average deviation of slightly above chemical accuracy of 5.1 

kJ mol-1.  
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Upon using the cc-pVTZ basis set, FMO2-SRS-MP2 unsurprisingly attains the geometry closest 

to the benchmark method with an average difference of only 2.0 kJ mol-1. Functionals without the 

explicit dispersion correction, D3, namely B3LYP (8.8 kJ mol-1), BLYP (12.4 kJ mol-1) fair worse 

than B3LYP-D3 (3.5 kJ mol-1), BP86-D3 (4.1 kJ mol-1), PBE-D3 (4.4 kJ mol-1) and TPSS-D3 (2.2 

kJ mol-1) where the latter is the best performing DFT functional (their average mean errors are 

given in brackets). The two functionals designed to accurately account for dispersion forces in 

non-covalently bound systems, M06-2X and ωB97X-D, produce errors of 7.8 and 7.1 kJ mol-1, 

respectively, outside of chemical accuracy. Conventional MP2 performs only marginally worse 

than FMO2-SRS-MP2, with the average energy difference of 0.4 kJ mol-1. 

Going from the cc-pVDZ basis set to the cc-pVTZ basis set, the geometries of B3LYP and 

ωB97X-D become only marginally higher in energy by 1.2 kJ mol-1 and 1.0 kJ mol-1, respectively, 

which indicates small dependence of the functional on the basis set. While BLYP almost halves 

the associated error, the average difference of 12.4 kJ mol-1 is still large. The most dramatic 

changes are seen in BP86-D3 and FMO2-SRS-MP2, whose difference to the benchmark decrease 

by 13.9 and 16.1 kJ mol-1, respectively. In accordance with these results, the incorporation of the 

D3 correction has a large positive impact when paired with cc-pVTZ. 

The switch to aug-cc-pVDZ led to geometries closer to the benchmark and lower average 

relative energies in the case of B3LYP-D3 (1.5 kJ mol-1), M06-2X (5.3 kJ mol-1) and ωB97X-D 

(3.8 kJ mol-1) (their average mean errors are given in brackets). The best performing functional for 

geometry optimisation was found to be B3LYP-D3, whose average error is as little as 1.5 kJ mol-

1, which is 0.5 kJ mol-1 lower in energy than any of the MP2 variants. In the case of B3LYP, BLYP, 

BP86-D3, PBE, PBE-D3 and TPSS-D3, the aug-cc-pVDZ basis set produced geometries similar 
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to the cc-pVTZ basis set. It has to be noted that SRS-MP2 does not perform well with Dunning’s 

augmented basis sets and therefore, these basis sets were not used in combination with the 

conventional and modified MP2 methods.71,72  

Table 1. Average deviations in total electronic energy of varying levels of theory (kJ mol-1) with 

respect to the benchmark geometry with FMO3-SRS-MP2/cc-pVTZ. Single point calculations 

performed with FMO3-SRS-MP2/cc-pVTZ for each geometry from the functional/method of 

optimisation. The last column provides the best performing basis set for each level of theory. 

 VDZ VTZ aVDZ aVTZ Best performance 

B3LYP 7.4 8.8 8.0 10.7 VDZ 

B3LYP-D3 5.8 3.5 1.5 2.9 aVDZ 

BLYP 21.6 12.4 21.9 15.7 VTZ 

BLYP-D3 17.2 3.6 - - VTZ 

BP86-D3 18.0 4.1 10.5 3.4 aVTZ 

M06-2X 10.2 7.8 5.3 7.3 aVDZ 

PBE 17.4 7.1 13.7 9.3 VTZ 

PBE-D3 15.9 4.4 9.3 3.9 aVTZ 

TPSS-D3 9.3 2.2 4.7 2.0 aVTZ 

ωB97X-D 6.1 7.1 3.8 7.1 aVDZ 

MP2 5.1 2.4 - - VTZ 

FMO2-SRS-MP2 18.1 2.0 - - VTZ 

FMO3-SRS-MP2 15.7 0.0 - - VTZ 

 

The use of Dunning’s aug-cc-pVTZ basis set does not bring significant changes to the 

performance of the majority of the DFT functionals employed, with average deviations within 

chemical accuracy when compared with the cc-pVTZ and aug-cc-pVDZ basis sets. Majority of 

these differences do not justify the use of this significantly larger basis set. For example, TPSS-

D3 produced geometries similar to those with cc-pVTZ with a negligible energy difference of 0.2 

kJ mol-1. It was found to be the best performing functional with the average error of 2.0 kJ mol-1. 
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BP86-D3 and PBE-D3 also had errors within chemical accuracy of 3.4 and 3.9 kJ mol-1, 

respectively. Contrary to this, best performing functionals with the cc-pVDZ basis set - B3LYP 

and B3LYP-D3 - optimized to geometries higher in energy by further 2.7 and 1.4 kJ mol-1, 

respectively. BP86-D3, TPSS-D3 and PBE-D3 show the best performance when combined with 

aug-cc-VTZ. The reduction in error within 1 kJ mol-1 compared to that for cc-pVTZ does not 

balance a significant increase in computational resources required for the introduction of additional 

diffuse functions in the basis set. 

To this end, the following combinations of DFT functionals and basis sets are recommended for 

geometry optimisations of larger clusters of imidazolium-based ionic liquids within chemical 

accuracy (average errors are given in brackets): B3LYP-D3/aVDZ (1.5 kJ mol-1), FMO2-SRS-

MP2/VTZ (2.0 kJ mol-1), TPSS-D3/aVTZ (2.0 kJ mol-1), TPSS-D3/VTZ (2.2 kJ mol-1), MP2/VTZ 

(2.4 kJ mol-1), B3LYP-D3/aVTZ (2.9 kJ mol-1), BP86-D3/aVTZ (3.4 kJ mol-1), B3LYP-D3/VTZ 

(3.5 kJ mol-1), BLYP-D3/VTZ (3.6 kJ mol-1), ωB97X-D/aVDZ (3.8 kJ mol-1) and PBE-D3/aVTZ 

(3.9 kJ mol-1). In terms of the cost vs accuracy compromise B3LYP-D3/aVDZ, TPSS-D3/VTZ 

and FMO2-SRS-MP2/VTZ are highly recommended for future studies. 

Two ion pairs: influence of DFT functional on geometry and interaction energy 

The differences in geometry can be assessed by separating the interaction energy into HF 

(predominantly electrostatics) and electron correlation (predominantly dispersion) components. 

Figure 4 shows deviations of interaction energy and its components – HF and correlation - 

calculated for the two-ion paired clusters optimized at the selected levels of theory. For 

comparison, interaction energy calculations were performed for all optimized geometries with 

the benchmark method, FMO3-SRS-MP2/cc-pVTZ. This comparison does not identify the 
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accuracy of each DFT functional. Instead, it allows us to analyse the proximity of these 

optimized structures to the benchmark ones. Additionally, average RMSD values with respect to 

geometry are given to further ascertain this proximity. These energetic and geometric quantities 

are broken down by basis set and functional/method further in the text.  

Figure 4. Deviations of total electronic energy from the FMO3-SRS-MP2/cc-pVTZ optimized 

geometry together with relative correlation (Corr) and Hatree-Fock (HF) interaction energy 

components (left y axis) and RMSDs in Å (right y axis) of 2 ion-paired clusters. Single point 

calculations performed with FMO3-SRS-MP2/cc-pVTZ for each geometry from the method 

of optimisation (x-axis). All energies are given in in kJ mol-1.  
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The 2 ion-paired clusters of [C1mim][BF4] optimized with FMO3-SRS-MP2/cc-pVTZ have very 

similar HF and correlation components of interaction energy. Both are within chemical accuracy, 

which is not surprising since their total energies differ within 1 kJ mol-1. Despite the similarity in 

interaction energies, these configurations have a rather different arrangement of ionic liquid ions. 

The parallel arrangement of the imidazolium rings in conf1 leads to the C2⋅⋅⋅C2 interionic distance 

of 4.3 Å, while this distance elongates to 4.7 Å in the T-shaped conf2, in which the imidazolium 

rings are perpendicular to each other. Similarly, the B⋅⋅⋅B interionic distance is slightly longer by 

0.2 Å in conf2. On average, the C2⋅⋅⋅B distances in these configurations are similar and are 

measured at 3.4 and 3.6 Å for conf1 and conf2, respectively, thus resulting in similar interaction 

energies. 

The 2 ion-paired clusters of [C1mim]Cl optimised with FMO3-SRS-MP2/VTZ also have a tiny 

difference of interaction energy of 1.9 kJ mol-1. In this case, the difference is accompanied with 

larger deviations in the HF and correlation components of interaction energy between conf1 and 

conf2. The alternating charge structure in conf2 has a larger interaction HF energy by 16.5 kJ mol-

1. The π+-π+ stacking of the imidazolium rings in conf1 leads to a geometry that is stabilised 

through dispersion energy by 18.4 kJ mol-1 compared to that of conf2. Stark differences in 

interaction energy components are reflected in interionic distances. The C2⋅⋅⋅C2 distances in conf1 

and conf2 are 3.5 and 4.1 Å, respectively. A similar trend is observed in the cation-anion distances. 

The average C2⋅⋅⋅Cl distance is 3.9 Å for conf1 and a much shorter 3.2 Å for conf2.  

Overall, total interaction energies differ from the benchmark in a range spanning nearly 29 kJ 

mol-1 from -12.0 to 16.9 kJ mol-1. There are no distinct trends when interaction energy becomes 

above or below that of the benchmark method. In our previous systematic work on the analysis 
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of total and interaction energies in lower-energy two-ion paired clusters of imidazolium- and 

pyrrolidinium-based ionic liquids, we established that structures with the strongest interaction 

energy do not necessarily have the lowest total energy due to the subtraction of deformation 

energies of ionic liquid ions in the former.18 Therefore, negative deviations of interaction 

energies from the benchmark should be considered with caution as these are not indicative of the 

level of theory locating a lower energy minimum. These deviations reveal subtle differences in 

the optimized structures with respect to the benchmark method. As discussed above, all DFT 

functionals/MP2-based methods produced positive deviations in their total energies of optimized 

structures of the 2 ion-paired clusters.  

Across all the chosen levels of theory, the optimized geometries of conf1 of [C1mim][BF4], 

representing an alternating charge arrangement, have RMSDs < 0.2 Å highlighting that the 

geometries do not change significantly after optimization regardless of the functional/method and 

basis set combination. In contrast, the T-shaped conf2 configuration optimizes to geometries with 

the highest median RMSD of 0.6 Å, with 17 combinations of methods/basis sets out of the possible 

43 returning geometries with an RMSD deviation > 0.5 Å with respect to the benchmark. The 

deviations of geometry reflect the difficulty to correctly identify the minimum for some DFT 

functionals. Although conf2 of [C1mim][BF4] has a slightly larger correlation component by 1.3 

kJ mol-1 compared to that of conf1, when dispersion forces are not completely accounted for, this 

minimum does not seem to be properly captured on the potential energy surface by some DFT 

functionals. For example, the BLYP/aVTZ geometry of conf2 of [C1mim][BF4] has an RMSD of 

0.9 Å. The HF component of interaction energy is more negative than the benchmark by 8.2 kJ 

mol-1, whereas the correlation component is calculated to be weaker by as much as 24 kJ mol-1.  
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In general, geometry optimisations of conf2 of [C1mim]Cl generate structures with a larger 

average deviation in geometry from the benchmark with the median RMSD of 0.3 Å compared to 

that of 0.1 Å in conf1. The conf2 interionic distances between the anions decrease by 0.3 Å and 

the cations increase by 0.1 Å on median. The cation-anion distances have a median distance of 0.1 

Å longer than that in the benchmark geometry. The π+-π+ stacked conf1 of [C1mim]Cl has the 

lowest median RMSD of 0.1 Å for BLYP and B3LYP in combination with the VTZ, aVDZ and 

aVTZ basis sets, whereas PBE/aVTZ has the largest RMSDs of 0.5 to 0.8 Å. The remaining 

B3LYP, BLYP and PBE functional/basis set combinations exclusively have RMSD values above 

0.3 Å. These functionals clearly fail to describe the π+-π+ stacking accurately. In the cases with 

RMSDs > 0.5 Å, the average distances between the chloride and the C2 position on the cation is 

consistent with the benchmark geometry, however the distance between the C2 positions on 

different cations increases between 0.9 and 1.1 Å. The latter observation makes the cations forgo 

the π+-π+ stacking in favour of the alternating charge arrangement.  

The median RMSDs of the DFT-D3 functionals (0.1 – 0.2 Å) are consistently lower than the 

median values of B3LYP, BLYP and PBE (0.3 – 0.6 Å) (the range of median values are given in 

brackets). The maximum RMSDs of the B3LYP method with the four basis sets span a range of 

0.5 to 0.8 Å, while B3LYP-D3 with the four basis sets fall in a range of 0.2 to 0.6 Å. The M06-2X 

median RMSDs are slightly larger than those of DFT-D3 functionals (0.2 to 0.3 Å) and their 

maximum RMSDs are consistently larger (0.5 to 0.6 Å). The median RMSDs of ωB97X-D vary 

between 0.1 to 0.2 Å, whereas the maximum RMSDs fall between 0.5 and 0.6 Å. 

Performance of cc-pVDZ basis set  
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In this section geometry optimisations performed with the cc-pVDZ basis set are discussed. The 

mean and standard deviations of total electronic and interaction energies of the optimised 

structures together with mean and maximum RMSD values with respect to the FMO3-SRS-

MP2/VTZ geometry are given in Table 2 for each DFT functional/MP2-based method. 

Table 2. Two ion-paired clusters: Mean errors (Mean) and standard deviations (SD) for total 

electronic energy (Total Energy), interaction energy (EINT), HF interaction Energy (EINT(HF)) and 

correlation interaction energy (EINT(Corr)) energies, mean and maximum RMSD values for each 

functional and MP2-based method with the cc-pVDZ basis set with respect to the FMO3-SRS-

MP2/cc-pVTZ geometry. All energies are given in kJ mol-1 and RMSD is given in Å. 

Theory 
Total Energy EINT EINT(HF) EINT(Corr) RMSD 

Mean SD Mean SD Mean SD Mean SD Mean Max 

B3LYP 7.4 4.1 -1.0 4.9 -12.7 9.7 11.8 13.4 0.3 0.5 

B3LYP-D3 5.8 1.4 -5.2 2.4 -0.7 10.1 -4.5 8.0 0.1 0.2 

BLYP 21.6 2.9 1.1 5.1 -14.9 11.9 16.0 12.8 0.4 0.5 

BLYP-D3 17.2 2.6 -5.7 4.0 -2.1 11.9 -3.6 9.0 0.2 0.3 

BP86-D3 18.0 2.4 -6.2 6.0 3.0 11.3 -9.2 7.3 0.2 0.4 

M06-2X 10.2 6.3 -1.4 7.2 12.6 18.7 -14.1 11.6 0.2 0.5 

PBE 17.4 2.3 -3.7 3.8 -9.5 11.3 5.8 9.8 0.3 0.5 

PBE-D3 15.9 2.0 -7.0 4.7 -2.0 11.1 -5.0 7.3 0.2 0.3 

TPSS-D3 9.3 2.0 -5.0 3.3 -1.1 9.8 -3.9 7.1 0.1 0.2 

ωB97X-D 6.1 0.7 -6.8 2.5 -2.2 8.3 -4.6 8.2 0.2 0.6 

MP2 5.1 1.6 -3.9 2.7 2.6 8.2 -6.5 5.5 0.1 0.2 

FMO2-SRS-MP2 18.1 2.6 -1.5 3.8 8.3 8.8 -9.8 5.2 0.2 0.3 

FMO3-SRS-MP2 15.7 3.5 -2.3 3.7 2.5 10.0 -4.8 6.5 0.1 0.3 

 

Compared to total energy, interaction energy does not deviate significantly from that of the 

benchmark method regardless of the DFT functional/MP2-based method used. The deviation falls 

in a narrow range of -6.8 kJ mol-1 to 1.1 kJ mol-1, with an average standard deviation of 4.4 
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ωB97X-D have average RMSDs of only 0.1 and 0.2 Å, respectively. There are some exceptions. 

The ωB97X-D largest RMSD of 0.60 Å is observed in conf2 of [C1mim][BF4] and its alignment 

with FMO3-SRS-MP2/VTZ is shown in Figure 5a. The largest deviation in geometries between 

these levels of theory lies in a displacement of one anion by 0.7 Å when optimized with ωB97X-

D, whereby reducing the average cation-anion distance (C2⋅⋅⋅B) by 0.2 Å and the anion-anion 

distance (B⋅⋅⋅B) by 0.3 Å. Small deviations of the cation positions result in a comparatively shorter 

cation-cation distance of 4.4 compared to 4.7 Å in the benchmark geometry.  

MP2/cc-pVDZ with an average deviation in total energy of 5.1 kJ mol-1 has small deviations in 

HF and correlation components and the largest RMSD of only 0.2 Å. This method performs 

equally well for both imidazolium-based ionic liquids.  

Based on the total energy and interaction energy, the preferred DFT functionals to use with the 

VDZ basis set are ωB97X-D and B3LYP-D3. In terms of similarity in geometries, B3LYP-D3 

performs the best with a maximum RMSD of 0.2 Å. Both functionals produce HF and correlation 

components of interaction energy within or close to chemical accuracy (4 kJ mol-1) off the 

benchmark results.  

Performance of aug-cc-pVDZ basis set  

In this section geometry optimisations performed with the aug-cc-pVDZ basis set are discussed. 

The mean and standard deviations of total electronic and interaction energies of the optimised 

structures together with mean and maximum RMSD values with respect to the FMO3-SRS-

MP2/VTZ geometry are given in Table 3 for each DFT functional/MP2-based method.  
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Table 3. Two ion-paired clusters: Mean errors (Mean) and standard deviations (SD) for total 

electronic energy (Total Energy), interaction energy (EINT), HF interaction Energy (EINT(HF)) and 

correlation interaction energy (EINT(Corr)) energies, mean and maximum RMSD values for each 

functional and MP2-based method with the aug-cc-pVDZ basis set with respect to the FMO3-SRS-

MP2/cc-pVTZ geometry. All energies are given in kJ mol-1 and RMSD is given in Å. 

Theory 
Total Energy EINT EINT(HF) EINT(Corr) RMSD 

Mean SD Mean SD Mean SD Mean SD Mean Max 

B3LYP 8.0 4.0 7.0 3.1 -15.4 7.7 22.3 10.7 0.5 0.8 

B3LYP-D3 1.5 0.9 -2.9 1.9 -5.8 4.6 2.8 4.0 0.3 0.6 

BLYP 21.9 1.7 11.9 1.1 -15.4 10.3 27.3 9.8 0.5 0.8 

BP86-D3 10.5 1.3 -3.3 5.1 -2.2 5.6 -1.0 6.1 0.3 0.8 

M06-2X 5.3 2.0 -1.5 4.2 7.8 11.2 -9.3 8.0 0.3 0.6 

PBE 13.7 0.7 2.9 2.7 -13.9 8.9 16.7 6.4 0.4 0.8 

PBE-D3 9.3 1.4 -2.9 4.4 -7.5 4.5 4.6 2.6 0.2 0.7 

TPSS-D3 4.7 1.1 -1.4 3.4 -6.2 3.8 4.8 2.7 0.3 0.7 

ωB97X-D 3.8 1.3 -2.9 2.8 -4.8 5.4 1.9 4.3 0.3 0.5 

 

In general, dispersion-corrected DFT functionals perform better with aug-cc-pVDZ compared 

to cc-pVDZ, producing smaller deviations in interaction energies. In terms of RMSD values, all 

DFT functionals show an increase in the mean values, with their maximum RSMD exceeding 0.5 

Å. Conf2 of [C1mim][BF4]  has a mean and maximum RMSD of 0.5 and 0.9 Å, respectively, 

whereas conf1 of [C1mim]Cl has RMSDs above 0.6 Å when optimised with B3LYP and BLYP. 

PBE-D3 obtains the smallest average RMSD of 0.2 Å when compared to those with cc-pVDZ; 

however, the maximum RMSD is increased to 0.7 Å (up from 0.3 Å for cc-pVDZ). The maximum 

RMSD was determined for conf2 of [C1mim][BF4], for which it is attributed to an increase in the 

cation-cation distance by 0.2 Å. In general, no obvious trends were observed in changes in 

interionic distances. In the case of B3LYP-D3/aVDZ, all the interionic distances are contracted by 

at least 0.2 Å. In the geometry of TPSS-D3/aVDZ the cation-cation and cation-anion distances 
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also become shorter by 0.1 to 0.2 Å. On the other hand, for conf1 of [C1mim]Cl, BLYP (RMSD 

of 0.7 Å) and B3LYP (RMSD of 0.6 Å) optimized to geometries with a significantly increased 

cation-cation distance by as much as 0.9 to 1.0 Å, whereas the anion-anion distance is reduced by 

0.4 to 0.5 Å. The π+-π+ stacking remains intact, with the distance between the two cations 

increasing.  

In terms of the combined performance for total and interaction energies, B3LYP-D3 (-5.8, 2.8), 

ωB97X-D (-4.8, 1.9) and TPSS-D3 (-6.2, 4.8) can be recommended, with mean deviations in HF 

and correlation components being given in kJ mol-1 in brackets. Their standard deviations for the 

energy components within chemical accuracy clearly indicate the robustness of these functionals 

for geometry optimisation of ionic liquids when combined with aug-cc-pVDZ. One has to exercise 

caution when optimising ionic liquids exhibiting the π+-π+ stacking of imidazolium rings. All of 

the DFT functionals used in this study did not fare well in this scenario due to a significant change 

in arrangement that imidazolium cations undergo and therefore, for these ionic liquids the use of 

aug-cc-pVDZ is not recommended.   

Performance of cc-pVTZ basis set  

In this section geometry optimisations performed with the cc-pVTZ basis set are discussed. The 

mean and standard deviations of total electronic and interaction energies of the optimised 

structures together with mean and maximum RMSD values with respect to the FMO3-SRS-

MP2/VTZ geometry are given in Table 4 for each DFT functional/MP2-based method.  
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Table 4. Two ion-paired clusters: Mean errors (Mean) and standard deviations (SD) for total 

electronic energy (Total Energy), interaction energy (EINT), HF interaction Energy (EINT(HF)) and 

correlation interaction energy (EINT(Corr)) energies, mean and maximum RMSD values for each 

functional and MP2-based method with the cc-pVTZ basis set with respect to the FMO3-SRS-

MP2/cc-pVTZ geometry. All energies are given in kJ mol-1 and RMSD is given in Å. 

Theory 
Total Energy EINT EINT(HF) EINT(Corr) RMSD 

Mean SD Mean SD Mean SD Mean SD Mean Max 

B3LYP 8.8 4.0 5.5 4.2 -16.9 6.4 22.4 10.1 0.4 0.6 

B3LYP-D3 3.5 0.8 -2.7 2.0 -7.6 3.6 5.0 2.9 0.1 0.2 

BLYP 12.4 2.4 9.8 1.8 -16.9 8.7 26.7 9.6 0.5 0.7 

BLYP-D3 3.6 1.3 -1.9 1.0 -9.5 3.7 7.5 3.5 0.2 0.6 

BP86-D3 4.1 1.5 -4.2 2.8 -4.5 4.6 0.4 4.2 0.2 0.4 

M06-2X 7.8 2.3 -3.1 4.5 3.4 9.0 -6.5 6.7 0.3 0.6 

PBE 7.1 3.1 1.2 1.1 -15.4 7.0 16.6 6.8 0.3 0.6 

PBE-D3 4.4 1.4 -3.9 2.2 -9.4 3.7 5.5 1.9 0.2 0.5 

TPSS-D3 2.2 1.6 -2.2 1.2 -8.6 2.7 6.3 1.7 0.1 0.2 

ωB97X-D 7.1 0.9 -4.0 4.0 -8.0 4.7 4.0 3.7 0.2 0.5 

MP2 2.4 0.7 -2.9 2.1 3.0 5.6 -5.9 3.9 0.1 0.3 

FMO2-SRS-MP2 2.0 4.2 0.9 3.3 5.0 10.4 -4.1 7.1 0.2 0.3 

 

With respect to cc-pVDZ, all DFT functionals achieve a better performance for geometry 

optimisation of 2 ion-paired clusters. Mean RMSD values fall consistently between 0.1 and 0.2, 

with the exception of BLYP and B3LYP. GGA functionals fall short in reducing their error to 

reach chemical accuracy. The dispersion-corrected functionals – B3LYP-D3, BLYP-D3, BP86-

D3, PBE-D3 and TPSS-D3 – achieve mean deviations and standard deviations of interaction 

energy well within chemical accuracy. Recently developed functionals, ωB97X-D and M06-2X, 

also show an outstanding performance with mean deviations of -4.0 and -3.1 kJ mol-1, respectively, 

highlighting the importance of a larger basis set for the description of London dispersion forces in 

semi-Coulombic systems such as ionic liquids. The use of this larger basis set becomes critical to 
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achieve the needed performance for geometry optimisation of either dispersion-corrected or meta-

GGA/range-separated functionals. The excellent performance of these functionals achieved 

through overestimation of the HF component in the range of 4.5 to 9.5 kJ mol-1 and 

underestimation of the correlation component in a similar range of 4.0 to 7.5 kJ mol-1. M06-2X 

represents an exception in this series through underestimation of the HF component and 

overestimation of the correlation component. The only functional, BP86-D3, has the mean absolute 

deviations of individual components and standard deviations associated with these below 4.6 kJ 

mol-1. Standard deviations in both energy components tend to be within chemical accuracy for the 

dispersion-corrected functionals used, with the exception for M06-2X and the GGA functionals. 

This suggests that a triple-ζ quality basis set improves the systematic error for dispersion-corrected 

functionals and ωB97X-D.  

Trends in the HF and correlation components of interaction energy are also reflected in large 

maximum RMSD values above 0.4 Å observed for the majority of functionals with the exception 

of B3LYP-D3 and TPSS-D3. Coupled with small median RMSD values, this suggests that 

optimisation of only some configurations resulted in a different geometry compared to the 

benchmark method. For example, in the B3LYP-D3 optimized geometry of conf2 of [C1mim]Cl, 

the anion-anion and cation-anion distances were optimized to be shorter by 0.4 and 0.1 Å, 

respectively, whereas the cation-cation distance is longer by 0.1 Å. Nor surprising that this 

geometry gave absolute deviations in the energy components > 9 kJ mol-1. For comparison, the 

B3LYP-D3 optimisation of conf2 of [C1mim][BF4] produced negligible deviations in the average 

cation-cation, anion-anion and cation-anion distances, which are in turn reflected in small 

deviations of the HF and correlation components of - 5.2 kJ mol-1 and 2.8 kJ mol-1, respectively.  

3.2. A SYSTEMATIC STUDY OF DFT PERFORMANCE FOR GEOMETRY OPTIMISATIONS OF
IONIC LIQUID CLUSTERS 127



 34 

Overall, ionic liquid clusters exhibiting the  π+-π+ stacking represented a challenge for geometry 

optimisation with GGA functionals as well as M062X. The conf1 cluster of [C1mim]Cl optimised 

with BLYP/VTZ is displayed in Figure 5b. The geometry of BLYP/VTZ (show in green) produces 

an RMSD of 0.7 Å and is contrasted with that of FMO3-SRS-MP2/VTZ. The distance between 

the C2 positions of the cation rings drastically increases from 3.6 Å for the benchmark method to 

4.7 Å for BLYP, whereas the distance between the chloride anions becomes shorter by 0.5 Å. Not 

surprisingly that energetically this results in an underestimation of the correlation energy 

component by 26.8 kJ mol-1 and an overestimation of the HF energy component by 15.7 mol-1. A 

similar trend is observed in the BLYP/VTZ optimized geometry of conf2 of [C1mim], in which 

the cations are further apart by 0.4 Å and the anions draw nearer to one another by 0.3 Å, giving 

the overall RMSD of 0.4 Å.  

The M06-2X optimisation of the conf2 cluster of [C1mim]Cl is contrasted to the FMO3-SRS-

MP2/VTZ optimized geometry in Figure 5c. The cation-cation distance is 0.1 Å longer than that 

of the benchmark and as the imidazolium rings move away from each other, which is accompanied 

by the chloride anions moving in between the stacked cations, producing an RMSD of 0.5 Å. This 

geometry has an overestimated HF component by over 10 kJ mol-1, whereas the correlation 

component is close to that of the benchmark geometry due to the predominantly unchanged cation-

anion distance. On the other hand, the M06-2X optimized geometry of conf1 of [C1mim]Cl has a 

small RMSD of 0.1 Å and relatively small absolute deviations in the HF and correlation 

components < 8 kJ mol-1 due to a shortening of the cation-anion distances by 0.1 Å.  

FMO2-SRS-MP2 and MP2 perform equally well compared to dispersion-corrected DFT 

functionals, with the former producing the lowest mean deviations in total and interaction energies 

among the functionals/MP2-based methods studied with cc-pVTZ. FMO2-SRS-MP2 has larger 
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standard deviations between 7 and 10 kJ mol-1 for individual components of interaction energy, 

suggesting the importance of induction effects in these clusters as two-body effects do not allow 

for explicit inclusion of induction forces. The maximum RMSD value does not exceed 0.3 Å.  

Based on the combined performance statistics for total energy, interaction energy and RMSD, 

DFT functionals such as BP86-D3, B3LYP-D3, BP86-D3 and TPSS-D3 can be recommended for 

geometry optimisation of ionic liquids when coupled with cc-pVTZ. Other functionals, especially 

GGA ones, should be used with caution as these do not capture nuances of London dispersion 

forces in ionic liquids. Although FMO2-SRS-MP2 produces the best statistics for total and 

interaction energy, the exclusion of induction effects through the omission of three-body effects 

might not produce a reliable geometry for some ionic liquids, for which these effects are crucial.  

Performance of aug-cc-pVTZ basis set  

In this section geometry optimisations performed with the aug-cc-pVTZ basis set are discussed. 

The mean and standard deviations of total electronic and interaction energies of the optimised 

structures together with mean and maximum RMSD values with respect to the FMO3-SRS-

MP2/VTZ geometry are given in Table 5 for each DFT functional/MP2-based method.  
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Table 5. Two ion-paired clusters: Mean errors (Mean) and standard deviations (SD) for total 

electronic energy (Total Energy), interaction energy (EINT), HF interaction Energy (EINT(HF)) and 

correlation interaction energy (EINT(Corr)) energies, mean and maximum RMSD values for each 

functional and MP2-based method with the aug-cc-pVTZ basis set with respect to the FMO3-SRS-

MP2/cc-pVTZ geometry. All energies are given in kJ mol-1 and RMSD is given in Å. 

Theory 
Total Energy EINT EINT(HF) EINT(Corr) RMSD 

Mean SD Mean SD Mean SD Mean SD Mean Max 

B3LYP 10.7 4.3 8.1 5.2 -16.5 5.7 24.5 10.6 0.5 0.8 

B3LYP-D3 2.9 1.2 -2.4 2.6 -8.6 3.3 6.2 3.1 0.3 0.6 

BLYP 15.7 2.4 15.0 1.8 -15.0 8.5 30.0 9.6 0.6 0.9 

BP86-D3 3.4 1.2 -2.6 3.6 -5.1 4.2 2.4 4.8 0.3 0.8 

M06-2X 7.3 1.7 -2.3 4.4 3.3 8.9 -5.6 6.5 0.3 0.6 

PBE 9.3 2.2 4.3 1.3 -15.3 7.5 19.6 6.9 0.4 0.5 

PBE-D3 3.9 1.1 -2.0 3.0 -9.9 3.1 7.9 1.5 0.3 0.8 

TPSS-D3 2.0 1.5 -0.5 2.1 -9.1 2.2 8.6 1.1 0.3 0.8 

ωB97X-D 7.1 1.3 -2.6 3.9 -8.0 4.8 5.3 3.8 0.3 0.6 

 

 
In general, augmentation of the cc-pVTZ basis set does not lead to improvement in 

performance of the DFT functionals used. BP86-D3 is the only functional that shows a marginal 

improvement. The mean RMSD values increase by 0.1 Å from VTZ to aVTZ, with the 

maximum RMSD values exceeding 0.5 Å. Optimisations of the T-shaped conf2 cluster of 

[C1mim][BF4] and the π+-π+ stacked conf1 cluster of [C1mim]Cl produce largest RMSD values, 

which is not surprising considering the same situation was observed for aug-cc-pVDZ. Due to a 

significant increase in computational cost, this basis set is not recommended to be used for 

geometry optimisation of ionic liquids.  

Comments on the best functional/basis set combination 
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Table 6. Two ion paired clusters: mean deviations of total electronic energy (Total Energy) and 

interaction energy (EINT) in kJ mol-1 for the best performing functionals/MP2-based methods for 

each basis set used together with mean and maximum RMSD values in Å.  

Functional/Method Basis set Total Energy EINT Mean RMSD Max RMSD 
MP2 

VDZ 
5.1 -3.9 0.1 0.2 

B3LYP-D3 5.8 -5.2 0.1 0.2 
ωB97X-D 6.1 -2.2 0.2 0.6 
B3LYP-D3 aVDZ 1.5 -2.9 0.3 0.6 
ωB97X-D 3.8 -2.9 0.3 0.5 
TPSS-D3  2.2 -2.2 0.1 0.2 
B3LYP-D3 VTZ 3.5 -2.7 0.1 0.2 
BP86-D3  4.1 -4.2 0.2 0.4 

 

Table 6 summarises the best performing DFT functionals/MP2-based methods for each basis 

set. Out of these combinations, the best geometries of imidazolium-based ionic liquids are obtained 

with B3LYP-D3/VTZ and TPSS-D3/VTZ due to the lowest RMSD values and lowest deviations 

in total and interaction energies. Among other combinations that can be recommended are ωB97X-

D/aVDZ, B3LYP-D3/aVDZ and BP86-D3/VTZ. In general, the use of cc-pVTZ led to the best 

performance of dispersion-driven functionals, whereas aug-cc-pVDZ was found to be necessary 

to achieve a good performance for M06-2X and ωB97X-D.  

Four ion paired clusters: influence of DFT functional on geometry, total electronic energy 

and interaction energy 

The initial structures shown in Figure 6 were optimised with FMO2-MP2/cc-pVDZ and can be 

found in our previous work.21 Deviations of total energy and interaction energy and RMSDs are 

shown in Figure 7 for eight ionic liquids – [C1mim][BF4], [C1mim]Cl, [C1mpyr][BF4], 

[C1mpyr]Cl, [NMe4][BF4], [NMe4]Cl, [C2py][BF4] and [C2py]Cl. Based on the recommendations 

for the 2 ion-paired clusters of imidazolium-based ionic liquids, the following combinations of 
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functionals/basis sets were used B3LYP/VTZ, B3LYP-D3/aVDZ, B3LYP-D3/VTZ, BLYP/VTZ, 

BLYP-D3/VTZ, M06-2X/aVDZ, M06-2X/VTZ, PBE/VTZ, PBE-D3/VTZ, TPSS-D3/VTZ, 

ωB97X-D/VDZ, ωB97X-D/aVDZ and ωB97X-D/VTZ. In addition, the performance of 

wavefunction-based methods such as HF/VTZ, FMO2-SRS-MP2/VDZ, FMO2-SRS-MP2/VTZ 

and FMO3-SRS-MP2/VDZ was also contrasted.  

In our previous work, we extensively analysed interaction energies and corresponding HF and 

correlation components of the 4 ion paired clusters and these were used as starting geometries.21 

Here we give a brief overview of the energetic landscape of these clusters studied. 

  

Figure 6. Starting structures of four ion-paired clusters of [C1mim][BF4], [C1mim]Cl, 

[C1mpyr][BF4], [C1mpyr]Cl, [NMe4][BF4], [NMe4]Cl, [C2py][BF4] and [C2py]Cl. 
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Table 7. Interaction energy (EINT), HF interaction energy (EINT(HF)), correlation interaction 

energy (EINT(Corr)) energy and the percentage of interaction energy of the correlation component 

(% EINT(Corr)) of the four ion pair clusters per ion pair optimised and calculated with FMO3-SRS-

MP2/cc-pVTZ.  

Cluster EINT EINT(HF) EINT(Corr) % EINT(Corr) 

[C1mim][BF4] -460.1 -408.5 -51.6 11.2 

[C1mim]Cl -506.4 -439.8 -66.5 13.1 

[C1mpyr][BF4] -468.8 -400.6 -68.3 14.6 

[C1mpyr]Cl -508.1 -438.5 -69.6 13.7 

[NMe4][BF4] -478.2 -424.1 -54.1 11.3 

[NMe4]Cl -508.1 -448.7 -59.4 11.7 

[C2py][BF4] -473.4 -400.5 -72.9 15.4 

[C2py]Cl -488.9 -411.3 -77.7 15.9 

 

Table 7 contains the interaction energy components of each cluster per ion pair as determined 

by FMO3-SRS-MP2/cc-pVTZ. The interaction energy of the tetrafluoroborate-based clusters span 

a range of -478.2 to -460.1 kJ mol-1, whereas the chloride-based ones have stronger interaction 

energy falling in a range of -508.1 to -488.9 kJ mol-1. The interaction energies increase in 

magnitude in the following order: [C1mim][BF4] < [C1mpyr][BF4] < [C2py][BF4] < [NMe4][BF4] 

< [C2py]Cl < [C1mim]Cl < [C1mpyr]Cl < [NMe4]Cl. The pyridinium-based ionic liquids have the 

largest correlation components of -72.9 and -77.7 kJ mol-1 when coupled with BF4- and Cl-, 

respectively, while [C1mim][BF4] has the lowest contribution of -51.6 kJ mol-1. 

Deviations of the total electronic and interaction energies in the optimized 4 ion-paired clusters 

with respect to the benchmark method are given in Fig. 7 and Table 8.  

The HF/VTZ combination was used to highlight the critical importance of dispersion forces for 

studying larger-scale clusters of ionic liquids. Not surprisingly, HF/VTZ consistently optimised to 
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configurations of much higher energy – up to 75 kJ mol-1 in the case of [C1mim]Cl. These large 

deviations are accompanied with an increase in the cation-cation, cation-anion and anion-anion 

distances by 0.8 to 1.6 Å. The exclusion of London dispersion forces results in unrealistic 

geometries of ionic liquids.  
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Figure 7. Four ion-paired clusters: Deviations of total electronic energies and interaction 

energies (left y axis) and mean RMSDs (right y axis) with respect to FMO3-SRS-MP2/cc-

pVTZ optimised geometries. Single point calculations performed with FMO3-SRS-MP2/cc-

pVTZ for each geometry from the method of optimisation (x axis).  
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Table 8. Four ion-paired clusters: Mean errors (Mean) and standard deviations (SD) for total 

electronic energy (Total), interaction energy (EINT), HF interaction inergy (EINT(HF)) and 

correlation interaction energy (EINT(Corr)) energies, mean and maximum RMSD values for each 

functional and MP2-based method with the cc-pVTZ basis set with respect to the FMO3-SRS-

MP2/cc-pVTZ geometry. All energies are given in kJ mol-1 and RMSDs are given in Å. 

Theory 
Total Energy EINT EINT(HF) EINT(Corr) RMSD 

Mean SD Mean SD Mean SD Mean SD Mean Max 

B3LYP/VTZ 4.8 14.1 8.4 14.2 -53.1 23.7 61.5 28.0 1.4 2.3 

B3LYP-D3/aVDZ -2.5 10.6 -3.0 10.9 1.0 16.7 -4.0 14.6 0.6 1.6 

B3LYP-D3/VTZ -8.7 22.6 -8.2 22.7 -24.3 25.1 16.2 41.0 1.6 3.6 

BLYP/VTZ 17.8 17.2 18.1 17.4 -55.0 28.6 73.0 32.0 1.8 3.3 

BLYP-D3/VTZ 4.9 2.8 1.2 6.3 -9.6 16.6 10.9 14.5 0.4 0.8 

HF/VTZ 57.4 22.5 27.7 13.0 -65.6 28.4 93.3 30.8 1.4 2.3 

M06-2X/aVDZ 7.1 20.4 1.2 19.6 29.7 30.9 -28.6 15.2 0.6 1.5 

M06-2X/VTZ 4.7 19.1 -5.8 17.5 12.8 25.9 -18.6 16.8 0.7 1.6 

PBE/VTZ 4.2 17.3 -3.7 15.1 -48.6 26.9 44.9 26.9 1.2 2.3 

PBE-D3/VTZ 2.3 3.4 -2.5 4.9 -12.4 17.2 9.9 17.3 0.4 0.9 

TPSS-D3/VTZ -8.9 17.0 -9.4 14.5 -16.8 22.0 7.4 19.9 0.6 1.4 

ωB97X-D/aVDZ 4.6 4.2 0.1 6.0 6.2 17.3 -6.1 17.4 0.4 1.0 

ωB97X-D/VDZ 10.3 6.0 -3.1 7.9 11.6 20.9 -14.7 15.7 0.5 1.4 

ωB97X-D/VTZ 2.6 11.7 -7.1 11.0 -9.9 22.5 2.8 17.6 0.6 1.7 

FMO2-SRS-MP2/VDZ 38.5 6.6 2.0 9.1 23.3 24.2 -21.3 16.6 0.3 1.1 

FMO2-SRS-MP2/VTZ 4.8 6.8 4.0 6.9 12.2 21.7 -8.3 17.7 0.3 0.9 

FMO3-SRS-MP2/VDZ 26.8 11.2 -5.8 11.5 -2.5 20.9 -3.3 16.5 0.4 1.2 

 

Increase in the number of ionic liquid ions in the cluster leads to a larger contribution of 

dispersion forces to interaction energy. As calculated with FMO3-SRS-MP2/VTZ, this 

contribution ranges from 11.2 to 15.9 %. This, in turn, results in increased deviations in total and 

interaction energy of the DFT functionals that do not fully describe dispersion forces. As expected, 

GGA functionals such as BLYP and PBE do not fare well, producing larger RMSD values of up 

to 3.3 Å and significant deviations (above 49 kJ mol-1 on the absolute scale) in the HF and 
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correlation components of interaction energy. 3 DFT functional/basis set combinations stand out 

due to their consistently excellent performance – BLYP-D3/VTZ, PBE-D3/VTZ and ωB97X-

D/aVDZ. These combinations produce mean deviations in total energy below 4.9 kJ mol-1, whereas 

mean deviations in interaction energies are well within chemical accuracy. Standard deviations for 

both quantities fall in a narrow range of 2.8 to 6.9 kJ mol-1, indicating their consistently excellent 

performance for geometry optimisation of ionic liquid clusters. It is not surprising that these 

combinations also produced the lowest RMSD values, with the maximum not exceeding 1.0 Å.   

In general, the use of a diverse range of ionic liquids for geometry optimisation has revealed 

systematic errors for some functionals. Three of the 13 DFT functional/basis set combinations – 

B3LYP-D3/aVDZ, B3LYP-D3/VTZ and TPSS-D3/VTZ – produced mean total energies lower 

than the benchmark ones by between 2.5 and 8.9 kJ mol-1 on average. In contrast, the B3LYP-D3 

and TPSS-D3 functionals performed well for the two ion-paired clusters of imidazolium-based 

ionic liquids, typically within chemical accuracy. In the case of the four ion-paired clusters, 

B3LYP-D3/aVDZ had largest negative deviations in total energy for [C2py]Cl (-27.6 kJ mol-1) and 

[C1mpyr]Cl (-4.7 kJ mol-1), B3LYP-D3/VTZ for [NMe4]Cl (-52.7 kJ mol-1), [C2py]Cl (-27.6 kJ 

mol-1) and [C1mim][BF4] (-17.1 kJ mol-1), and TPSS-D3/VTZ for [C2py]Cl (-47.3 kJ mol-1), and 

[C2py][BF4] (-18.6 kJ mol-1). Pyridinium-based clusters consistently produced lower total energy 

structures with B3LYP-D3 and TPSS-D3. These ionic liquids have the largest contribution from 

London dispersion forces > 15% (see Table 7), indicating systematic errors that these functionals 

have when applied for geometry optimisation of ionic liquid clusters.  

B3LYP-D3/VTZ also gave the largest RMSD values for [C2py]Cl and [C1mim][BF4] with values 

of 3.6 and 2.1 Å, respectively. For example, the B3LYP-D3/VTZ optimisation of [NMe4]Cl 

generates a geometry with an RMSD of 2.9 Å when compared to the benchmark geometry and 
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4.8 kJ mol-1 and interaction energy of 4.0 kJ mol-1, accompanied by standard deviations of 6.8 kJ 

mol-1. This indicates a consistent performance of the method across the ionic liquid clusters 

studied. It appears that the reliable description of dispersion forces outweighs the inclusion of 

induction forces. This is clearly demonstrated through a poor performance of FMO3-SRS-

MP2/VDZ, whose mean deviation is well above the chemical accuracy at 26.8 kJ mol-1.  

To this end, the best geometries were obtained with PBE-D3/VTZ, BLYP-D3/VTZ, ωB97X-

D/aVDZ and FMO2-SRS-MP2/VTZ. PBE-D3/VTZ performed the best, producing mean 

deviations in total and interaction energy well within chemical accuracy.  

Conclusions 

Two ion-paired clusters of [C1mim][BF4] and [C1mim]Cl were optimised with various 

combinations of DFT functional/MP2-based method and Dunning’s basis set and subsequently 

compared with the benchmark method, FMO3-SRS-MP2/cc-pVTZ. Single point calculations of 

the optimised geometries were performed with FMO3-SRS-MP2/cc-pVTZ to assess their 

proximity to the benchmark values. Out of the four basis sets used, cc-pVTZ led to an excellent 

performance of the dispersion-corrected DFT functionals such as BP86-D3, B3LYP-D3, BP86-

D3 and TPSS-D3. M06-2X and ωB97X-D were found to produce the best results with the aug-cc-

pVDZ. In general, aug-cc-pVDZ produced poorer geometries for the clusters involving π+-π+ 

stacking of their imidazolium rings, whereas aug-cc-pVTZ gave only marginal improvement over 

cc-pVTZ, thus not justifying the trade-off between cost and accuracy. GGA functionals such as 

BLYP, BP86 and PBE are not recommended for geometry optimisation of imidazolium-based 

ionic liquids as they do not completely account for dispersion forces that are critical in producing 

reliable geometries.  
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Four ion-paired clusters of [C1mim][BF4], [C1mim]Cl, [C1mpyr][BF4], [C1mpyr]Cl, 

[NMe4][BF4], [NMe4]Cl, [C2py][BF4] and [C2Py]Cl were optimized with better performing DFT 

functionals/methods as identified for the 2 ion-paired clusters. PBE-D3/VTZ, BLYP-D3/VTZ and 

ωB97X-D/aVDZ were found to perform consistently well for the selected ionic liquids, with 

average deviations of total and interaction energy falling within chemical accuracy. In the selected 

ionic liquids, dispersion forces contributed up to 15.9 % of the interaction energy. GGA functionals 

such as BLYP, BP86 and PBE as well as hybrid functional B3LYP, are not recommended for 

geometry optimisation of ionic liquids due to their poor performance in capturing subtle balances 

of dispersion forces. The study also identified the need to perform rigorous systematic studies of 

ionic liquid clusters consisting of varying cations and anions before a reliable conclusion on the 

performance of a DFT functional can be made. This was clearly demonstrated in a starkly different 

performance of B3LYP-D3 and TPSS-D3 for 2 and 4 ion-paired clusters of ionic liquids.  

The importance of the accurate treatment of London dispersion forces in ionic liquids was 

demonstrated through a superior performance of FMO2-SRS-MP2/VTZ over FMO3-SRS-

MP2/VDZ. The former produced mean deviations in total and interaction energies below 4.8 kJ 

mol-1. PBE-D3/VTZ had the smallest mean deviations in total energy of 2.3 kJ mol-1 and 

interaction energy of -2.5 kJ mol-1. The four method/basis set combinations - PBE-D3/VTZ, 

BLYP-D3/VTZ, ωB97X-D/aVDZ and FMO2-SRS-MP2/VTZ - optimized to geometries with 

maximum RMSD values < 1.0 Å and therefore, these are confidently recommended for future 

studies of large-scale clusters of ionic liquids. It is important to notice that PBE-D3 and BLYP-D3 

produce excellent results only in combination with a triple-ζ basis set. Both functionals can be 

reliably applied in ab initio MD simulations of ionic liquids of varying chemical nature. 
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This the first systematic study that assesses the performance of varying DFT functionals for 

geometry optimizations of 2 and 4 ion-paired clusters of ionic liquids consisting of imidazolium, 

pyrrolidinium, pyridinium and ammonium cations.  
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Chapter 4

Tuning DLPNO-CCSD(T): A high accu-

racymethod at reduced cost

4.1 Introduction

When high accuracy is desired, the method of choice is gold standard coupled cluster with

single-, double-, and perturbative triple-excitations (CCSD(T), see section 1.2). However,

the systems that can be studied with this method are limited to tens of atoms due to the

tremendous resources required. Recently developed domain-based local pair natural orbital

coupled-cluster method, DLPNO-CCSD(T),1–5 uses localised orbitals to reduce the virtual

space and limits coupled cluster treatment of doubles and triples to those with sufficient

electron occupation.6 The implementation of DLPNO-CCSD(T) has been designed to use a

comparable amount of resources as density functional theory while obtaining coupled cluster

level results. In practice, the method reproduces canonical CCSD(T) energies to within 1 kJ

mol−1 in neutral dimers when the parameters controlling the external space are chosen to be

the most accurate of the predefined settings: ‘TightPNO’.7,8

Section 4.2 contains a manuscript submitted toThe Journal of Chemical Theory and Computa-

tion. The text is a benchmarking study – applying DLPNO-CCSD(T) to both protic and aprotic

ionic liquids and assessing the errors against CCSD(T) values. The errors of DLPNO-CCSD(T)
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in ionic liquids have not yet been assessed and DLPNO-CCSD(T) would be an asset in un-

locking energies of larger systems that are currently inaccessible by traditional high accuracy

methods. In addition to providing a detailed analysis of the performance in ionic liquids, the

study also aims to fine-tune the parameters of the method in order to obtain spectroscopic

accuracy (within 1 kJ mol−1) such that the energies are truly of coupled cluster accuracy.

DLPNO-CCSD(T) with TightPNO settings is shown to produce energies within chemical accu-

racy and is recommended for use in ionic liquid calculations to reduce resource consumption

when errors of up to 3 kJmol−1 are acceptable. The accuracy of theDLPNO-CCSD(T)was found

to be dependent on both the anion and cation involved. Halides, especially bromide systems

were associated with the largest systematic errors and settings have been developed to obtain

spectroscopic accuracy for these systems. Additionally, these setting also reduced the errors

of hydrogen bonded ionic liquids to below 1 kJ mol−1. Aprotic systems of tetrafluoroborate,

dicyanamide, mesylate, hexafluorophosphate and tosylate required more doubles and triples

to be treated at a couple cluster level, although settings for spectroscopic accuracy have also

been recommended for these systems.

162



 1 

A DLPNO-CCSD(T) benchmarking study of 

intermolecular interactions of ionic liquids 

Zoe L. Seeger and Ekaterina I. Izgorodina* 

School of Chemistry, Monash University, 17 Rainforest Walk, Clayton, Victoria 3800, Australia 

Keywords: DLPNO, DLPNO-CCSD(T), CCSD(T), ionic liquids, benchmarking, benchmark, 

protic, aprotic, coupled cluster, domain-based local pair natural orbital 

Abstract 

The accuracy of correlation energy recovered by coupled cluster single-, double-, and perturbative 

triple-excitations, CCSD(T), has led to the method being considered the gold standard of 

computational chemistry. Due to its scalability of N7 (where N is the number of basis functions), 

the application of CCSD(T) has been limited to medium-sized molecular systems. The recent 

development of alternative domain-based local pair natural orbital coupled-cluster method, 

DLPNO-CCSD(T), has significantly broadened the range of chemical systems to which CCSD(T) 

level calculations can be applied. Studying condensed systems, such as liquids and solids, requires 

inclusion of tens to hundreds of molecules in one simulation. Some of these, such as ionic liquids 

consisting entirely of organic-type ions, have a large contribution from dispersion forces that grow 

with increasing cluster size. In this work, the performance of DLPNO-CCSD(T) is validated for 

the prediction of correlation interaction energies of two data sets consisting of protic and aprotic 
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ionic liquids. Parameters controlling the external space, TCutPairs, TCutPNO and TCutMKN, as well as the 

treatment of triple excitations, were probed to achieve spectroscopic accuracy for these semi-

Coulombic systems. DLPNO-CCSD(T) readily gave chemical accuracy, with respect to 

conventional CCSD(T), for all of the systems tested when tight parameter settings were used, with 

systems containing the NTf2- anion achieving energies within 1 kJ mol-1. Three additional settings, 

TCutPairs and TCutPNO, and the iterative treatment of triple excitations were found important to attain 

spectroscopic accuracy depending on the anion type. Two new sets of parameters, labeled IL1PNO 

and IL2PNO, are put forward to ensure the reliable performance of DLPNO-CCSD(T) for halide-

based and hydrogen bonded ionic liquids as well as to attain spectroscopic accuracy for all types 

of ionic liquids for future benchmarking. 

Introduction 

Despite their predominantly electrostatic nature, ionic liquids have been shown to possess a large 

contribution from dispersion forces that grow with an increasing number of ions in the system.1 It 

has been demonstrated that dispersion forces have an enormous effect on the bulk structure of 

ionic liquids.2 The accurate recovery of energetics has improved reliability of the prediction of 

physicochemical properties of ionic liquids.3 Furthermore, interaction energies have shown to 

provide insight into how macroscopic properties of ionic liquids are manifested. Interaction 

energies are strongly linked with melting point4,5 as well as conductivity,6 although the complex 

nature of the relationship demands further investigation. 

Innovative new theory, Domain-based Local Pair Natural Orbital (DLPNO)7–10, is a milestone 

formulation in the endeavour of building a toolbox of reliable methods that provides extremely 

accurate results at a fraction of the computational cost. DLPNO takes advantage of the local nature 

of correlation by localising internal orbitals. These local molecular orbitals (LMOs) are created 
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through a Foster-Boys orbital rotation procedure to form non-orthogonal orbitals.11 Furthermore, 

as devised by Saebø and Pulay, a set of spatially close projected atomic orbitals (PAOs) can be 

constructed for each LMO by projecting out only the occupied orbitals, thus manifesting the 

locality of the generated LMOs.12 A reduction of the external space (which is much larger than the 

internal) is achieved through using an incomplete set of pair natural orbitals (PNOs) to represent 

the correlating orbitals specific for electron pair that are also localised.13 The PNOs are thus created 

as linear combinations of the PAOs.  

Coupled cluster (CC) theory employing the DLPNO theory has been developed by Neese’s 

group and have produced, among others, a series of methods such as DLPNO-CCSD in 20098 

followed by DLPNO-CCSD(T) in 20139 and improved iterative triples in 201810. Among these 

methods, DLPNO-CCSD(T) has demonstrated superb performance. For example, DLPNO-

CCSD(T) was shown to recover > 95 % of the canonical triples energy and 99.8 % of the total 

correlation energy with various basis sets in medium-sized molecules including penicillin.10 

Overall, inclusion of iterative triples was shown to improve the accuracy of absolute energies of 

the GMTKN30 database. The method boasts similar computational cost to density functional 

theory and linear scaling with system size. 

The DLPNO theory introduces three main cutoffs to control the size of the molecular orbital 

external space. Estimated multipole Møller-Plesset second order perturbation theory (MP2) pair 

energies are compared with TCutPairs to determine electron pairs included in a subsequent coupled 

cluster calculation; these are called strong pairs. Pairs with energies less than the cutoff and larger 

than TCutPairs × 10-2 are recalculated at the MP2 level with the semi-canonical orbitals (weak pairs) 

while the rest are accounted for with the MP2 estimate (skipped pairs). PNOs with occupation 

numbers less than TCutPNO are dropped and this controls the size of the external space per electron 
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pair. TCutPNO was identified to have the largest effect on error and the added pair energies calculated 

with MP2 helps to cancel some of the error introduced by this truncation.14 A third cutoff, TCutMKN 

is used during the resolution-of-identity (RI) transformation to help with large-scale integral 

transformations and controls the fit to the PNOs. It has been shown to be insensitive to the cutoff 

value to a certain extent.7 TCutMKN has been additionally used to construct the PAO domains from 

which the PNOs are expanded. In DLPNO-CCSD(T), triple natural orbitals (TNOs) are 

constructed with TCutTNO with the threshold of TCutPNO × 10-2 and TCutPNO is converged at TCutTNO = 

10-7.9  

Liakos, Neese and co-workers have performed a benchmarking study on datasets including 51 

reaction energies by Friedrich and Hänchen15 including isomerisations, hydrogenations, allylic 

shifts and oxidations; S66 dimers bound by hydrogen bonds and dispersion; 52 melatonin 

conformers differentiated in energy by intramolecular weak hydrogen bonds and aromatic-amide 

interactions; and 65 gas phase conformers of butane-1,4-diol that span almost 30 kJ mol-1.16 The 

convergence of electronic energy with tightened TCutPairs, TCutPNO and TCutMKN was explored. The 

research establishes three presets of the theory: LoosePNO (TCutPNO = 10-6, TCutPairs = 10-3, 

TCutMKN = 10-3), NormalPNO (TCutPNO = 3.33 × 10-7, TCutPairs = 10-4, TCutMKN = 10-3), and TightPNO 

(TCutPNO = 10-7, TCutPairs = 10-5, TCutMKN = 10-4), such that DLPNO-CCSD(T) can be used in a black-

box fashion. LoosePNO and NormalPNO treat MP2 pairs semicanonically but TightPNO pairs 

canonically. (Since this study, TCutMKN has been increased from 10-4 to 10-3 in TightPNO settings.17) 

In the study of Liakos et al.,16 DLPNO−CCSD(T)/cc-pVTZ with LoosePNO, NormalPNO and 

TightPNO settings produced 2.6, 1.3, 0.5 kJ mol-1 mean absolute deviations, respectively, for the 

Friedrich and Hänchen reaction energies compared to CCSD(T)/cc-pVTZ. The S66 dataset 

performed even better and a mean absolute deviation of 0.4 kJ mol-1 was obtained for TightPNO. 
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Energy deviations for the systems of melatonin and butane-1,4- diol with TightPNO settings were 

within 1 kJ mol-1. 

A second study by Liakos and Neese has shown that DLPNO-CCSD(T) can reproduce canonical 

CCSD(T) energies to within 1 kJ mol-1 with TightPNO for organic isomerisation energies and 

binding energies of weakly bound organic dimers such as a parallel displaced benzene and neutral 

molecules with neon.18 The TightPNO settings incur a two- to four-fold increase in cost compared 

to the default NormalPNO settings, however are still magnitudes cheaper than canonical CCSD(T). 

The study concluded that CCSD(T) level accuracy can be reproduced at near density functional 

theory cost. 

Chen et al. have investigated the use of DLPNO-CCSD(T) in the determination of CCSD(T) 

values with a complete basis set (CBS) by replacing conventional CCSD(T) with the DLPNO 

analogue.19 This was tested in neutral dimers of hydrogen bonded complexes, dispersion-

dominated complexes and mixed complexes, in datasets S22, HSG, HBC6, NBC10, and S66 – for 

which both electrostatics and dispersion play equal roles. Mean average errors were found to be 

below 1 kJ mol-1 with respect to CCSD(T)/CBS. Larger errors were seen in chemical systems with 

strong electron correlation, although these errors still fell within chemical accuracy. The authors 

also reported that the LoosePNO and NormalPNO settings were more likely to exclude important 

weakly interacting electronic states that contributed to correlation energies of non-covalent 

systems, thus the use of cutoffs in the TightPNO settings was necessary. Additionally, larger 

dispersion components had a larger impact on the accuracy of DLPNO non-iterative triples. 

Iterative triples were also employed, although differences in errors between the two approaches 

were found to be negligible. 
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In a study of Paulechka and Kazakov, organic enthalpies of formation were calculated using 

DLPNO-CCSD(T) with TightPNO settings and compared with experimental data.20 The 

experimental data was collected from the literature on 45 systems containing only C, H, O, and N 

and included systems as large as biphenyl and 1-naphthol. The prediction of this challenging 

thermodynamic property was achieved within 3 kJ mol-1 when coupled with the def2-QZVP basis 

set and outperformed results determined with G4 which had a maximum error of over 8 kJ mol-1.  

A number of benchmarking studies have reported the successful application of DLPNO for use 

in larger systems inaccessible to CCSD(T). Experimental gas phase Ag+, Cu+, and Au+-ligand 

dissociation enthalpies have been compared to DLPNO-CCSD(T)/cc-pVTZ calculations giving a 

mean absolute error of 8.9 kJ mol-1 with the NormalPNO settings, across 72 systems.21 DLPNO-

CCSD(T)/CBS was also benchmarked for small methyl ester + OH reactions so that the method 

can be used to investigate larger biodiesel molecules. The method predicted barrier heights within 

4.6 kJ mol-1 with respect to CCSD(T)/CBS.22 Electronic energies of species in the reaction of 

hydroarylation and oxidative coupling catalyzed by Ru(II) chloride carbonyls by DLPNO-

CCSD(T) were compared to CCSD(T) using a def2-TZVPP basis set.23 With NormalPNO, 

absolute errors of up to 14.7 kJ mol-1 were seen, whereas the tightening of the settings to TightPNO 

reduced the MAE to as little as 1.5 kJ mol-1 for the reaction energies. Mean absolute errors for the 

carbonyls, intermediates and transition states were 4.4, 6.5 and 6.6 kJ mol-1. By including the 

iterative triples10 in the DLPNO-CCSD(T) routine, the carbonyls, intermediates and transition 

states mean absolute errors were reduced to 2.5, 3.3 and 4.3 kJ mol-1. Energy storage capacities 

for photochromic molecules were also interrogated with both NormalPNO and TightPNO. 

DLPNO-CCSD(T)/cc-pVTZ with NormalPNO and TightPNO produced errors of 4.7 and 2.0 

kJ mol-1, respectively, when compared to CCSD(T)-F12a/VDZ-F12.24   
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The application of DLPNO methods to studying energetics of ionic liquids has not been yet 

achieved. Ionic liquids represent a challenge for quantum chemical methods due to a complex 

interplay of intermolecular forces that were found to correlate with experimental melting point and 

conductivity.4  Depending on the nature of the ionic liquid, electrostatic contributions25 of single 

ion pairs vary between 300 and 479 kJ mol-1 as calculated using symmetry adapted perturbation 

theory (SAPT).26,27 In ionic liquids, dispersion and induction forces flatten the potential energy 

surface and play a lesser but defining role in their geometry, when compared to electrostatics.28 In 

single ion pairs these forces were shown to contribute up to 11% and 15%, respectively.4,29 On the 

absolute scale, this contribution could be as much as 59 kJ mol-1 in single ion pairs, with the ratio 

of dispersion to electrostatics steadily increasing with a number of ion pairs in the system.1,5 

Additionally, the induction largely contributes to the stabilisation of hydrogen bonding in these 

systems where hydrogen bonding is known to affect macroscopic properties through the cation 

and anion arrangements.30  Charge-transfer, defined as the excitation of an electron into the virtual 

orbital on a secondary molecule within SAPT, is very significant in ILs, allowing for the electron 

density to flow from the anion to the cation, whereby reducing their formal charges below the unity 

charge on the absolute scale. Previously it was shown that charge transfer of as much as 0.2 e from 

the anion to the cation could be observed for imidazolium and pyrrolidinium ionic liquids.25 The 

stabilising effect of charge transfer is shown to be important in molecular dynamics simulations to 

reproduce experimental data and hence, it is now common to account for charge fluctuations via 

various approaches.31,32  

A substantial contribution from dispersion forces and the importance of charge transfer requires 

the application of highly correlated levels of theory to accurately extract electron correlation. The 

sheer size of ionic liquid ions makes them computationally demanding candidates for conventional 
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CCSD(T), limiting the application of the latter to 2 ion paired clusters of medium-sized ions.33 

Already, a single ion pair of a N,N-butyl-methyl pyrrolidinium cation and a bulky anion such as 

tosylate could not be computed with conventional CCSD(T). Therefore, this study aims to 

determine whether DLPNO-CCSD(T) can be reliably used for studying energetics of single ion 

pairs of ionic liquids. In this study DLPNO-CCSD(T) correlation interaction energies are 

compared with conventional CCSD(T) for correlation interaction energies of a series of protic 

(obtained by a proton transfer from an acid to a base) and aprotic (all ionic liquids other than protic) 

single ion pair systems previously published by our group. A set of parameters used in the DLPNO 

approach will be thoroughly tested with the view of finding the “Goldilocks zone” that allows for 

reliable compromise between accuracy and cost. 

 

Theoretical Procedures  

Two datasets of single ion paired ionic liquids – IL1744,33 and HBIL4234,35 – have been used to 

test the application of DLPNO-CCSD(T) (Figs. 1 & 3). The dataset, termed IL174, comprises of 

ion pairs (IPs) of aprotic ionic liquids (AILs). All possible combinations of 8 different ionic liquid 

anions – chloride (Cl-), bromide (Br-), bis(trifluoromethane)sulfonimide (NTf2-), dicyanamide 

(N(CN)2-), mesylate (CH3SO3-), tetrafluoroborate (BF4-), hexafluorophosphate (PF6-), tosylate 

(CH3C6H4SO3-) – and 2 families of ionic liquid cations – N,N’-alkyl-methylpyrrolidinium 

(Cnmpyr+) and 1-alkyl-3-methylimidazolium (Cnmim+) – were considered except for NTf2- with 

C4mim+ and C4mpyr+, thus making the total number of 179 systems. Anions range from single 

atom-based anions such as Cl- to anions with strong delocalisation over the entire structure such 

as NTf2-. The alkyl chain length (n) on the cations varies from methyl (n = 1), ethyl (n = 2), n-

propyl (n = 3) to n-butyl (n = 4). Single ion pairs of all possible combinations of these ions were 
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conformationally screened in our previous work4 and energetically favourable configurations were 

selected based on the 10 kJ mol-1 difference to the lowest energy configuration for each cation-

anion combination.  

The second dataset, termed HBIL, contains 42 single ion pairs of protic ionic liquids (PILs) that 

are synthesised by a proton transfer from a Brønsted acid to a Brønsted base. As a result, ion pairs 

of these ionic liquids exhibit strong and directional hydrogen bonding between the cation and anion 

(Fig. 2).  The complete list of cations and anions included in the HBIL dataset is shown in Fig. 3. 

Interaction energies of CCSD(T)/aug-cc-pVDZ (aVDZ) and CCSD(T) with a complete basis set 

Figure 1. Ions in the aprotic dataset AIL. Cations: 1-alkyl-3-methylimidazolium (Cnmim+) and 

N,N’-alkyl-methylpyrrolidinium (Cnmpyr+). Anions (from left to right): chloride, 

bis(trifluoromethane)sulfonimide (NTf2-), dicyanamide (N(CN)2-), mesylate (CH3SO3-), 

tetrafluoroborate (BF4-), hexafluorophosphate (PF6-), tosylate (CH3C6H4SO3-) and bromide. 

Figure 2. Hydrogen bond in N,N-methyl-ethylammonium and mesylate. 
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(CBS) of the IL174 and HBIL42 datasets were taken from previously published work by our 

group.33–35 Correlation interaction energies calculated with CCSD(T)/CBS were extrapolated as 

follows:36,37 

𝐸𝐸𝑀𝑀𝑀𝑀2/𝐶𝐶𝐶𝐶𝐶𝐶
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 =

𝑋𝑋3𝐸𝐸𝑀𝑀𝑀𝑀2/𝑋𝑋
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 − 𝑌𝑌3𝐸𝐸𝑀𝑀𝑀𝑀2/𝑌𝑌

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

𝑋𝑋3 − 𝑌𝑌3
 (1) 

where X = 3 and Y = 4 for aug-cc-pVTZ and aug-cc-pVQZ, respectively and 

𝐸𝐸Δ𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑇𝑇)
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 𝐸𝐸𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑇𝑇)

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 − 𝐸𝐸𝑀𝑀𝑀𝑀2𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 (2) 

corrects the perturbative energy via: 

𝐸𝐸𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑇𝑇)/𝐶𝐶𝐶𝐶𝐶𝐶
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 𝐸𝐸Δ𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑇𝑇)

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + 𝐸𝐸𝑀𝑀𝑀𝑀2/𝐶𝐶𝐶𝐶𝐶𝐶
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  (3) 

Single point energies of DLPNO-CCSD(T) with cc-pVTZ and aug-cc-pVDZ were calculated 

using ab initio, DFT and semi-empirical SCF-MO package, ORCA version 4.2.38,39 Calculations 

were performed with both non-iterative and iterative triples which will be referred to here as 

Figure 3. Ions in the HBIL42 dataset. Cations: 3-methylimidazolium (Hmim+); N-

methylpyrrolidinium (Hmpyr+); N-ethylammonium (EtNH3+); N,N-methyl-ethylammonium 

(EtMeNH2+); trimethyl-ethylammonium (TMEA); and N,N-dimethyl-ethylammonium 

(DMEA). Anions: methyl sulfate (MeOSO3-), trifluoroacetate (TFA), triflate (CF3SO3-), nitrate 

(NO3-) and mesylate (CH3SO3-).  
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DLPNO-CCSD(T0) and DLPNO-CCSD(T1), respectively. “TightSCF” and “TightPNO” settings 

were requested unless specified otherwise, where “TightPNO” uses the PNO and TNO expansion 

cutoffs, TCutPNO = 1 × 10-7 and TCutTNO = 1x10-9, the pair energies required for coupled cluster 

calculation as TCutPairs = 1 × 10-5 and the fit to PNOs TCutMKN = 1 × 10-3. Resolution of identity 

approximation, RIJCOSX, was employed to speed up both coulomb and exchange two electron 

integrals with the view of testing its reliability and impact on correlation energies in ionic liquids. 

Corresponding “/C” auxiliary basis sets were used with the basis sets to satisfy the RI 

approximation. All correlation energies were counterpoise corrected using the Boys and Bernadi 

approach except for the CCSD(T)/CBS results of HBIL.40  

Comparison of methods – DLPNO-CCSD(T) and traditional CCSD(T) – use correlation 

interaction energies to quantify the recovery of correlation energy and are calculated as: 

𝐸𝐸𝐼𝐼𝐼𝐼𝑇𝑇 = 𝐸𝐸𝐼𝐼𝑀𝑀 − ∑𝑖𝑖=1
𝑖𝑖𝑐𝑐𝑖𝑖𝑖𝑖𝐸𝐸𝑖𝑖 (4) 

where Ei represents the energy of individual ions in the geometry adopted in the corresponding ion 

pair (IP).  

Energy differences are reported using the following statistical measures - minimum errors (min), 

mean absolute errors also known as mean unsigned errors (MAE), maximum errors (max) and 

sample standard deviations (SD): 

𝑆𝑆𝑆𝑆 = �∑𝑖𝑖=1
𝐼𝐼 (𝑥𝑥𝑖𝑖 − �̅�𝑥)2

𝑁𝑁 − 1
 (5) 

where 𝑁𝑁 is the number of values, �̅�𝑥 is the mean. 

A state-of-the-art method of symmetry adapted perturbation theory (SAPT), SAPT2+3, has 

previously been used to decompose the interaction energy into five foundational forces - 

Electrostatics (EElst), induction (EInd), dispersion (EDisp), charge transfer (ECT) and exchange 
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energies (EExch). 25,27 These forces populate two categories: long-range and short-range.41 The long-

range forces decay with an inverse power with distance and are electrostatic, induction and 

dispersion, whereas short-range forces such as charge transfer and exchange decay exponentially 

with increasing distance due to decreasing orbital overlap. SAPT is inherently free from basis set 

superposition error. For more detail on the components of the five fundamental forces within 

SAPT2+3 see Refs 42–44. The raw SAPT values can be found in reference. 25 

Percentiles for SAPT energies were calculated with the empirical cumulative distribution (𝐹𝐹�𝑖𝑖) 

function in R. The function returns the fraction of observations less than or equal to the queried 

value (t) via: 

𝐹𝐹�𝑖𝑖 =
1
𝑛𝑛
�𝟏𝟏𝑋𝑋𝑖𝑖≤𝑡𝑡

𝑖𝑖

𝑖𝑖=1

 (11) 

where n is the number of elements in the sample and 𝟏𝟏𝑋𝑋𝑖𝑖≤𝑡𝑡 is one when element 𝑋𝑋𝑖𝑖 ≤ 𝑡𝑡 and zero 

otherwise. These were converted to percentages. 

 

Results and discussion 

Performance of DLPNO-CCSD(T0) 

DLPNO-CCSD(T0)/aug-cc-pVDZ errors in correlation interaction energies are given in Table 1, 

where T0 denotes the use of non-iterative triples.  
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Table 1. Correlation interaction energy errors (in kJ mol-1) of DLPNO-CCSD(T0)/aug-cc-pVDZ 

for the IL174 dataset. CCSD(T)/aug-cc-pVDZ interaction energies were used as the benchmark. 

Cation Anion #Systems Min MAE Max SD 

C1-4mim 

BF4
- 7 1.5 1.6 1.7 0.1 

Br- 14 1.9 2.4 2.8 0.3 
Cl- 14 1.0 1.2 1.4 0.1 
N(CN)2

- 17 1.5 2.1 2.5 0.3 
mesylate 7 2.0 2.1 2.3 0.2 
NTf2

- 8 0.2 0.9 1.9 0.6 
PF6

- 7 1.4 1.6 1.8 0.1 
tosylate 7 1.3 1.4 1.6 0.1 

C1-4mpyr 

BF4
- 11 1.0 1.2 1.3 0.1 

Br- 11 1.9 2.1 2.3 0.1 
Cl- 11 1.0 1.1 1.2 0.1 
N(CN)2

- 19 1.0 1.3 1.6 0.2 
mesylate 11 1.3 1.7 2.1 0.2 
NTf2

- 16 0.4 0.9 1.4 0.3 
PF6

- 11 1.0 1.3 1.4 0.1 
tosylate 8 0.2 1.1 1.4 0.4 

 

The differences between DLPNO-CCSD(T0) and CCSD(T) are consistent, providing mean 

absolute errors in the range of 0.9 and 2.4 kJ mol-1 and an overall MAE and standard deviation of 

1.5 and 0.5 kJ mol-1, respectively. Surprisingly, out of the anions studied, the NTf2- anions give 

the smallest values for MAE with both cations, with the highest SD value of 0.6 kJ mol-1 when 

paired with the imidazolium cations. Errors above 2 kJ mol-1 were observed in bromide- and 

mesylate-containing ion pairs with both cations as well as imidazolium dicyanamides. None of 

these particularly stand out as supported by the standard deviations of these systems falling in the 

range of 0.1 to 0.3 kJ mol-1. [Cnmim]Br ion pairs have the largest MAE of 2.4 kJ mol-1 and a 

maximum error of 2.84 kJ mol-1,  which may be attributed to the electron rich nature of the anion, 

which leads to a more slowly decaying electron density. However, this is not observed in the 

chloride systems that have relatively low MAEs of 1.2 and 1.1 kJ mol-1 in imidazolium- and 

pyrrolidinium-based ion pairs, respectively. 
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95th percentile and dominate the top end of the distribution of exchange. They additionally show 

large negative contributions of electrostatics and charge transfer in the 1st – 4th percentile. The 

imidazolium bromide structures of errors < 2.5 kJ mol-1 have smaller charge transfer components 

between the 12th and 18th percentile. While electrostatics and exchange are not likely to play a role 

in correlation errors, incomplete treatment of charge transfer could lead to incorrect dispersion 

values. The magnitude of the imidazolium bromide interaction correlation from CCSD(T)/aug-cc-

pVDZ is roughly average with respect to the IL174 database. 

The HOMOs of four imidazolium bromide systems and their errors are shown in Figure 4. 

Imidazolium bromide configurations, denoted here as p1 and p2, contain the bromide interacting 

below the imidazolium ring and differ in the orientation of the alkyl chain. All of these p1 and p2 

structures in IL174 obtained errors greater than 2.5 kJ mol-1. In contrast, configurations of this 

ionic liquid where the bromide interacts with the acidic hydrogen of the cation ring in the plane 

either closer or further from the alkyl chain all had errors below 2.3 kJ mol-1 regardless of the alkyl 

chain length. The error magnitude correlates with larger magnitude of their interaction correlation 

energy and charge transfer. To this end, there is no obvious link between the chain length, cation-

anion distance and errors in DLPNO. The only trend that could be discerned showed that ionic 

systems of halide anions exhibiting high charge transfer, in this case -58.3 – -68.0 kJ mol-1 and 

high exchange and electrostatics can potentially have increased errors. 
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Table 3. Correlation interaction energy errors (in kJ mol-1) of DLPNO-CCSD(T0)/aug-cc-pVDZ 

for the HBIL dataset. CCSD(T)/aug-cc-pVDZ interaction energies were used as the benchmark. 

Anion #Systems Min MAE Max SD 
CF3SO3

- 7 0.7 1.4 2.1 0.5 
Cl- 7 0.7 0.8 1.1 0.2 
MeOSO3

- 6 1.2 1.5 1.9 0.3 
mesylate 7 1.1 1.4 2.0 0.3 
NO3

- 7 1.4 1.7 2.3 0.3 
TFA 8 0.7 1.1 1.5 0.3 

 

Table 3 and Figure 5 show the performance of DLPNO-CCSD(T0) on the HBIL dataset with 

respect to CCSD(T), both with the aug-cc-pVDZ basis set. The standard deviations in Table 3 are 

presented with respect to the anion. When the standard deviations are determined with respect to 

the cation they span a narrow range of 0.3 to 0.4 kJ mol-1. The errors are equally dependent on 

both the anion and cation involved. Again, the chloride systems perform extremely well as was 

seen in the IL174 dataset. These systems have the smallest SD of 0.2 kJ mol-1. The MAE of 

chloride systems, 0.8 kJ mol-1, is 0.6 kJ mol-1 lower than the overall MAE (1.4 kJ mol-1) calculated 

for the HBIL set with T0 triples and TightPNO settings. EtNH3+ and Hmim+ ion pairs perform 

equally well, with an MAE of 1.1 kJ mol-1, with exception for one of the two configurations of 

[Hmim][NO3] that had an MAE of 2.3 kJ mol-1. This configuration has the anion located 

above/below the ring, whereas in the other configuration with an MAE of 1.4 kJ mol-1 the nitrate 

sits in the plane of the ring forming two hydrogen bonds. To this end, all of the combinations of 

anions and cations studied here perform within the chemical accuracy. 

Performance of DLPNO-CCSD(T1) 

A summary of the DLPNO-CCSD(T)/aug-cc-pVDZ with iterative triples (T1) errors is given in 

Table 4 for the IL174 dataset and Table 5 for the HBIL dataset. On average, the MAE is decreased 

only slightly, by 0.3 kJ mol-1 compared to DLPNO-CCSD(T0) without iterative triples. The largest 
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decrease is seen in dicyanamide systems, for the MAE decreased from 2.1 to 1.5 and from 1.3 to 

0.9 kJ mol-1 in imidazolium and pyrrolidinium systems, respectively. This is closely followed by 

bromide ion pairs, whose MAE values are now 2.0 and 1.6 kJ mol-1 when paired with imidazolium 

and pyrrolidinium, cations, respectively which corresponds to a reduction in errors between 0.4 

and 0.5 kJ mol-1. Imidazolium chloride ion pairs have the least reduction in MAE of 0.1 kJ mol-1. 

Imidazolium bromide systems still have the largest MAE of 2.0 kJ mol-1 and the maximum error 

of 2.5 kJ mol-1. Maximum errors of over 2 kJ mol-1 are found for both cations coupled with 

bromide. The low standard deviations of the bromide systems (0.3 kJ mol-1 in both cases) point 

towards a systematic error when using this diffuse anion. Similarly, mesylate systems produce 

second largest MAEs (1.5 kJ mol-1) accompanied with low standard deviations (0.2 kJ mol-1). 

Table 4. Correlation interaction energy errors (in kJ mol-1) of DLPNO-CCSD(T1)/aug-cc-pVDZ 

for the IL174 dataset. CCSD(T)/aug-cc-pVDZ interaction energies were used as the benchmark. 

Cation Anion #Systems Min MAE Max SD 

C1-4mim 

BF4
- 7 1.3 1.4 1.5 0.1 

Br- 14 1.3 2.0 2.5 0.3 
Cl- 14 0.8 1.1 1.2 0.1 
N(CN)2

- 17 1.1 1.5 1.8 0.2 
mesylate 7 1.7 1.8 2.0 0.1 
NTf2

- 8 -0.1 0.5 1.5 0.5 
PF6

- 7 1.2 1.3 1.5 0.1 
tosylate 7 1.0 1.2 1.4 0.1 

C1-4mpyr 

BF4
- 11 0.8 1.0 1.1 0.1 

Br- 11 1.2 1.6 2.1 0.3 
Cl- 11 0.8 0.9 1.0 0.1 
N(CN)2

- 19 0.5 0.9 1.4 0.2 
mesylate 11 1.1 1.5 1.8 0.2 
NTf2

- 16 0.2 0.6 1.1 0.3 
PF6

- 11 0.8 1.1 1.2 0.1 
tosylate 8 0.1 0.9 1.3 0.4 
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Table 5: Correlation interaction energy errors (in kJ mol-1) of DLPNO-CCSD(T1)/aug-cc-pVDZ 

for the HBIL dataset. CCSD(T)/aug-cc-pVDZ interaction energies were used as the benchmark. 

Anion #Systems Min MAE Max SD 
CF3SO3

- 7 0.5 1.1 1.7 0.4 
Cl- 7 0.4 0.6 0.8 0.1 
MeOSO3

- 6 1.0 1.2 1.5 0.2 
mesylate 7 0.9 1.2 1.6 0.3 
NO3

- 7 0.9 1.3 2.0 0.4 
TFA 8 0.6 0.9 1.3 0.3 

 

Pyrrolidinium ion pairs coupled with tetrafluoroborate, dicyanamide, tosylate, NTf2- and 

chloride all have MAEs within spectroscopic accuracy, with mesylate and hexafluorophosphate 

producing MAEs slightly higher than 1 kJ mol-1. In the case in imidazolium systems, only 

imidazolium ion pairs coupled with NTf2- meet this criterion.  

Inclusion of iterative triples in the DLPNO calculations for the HBIL set (see Table 5) also 

reduces all MAEs by as little as 0.3 kJ mol-1 on average. Separated into anions (see Fig. 5), the 

most improvement was found for the NO3- systems, whose MAE shrinks by 0.4 to 1.3 kJ mol-1. 

Figure 5.  Errors in DLPNO-CCSD(T0) correlation interaction energy errors in HBIL. Error 

bars of [Hmim][anion] systems with more than one configuration are overlayed and multiple 

errors are printed above the bars.  
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The maximum error, belonging to the out-of-plane configuration of [Hmim][NO3] (MAE of 

2.3 kJ mol-1 for non-iterative triples), is also reduced by 0.5 kJ mol-1.  

Varying cutoff parameters in DLPNO-CCSD(T)  

The performance of DLPNO-CCSD(T) was tested with respect to individual cutoff parameters 

as well as their combinations to identify whether relaxed parameters could be used in the prediction 

of interaction energies of ionic systems, thus allowing us to further reduce the cost of each 

calculation. In particular, cutoffs such as TCutPairs, TCutPNO and TMKN were considered (for more detail 

see introduction). Currently three standards of the DLPNO approach have been implemented in 

ORCA defined by keywords: LoosePNO, NormalPNO and TightPNO. As accuracy is the ambition 

of this study, the larger cutoffs of LoosePNO and NormalPNO have not been tested. TightPNO 

has cutoffs of TCutPNO = 1 × 10-7, TCutPairs = 1 × 10-5 and TCutMKN = 1 × 10-3. A combination of 

tighter cutoffs by two orders of magnitude were tested and corresponding DLPNO errors are 

presented in Figure 6. In addition, the use of the RIJCOSX approximation and the iterative triples 

treatment, T1, were also considered. Imidazolium bromides were chosen as test subjects as they 

exhibited the highest MAE of 2.4 and 2.0 kJ mol-1 for non-iterative (T0) and iterative (T1) DLPNO 

calculations, respectively, and low standard deviations of 0.3 kJ mol-1 suggesting systematic 

Figure 6. Errors in DLPNO-CCSDT(T) correlation interaction energy for different types of 

calculations on imidazolium bromide ion pairs that had errors of > 2.5 kJ mol-1 with (T0). 
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improvement could be achieved. The effect of performance of the calculation parameters on the 

imidazolium bromide ion energies are shown in Fig. 6. Each calculation uses TightPNO, non-

iterative triples (T0) and the RIJCOSX approximation unless specified otherwise; this is the first 

calculation type shown. Across the set of systems each calculation type gives consistent results 

with standard deviations of less than 0.2 kJ mol-1. Calculation type ‘1’ does not employ the density 

fitting cut-off, RIJCOSX, and does not have a significant impact on the result. The TightPNO 

calculations in combination with No RIJCOSX produce mean errors of 2.7 kJ mol-1. Calculation 

type ‘2’, ‘3’, and ‘4’ refer to tightening of TCutMKN, TCutPairs, and TCutPNO by two order of magnitude, 

respectively, compared to TightPNO where the other two parameters for the three calculation types 

are held at TightPNO settings.  Type ‘5’ has TightPNO settings, however, the triples are calculated 

iteratively. The remaining settings are a combination of these alterations ending in a full 

calculation: TCutMKN = 10-5, TCutPairs = 10-7, and TCutPNO = 10-9, iterative treatment of triples and no 

RIJCOSX approximation. Tightening TCutPairs improves the mean by a mere 0.1 kJ mol-1. 

However, the same change in TCutMKN has adverse effects where the error is significantly worsened 

gaining a mean error of 3.7 kJ mol-1. The two single changes that have the most impact on the 

errors are decreasing TCutPNO by a factor of two and enforcing iterative triples. These obtain mean 

errors of 1.8 and 2.2 kJ mol-1, respectively. This is in agreement with the previous work conducted 

by Neese et al.7 The importance of TCutPairs becomes more obvious when it is combined with a 

change in TCutPNO, reducing the mean error to 0.4 kJ mol-1. Smaller MAEs are produced by 

combining the iterative triples treatment with either a tighter TCutPairs (1.9 kJ mol-1) or a tighter 

TCutPNO (1.6 kJ mol-1). The lowest errors are achieved by the five calculation types that combine 

tighter criteria of TCutPairs (3) and TCutPNO (4) such as [3 + 4], [2 + 3 + 4], [3 + 4 + 5], [2 + 3 + 4 + 
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5] and Full (i.e. TCutPNO = 1 × 10-9, TCutPairs = 1 × 10-7, TCutMKN = 1 × 10-5 and T1), with MAEs being 

0.4, 0.4, 0.3, 0.3 and 0.3 kJ mol-1, respectively. 

From these results, it can be concluded that, regardless of the triples treatment, when TCutPNO and 

TCutPairs are tightened, TCutMKN still does not have much influence on the overall error. The same 

conclusion can be made for including the density fitting protocol, which is known to speed up the 

calculation, and is, therefore, recommended. With the addition of iterative triples, the recovered 

correlation energy increases and when paired with an increased number of pairs and triples 

calculated at CCSD(T) level, an increased number of PNO’s recovers more correlation energy than 

that of CCSD(T). This is likely due to the contributions from MP2 and the multipole treatment of 

doubles and triples, which otherwise cancels with the smaller recovery of correlation when the 

triples are considered non-iteratively.  

The TCutPNO and TCutPairs parameters were further reduced in combination with both triples 

treatments. The errors of the corresponding calculations are shown in Figure 7 and are plotted 

against the computation cost calculated relative to the original parameters in TightPNO - 

TCutPNO = 1 × 10-7, TCutPairs = 1 × 10-5. T1 calculations consistently outperform T0 ones in terms of 

Figure 7. Relative computational cost with respect to TightPNO settings and their associated 

error when varying TCutPairs (colour), TCutPNO (left to right), and triples type (shape). 

Calculations were performed on the [C4mim]Br ion pair configuration with the alkyl chain in 

the plane of the ring and anion above the plane.  
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accuracy and cost. The most accurate T0 calculation has an error of 1 kJ mol-1 and takes 2.5 times 

longer than the original calculation. For the same cost, an accuracy of 0.6 kJ mol-1 can be achieved 

for the iterative triples treatment with larger cutoffs for the other two parameters. For results within 

spectroscopic accuracy the lowest cost was achieved with TCutPNO = 5 × 10-8 and TCutPairs = 4 × 10-

6 and the iterative triples treatment. The cost became 1.9 times more expensive than that of the 

original calculations with the TightPNO settings. These cutoffs, referred to further in the text as 

IL1PNO, have been used on both IL174 and HBIL datasets (see Tables 6 and 7) to analyse whether 

spectroscopic accuracy can be obtained for the rest of the ionic liquid systems studied.  

Performance of DLPNO-CCSD(T1) with IL1PNO cutoffs 

 

Cation Anion #Systems Min MAE Max SD 

C1-4mim 

BF4
- 7 1.4 1.5 1.6 0.1 

Br- 14 0.8 1.0 1.3 0.2 

Cl- 14 0.6 0.8 0.9 0.1 
N(CN)2

- 17 0.9 1.4 1.7 0.2 
mesylate 7 1.6 1.7 1.9 0.1 
NTf2

- 8 -2.0 1.3 2.1 1.3 
PF6

- 7 1.2 1.3 1.5 0.1 
tosylate 7 1.1 1.3 1.4 0.1 

C1-4mpyr 

BF4
- 11 1.0 1.1 1.2 0.1 

Br- 11 0.5 0.8 1.1 0.2 
Cl- 11 0.5 0.6 0.7 0.1 
N(CN)2

- 22 0.9 1.0 1.6 0.2 
mesylate 11 1.1 1.4 1.6 0.2 
NTf2

- 16 0.5 1.0 2.0 0.3 
PF6

- 11 0.7 1.0 1.1 0.1 
tosylate 8 0.5 0.9 1.1 0.2 

 

Table 6. Correlation interaction energy errors (in kJ mol-1) of DLPNO-CCSD(T1)/aug-cc-pVDZ 

with IL1PNO cutoffs for the IL174 dataset. CCSD(T)/aug-cc-pVDZ interaction energies were 

used as the benchmark. 
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With respect to the results with the TightPNO settings, the largest improvement of the proposed 

IL1PNO settings occurs in the bromide systems, whose MAEs are reduced by 1.0 and 0.8 

kJ mol-1 in imidazolium and pyrrolidinium ion pairs, respectively. IL1PNO can also achieve 

spectroscopic accuracy for chloride-based ion pairs. For example, imidazolium chlorides have an 

MAE of 0.8 kJ mol-1 reduced from 1.1 kJ mol-1 , whereas pyrrolidinium chlorides fall to just 0.6 

kJ mol-1from 0.9 kJ mol-1. This is not surprising since the cutoffs were tested on bromide systems 

and the similarity of its anionic nature to chloride. The improvement, however, cannot be 

generalised for the other anions. Tetrafluoroborate errors increase by 0.1 kJ mol-1 with MAEs of 

1.5 and 1.1 kJ mol-1 for imidazolium- and pyrrolidinium-based systems, respectively; although 

their standard deviations stay constant at 0.1 kJ mol-1. The MAE of imidazolium dicyanamide is 

reduced by a mere 0.1 kJ mol-1 and the minimum error is reduced by as little as 0.2 kJ mol-1. 

Errors of pyrrolidinium dicyanamides are increased by 0.1 kJ mol-1. Systems of mesylate are 

treated marginally better as the MAE for both cations is reduced by 0.1 kJ mol-1, however 

maximum errors of over 1.8 kJ mol-1 are still attained. The errors of imidazolium NTf2- increases 

Figure 8. Percentage of pairs treated with MP2 or skipped depending on the TightPNO or 

IL1PNO restrictions in the system calculation of [C2mim][anion] for configurations (pn) of 

the ion pair (x axis).   
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by 0.7 kJ mol-1 and the maximum error is increased to 2.1 from 1.5 kJ mol-1. For pyrrolidinium-

base ion pairs, the average MAE increases by 0.4 kJ mol-1 and the maximum error increases from 

1.1 to 2.0 kJ mol-1. As the MAEs of NTf2- with TightPNO settings and the T1 treatment are 

below spectroscopic accuracy, tighter cutoffs, in fact, worsen the error. Imidazolium 

hexafluorophosphates are mostly unaffected, whereas pyrrolidinium hexafluorophosphates are 

consistently reduced by 0.1 kJ mol-1. The reverse effect is seen in imidazolium tosylates, for 

which the MAE is increased by 0.1 kJ mol-1 and now lies at 1.2 kJ mol-1. For pyrrolidinium 

systems containing tosylates, the MAE is unchanged, although the maximum error is reduced by 

0.2 kJ mol-1. Therefore, TightPNO settings are recommended for ionic liquids of pyrrolidinium 

tosylates, pyrrolidinium tetrafluoroborates, pyrrolidinium chlorides, pyrrolidinium dicyanamides, 

as well as those with NTf2- anions. IL1PNO settings are recommended for ionic liquids 

containing bromide and chloride anions, as well as pyrrolidinium hexafluorophosphates and 

hydrogen bonded ionic liquids. 

Figure 8 shows the percentage of ‘weak pairs’ included at the MP2 level of theory (also referred 

to as MP2 pairs) or those skipped and corrected for with the multipole estimate, for TightPNO and 

the more inclusive IL1PNO settings. The C2mim+ based ion pairs coupled with BF4-, N(CN)2- and 

PF6- anions have a negligible number of skipped pairs for either set of cutoffs but a marked 

decrease in pairs treated with MP2. This leads to a negligible difference in the recovery of 

correlation interaction error (+/- 0.1 kJ mol-1). In the case of [C2mim]Cl, similarly, no MP2 pairs 

were skipped; however, the error reduction of 0.3 kJ mol-1 (also observed for [Cnmim]Cl and 

[Cnmpyr]Cl) identified that at least ~5% of weak pairs treated with MP2 were important, which is 

clearly not the case in BF4-, N(CN)2- and PF6-. Possibly the error of the latter comes from the cutoff 
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used for TCutPNO. Bromide systems, for which these cutoffs were tested, have significant 

contributions from both skipped and weak pairs for both TightPNO and IL1PNO cutoffs. 

 
Table 7. Correlation interaction energy errors (in kJ mol-1) of DLPNO-CCSD(T1)/aug-cc-pVDZ 

with IL1PNO cutoffs for the HBIL dataset. CCSD(T)/aug-cc-pVDZ interaction energies were used 

as the benchmark. 

Anion #Systems Min MAE Max SD 
CF3SO3

- 7 0.6 1.0 1.3 0.3 
Cl- 7 0.1 0.3 0.4 0.1 
MeOSO3

- 6 1.0 1.2 1.4 0.2 
mesylate 7 0.8 1.0 1.3 0.2 
NO3

- 7 0.9 1.1 1.5 0.2 
TFA 8 0.7 0.9 1.4 0.3 

 

However, the C2mim-based systems shown in Fig. 8 (which had the largest errors with 

TightPNO settings) have their errors significantly reduced by 0.8 kJ mol-1. Overall, for the 

imidazolium systems the error was reduced by 0.2 kJ mol-1 when changing from TightPNO to 

IL1PNO. NTf2- has contributions of > 23% MP2 pairs and ~11% skipped pairs. Skipped pairs are 

reduced to ~3% while MP2 pairs fall by a few percent when the parameters are changed from 

TightPNO to IL1PNO. This results in an increase of error by 0.6 kJ mol-1 suggesting that the 

accompanying TCutPNO cutoff may need to be increased to correctly ascertain the correlation of 

these systems. Lastly, the change in error for tosylate systems is unchanged by the more tolerant 

cutoffs even though both MP2 pairs and skipped pairs is a reduction of 3.3 and 3.4% (~ 70 pairs) 

reduction, respectively, reduced in favour of the coupled cluster treatment. The remaining error 

could be corrected by increasing the number of PNOs included suggesting that the cutoffs of in 

TightPNO settings are already efficient in eliminating calculating pairs and triples of negligible 

worth. 
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More consistent improvements are seen in the HBIL dataset, for which all errors are improved. 

The overall error for the dataset is 0.9 kJ mol-1 and the maximum error is now 1.5 kJ mol-1 observed 

for [Hmim][MeOSO3]. The largest improvement is again observed in the halide ions where 

chloride systems have decreased errors by 0.3 kJ mol-1. Chloride, CF3SO3, mesylate and TFA 

systems have MAEs within spectroscopic accuracy.  

IL1PNO performs exceptionally well for halides and hydrogen bonded complexes.  However, 

for all other anions of the aprotic systems, little difference was seen in the errors except in the case 

of NTf2- where the errors increased – by 0.7 kJ mol-1 in the case of imidazolium NTf2-. It is likely 

that the cutoffs are not tightened satisfactorily to recover the correlation energy of the complete 

set of anions. On average, 40 more MP2 pairs and 52 more skipped pairs are treated with CCSD(T) 

when IL1PNO settings are used in place of TightPNO with only an increase in accuracy of 0.1 kJ 

mol-1. Thus, these pairs do not make a significant difference to the errors of the non-halide ion 

pairs. 

Performance of DLPNO-CCSD(T) with IL2PNO cutoffs 

The systems presenting larger errors with IL1PNO were run with a further set of cutoffs, termed 

IL2PNO: TCutPNO  = 1 × 10-9, TCutPairs = 1 × 10-7, and TCutMKN = 1 × 10-3. TCutPNO was increased by 

the same magnitude as TCutPairs, both by two orders of magnitude such that the errors seen in 

IL1PNO could be possibly reduced by including a larger number of PNOs while also increasing 

the number of pairs treated with coupled cluster theory. These results are displayed in Table 8. The 

systems include imidazolium-base ion pairs coupled with tetrafluoroborate, dicyanamide, 

mesylate and hexaflurophosphate, for which MAE values of less than 1.0 kJ mol-1 have not yet 

been attained. This finding also holds for tosylate systems, although these cutoffs expanded the 
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external space such that only one calculation was practically feasible. Additionally, the bromide 

systems from Figure 6 were also included here.  

Table 8. Correlation interaction energy errors (in kJ mol-1) of DLPNO-CCSD(T1)/aug-cc-pVDZ 

with IL2PNO cutoffs for the IL174 dataset. CCSD(T)/aug-cc-pVDZ interaction energies were 

used as the benchmark. 

Cation Anion #Systems Min MAE Max SD 

C1-4mim 

BF4
- 7 0.4 0.5 0.5 0.0 

Br- 7 -0.4 0.3 -0.1 0.1 
N(CN)2

- 17 0.3 0.4 0.6 0.1 
mesylate 7 0.3 0.6 0.8 0.2 
PF6

- 7 0.5 0.6 0.7 0.1 
tosylate 1 0.0 0.0 0.0 NA 

C1-4mpyr 

BF4
- 11 0.4 0.5 0.5 0.0 

N(CN)2
- 14 0.1 0.3 1.1 0.3 

mesylate 11 0.3 0.5 0.7 0.1 
PF6

- 11 0.3 0.5 0.5 0.0 
 

Table 9. Summary of DLPNO-CCSD(T) settings, their cutoffs, errors (in kJ mol-1) and the anions 

these settings are recommended for spectroscopic accuracy. 

 Triples TCutPNO TCutPairs TCutMKN MAE Max SD Recommendations 

TightPNO T0 1 × 10-7 1 × 10-5 1 × 10-3 1.5 2.8 0.5 NTf2
- 

TightPNO T1 1 × 10-7 1 × 10-5 1 × 10-3 1.2 2.5 0.4 Same as T0 

IL1PNO T1 5 × 10-8 4 × 10-6 1 × 10-3 1.1 2.1 0.4 Br-, Cl-, CF3SO3
-, TFA 

IL2PNO T1 1 × 10-9 1 × 10-7 1 × 10-3 0.4 1.1 0.2 BF4
-, N(CN)2

-, mesylate, 
PF6

-, tosylate 

 

Analysis of Table 8 reveals that all the systems considered now have MAE values within 

spectroscopic accuracy, below 0.6 kJ mol-1. Table 9 summarizes the overall statistics of each of 

the tested DLPNO-CCSD(T) settings and their associated cutoffs and provides recommendations 

for spectroscopic accuracy. IL1PNO has been shown to remarkably increase the accuracy of ion 

pairs containing halide anions, especially bromides. Disappointingly, smaller or even negative 
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differences were seen in the other systems, notably those containing NTf2, for which TightPNO 

cutoffs gave lower MAEs. IL2PNO, which was tested on a subset of the IL174 dataset that gave 

larger errors with the TightPNO settings, performs outstandingly and can be recommended when 

spectroscopic accuracy is required. 

Comparison of DLPNO-CCSD(T0)/VTZ with CCSD(T)/CBS 

A thorough analysis of the CCSD(T) performance with respect to the basis set indicated that due 

to the non-iterative treatment of triples, CCSD(T) produced its performance in combination with 

a triple-zeta basis set.37 CCSD(T)/cc-pVTZ is considered to be a reliable combination and give 

energies within chemical accuracy for single molecules.45 In this study, the performance of 

DLPNO-CCSD(T0)/cc-pVTZ was investigated with respect to the “gold standard” for non-

covalent interactions, CCSD(T)/CBS. The goal was to identify whether the use of the cc-pVTZ 

basis set within the DLPNO approach without the counterpoise correction could potentially replace 

the more time consuming CCSD(T)/CBS treatment. 

Table 10 shows correlation interaction energies for DLPNO-CCSD(T0)/cc-pVTZ with respect 

to CCSD(T)/CBS for the IL174 dataset. All errors are larger than chemical accuracy. Tosylate, 

mesylate and bromide anions give the largest mean errors within each cation series. With the 

imidazolium cation, average errors are greater than 11 kJ mol-1. All anions have similar or larger 

variations of error when coupled with imidazolium cations, with the SD of bromide increasing 

eightfold when paired with the imidazolium cation. Additionally, the maximum errors of the 

imidazolium ion pairs are larger than those of pyrrolidinium ones, with the errors of the former 

ranging from 9.8 to 12.5 and the latter from 6.2 to 9.6 kJ mol-1. The small standard deviations 

present for the pyrrolidinium systems highlights a systematic underestimation of correlation 

energy with this basis set.   
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Table 10. Correlation interaction energy errors (in kJ mol-1) of DLPNO-CCSD(T0)/cc-pVTZ with 

TightPNO settings for the IL174 dataset. CCSD(T)/CBS interaction energies were used as the 

benchmark. 

Cation Anion #Systems Min MAE Max SD 

C1-4mim 

BF4
- 7 8.7 9.3 9.8 0.4 

Br- 14 7.5 11.2 13.7 2.4 
Cl- 14 4.4 7.7 10 2.3 
N(CN)2

- 16 7.1 10.7 11.7 1.2 
mesylate 7 11.2 11.7 12.4 0.6 
NTf2

- 7 3.6 8.5 12.1 3.1 
PF6

- 7 9.0 9.6 10.7 0.7 
tosylate 7 11.1 11.9 12.5 0.5 

C1-4mpyr 

BF4
- 11 5.8 6.2 6.8 0.4 

Br- 11 8.6 9.1 9.6 0.3 
Cl- 11 5.6 5.9 6.2 0.2 
N(CN)2

- 17 5.4 6.9 7.5 0.6 
mesylate 11 6.8 7.7 8.7 0.7 
NTf2

- 16 4.7 5.6 6.4 0.4 
PF6

- 11 5.9 6.3 6.9 0.3 
tosylate 6 7.4 8.1 8.8 0.5 

 

Table 11. Correlation interaction energy errors (in kJ mol-1) of DLPNO-CCSD(T0)/cc-pVTZ with 

TightPNO settings for the HBIL dataset. CCSD(T)/CBS interaction energies were used as the 

benchmark. 

Anion #Systems Min MAE Max SD 
CF3SO3

- 7 4.9 7.4 9.6 1.4 
Cl- 7 4.4 6.0 7.3 0.9 
MeOSO3

- 6 7.7 10.1 15.6 2.8 
mesylate 7 6.4 8.7 10.9 1.4 
NO3

- 7 3.8 6.0 11.0 2.4 
TFA 8 4.4 6.0 8.9 1.6 

 

The results of the HBIL dataset are shown in Table 11. Neither systems of a particular cation 

nor anion perform well, with MAEs being outside the chemical accuracy range. Overall, DLPNO-

CCSD(T0)/cc-pVTZ without the counterpoise correction cannot be recommended to be used as the 

benchmark method for the prediction of energetics of ionic liquid systems. 
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Comment of the performance of DLPNO-CCSD(T0)/cc-pVTZ for clusters of two ion pairs 

Two ion pairs [C1mim][BF4] and [C1mim]Cl have errors 13.3 and 13.8 kJ mol-1 per ion pair. 

These errors are larger than the maximum errors of 9.8 and 10.0 kJ mol-1, respectively, for the 

single ion pairs. The chloride system has an error 5.6 kJ mol-1 larger than the MAE of the single 

ion pairs of imidazolium chloride. The preliminary results indicate that the DLPNO-CCSD(T0)/cc-

pVTZ error may increase with increasing number of ions in the system. 

 

Conclusions 

In this study, cutoff parameters used within the DLPNO-CCSD(T) method were scrutinised for 

the prediction of correlation interaction energies of ionic liquids, both protic and aprotic. 

TightPNO settings were tested for non-iterative, T0, and iterative, T1, treatment of triples. Both 

approaches produced mean absolute and maximum errors within chemical accuracy, with no 

significant improvement being achieved when iterative triples were used. The DLPNO error was 

found to strongly depend on the cation-anion combination. MAEs of anion NTf2-, with both 

cations, were the only two ILs to reach spectroscopic accuracy with TighPNO and T0 settings. The 

impact of cation was seen more dramatically in DLPNO-CCSD(T1) results with TightPNO where 

five pyrrolidinium ionic liquids reached spectroscopic accuracy while for imidazolium this is only 

true for one. Spectroscopic accuracy was only achieved for the following cation-anion 

combinations: imidazolium and NTf2-; pyrrolidinium and NTf2-; pyrrolodinium and BF4-; 

pyrrolidinium and chloride; pyrrolidinium and dicyanamide; and pyrrolodinium and tosylate 

combinations, while bromide and mesylate-based ion pairs systematically produced the largest 

errors among the aprotic ionic liquids and nitrates, mesylates and trifluorosulfonates among the 

protic ionic liquids.  
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Varying the three main cutoff parameters, TCutPNO, TCutPairs and TCutMKN, demonstrated how the 

DPLNO error could be systematically reduced. The iterative treatment of triples was essential to 

achieve spectroscopic accuracy while keep looser thresholds, and hence reduce computational 

cost. Based on the analysis of a series of the cutoffs, the IL1PNO settings were suggested, for 

which TCutPNO was set to 5 × 10-8 and TCutPairs to 4 × 10-6. The performance of these IL1PNO 

settings produced average errors below 1.5 kJ mol-1, with the maximum errors falling below 2.1 

kJ mol-1. On average this improved the MAE by only 0.1 kJ mol-1 but the maximum error in 

IL1PNO became 0.4 kJ mol-1 smaller than that in TightPNO with iterative triples. The largest 

improvements were observed for chlorides and bromides, with the bromide systems and the 

imidazolium chlorides reaching spectroscopic accuracy for MAEs. Negligible improvements were 

found for the rest of the aprotic ILs. The HBIL dataset seemed to benefit more from these settings, 

with the majority of MAEs falling within spectroscopic accuracy. Further tightening of the TCutPNO 

and TCutPairs by two orders of magnitude with respect to the TightPNO settings resulted in all types 

of errors – mean absolute and maximum – falling within spectroscopic accuracy.  

Therefore, this study demonstrated the successful application of DLPNO-CCSD(T) to protic and 

aprotic ionic liquids. Non-iterative triples and TightPNO settings obtain errors within chemical 

accuracy for all systems tested. In order to obtain spectroscopic accuracy, the iterative treatment 

of triples was found to be critical to keep looser thresholds for the main cutoffs and hence, maintain 

shorter calculation times. It is recommended to use the IL1PNO settings for ionic liquids based on 

Br-, Cl-, CF3SO3- and TFA anions and IL2PNO settings for ionic liquids of anions BF4-, N(CN)2-, 

mesylate, PF6- and tosylate for spectroscopic accuracy, although they come with higher 

computational cost. The use of DLPNO-CCSD(T0)/cc-pVTZ to replace CCSD(T)/CBS interaction 

energies of ionic liquids is not recommended due to large errors, well above chemical accuracy. It 
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appears that DLPNO-CCSD(T1)/aug-cc-pVTZ could be reliably used in the calculation of 

CCSD(T)/CBS provided recommended settings are used in the process.  
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In this work, the application of cost-effective DLPNO-CCSD(T) was successfully tested for two 

classes of ionic liquids, protic and aprotic. Two sets of cut-off parameters were proposed to achieve 

chemical and spectroscopic accuracy regardless of the cation-anion combination. 
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Chapter 5

Sampling vast ionic liquid surfaces for

theminima of bulk properties

5.1 Introduction

As the number of molecules in a system increases linearly the number of minima on the

potential energy surface increases exponentially.1 The optimisation of the system becomes

dependent on the weak interaction forces where the electrostatic and dispersion components

can be balanced to stabilise the system in seemingly infinite ways. Thus, additional minima of

similar energy to the global minimum arise in the condensed system and influence macro-

scopic properties. The ratio of the fundamental energetic components of interaction energy

that vary across local minima has been shown to impact properties such as melting point and

conductivity in single ion pairs of ionic liquids.2,3 Physical properties of liquids are described

through ensemble averages and thus account for these thermodynamically accessible states.

Section 5.2 contains a manuscript submitted toThe Journal of Chemical Physics. An intuitive

approach is presented whereby starting structures are strategically designed to span the po-

tential energy surface of ionic liquids 1-methyl-3-butylimidazolium chloride ([C4mim]Cl) and

N-methyl-N-ethylpyrrolidinium tetrafluoroborate ([C2mpyr][BF4]). Four ion pair configu-

rations are created by the replication of low energy 1IP structures that undergo a series of

rotations and inversions such that the configurations span the whole intermolecular potential
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energy surface. The local environment around each starting structure is explored via molecular

dynamics. Thus, the inability of molecular dynamics to overcome large energy barriers is cir-

cumvented by the strategic generation of starting structures. Unique low energy configurations

were identified using agglomerative clustering and structural differences were analysed.

More than 80,000 low energy structures for each of the ionic liquids were extracted from the

molecular dynamics simulations. Analysis of the structures showed that [C4mim]Cl has few

distinct minima. Contrastingly, [C2mpyr][BF4], which is known to undergo tumbling, can

vary its geometry without an energetic penalty.4,5 Fifteen unique geometries of [C2mpyr][BF4]

and 2 unique geometries of [C4mim]Cl have been located. Geometries were located for both

ionic liquids of lower energy than obtained from simulated annealing which was verified

by wavefunction-based method SRS-MP2. The new methodology can successfully locate

important minima of liquids that contribute to bulk properties.
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Abstract 
The physicochemical properties of liquids at a given temperature are dependent on an ensemble 

of lower-energy minima available to the system. The prediction of these properties requires the 

accurate description of fundamentals forces at play in each individual minimum resulting in a 

macroscopic picture of the system. This study presents a new methodology for finding unique 

lower-energy configurations that contribute to bulk properties of ionic liquids (ILs) and is 

applied to four ion-paired clusters of two ILs, N,N’-methyl-ethyl-pyrrolidinium 

tetrafluoroborate, [C2mpyr][BF4], and 1-methyl-3-butyl-imidazolium chloride, [C4mim]Cl. 

Computationally cheap molecular dynamics simulations, using the OPLS-AA force field, are 

applied to a range of starting structures generated to span the potential energy surfaces of these 

ILs. The lower-energy structures are extracted from the simulations and principal component 

analysis and agglomerative clustering are used to identify unique structural arrangements. 

[C2mpyr][BF4] was found to undergo large structural changes with little impact on energy, 

whereas [C4mim]Cl was very sensitive to the ion arrangement, thus resulting in far fewer 

minima on its potential energy surface. Simulated annealing global minima were found to be 

> 7 kJ mol-1 higher in energy for both ILs compared to those of the proposed methodology. 

With respect to the benchmark method used, OPLS-AA has average errors above chemical 

accuracy of 4 kJ mol-1, with its systematic error being estimated at15 kJ mol-1 for ILs. The 

proposed methodology was also applied to clusters of DMSO, for which the simulated 

annealing approach successfully located the global minimum identical to that found with the 

proposed methodology.  

 

Introduction 
Navigation through a molecule’s potential energy surface (PES) allows for the location of 

stationary points such as ground and transition states as well as local minima and saddle points. 
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As the most common practice in computational chemistry, many techniques have been 

developed to find important minima when their approximate location is unknown and energy 

barriers must be overcome. Molecular geometries may lie in numerous low-lying minima if 

kinetically available. In addition, the number of energetically favourable configurations 

increases with the complexity of the molecule. In most cases of single small- to medium-sized 

molecules location of the equilibrium geometry of the global minimum on the PES successfully 

captures the energetics of the system such that properties dominated by this equilibrium 

geometry can be reliably predicted.1 For example, gauge-including atomic orbital (GIAO) is 

used for calculating nuclear magnetic shielding tensors from single molecules and has been 

applied to large organic molecules like taxol from which it can accurately predict the NMR 

chemical shifts against experimental data.2–4 Atomisation energies have also been predicted 

in small molecules like F2, N2 and H2O2, to within chemical accuracy which is highly dependent 

on determining the most stable molecular structure.5  Global minimum structures are required 

to accurately predict interconversion reaction energy, for example, for the conversion between 

benzvalene and benzene,6 or the interconversion between the T-shaped and parallel-shaped 

benzene dimers.7 The intrinsic reaction coordinate (IRC) concept, the minimum-energy 

pathway connecting reactants and products via the transition state, can only be applied when 

both the reactant and the product are taken in the geometry dominating the bulk population, 

i.e. the global minimum. This concept has been successfully used to regularly locate the 

transition state of chemical reactions.8,9 In polymer studies the ability of various thioketones to 

act as radical trapping agents has been predicted by determining the radical stabilisation 

energies for the mediation of free radical polymerisation.10 Furthermore, it has been 

demonstrated that propagation rate coefficients in free-radical polymerization can be predicted 

provided the global minimum has been located.11 

Indeed, early global search algorithms were aimed at single molecule energy 

minimisation where a combination of important bond distances, angles and dihedrals could be 

varied simultaneously to find the global minimum while the rest of the configuration is allowed 

to be optimised to accommodate these variations12,13 These techniques work well for small-

sized molecules. Since the PES is a function of atom coordinates, the increase in atoms in the 

molecule leads to a high cost of the PES exploration, making it intractable for large 

biomolecules. Simply, without the inclusion of temperature, like in molecular dynamics, or 

geometry deformations, that appear in stochastic approaches, complex surfaces such as the PES 

cannot be widely explored by scanning several geometric variables.  
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In condensed systems, the PES becomes infinitely more complex and laden with local 

minima as the degrees of freedom in the configuration increases and an interplay of forces can 

be minimised in seemingly unlimited ways.14 The energetic minimisation is no longer 

dependent on the molecular geometry alone due to the presence of the weaker intermolecular 

forces between molecules, which create shallow minima compared to those corresponding to 

changes in covalent bonds. Although the intermolecular forces are relatively weak, increasing 

the strength of interaction between molecules is also likely to result in increasing deformation 

energy that moves molecules away from their lowest energy configuration. Additionally, it 

becomes less likely that only the global minimum contributes to the energetic properties of the 

condensed system, as energetically close local minima are very likely to be accessible at a 

given temperature and pressure and hence, contribute to the bulk properties of the system. It 

has been demonstrated for ionic liquids that the ratio among the fundamental energetic 

components of interaction energy of their single ion pairs – electrostatics, induction and 

dispersion – vary between energetically accessible local minima, thus impacting physical 

properties such as melting point and conductivity.15 As well as the strength of interaction, 

molecular functional groups impact the ease at which molecules may undergo conformational 

(e.g. rotation around single bonds) and configurational (e.g. translation of molecules in the 

bulk). Goldstein et al. argued that the availability of multiple energetically accessible 

configurations separated by low-energy barriers on the PES generally leads to a decrease in 

viscosity.16 Since each bulk property of any condensed system such as a liquid or a solid can 

be best described through an ensemble average of energetically accessible configurations at 

given conditions, the prediction of these properties strongly depends on the knowledge of these 

accessible configurations.  

There is a growing interest in developing theoretical and computational techniques 

aiming to reduce the size of the PES while searching for the global minimum of molecular 

systems consisting of up to thousands of atoms. Molecular dynamics (MD) has solved this 

problem by allowing the system to evolve through different kinetically available states over an 

infinite period of time.17 To-date, only significantly truncated simulations are possible and 

therefore, MD alone is not well suited to explore the PES in depth due to limitations in 

sampling. Six MD simulations of maltose in 150 water molecules were analysed according to 

their glycosidic linkage and hydroxymethyl groups.18 All simulations adopted the glycosidic 

linkage torsion angles of the global minimum but no transition from the global minimum to a 

second stable structure approximately 11 kJ mol-1 higher in energy was observed within a total 

of 5.4 ns. The authors concluded that a simulation of at least 150 ns is required to reach an 
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equilibrium of this small molecule in water as the global minimum was estimated to have an 

average lifetime of 8 ns. Strong dependence of MD simulations on minimising the 

configuration energy means that once a deep local minimum is reached, it is unlikely that the 

geometry will increase its energy sufficiently to overcome the barrier and explore surrounding 

minima. However, it is a powerful tool when an additional strategy is introduced that adds 

either a geometry perturbation or energy biases, allowing the geometry to explore all possible 

minima. One such scheme is simulated annealing, by which the geometry begins its evolution 

at an extremely high temperature and is cooled slowly.17,19,20 Theoretically, if cooling is 

performed infinitely slowly, the geometry will finally become trapped within the global 

minimum. In practice, the technique has the same shortcomings as equilibrated MD 

simulations, whereby it is too slow to solve problems where sampling of minima across a vast 

PES is desired.  

Metadynamics, also utilising MD, has great potential in finding equally important 

minima as it uses degrees of freedom based on the atom coordinates to which bias potentials 

are added.21 The chosen degrees of freedom, generally three of four to limit simulation cost, 

are termed collective variables (CV) and are identified to be important dimensions of system 

evolution similar to intrinsic reaction coordinates. Adding bias potentials along these 

dimensions allows barriers to be overcome in specific directions of the PES during simulation. 

Choosing the CV, however, turns out to be difficult and system dependent. CVs have been 

developed that describe dihedral angles in small peptides,22 the reaction pathway connecting 

metastable states of β-hairpin folding in proteins,23  he puckering of cyclic compounds,24 and 

the lattice vectors of calcium phases.25 In order to increase the sampling region to the whole 

PES, the bias would need to span a dimension that accounts for the highest energy barriers that 

must be crossed using a handful of CVs. Therefore, metadynamics requires in-depth a priori 

knowledge of the PES of each molecular system to construct robust and reliable CVs.26  

The introduction of stochastic based methods is a logical and necessary step in solving 

optimisations of complex problems where traditional thermodynamic approaches require 

significant amount of computational resources. However, it is not clear that these methods 

solve the issue of sampling as they also need to sample all of the configurational space. These 

methods increase in cost with increasing space, especially in the situation when all minima are 

required for analysis. Metropolis Monte Carlo samples the PES by adding a random 

displacement to the geometry and accepting or rejecting the move depending on the change in 

energy.27  Metropolis Monte Carlo by design creates micro-states in each snapshot of the 

ensemble which when averaged follow the Boltzmann distribution. In the similar manner as 
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MD, MC simulations can become stuck in a low energy region of the PES jumping between 

the same minima for a very long time.  

Ionic liquids, discovered in 191428 but popularised in 199229 are used in industrial 

processes including acid scavenging30, catalyst activation31,32, gas absorption33 and more as 

detailed in this extensive review.33 Although, the application of ionic liquids is extremely 

broad, only particular combinations of cations and anions usually work for an application at 

hand.34 Due to a countless number of these combinations, ionic liquids vary considerably in 

their thermodynamic and transport properties and therefore, the main challenge in the field lies 

in finding a high-throughput method to predict these properties a priori. Here computer 

modelling has stepped-in to bare light on the topic. 

A literature search of modelling ionic liquids shows a plethora of molecular dynamics 

simulations of the condensed phase35–45 as well as many ab initio studies of single ion pairs46–

52 and larger numbers of ion pairs.53–55 Molecular dynamics has provided insight into structural 

and dynamic properties of the liquids in multi-scale simulation boxes, while ab initio studies 

on small numbers of ion pairs have offered insightful links between bulk properties and the 

fundamental forces at play. Our group has determined correlations between electrostatic and 

dispersion forces with melting point and conductivity in a series of imidazolium- and 

pyrrolidinium-based ionic liquids using single and two ion paired lower energy 

configurations.56,57 The exact link between the fundamental forces and physicochemical 

properties is still elusive as research continues into how to unlock the potential of ionic liquids. 

However, lower energy structures consisting of a single ion pair or two ion pairs have given 

insight into the role of both cation and anion in governing the strength of interionic interactions 

and hence, their physicochemical properties. As such, each ionic liquid is unique and broad 

generalisations tend not to be attainable for this class of materials. It has also been seen that 

ions with multiple interaction sites lead to an increased number of minima that are of similar 

energy.57 It is not surprising that classical force fields have been found to exhibit serious 

limitations in the prediction of bulk properties of ionic liquids due to their shortcoming to 

accurately describe dispersion and account for induction and charge transfer effects.58,59 

Polarisable force fields, which account for induction via the Drude oscillator model, are 

currently emerging in the literature60–63 with promising results. If large-scale ab initio 

calculations of condensed phases were yet possible, it is likely more answers would have been 

found, however the cost of high accuracy quantum calculations still limits these studies. With 

the constant increase in capability of computers, ab initio calculations are becoming more 

frequent and accessible to researchers, and the size of clusters studied are also becoming larger. 
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With the gap between the cluster size being studied by quantum and molecular dynamics 

decreasing, it seems possible to combine the two approaches to drive the development of robust 

and reliable high-throughput algorithms for predicting structural and energetic properties of 

ionic liquids.  

Our previous studies on single and two-ion paired configurations of ionic liquids 

screened through thousands of configurations to identify those of low-energy as well as the 

global minima.56,57 The geometry screening process consisted of creating starting structures in 

a comprehensive set of combinations of cation and anion orientations. The ion orientations 

took into account the π+-π+ stacking, alternating charge arrangements, hydrogen bonding, T-

shape interactions of the rings, and alkyl chain position. Fifteen different 2 ion-paired 

configurations for each imidazolium ionic liquid were optimised to complete a full 

configurational screening. Introducing complexity to the structure of cations and anions as well 

as increasing the number of ions in the configuration drastically increases the configurational 

space that must be screened to identify energetically preferred ion arrangements. This 

conventional way of finding local and global minima becomes an infeasible task for more 

realistic numbers of ion pairs.   

The approach taken in this study aims to systematically generate chemically intuitive 

as well as diverse starting structures that span across high energy barriers of the PES and use 

molecular dynamics to search the potential energy surface (PES) for low energy minima. These 

geometries are then optimised with the same force field to remove the effects of temperature. 

Agglomerative clustering is performed on these minima to group similar structures together 

and create clear boundaries between unique structures and thus identify low energy geometries 

that contribute to bulk properties of ionic liquids. The developed approach is applied to four 

ion-paired configurations of two ionic liquids: 1-methyl-3-butylimidazolium chloride 

([C4mim]Cl) and N-methyl-N-ethylpyrrolidinium tetrafluoroborate ([C2mpyr][BF4]) and these 

results are contrasted with those for 4-molecule configurations of traditional solvent dimethyl 

sulfoxide (DMSO).  

 

Theoretical Procedures 
 

Starting structures 

Lower energy structures of single ion pairs of [C4mim]Cl and [C2mpyr][BF4] were taken from 

previously published work by our group.64 Configurations exhibiting a varying mode of 
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interaction between the cation and anion were chosen in this study. Figure 1a shows the two 

starting ion-pair configurations of [C2mpyr][BF4], in which the tetrafluoroborate anion 

interacts with the nitrogen on the pyrrolidine ring from two different positions. The two starting 

ion pairs of [C4mim]Cl are depicted in Figure 1b. In these configurations, the chloride interacts 

either in the imidazolium ring plane with the C2-H bond through hydrogen bonding or above 

the imidazole ring.   

Each ion pair was replicated and manipulated to create multiple configurations of four ion 

pairs. A systematic approach was applied, by which 90, 180 or 270-degree rotations were 

performed about an axis going through the cation and anion centroids (see Figure 1c). 

Additionally, two more operations – mirror reflection in the z plane and translation in the x, y 

and/or z direction – were applied to ensure that all possible combinations of four single ion 

pairs were generated, except for those being symmetrically equivalent. An example of this 

protocol is shown in Figure 1c. Mixing two lower energy configurations of single ion pairs to 

construct configurations of four ion pairs was deemed unnecessary as the protocol presented 

in Figure 1c generated all possible configurations exhibiting a series of interionic interactions 

– alkyl-alkyl van der Waals interactions, π+-π+ stacking, alternating charge arrangements and 

mixtures of these to varying degrees. Due to the number of geometries constructed, visually 

similar configurations and configurations that were suspected to have high energy such as 

structures with large interionic distances between the charge centres were removed from further 

Figure 1. The two lower energy configurations of [C2mpyr][BF4] (a) and [C4mim]Cl (b) ion pairs used to construct four ion-

paired configurations. (c) shows a configuration of the imidazolium ion pair through replication of the original low energy 

structure The ion pairs undergo rotations of 0º, 90º, 180º and 290º around the axis bisecting the anion and cation centroids, 

reflection in the place orthogonal to the axis of rotation; and translation in the x and y planes.  
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analysis, although many unconventional configurations remained in order to be as unbiased as 

possible. Since all interaction sites of the tetrafluoroborate anion are symmetrically equivalent 

and chloride is a single atom anion, rotation of the anion itself was not considered.  

 

Molecular Dynamics 

The OPLS-AA (All Atom Optimized Potentials for Liquid Simulations) force field developed 

by Canongia Lopes and Padua65,66 was used to perform molecular dynamic simulations of ionic 

liquids and dimethylsulfoxide (DMSO). These simulations were carried out using LAMMPS.67 

The production runs of four ion pair geometries were simulated in an NVT ensemble for 0.5 ns 

at 298 K to explore the local space. The relatively small size of these configurations was 

equilibrated in a prior step, taking only 0.04 ns. Charges on ionic liquid ions were not 

intentionally scaled as lowered charges do not adequately correct for the lack of polarisation 

effects in classical force fields.68  

 

Statistical Analysis  

Root mean square deviations (RMSD) were used to distinguish the difference between two 

geometries a and b each consisting of n atoms: 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = �
1
𝑛𝑛
�‖𝑎𝑎𝑖𝑖 − 𝑏𝑏𝑖𝑖‖2
𝑛𝑛

𝑖𝑖

 (1) 

 

where ai and bi are vectors of the Cartesian coordinates of the atom i. The minimised RMSD 

is determined after alignment of the two geometries. Alignment minimises the root mean 

squared distance between the two geometries. RMSDs are found repeatedly after considering 

reflections of the geometries and accounting for reorganisation of the ions during the molecular 

dynamics simulation and the best alignment, that with the lowest RMSD, determines the 

similarity between two geometries. RMSDs of the ion centroids are used to identify the 

arrangement of the ions in the configurations. As the configurations of both ionic liquids were 

all found to adopt an alternating charge structure and the anion positions were constant, 

RMSDs based on a selection of cation ring positions are used to determine the orientations of 

the cations and used in agglomerative clustering. As such alkyl chain positions are similarly 

not used to discriminate between configurations. These findings are presented and further 

rationalised in the results and discussion. 
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Density-based spatial clustering of applications with noise (DBSCAN) is a 

computationally fast clustering algorithm, which clusters samples into distinct groups based on 

a distance threshold. If the number of samples that lie within the selected threshold is greater 

than a predefined value, referred to as required neighbours, the samples are determined to be 

of the same cluster, i.e. a distinct group. When the value of required numbers is greater than 0, 

samples that do not meet this criterion are considered noise and are not considered to belong 

to a cluster. The number of required neighbours was set to zero in this study as all 

configurations were considered to be important. 

Agglomerative clustering was used to distinguish unique patterns in the cation 

orientations. Agglomerative clustering starts with each observable as its own cluster and 

iteratively combines the two clusters with the smallest linkage distance.69 Where DBSCAN 

will expand a cluster from each observable within the cluster, agglomerative clustering joins 

clusters using the minimum difference of the chosen linkage criterion. The linkage criterion 

used was the maximum RMSD between all geometries of the two clusters. Thus, the distance, 

D(A,B), between the two clusters - A and B- is defined as: 

𝑅𝑅(𝐴𝐴,𝐵𝐵) = max
𝑎𝑎𝑎𝑎𝑎𝑎,𝑏𝑏𝑎𝑎𝑏𝑏

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅(𝑎𝑎, 𝑏𝑏) (2) 

 

and the two clusters with the smallest D(A,B) are merged. After clustering, the lowest energy 

geometry of each cluster was considered to be the representative structure of that cluster. 

Combinations of ion pairs of ionic liquids are commonly called clusters. Further in the text, 

clusters refer to groups of geometries (i.e. several structures of similar geometry), while the 

four ion pair configurations are referred to as configurations, structures or geometries.   

Principal component analysis (PCA) was used to orthogonally transform any correlated 

properties –a redundant set of Cartesian coordinates – into a set of linearly uncorrelated 

variables, known as principal components (PCs).70 The principal components are constructed 

such that the first principal component accounts for the largest possible variance and, therefore, 

describes the most variability in the data. The amount of variability in the data explained by a 

principal component is referred to as the explained variance. The second PC is then attributed 

as much remaining variance as possible, with further PCs being identified in an iterative 

fashion. As the PCs are ordered by their importance, the number of PCs studied can be 

truncated and those that add little information can be excluded. In PCA, an original data point 
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x consisting of correlated properties (x1, x2, …, xn) can be written in terms of the new principal 

components via: 

𝑋𝑋𝑖𝑖 = 𝑥𝑥1 𝑙𝑙1,𝑖𝑖 + 𝑥𝑥2 𝑙𝑙2,𝑖𝑖 + ⋯+ 𝑥𝑥𝑛𝑛 𝑙𝑙𝑛𝑛,𝑖𝑖  (3) 

where ln,i is the loading value for property n and the Xi is the new coordinate of x for principal 

component number i. The loadings describe how much each property contributes to the given 

PC. The principal components have been used to provide insight into how sensitive the energies 

of configurations are to their geometry. 

The machine learning toolkit, scikit-learn, was used to perform PCA, DBSCAN and 

agglomerative clustering.71 

 

Ab initio calculations 

Single point energy calculations were performed on the lowest energy geometry for each 

cluster identified after agglomerative clustering. These calculations were performed with the 

Fragment Molecular Orbital (FMO) approach72–74 accounting for three-body corrections (i.e., 

FMO3) and spin-ratio scaled second order Møller-Plesset perturbation method (SRS-MP2).75,76 

The SRS-MP2 method has been designed to work equally well for ionic and neutral systems 

and reproduces counterpoise corrected energies with maximum errors below 4 kJ mol-1. 

FMO3-SRS-MP2/cc-pVTZ energies were found with GAMESS-US without any 

approximations and cut-offs.77  

 

Simulated annealing 

Simulated annealing, using the same OPLS-AA force field as the classical molecular dynamics, 

has been performed to benchmark the unique structures obtained from clustering. The 

simulated annealing simulations started at 400 K and were cooled to 10 K. This was followed 

by a minimisation with the steepest descent algorithm. Four ion pair configurations of each 

ionic liquid were run for 5 ns. Simulated annealing of DMSO consisted of four molecules and 

was run for 25 ns. 

For each material studied here (be it an ionic liquid or DMSO) the following protocol was 

adopted to generate low-energy configurations: 

1. Generation of starting structures across the PES via replication and rotations of ion pairs 

2. Molecular dynamics simulation of each starting structure 

3. Extraction of low energy structures from each simulation 
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4. DBSCAN clustering to remove the identical structures that came from the same 

simulation to reduce the number of structures 

5. Principal component analysis to analyse the dependence of energy on structure 

6. Agglomerative clustering is performed to group similar structures such that different 

clusters represent different structures 

7. Extraction of lowest OPLS energy structure from each cluster 

8. FMO3-SRS-MP2 single point energy calculations on structures extracted from 

agglomerative clustering 

9. Removal of structures with large FMO3-SRS-MP2 energies 

10. Agglomerative clustering on remaining structures after step (9) 

11. Extraction of lowest FMO3-SRS-MP2 energy structure from each cluster 

 

Results and discussion 
 

The configurations generated using the protocol outlined in Theoretical procedures (see also 

Figure 1c) sample across high energy barrier ion rearrangements which are not sampled during 

a classical MD simulation. As a result, 1761 and 2040 configurations of [C2mpyr][BF4] and 

[C4mim]Cl were created, respectively, which represents an exhaustive set of ionic 

arrangements. Molecular dynamics simulations were run for each of the structures to locate 

low energy structures for both ionic liquids. 

The energy of every second step of the simulation was recorded and those with energies 

within 20 kJ mol-1 of the lowest found in the simulation were saved for further processing. 

Approximately 47 geometries per simulation of each starting structure of [C2mpyr][BF4] and 

56 for each starting structure of for [C4mim]Cl were found to meet this criterion, making over 

80,000 geometries for each of the ionic liquids.  

 

Results of DBSCAN clustering for ionic liquids 

The DBSCAN clustering approach was used to the configurational space to a set of unique 

minima on the PES for the two ionic liquids. The geometries from the MD simulations were 

compared to those within the same simulation to eliminate identical structures (see section 2 

of the Supporting Information). The lowest energy geometry from each DBSCAN cluster was 
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retained for further processing. These geometries were subsequently minimised with a steepest 

descent algorithm with the OPLS-AA force field to remove the effect of temperature. Those 

within 20 kJ mol-1 of the overall lowest energy identified for each ionic liquid were extracted 

for further analysis.   

The cumulative number of structures obtained after energy minimization is shown in 

Figure 2 with respect to increasing relative energy (calculated with respect to the identified 

global minimum). The shape of the curve suggests that the observed PES has several narrow 

regions of lower energy. 44 structures of [C4mim]Cl and 148 structures of [C2mpyr][BF4] fall 

within 4 kJ mol-1 (i.e. chemical accuracy) and this is approximately 0.3 % of all the structures 

considered in energy minimization. An exponential increase in the number of structures occurs 

up to 15 kJ mol-1 for [C2mpyr][BF4] and 18 kJ mol-1 for [C4mim]Cl, after which the growth 

becomes linear. After the steepest decent algorithm, 17,234 structures of [C2mpyr][BF4] and 

3,853 structures of [C4mim]Cl met the 20 kJ mol-1 criterion. It is not surprising that compared 

to the imidazolium-based clusters, the number of the pyrrolidinium clusters is 4.5 times larger 

within the same energetic criterion. There are no energetically distinct sites on the 

pyrrolidinium cation for the anion to interact with, whereas the imidazolium cation has two 

energetically favourable sites – the in-plane interaction with the C2-H bond and the above-the-

plane interaction with the imidazolium ring.56 These findings reflect the experimental trends 

highlighting varying melting points and viscosities of imidazolium- and pyrrolidinium-based 

ionic liquids. Additionally, pyrrolidinium cations (especially those with shorter alkyl chains) 

were found to undergo tumbling, resulting in multiple solid-solid transitions with low entropic 

penalty. This suggests that the rotation is of lower energy and may lead to numerous similar-

Figure 2. Cumulative number of configurations with increasing relative energy with respect to the global minimum for 

[C2mpyr][BF4], [C4mim]Cl and DMSO. 
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energy configurations.78,79 Contrary to this trend, the bulk structure of the imidazolium ionic 

liquids was found to be governed by strong hydrogen bonding with the C2-H bond, which is 

suggested to lead to lower viscosities and lower melting points.59,80–84 Other interaction sites in 

the imidazole ring – especially around the C=C backbone – were found to be of much higher 

energy and therefore, it is fitting that a smaller number of energetically favourable 

configurations have been identified in [C4mim]Cl.50,80,85 Electrostatic interactions in ionic 

liquids govern the long-range order of their bulk structure. In broader terms, there are two main 

types of arrangement: alternating charge and  π+-π+ stacking. Due to the presence of charged 

organic-type species, dispersion forces in ionic liquids were found to be of importance, even 

between the cation and anion.15,83,86 For some ILs, these forces outcompete electrostatic ones.87 

Due to the nature of dispersion forces they are more likely to govern the short-range order, thus 

affecting the number of energetically accessible local minima.  

The possibility of decreasing the amount of starting structures was investigated by 

comparing the global minimum to all other extracted geometries within 20 kJ mol-1 of the 

global minimum. If the global minimum can be identified in multiple simulations with similar 

starting structures, it can be reasoned that some of the starting structures can be discarded. 

Approximately half of the [C4mim]Cl structures within 20 kJ mol-1 had similar orientations of 

the cations (produced RMSDs of less than 0.5 Å for the cation positions) when compared to 

the global minimum. However, the structure of [C4mim]Cl that had the smallest RMSD with 

the global minimum for all non-hydrogen atoms, produced an RMSD of 1.2 Å with respect to 

the global minimum and has large deviations in the alkyl chains positions of up to 2.7 Å and 

small deviations in the plane of the imidazolium ring of 0.5 Å. The small deviations in 

imidazolium ring and large deviations in alkyl chain position result in a difference in energy of 

11.6 kJ mol-1 and as such it can be concluded that the global minimum of [C4mim]Cl was found 

by only one starting structure. The starting structure of the global minimum was a cuboid of 

alternating charge structure (see Figure 3). The starting structure that produced the most similar 

structure to the global minimum had the translations in the x and y directions without any 

reflection. Although many other starting structures were cuboids with an alternating charge 

arrangement, these did not produce geometries with all non-hydrogen RMSDs of less of than 

2.3 Å with respect to the global minimum. Overall, only 44 configurations of [C4mim]Cl were 

found to fall within 4 kJ mol-1 of the global minimum despite approximately half having similar 

orientations of the imidazolium rings and therefore, a reduction in the number of starting 

structures would require much longer simulation times to ensure a complete coverage of the 
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lower-energy configurational region of the PES. Due to its shorter alkyl chain, the C2mpyr+ 

cation in [C2mpyr][BF4] has a smaller configurational space. When comparing all structures 

with the global minimum of [C2mpyr][BF4], the most similar geometries have a large deviation 

of up to 3.7 Å in the positions of the pyrrolidinium ring atoms from which it can be stated that 

the global minimum was only identified in one simulation. Therefore, it is beneficial to include 

all generated starting structures to retain short simulations and ensure that the global minimum 

is located. 

In order to determine the preferred arrangement of ions in the ionic liquid clusters 

optimized with MD, the following procedure was followed. Firstly, the centroid of each ion 

was calculated for all the MD optimised ionic liquid configurations. One structure was 

randomly chosen as a reference and the centroid of each ion in all structures were aligned with 

the centroid of the chemically equivalent ion in the chosen reference structure. As an example, 

the four ion-pair configurations constitute four identical cations and four identical anions. 

During the MD simulation, the ions move around and as such we cannot always compare the 

first cation of the first optimized geometry with the first cation of the second optimized 

geometry. However, for the atoms in the first geometry a chemically equivalent ion can be 

found in the second geometry. Therefore, a list of all possible combinations (referred here as 

mappings) of chemically equivalent atoms was created. To find one RMSD, the root mean 

squared distance of the atom positions of the second configuration mapped onto the first is 

minimised to align the two configurations and the RMSD can be calculated.  

Comparison of two structures requires determination of numerous RMSD values, i.e. if 

two configurations consisting of four chemically identical molecules, four RMSD values can 

be determined by changing which molecule of the second configuration is mapped to the firstly 

selected molecule of the first configuration:  

 

𝐶𝐶𝐶𝐶𝑛𝑛𝐶𝐶1𝑅𝑅𝐶𝐶𝑙𝑙1 = 𝐶𝐶𝐶𝐶𝑛𝑛𝐶𝐶2𝑅𝑅𝐶𝐶𝑙𝑙1 

𝐶𝐶𝐶𝐶𝑛𝑛𝐶𝐶1𝑅𝑅𝐶𝐶𝑙𝑙1 = 𝐶𝐶𝐶𝐶𝑛𝑛𝐶𝐶2𝑅𝑅𝐶𝐶𝑙𝑙2 

𝐶𝐶𝐶𝐶𝑛𝑛𝐶𝐶1𝑅𝑅𝐶𝐶𝑙𝑙1 = 𝐶𝐶𝐶𝐶𝑛𝑛𝐶𝐶2𝑅𝑅𝐶𝐶𝑙𝑙3 

𝐶𝐶𝐶𝐶𝑛𝑛𝐶𝐶1𝑅𝑅𝐶𝐶𝑙𝑙1 = 𝐶𝐶𝐶𝐶𝑛𝑛𝐶𝐶2𝑅𝑅𝐶𝐶𝑙𝑙4 

 

For four ion-paired clusters of ionic liquids, there are 576 possible permutations. In the 

case when a larger similarity is found between the first configuration and a mirror image of the 

second configuration, RMSD was re-calculated again after the second configuration was mirror 
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imaged. As a result, the number of calculated RMSDs doubles to become 1152. As 

minimisation algorithms depend substantially on the starting point of optimisation which in 

this case is the reference geometry, RMSD(i, j) does not always equal RMSD(j, i). Therefore, 

the RMSD values for each mapping were calculated a third time to obtain the smallest RMSD 

values that is the best indicators of the similarity between two configurations. This leads to 

2304 alignments and the equal amount of RMSD values for the comparison of two structures 

consisting of four ion pairs. The smallest RMSD determined represents the similarity between 

the two structures and this is the value that is referred to as RMSD further in the text. 

When comparing RMSDs of the centroids, the largest RMSD value, i.e. of the two most 

different structures, was found to be 0.6 Å for [C4mim]Cl and 1.0 Å for [C2mpyr][BF4]. For 

both ionic liquids, the cation centroids aligned well for all selected structures revealing that all 

lower-energy configurations adopted an alternating charge structure in a cuboid-type 

arrangement as shown in Figure 3. The chloride anion has only one interacting site, whereas 

the BF4- anion has four identical interacting sites due to its tetrahedral symmetry. Therefore, 

both anions can be considered as “point charges”. As they adopt the same positions in all 

structures, the anions were excluded from further analysis. 

In order to quantify the amount of change in the cation orientation, several positions on 

each cation were chosen for comparison using RMSD. In the case of the imidazolium cation, 

there are 3 main interaction sites – in-plane with the C2-H bond through hydrogen bonding, 

above/below the imidazolium ring and near the C=C backbone of the ring, with the last site 

being the least thermodynamically preferred. Therefore, it is critical to take into account the 

location of the plane and its orientation with respect to other cations when comparing 

structures. Mathematically, the plane of the imidazolium ring can be defined with three points; 

however, four points were used in this study such that RMSD penalises any deviation from the 

Figure 3. Centroids of cations (green) and anions (red) of the two geometries giving the largest RMSD for (a) [C2mpyr][BF4], 

1.0 Å and (b) [C4mim]Cl, 0.6 Å, showing alternating charge structures. 
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the imidazolium structures span a much longer distance by 0.9 Å, although the majority of the 

data can be assigned to a rather narrow range. This information corroborates Figure 5, in which 

the peaks corresponding to the PCs of the imidazolium-based structures show a strong 

dependence on cation position and hence, the overall energy. PC values (which represent a 

certain set of coordinates) between peaks that are not occupied by energy data for the 

imidazolium-based structures as these must not lead to configurations within 20 kJ mol-1 off 

the global minimum. Furthermore, the graphs represent the potential energy surface, on which 

low energy geometries are limited to narrow ranges of PC values. This suggests that 

imidazolium-based ionic liquids are more likely to adopt distinct configurations. Contrastingly, 

the pyrrolidinium-based structures can have significantly varied cation positions with little 

impact on energy as demonstrated by the absence of distinct peaks on the PC graphs. This 

suggests that clustering might have limited success for the pyrrolidinium structures, like 

clustering of any continuous property. 

The configurations of [C2mpyr][BF4] require 10 PCs to describes 95% of their variance 

while the configurations of [C4mim]Cl require 12 to describe 95% of their variance, suggesting 

that the arrangement of the cations in the [C2mpyr][BF4] configurations are more correlated, 

however these arrangements are not correlated with energy and span larger interionic distances. 

Figure 5. Four main principal component values labelled PC1, PC2, PC3 and PC4 – of the [C2mpyr][BF4] (left) and 

[C4mim]Cl (right) structures within 20 kJ mol-1 of the global minimum and their respective relative energies. Explained 

variance (Ex. Var.) is shown on the right bottom corner for each PC.  
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This could be attributed to the longer alkyl chain of [C4mim]Cl that subtly impacts the cationic 

positions in the configurations that were not included in the PCA. 

 
Results of agglomerative clustering for ionic liquids 

 

Agglomerative clustering was performed to group similar geometries in nearby 

minima, thus determining borders between differing geometries. The linkage criterion, which 

determines the proximity of clusters by which structures are combined, impacts the results of 

clustering. The agglomerative clustering routine used here determines the distance between 

clusters to be the largest RMSD between geometries of the two clusters. The two clusters with 

the smallest maximum RMSD between them are merged. Therefore, merges are recorded as 

the RMSD between their most different structures to ensure only similar geometries are 

grouped together. A distance matrix, a symmetric matrix populated with pairwise RMSDs, was 

used to perform the clustering where n configurations, thus requiring n!/2(n-2)! values of 

RMSD to be determined. As there are 3,289 configurations of [C2mpyr][BF4] within 10 kJ mol-

1 of the global minimum the distance matrix is created from 5,407,116 RMSDs. As there is no 

straightforward approach to pre-align all of the structures with each other simultaneously, the 

comparison of Cartesian coordinates or z-matrix parameters becomes erroneous and as such a 

distance matrix is required. 

The energy cut-off that determines the structures that are used in the clustering analysis 

has a direct impact on the number of clusters found due to the increased size of the 

configurational space being considered. As can be seen more distinctly in the PCA of 

Figure 6. Number of configurations with energies within 5.0, 7.5 and 10.0 kJ mol-1 with respect to the global minimum for 

[C2mpyr][BF4], [C4mim]Cl and DMSO. 
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[C4mim]Cl in Figure 5, as the energy increases a larger variation of coordinates are explored. 

A larger portion of the PES is also explored for the pyrrolidinium configurations with 

increasing energy, where different combinations of values for the PCs are obtained with an 

increasing energy cutoff. It is critical to employ an energy cut-off that reduces the number of 

clusters determined to reduce the computational cost, especially in the view of optimising these 

structures with state-of-the-art ab initio methods.  

Geometries with energies within the range of kinetic energy plus the error of the method 

(here the OPLS-AA force field) should be included in clustering. The error of the OPLS-AA 

force field with respect to these ionic liquids is not known. The kinetic energy at 300 K is 3.7 

kJ mol-1. Figure 6 shows the number of structures considered in the agglomerative clustering 

when the energy cutoff is set to 5.0, 7.5 and 10.0 kJ mol-1. It is not surprising that when 

increasing the energetic cutoff, the number of structures satisfying this criterion increases. The 

rate, at which this number increases, depends on the ionic liquid. [C4mim]Cl, with directional 

hydrogen bonding, has 983 structures within 10 kJ mol-1, compared to 3,290 structures in 

[C2mpyr][BF4]. As previously identified, the pyrrolidinium cation can easily undergo a rotation 

around its C2 axis with a little impact on energy.  

Figure 7. Agglomerative clustering results with energetic constraints of configurations within 5.0, 7.5 and 10.0 kJ mol-1 of the 

global minimum, showing the number of clusters with an RMSD of 0.5 Å to determine similarity within clusters (red line). 
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This clearly suggests that in [C2mpyr][BF4] a number of different configurations have similar 

energy.  

Figure 8 shows the geometries with the maximum intra-cluster RMSDs overlayed and 

the associated number of clusters when agglomerative clustering is performed with the energy 

cutoff of 5 kJ mol-1. Maximum intra-cluster RMSDs of 1.4, 1.5 and 1.8 Å are obtained when 

[C2mpyr][BF4] geometries are grouped into three, two and one clusters, respectively, with 5 kJ 

mol-1 for the energy cutoff. In [C4mim]Cl, three, two and one clusters have RMSD values of 

0.4, 0.5 and 0.9 Å, respectively, determining that the low energy configurational space of these 

imidazolium structures spans a relatively limited region compared to that covered by the low 

energy pyrrolidinium structures.  

An RMSD of 0.4 Å in these imidazolium systems, shown in Figure 8a, represents two 

well aligned structures, in which the largest difference between cation positions is 0.8 Å. Figure 

8b contains the two structures that have the largest intra-cluster RMSD of 0.5 Å and a 

maximum deviation of 1.0 Å, whereas Figure 8c shows the overlayed two geometries with an 

RMSD of 0.9 Å and a maximum difference of 2.0 Å. In the latter one imidazolium cation is 

rotated by approximately 90° around an axis orthogonal to the plane of the imidazolium rings. 

Similar positions are found for all other cations and anions of these two geometries. The 

rotation of the cation depicts an obvious change in the structure.  

Three RMSDs for [C2mpyr][BF4] show the increasing deviation of the “forefront” 

cation in Figure 8d-f. The maximum deviation in its position increases from 0.8 to 0.9 to 1.4 Å 

to achieve the RMSDs of 0.5, 0.6 and 0.7 Å, respectively. Each merge of clusters from 46 

groups to 21 groups increases the maximum intra-cluster RMSD by a mere 0.02 Å, revealing 

a flat nature of the PES with respect to the cation position, even when the position changes by 

up to 1.4 Å on the absolute scale. Contrastingly, discontinuity in structures occurs below an 

RMSD of 0.5 Å as shown in Figure 7, where similarly low energy structures are separated on 

the PES.  

Intra-cluster RMSDs < 0.5 Å were conservatively chosen to represent uniqueness within 

clusters, which corresponds to maximum distance differences of approximately 1.0 Å and 0.8 

Å in [C4mim]Cl and [C2mpyr][BF4], respectively.  

In [C2mpyr][BF4], 47, 130 and 263 clusters are found for configurations of energies 

within 5.0, 7.5 and 10.0 kJ mol-1 for a maximum intra-cluster RMSD of 0.5 Å. The 47 

representative structures obtained from the 5.0 kJ mol-1 energy cutoff have been calculated 

since higher cutoffs include more structures, which was not feasible because of the 
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computational cost associated with it. For [C4mim]Cl, where maximum intra-cluster RMSDs 

of 0.5 Å clearly divides grouped structures on the PES. Clustering of these structures within 

10 kJ mol-1 leads to 10 distinct geometries and allows for approximately 7 kJ mol-1 of error in 

the OPLS-AA force field. All these 10 representative clusters were taken for further analysis. 

 

Improved electronic energies of representative clusters of ionic liquids 

Here we decided to use a state-of-the-art method to improve electronic energies of the lower 

energy distinct geometries identified in the previous section. This was achieved by performing 

single-point energy calculations with the FMO3-SRS-MP2/cc-pVTZ level of theory. The 

comparison of SRS-MP2 and OPLS-AA total electronic energies relative are shown in Figure 

9. SRS-MP2 relative energies were calculated with respect to the lowest SRS-MP2 energy 

cluster, whereas OPLS-AA relative energies were calculated with respect to the OPLS-AA 

global minimum. The distinct geometries – those with the lowest energy from each cluster – 

are shown in blue, while additional minima (not the lowest energy within each cluster), are 

shown in red and have been included to assess the application of the OPLS-AA force field to 

determining lower energy minima.  

Out of the 47 structures determined for [C2mpyr][BF4], given in blue in Figure 9, only 

29 have SRS-MP2 relative energies below 10 kJ mol-1. The OPLS-AA force field and SRS-

MP2 determined different global minima (shown in Figure 10a). The global minimum 

determined by OPLS-AA has an SRS-MP2 energy of 8.1 kJ mol-1 larger than that of the SRS-

Figure 9. Relative FMO3-SRS-MP2 energies of clustering minima (blue) and other minima (red) against their relative 

OPLS-AA energies. A green line sits on y=x and is bordered by a region of ± 5 kJ mol-1 and the black points show the results 

of simmulated annealing. 
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stability. Therefore, a higher-level method must be applied to confirm the stability of these 

configurations. 

 

Unique geometries from agglomerative clustering 

The lowest energy geometry of each cluster was used as the representative structure for this 

cluster. The lowest energy structure does not necessarily reside in the centre of the cluster. 

Therefore, cases exist where two cluster minima have an RMSD of less than 0.5 Å. Redundant 

structures of comparatively higher SRS-MP2 energy were removed by repeating agglomerative 

clustering on the structures with SRS-MP2 energies within 10 kJ mol-1. The linkage criterion 

was changed to the minimum RMSD between two clusters and clustering was terminated when 

0.5 Å was exceeded. This process resulted in 15 unique structures of [C2mpyr][BF4] and 2 

unique structures of [C4mim]Cl down from 29 and 6 structures, respectively. RMSDs between 

the unique structures of [C2mpyr][BF4] span a range of 0.5 to 1.3 Å. Figure 11a shows the 

difference between two structures with RMSD of 1.0 Å, in which the change in the 

pyrrolidinium cation positions also affected the anion positions. The maximum distance 

between the cationic reference positions from Figure 4 is 1.4 Å. The position of the nitrogen 

atoms from four different cations differ from 0.5 to 1.1 Å. Figure 11b shows the two unique 

structures with the largest RMSD of 1.3 Å. Here the two structures differ in the nitrogen 

positions from 0.3 to 1.0 Å, however the largest deviation of 2.8 Å comes from the mid-point 

between two carbons on the C2 axis (see Figure 4b), thus resulting in a different direction of 

the alkyl chain. For comparison, two unique configurations of [C4mim]Cl, with an RMSD of 

1.1 Å are shown in Figure 11c. These predominantly differ by the alkyl chain position. In 

Figure 12. Relative FMO3-SRS-MP2/cc-pVTZ correlation (Int Corr), Hartree-Fock (Int HF) and total interaction energies 

(Int Tot) of the fifteen unique [C2mpyr][BF4] configurations. The relative total energies are given are given above the bars. 

All energies are in kJ mol-1. 
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addition, one imidazolium cation is rotated by approximately 90 degrees in the plane of the 

ring. The configuration of higher energy has a relative energy of 6.5 kJ mol-1 such that the 

global minimum is greatly preferred at room temperature. The relative interaction energy of 

the higher energy configuration is 13.4 kJ mol-1 and has a favourable interaction correlation 

energy than the global minimum by 4.3 kJ mol-1.  

Relative interaction energies together with the HF and correlation components of the 

unique structures of [C2mpyr][BF4] are given Figure 12. Their SRS-MP2 interaction energies 

differ within 9.3 kJ mol-1 and come with slight variations in the HF and correlation components 

not exceeding 8 kJ mol-1. The two structures presented in Figure 3a differ by only 3.4 kJ mol-

1. These results clearly highlight the energetic similarity of the structures despite 

configurational differences. All these structures are expected to contribute to the bulk 

properties of [C2mpyr][BF4].  

 
Application of the proposed methodology to clusters of DMSO 

The same protocol described in Theoretical Procedures has been applied to clusters of four 

molecules of dimethyl sulfoxide (DMSO), for which 1008 starting configurations were 

simulated for 0.1 ns bounded by walls generating a Lennard-Jones potential to inhibit 

evaporation. After energy minimisation, 7,808 structures of DMSO were found to be within 20 

kJ mol-1 of the lowest energy cluster. This lies below the number of structures for 

[C2mpyr][BF4] and above that for [C4mim]Cl (see Figure 2). On average, 99.5% of the values 

for each coordinate span 3.4 Å, which is 0.8 Å larger than the range of pyrrolidinium structures 

Figure 13. Principal component values of PCs 1-4 and explained variance (Ex. Var.) for dimethyl sulfoxide configurations 

within 20 kJ mol-1 of the global minimum and their respective relative energies.  
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suggesting a broader region of the PES is covered for each atom to generate these minima. 

PCA was performed on the non-hydrogen atoms and is shown in Figure 13. The analysis, as in 

the case of [C4mim]Cl, shows preference for the adoption of particular configurations and low 

energy structures are achieved by a very narrow selection of PC values suggesting that 

clustering will yield a small number of representative geometries. The first principal 

component of DMSO explains 44% of the variance – approximately one and a half times that 

of either of the ionic liquids – which identifies a strong order of in the structure.  

Results of the agglomerative clustering are shown in Figure 14. All non-hydrogen 

atoms were used in finding the RMSDs and an energy cutoff of 7.5 kJ mol-1 was used to keep 

the number of structures below 100. An energy cutoff of 10.0 kJ mol-1 leads to the location of 

138 clusters. 41 clusters were identified to have the intra-cluster RM SD < 0.5 Å. The SRS-

MP2 and OPLS-AA relative energies for these unique configurations are shown in Figure 15. 

The SRS-MP2 global minimum has an OPLS-AA relative energy of > 6 kJ mol-1 and as such 

is not the geometry that was used to represent the cluster and is therefore not located by the 

proposed methodology.  

The SRS-MP2 global minimum was grouped with structures with RMSDs of less than 

0.3 Å. This structure has an RMSD of 0.2 Å with respect to the geometry of the same cluster 

Figure 14. Agglomerative clustering results with energetic constraints of configurations within 5.0, 7.5 and 10.0 kJ mol-1 of 

the global minimum, showing the number of clusters when an RMSD threshold of 0.5 Å is used to determine sameness within 

clusters (red line). 
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with the lowest OPLS-AA energy that is selected to be the representative geometry of the 

cluster. The SRS-MP2 energy of the lowest OPLS-AA energy geometry in the same cluster as 

the SRS-MP2 global minimum is 4.1 kJ mol-1 higher in energy than the SRS-MP2 global 

minimum. 21 of the 41 geometries have SRS-MP2 energies above 10 kJ mol-1 and were 

removed from further analysis. The MAE of the OPLS-AA force field when applied to DMSO 

configurations is 4.6 kJ mol-1 with a standard deviation and a maximum error of 3.8 and 14.7 

kJ mol-1, respectively. This is similar to the performance of the OPLS-AA force field when 

applied to [C2mpyr][BF4].  

Figure 15 also shows the result of the simulated annealing simulation run for 25 ns from 

400 K to 10 K followed by a minimisation with the steepest descent algorithm. The structure 

produced has a relative OPLS-AA energy of 0.8 kJ mol-1, an SRS-MP2 relative energy of 

3.3 kJ mol-1 and an RMSD of 0.1 Å with respect to the OPLS-AA lowest energy geometry.  

Figure 16. The two unique structures of DMSO with the largest RMSD of 0.9 Å. 

Figure 15. Relative FMO3-SRS-MP2/cc-pVTZ energies of unique structures from clustering (blue), the result of 

simulated annealing (black) and other minima (red) against their relative OPLS-AA energies. A green line sits on y=x 

and is bordered by a region of ± 5 kJ mol-1 and the black point shows the result of simmulated annealing. 
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Agglomerative clustering was repeated on the low energy SRS-MP2 structures, as in 

the case of the ionic liquids, and the unique geometries were taken to be the lowest SRS-MP2 

energy configuration of each cluster. This approach identified 5 unique geometries including 

one very close in geometry to the geometry from simulated annealing (RMSD of < 0.1 Å). The 

RMSDs vary from 0.6 to 0.9 Å between the structures of DMSO. Figure 17 shows the two 

most different structures. Two of the molecules are a mirror image of one another with respect 

to their bent shape but the position of the oxygen atoms is relatively constant. In fact, in all the 

structures the oxygen positions stay constant determining that only one arrangement of DMSO 

exists with respect to the oxygen atoms. This is also true of the sulphur atoms, although larger 

deviations are seen in their positions.  

SRS-MP2 interaction energies of the five configurations relative to the SRS-MP2 

global minimum are given in Figure 18 along with their HF and correlation components. The 

total relative energies are all below 5 kJ mol-1. The RMSD between global minimum and 

second lowest energy structure is 0.6 Å and the difference lies in one DMSO molecule being 

rotated around its S-O bond. Energetically these structures differ by as little as 0.1 kJ mol-1 in 

energy. When the global minimum is compared with the structure of a relative error of 4.4 kJ 

mol-1, the difference was attributed to the direction of one of methyl groups, resulting in a much 

larger interaction energy.  

The four molecule configurations of DMSO have been clustered and the unique low 

energy geometries have been extracted according to their FMO3-SRS-MP2/cc-pVTZ energy. 

The geometry obtained from simulated annealing was located via this methodology as well as 

four other distinct geometries. A randomly calculated minimum was found to be at least 2.5 kJ 

Figure 17. Relative FMO3-SRS-MP2/cc-pVTZ correlation (Int Corr), Hartree-Fock (Int HF) and total (Int Tot) interaction 

energies of the five unique DMSO configurations. The relative total energies are given above the bars. All energies are in 

kJ mol-1. 
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mol-1 lower than both the structures obtained from clustering (it was not the lowest energy 

structure in its cluster as per its OPLS-AA energy) as well as the geometry from simulated 

annealing. 

 

Conclusions 

A new methodology for finding lower energy configurations of condensed systems 

such as ionic liquids is presented, which uses molecular dynamic simulations on a number of 

systematically generated starting configurations followed by PCA, agglomerative clustering 

and further refinement based improved energy calculations performed with FMO3-SRS-MP2. 

In this work the proposed protocol was applied to finding lower-energy configurations 

consisting of four ion pairs of the ionic liquids - [C2mpyr][BF4] and [C4mim]Cl - and 4 

molecules of an organic solvent, DMSO.  

Initial MD simulations on systematically generated 4 ion-paired configurations 

produced a large number of structures within 20 kJ mol-1, with [C2mpyr][BF4] having 4.5 times 

the amount of structures. All of these structures had an alternating charge arrangement, with 

the pyrrolidinium cation exhibit an increased variation in its position with no effect on energy.  

The ionic liquid configurations were grouped using agglomerative clustering according to the 

RMSDs calculated with respect to the selected positions on the imidazolium/pyrrolidinium 

ring. An intra-cluster RMSD of 0.5 Å was conservatively defined to have variability within 

clusters such that the cluster no longer contained only identical structures. The RMSD cutoff 

of 0.5 Å was applied to clustering results when configurations within 5.0, 7.5 and 10.0 kJ mol-

1 of the global minimum were included. 10 and 263 clusters were determined for [C4mim]Cl 

and [C2mpyr][BF4], respectively, when configurations within 10.0 kJ mol-1 of the global 

minimum were included. Clustering of [C2mpyr][BF4] leads to a much larger number of 

clusters as the geometries of [C2mpyr][BF4] span a large configuration space. In order to 

concentrate on a smaller more important subset of geometries, the clustering results of the 

configurations within 5.0 kJ mol-1 of the global minimum were used which resulted in 47 

clusters.  

FMO3-SRS-MP2/cc-pVTZ single point energy calculations were performed on the 

lowest energy structure from each cluster of the 47 clusters of [C2mpyr][BF4] and the 10 

clusters of [C4mim]Cl. Out of the 47 structures of [C2mpyr][BF4], 29 of these had FMO3-SRS-

MP2 energies below 10 kJ mol-1 and 6 of the 10 [C4mim]Cl structures from clustering had 

FMO3-SRS-MP2 energies below 10 kJ mol-1. Redundant configurations of comparatively 

higher SRS-MP2 energy were removed by repeating clustering on configurations with FMO3-
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SRS-MP2 relative energies less than 10 kJ mol-1. 15 unique geometries of [C2mpyr][BF4] and 

2 unique geometries of [C4mim]Cl have been identified that differ by at least 0.5 Å in their 

cation orientations. The pyrrolidinium cation showed a high degree of rotation around the C2 

axis with small changes in energy. On the other hand, the imidazolium cation clearly preferred 

to interact through two specific sites that were previously shown to be energetically favourable. 

The two unique structures of 4 ion-paired configurations of [C4mim]Cl differed only slightly 

in their total energy (0.1 kJ mol-1), with varying position of the alkyl chains and only one 

imidazolium cation being rotated in the plane of the ring by 90 degrees.  

The classical MD simulations with the OPLS-AA force field were excellent at 

generating a vast number of structures within 20 kJ mol-1. When compared to the SRS-MP2 

method, which is considered the benchmark method for ionic liquids, it showed rather large 

deviations in the total energy of the selected clusters that contained representative geometries. 

Based on the energy analysis, OPLS-AA and SRS-MP2 produced different global minima. The 

mean absolute error of the OPLS-AA force field with [C4mim]Cl was 6.4 kJ mol-1 with a 

maximum error of 21.7 kJ mol-1. The mean absolute error of OPLS-AA with [C2mpyr][BF4] 

was 5.0 kJ mol-1 with a maximum error of 11.9 kJ mol-1. The global minimum of 

[C2mpyr][BF4] as determined by the OPLS-AA force field had an energy 8.1 kJ mol-1 larger 

than the global minimum determined by the FMO3-SRS-MP2 method. The global minimum 

defined by OPLS-AA has an FMO3-SRS-MP2 relative energy of 1.2 kJ mol-1. These findings 

suggest that configurations with relative energies of up to 15 kJ mol-1 should be included in 

higher level calculations to account for the systematic error of the force field. 

It appears that simulated annealing does not converge to the same global minimum as 

the proposed protocol for 4 ion-paired configurations of both ionic liquids. The SRS-MP2 

global minimum identified for [C2mpyr][BF4] is 7.2 kJ mol-1 lower than the geometry from 

simulated annealing, whereas the SRS-MP2 global minimum identified for [C4mim]Cl is 10.5 

kJ mol-1 lower in energy than that of the simulated annealing geometry. The SRS-MP2 global 

minimum and the simulated annealing of [C2mpyr][BF4] have a large RMSD of 0.8 Å for their 

cation positions. Contrastingly, the SRS-MP2 global minimum and the simulated annealing of 

[C4mim]Cl have a small RMSD of 0.2 Å however the terminal carbon of their alkyl chains 

deviated by up to 5.1 Å. 

The same methodology was applied to DMSO, for which five unique structures were 

identified, highlighting a small variability in geometry. All structures differed in the position 

of the methyl groups, with the oxygen and sulphur atoms maintaining similar positions. One 

of these structures was very close in its geometry to the one produced with simulated annealing. 
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The OPLS-AA global minimum was within chemical accuracy off the FMO3-SRS-MP2 global 

minimum. These structures were at least 2.5 kJ mol-1 larger than the global minimum which is 

within chemical accuracy. For a traditional organic solvent, a good agreement was found 

between the simulated annealing and the proposed protocol, thus highlighting the reliability of 

the OPLS-AA force field for the prediction of energetics of condensed systems consisting of 

neutral molecules.  

The proposed methodology allows for a robust identification of lower-energy 

configurations of condensed systems such as ionic liquids consisting of several ion pairs. The 

analysis of the unique geometries leads to the understanding of which configurations contribute 

to their thermodynamic and transport properties. For example, for [C2mpyr][BF4] the 

pyrrolidinium cation demonstrated its unique ability of rotating around the C2 axis without any 

significant effect on energy, which was confirmed experimentally by the presence of solid-

solid transitions at low temperatures. Contrary to this, for [C4mim]Cl the imidazolium cation 

clearly preferred to maintain two energetically favourable interactions within its ring in the 4 

ion-paired clusters. The proposed methodology can now be applied to studying how variations 

in the chemical identity of the ionic liquid cation and anion modify their energetic landscape 

and result in varying thermodynamic and transport properties. The thus determined lower-

energy structures of medium- to large-sized clusters of condensed systems such as ionic 

materials will aid in the development of insightful collective variables to be used in 

metadynamics studies to observe transitions between local minima on the potential energy 

surface of these materials. Equally important, the knowledge of the relationship between the 

local structure of lower energy configurations of condensed systems with their 

physicochemical properties will also help improve on machine learning models used for the 

design of novel materials with desired properties. 
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Chapter 6

Use of a cluster approach for the pre-

diction of thermodynamic and trans-

port properties

6.1 Introduction

The targeted design of ionic liquids would soon earn the promising materials widespread use,

as their potential applications seem endless.1 To this end, the prediction of physicochemical

properties through the descriptions of electronic structure, rather than by synthetic trial and

error, seems to be the most effective means. Although there is no doubt that macroscopic

properties are a result of the subtle interplay of forces present at the atomic level, the exact

nature of their relationship is unknown and it is currently impossible to extrapolatemeaningful

thermodynamic and transport properties from small calculations.2 Larger calculations with

density functional theory and classical methods also struggle with prediction as the lack of

detail in the molecular description leads to compounding errors within larger clusters. This is

especially true for systems with strong intermolecular dispersion forces like those present in

ionic liquids.3–5

Previous work has shown that the ratio of total interaction energy to dispersion interaction

energy correlates with melting point for each of the C𝑛mim+ and C𝑛mpyr+ cationic series
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with a particular anion in ion pairs.6,7 A trend between dispersion interaction energy and

viscosity was also shown. The research within this chapter extends this study into two ion pairs

which accounts for same-ion interactions and therefore changes the magnitudes of forces

present. The publication presented in section 6.2, published inThe Journal of Chemical Physics,

details a full geometry screen of twenty-four two ion pair ionic liquids resulting in sixty-four

unique, energetically favourable geometries. Each geometry is of sufficiently low energy with

respect to the global minimum to be present in the liquid form and thus contribute to the

macroscopic properties of the material. From these systems, correlations between interaction

energy components and melting point and conductivity were made.

It was seen thatwhile interaction energy doubled fromone ionpair to two, dispersion increased

three fold and the amount of dispersion present is predominantly dependent on the anion.

While melting point trends in one ion pair showed separate trends for the anions tested with

each cationic series, the trends in two ion pairs converged such that a general trend was made

by the majority of ionic liquids. These trends are expected to improve with larger clusters.
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The prediction of physicochemical properties of ionic liquids such as conductivity and melting point
would substantially aid the targeted design of ionic liquids for specific applications ranging from
solvents for extraction of valuable chemicals to biowaste to electrolytes in alternative energy devices.
The previously published study connecting the interaction energies of single ion pairs (1 IP) of ionic
liquids to their thermodynamic and transport properties has been extended to larger systems consisting
of two ion pairs (2 IPs), in which many-body and same-ion interactions are included. Routinely used
cations, of the imidazolium and pyrrolidinium families, were selected in the study coupled with
chloride, tetrafluoroborate, and dicyanamide. Their two ion pair clusters were subjected to extensive
configuration screening to establish most stable structures. Interaction energies of these clusters were
calculated at the spin-ratio scaled MP2 (SRS-MP2) level for the correlation interaction energy, and
a newly developed scaled Hartree-Fock method for the rest of energetic contributions to interaction
energy. A full geometry screening for each cation-anion combination resulted in 192 unique structures,
whose stability was assessed using two criteria—widely used interaction energy and total electronic
energy. Furthermore, the ratio of interaction energy to its dispersion component was correlated with
experimentally observed melting points in 64 energetically favourable structures. These systems were
also used to test the correlation of the dispersion contribution to interaction energy with measured
conductivity. Published by AIP Publishing. https://doi.org/10.1063/1.5009791

INTRODUCTION

The prediction of physicochemical properties of con-
densed systems such as ionic liquids from first principles rep-
resents a holy grail of theoretical chemistry. Ionic liquids have
emerged as promising and superior alternatives to currently
used electrolytes in electrochemical devices and solvents for a
myriad of applications from CO2 capture to extraction of nat-
ural products from biowaste.1–11 Ideally, ab initio molecular
dynamics simulations must be used for the accurate predic-
tion of thermodynamic and transport properties of condensed
materials as these allow for the inclusion of not only enthalpic
but also entropic effects. To date, these types of simulations are
limited to approximately 100 ps for medium-sized simulation
boxes of ionic liquids, not long enough to achieve statistically
sound accuracy for individual ion trajectories and hence the
calculation of bulk transport properties such as conductivity
and viscosity.12,13 Classical and polarisable force fields have
offered a tremendous capability for studying condensed sys-
tems as these allow for significantly longer simulations at the
cost of reduced accuracy for bulk properties.12,14–27 In addi-
tion, these force fields do not allow us to study reactivity of
ionic liquids as they cannot be used to break bonds. Due to
a complex interplay of intermolecular forces in the bulk of
ionic liquids, the predictive power of these force fields for

a)Author to whom correspondence should be addressed: katya.pas@
monash.edu

ionic liquids has not reached its full potential as force fields
are continuing to be further improved.

Static quantum chemical calculations of single ion pairs
have been used as a simple model to predict physicochemical
properties of ionic liquids with varying success.13 Recently,
our group has shown how the combination of the second law
of thermodynamics and interaction energies of single ion pairs
(1 IP) may be used to understand the behaviour of melting
points of ionic liquids.28 It was established that the ratio of
interaction energy to its dispersion component could be cor-
related with melting point (Tm) for a range of N-methyl-N-
alkylpyrrolidinium- and N-methyl-N-alkylimidazolium-based
ionic liquids as shown in Eq. (1). Additionally, the disper-
sion component of the interaction energy in these systems was
shown to correlate well with conductivity,28,29

Tm = f *
,

EINT

Edisp
INT

+
-

. (1)

However, the single ion pair model does not account for many-
body effects found to be far from negligible in ionic liquids.13,30

These effects are shown to increase not only with increas-
ing alkyl chain on the cation31–33 but also due to the bulky
nature of ionic liquid ions.30 This finding suggests that larger-
scale clusters are necessary in order to accurately account for
intermolecular forces observed in the bulk of ionic liquids.

In addition to molecular dynamics and single ion mod-
els, the quantitative structure–property relationship (QSPR)
approach, Volume-Based Thermodynamics (VBT), and
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conductor like screening model for real solvents (COSMO-
RS) have been employed in relating the ionic liquids’
electronic structure to their thermodynamic and trans-
port properties. QSPR,34–36 VBT,37,38 and COSMO-RS39,40

have accurately predicted physicochemical properties based
on ab initio calculations of single ion pairs and parametriza-
tion of the underlying formulation for different ionic liquid
types. The required parametrization results from the omis-
sion of many-body effects, thus affecting the transferability of
these techniques to novel systems.13 An example of this was
explained in a review by Valderrama,36 which stated that QSPR
models in the literature give melting points to within 25 K in
the best case and 102 K in the worst case. Improved predictions
are possible with the sacrifice of narrowing down the type of
species present in the training set and thus limiting the ionic
liquids for which the model can be applied. A satisfactory bal-
ance between accuracy and transferability has not been found.
Relatively few publications have attempted to use VBT to pre-
dict melting point as it has similar shortcomings as QSPR.
Gutowski41 used this method instead for the prediction of lat-
tice enthalpies and it was found that average errors of less than
15 kJ mol�1 were achieved only when extra parametrisation
was applied for each ionic liquid family. The result reflects the
disregard of dispersion interactions which are not correlated
with an ion pair’s volume. COSMO-RS has also been applied
to the prediction of thermodynamic and transport properties.
The Krossing group42 has applied a least-squares regression
to a large database of molecules reporting an average error
of 36 K, later including added parametrisation for the ring
interaction enthalpy and van der Waals interaction enthalpy,
which only slightly decreased the average error and reduced
the maximum error from 116 K to 89 K. The outliers suggest
that the relationship does not viably connect the descriptors to
the melting point. This is observed again when conductivity is
considered.43

A cluster approach originally proposed by Ludwig has
been used to predict thermodynamic properties (i.e., entropy,
enthalpy of vaporization) of water and ionic liquids using
minimum energy structures of up to 14 ion pairs.44–47 For
[C1mim][SCN], binding energies per ion pair converged in
the clusters of 10 IPs highlighting the importance of many-
body effects over a long range.46 The approach was also used
to correlate RHF/3-21G binding energies and experimental
melting points of imidazolium-based NTf2

� ionic liquids and
would need to be tested with correlated levels of theory.48,49

Weinhold developed the quantum cluster equilibrium (QCE)
methodology that requires a series of increasing cluster sizes to
extract partition functions and hence the Gibbs free energy and
other thermodynamic properties.50,51 Ludwig and Weinhold
used the QCE methodology to treat clusters of small neu-
tral species such as methanol, ammonia, and water.52–59 The
Kirchner group has recently showed that the level of theory
is extremely important in the treatment of hydrogen bond-
ing.60–62 Overall, the cluster approach has been rather success-
ful in extracting thermodynamic and spectroscopic properties
of ionic liquids.63–67

However, the direct correlation of physicochemical prop-
erties with cluster energies has not yielded interpretable rela-
tionships. This is partly due to the difficulty in predicting the

crystal structure which governs the physicochemical proper-
ties of the materials and is best modeled by periodic structures.
However, the size of these periodic structures needs to vary
depending on the property being calculated to ensure mean-
ingful prediction. To find energies of these large systems with
theories able to accurately represent dispersion is challeng-
ing. Correlations of single ion pair structures were attempted
with transport and thermodynamic (such as melting point)
properties in the past and it was shown that their energies
do not represent the bulk properties of the ionic liquid.28,68,69

Recently, many-body effects have been shown to be signifi-
cant in large clusters of ionic clusters.28,70,71 Therefore, it has
become clear that in order to reliably predict physicochemi-
cal properties of ionic liquids, large scale systems, those of
many ion pairs, must be used. To date, the only spectroscopic
properties have been successfully determined.63–67

Muller-Dethlefs and Hobza72 published a review that
highlighted the importance of interaction energy in describ-
ing condensed systems. While interaction energy is magni-
tudes smaller than the covalent interactions, these noncovalent
interactions control dynamics of clustered systems and are
made up of electrostatics, induction, dispersion, and exchange-
repulsion. While many quantum methods deal with electro-
statics quite well, to accurately reproduce physicochemical
properties dispersion must be properly accounted for. Further-
more, the non-additive components, induction and exchange-
repulsion, need to be considered in larger clusters to mimic
the forces in the bulk. Since large clusters are dominated by
cumulative causal motion, an equilibrium structure is not truly
representative of the system and thereby minima of the poten-
tial energy surface are better found by minimising the Gibbs
free energy. In practice, interaction energy is commonly used
as the criterion to determine the most stable structure. The
interaction energy is an artefact and is widely used in large-
scale calculations due to the simplicity of the calculation.
Interaction energy is not observable by experiment and lacks
important contributions such as deformation energy associ-
ated with the energy penalty due to the changes in geometry
of interacting molecules/ions, zero-point vibrational energy,
entropic contribution, and temperature correction. Interaction
energy is an excellent quantity to benchmark quantum chem-
ical methods. It might not be as reliable as in determining
the most stable structure. To determine realistic minima on
the potential energy surfaces, free energy that includes the
aforementioned contributions is preferred. This can also be
achieved by analysing a series of non-equilibrium geometries
on the potential energy surface.73

It is well known that single ion pairs do not accurately
represent the interactions in an ionic liquid.68,70,74–77 The
importance of many-body effects, induction and dispersion,
is magnified by the additional ion pairs and therefore clusters
must be considered to extract correct ionic liquid properties.
Therefore, an extensive study of 2 ion-paired clusters of 24
ionic liquids of imidazolium and pyrrolidinium families has
been conducted to investigate: whether total energy and inter-
action energy can be reliably used as criteria for finding ther-
modynamically stable geometries, the correlation of melting
point with the fundamental energetic components of interac-
tion energy, and the correlation of the dispersion component
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to interaction energy with conductivity. The last two points are
then compared to the study of ion pair systems28 to tease out
the effect of including the same ion interactions to the energy
components. There is also a description of a scaled Hartree-
Fock method to produce accurate HF interaction energies of
many ion-paired clusters of ionic liquids at a small basis set.

THEORETICAL PROCEDURES

All geometry optimisations were performed with the Frag-
ment Molecular Orbital (FMO) approach78,79 accounting for
the two-body correction (i.e., FMO2) coupled with the recently
developed spin-ratio scaled second-order Møller-Plesset per-
turbation method (SRS-MP2) which was designed to achieve
high accuracy for interaction energies in multi-scale clus-
ters of ionic liquids.80 The SRS-MP2 method called a spin
ratio-based scaled MP2 method is an improved version of the
original spin-component scaled second-order Møller-Plesset
perturbation method scaled for ionic liquids (SCS-IL-MP2)
and was designed to work equally well for ionic and neu-
tral complexes.30 The advantage of the method lies in its
high accuracy (maximum errors below 4 kJ mol�1) and the
inclusion of basis set superposition error into the scaling coef-
ficients of the MP2 correlation energy, thus allowing for more
accurate geometry optimisations of multi-scale clusters with-
out the need for a counterpoise correction. In this work, the
SRS-MP2 method was combined with Dunning’s cc-pVDZ
basis set for geometry optimisations and only the opposite-spin
(OS) component was scaled to 1.752 to improve correlation
energy (for more details, see Ref. 30). All optimized struc-
tures were subjected to single-point energy calculations using
two- and three-body corrections (i.e., FMO3) coupled with the
SRS-MP2 method by scaling the OS component with 1.640
and Dunning’s cc-pVTZ basis set. Our group recently showed
that the three-body correction was already sufficient to accu-
rately approximate MP2 interaction energies in multi-scale
clusters of ILs.70 Non-counterpoise corrected HF interaction
energies calculated at the cc-pVTZ basis set were scaled to
reproduce those of HF/aug-cc-pVQZ using the recently devel-
oped scheme, which is discussed in full detail below. No
cutoffs for both two-electron integrals and many-body effects
were employed in the FMO calculations presented. Calcula-
tions were performed using the GAMESS-US,81 PSI4,82 and
Gaussian0983 packages of quantum chemical methods.

Deformation energies were calculated using the energy
of the ion in the configuration it adopts in the cluster and sub-
tracting the energy of the ion optimised in a vacuum, resulting
in the energy that the ion uses to contort in its environment.

The mean of signed errors, called mean for simplicity
(x̄), the mean absolute error (MAE), the standard deviation,

SD =
√∑n

i (xi − x̄)2/(N − 1), of N instances where xi in an
instance, and the maximum absolute error (max) are presented
for data predictions.

RESULTS AND DISCUSSION
Construction of two ion-paired clusters

Commonly used imidazolium (Cnmim+) and pyrroli-
dinium (Cnmpyr+) cations were considered with the alkyl

chain increasing from methyl to n-butyl (n = 1–4). Two ion-
paired clusters were constructed using low energy configura-
tions of single ion pairs coupled with chloride, tetrafluorobo-
rate, and dicyanamide (N(CN)2

�) from our previous study.28

15 and 16 different types of cluster configurations were geom-
etry optimised for the imidazolium- and pyrrolidinium-based
cations, respectively (for more details, see Fig. 1). In the
case of the Cnmim+ cation, the imidazolium rings are con-
sidered either in a π+-π+ stacked arrangement84 (see config-
urations p1, p2a, p2b, p3a, p3b, p8a, and p8b in Fig. 1) or
an alternating charge arrangement (configurations p4–p7 in
Fig. 1). In the case of the pyrrolidinium cation, only alternat-
ing charge structures were considered due to the absence of a
delocalised π-conjugated ring. Increasing alkyl chains were
also allowed to interact through van der Waals dispersion,
thus leading to additional configurations for both the imida-
zolium cations [see configurations pna (n = 2–8) in Fig. 1]
and the pyrrolidinium cations (see configurations p1, p2a,
p2b, p3, and p9 in Fig. 1). In addition, the alkyl chains, R,
were also allowed to alternate their position in configurations
p1 and p4–p7 in the pyrrolidinium clusters, thus generat-
ing additional configurations analogous to pnb configurations
(n = 2–8) in the imidazolium clusters (not shown in Fig. 1
for the sake of simplicity). Some of the initial ionic clusters
optimized to the same structure. Overall, between 5 and 12
unique structures were located for the selected combinations
of the cation and anion, with the total number of 194 clus-
ters being optimized (for more details, see the supplementary
material).

Lowest energy configurations of 2 ion-paired clusters

Figure 2 shows the lowest energy structures for the
imidazolium and pyrrolidinium ionic liquids studied, with
SRS-MP2/cc-pVTZ total electronic energies being used to
determine the lower energy structures.

Analysis of Fig. 2 reveals that both the anion and the alkyl
chain appear to determine the energetically preferred arrange-
ment in ionic liquids. Further in the text, abbreviations of two
ion-paired configurations are taken from Fig. 1.

For imidazolium-based clusters with the BF4
� anion, there

is an energetic preference for the alternate charge arrangement
such as the p4a structure in Fig. 1, with the stacking config-
uration having a much higher energy by at least 21 kJ mol�1

regardless of the alkyl chain length. The alternating charge
arrangement, in which alkyl chains interact such as the struc-
ture p4a or the planes of the imidazolium ring are perpendicular
to each other such as the p7a/b structures, becomes the sec-
ond energetically preferred configuration. As seen in Fig. 2,
for the [Cnmim]Cl clusters, the π+-π+ stacking configuration
(p2a/b and p8b) competes with the alternative arrangement
(p4b) and becomes preferred by only a couple of kJ mol�1.
For longer alkyl chains starting with ethyl, the p7b configura-
tion falls within 10 kJ mol�1. Other optimized configurations
are much higher in energy, between 20 and 40 kJ mol�1. For
the imidazolium-based clusters with the N(CN)2

� anion, the
alternating arrangement (p4a) is preferred for shorter alkyl
chains such as methyl and ethyl, with the π+-π+ stacking (p2a
and p2b) becoming most energetically stable for longer alkyl
chains such as propyl and butyl. The alternate arrangement
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availability of multiple interaction sites on the anion such
as tetrafluoroborate and dicyanamide tends to also increase
the number of viable configurations. There are a few excep-
tions to this rule. [C1mim]X (X = BF4, Cl, and N(CN)2) and
[Cnmpyr]Cl (n = 1–4) clusters have either one or two con-
figurations within 10 kJ mol�1. The ionic arrangement in the
most energetically stable configuration is strongly dependent
on the cation and anion combination. It appears that a full
conformational screening is required for each cation-anion
combination to determine the most stable structures. This
might also explain complexity in thermodynamic and transport
properties that are not transferrable between each family of
cations.

Interionic distances and dispersion forces
in 2 ion-paired clusters

Table I presents ranges of interionic distances in the opti-
mized 2 ion-paired clusters whose electronic energies were
within 10 kJ mol�1 off the lowest energy configuration. The
three types of interionic distances were considered—namely,
cation· · · cation, cation· · · anion, and anion· · · anion. For each
unique cation and anion, a centre atom of the ion was identi-
fied and interionic distances were measured between centres
of ions. The B and N central atoms were taken as the centre of
the tetrafluoroborate anion and pyrrolidinium cations, respec-
tively. For the imidazolium cations, the middle point between
the two nitrogen atoms of the imidazolium ring was assigned
the centre, whereas for the dicyanamide anion the central
nitrogen atom was taken as the centre. For pyrrolidinium clus-
ters, the cation· · · anion distance is longer compared to that in
imidazolium.

Analysis of Table I reveals that in general the lower bound
of the cation···anion distance in the pyrrolidinium-based clus-
ters is longer by at least 0.8 Å than those in imidazolium
clusters. The smaller interionic distances in the imidazolium-
based ILs, mainly due to the absence of steric hindrance, allows
for a higher degree of dispersion forces. This trend was also
observed in single ion pairs of imidazolium ionic liquids.28

The presence of the π+-π+ stacking of imidazolium rings also
results in shorter cation···cation distances in imidazolium ionic
liquids. This is reflected in a similar trend in the anion···anion
distances that are 0.7–1.1 Å shorter in the imidazolium salts
compared to those in analogous pyrrolidinium-based ILs.
Compared to the previously published optimised structures
of single ion pairs of both imidazolium and pyrrolidinium
cations,91,92 interionic distances in 2 ion-paired clusters tend

TABLE I. Interionic distances (in Å) in two ion-paired clusters of [Cnmim]X
and [Cnmpyr]X ionic liquids [n = 1–4 and X = Cl�, BF4

�, and N(CN)2
�].

Ionic liquid Cation· · ·Cation Cation· · ·Anion Anion· · ·Anion

[Cnmim][BF4] 4.6–5.8 3.1–4.8 4.8–5.9
[Cnmim]Cl 3.2–5.3 3.0–4.6 4.7–7.4
[Cnmim][N(CN)2] 3.4–5.1 3.2–6.1 6.1–8.2
[Cnmpyr][BF4] 5.2–6.5 3.9–4.9 5.5–6.8
[Cnmpyr]Cl 5.1–5.4 3.8–4.4 5.7–6.0
[Cnmpyr][N(CN)2] 5.3–6.5 3.9–5.9 7.2–8.0

to be longer—in the range of 0.5–1 Å—thus affecting the inter-
play of fundamental forces. This observation further highlights
the importance of considering large-scale clusters and non-
equilibrium geometries (in which ions are further removed
from the equilibrium) for drawing reliable conclusions for
ionic liquids.

Scaling of HF interaction energies

The MP2 energy is comprised of the HF energy and
the contribution from electron correlation. Our new method,
SRS-MP2, predicts the latter very well with cc-pVTZ, a rel-
atively small basis set.30 However, the HF energy is not yet
converged and requires much more expensive basis sets to
give comparable errors. This section outlines a new scaling
method to allow anyone to correct the HF energy to the com-
plete basis set and was used for the cluster calculations in this
work.

It is well known that HF electronic energies converge
fast with an increasing basis set for single molecules. In this
study, we tested the convergence for interaction energies of
two ion-paired clusters. HF interaction energies of the two ion-
paired configurations within 10 kJ mol�1 for each cation-anion
combination were calculated for a series of Dunning’s basis
sets, non-augmented cc-pVXZ, and augmented aug-cc-pVXZ
(X = D, T, and Q) with the view of establishing the reliability of
smaller basis sets for the prediction of HF interaction energies
in larger clusters. These interaction energies were calculated
with and without counterpoise corrections developed by Boys
and Bernardi.93 Overall, 64 two ion-paired configurations were
used for further analysis.

Table II shows statistical measures such as mean abso-
lute errors (MAEs), standard deviations (SDs), and maximum
absolute errors (Max) for the standard HF interaction ener-
gies given per ion pair. HF/aug-cc-pVQZ interaction energies
without counterpoise correction were used as the benchmark
data. Without counterpoise correction, the errors are large for
the double-ζ basis sets as well as for cc-pVTZ. The maximum
errors fall between 20 and 55 kJ mol�1. The aug-cc-pVTZ basis
set is needed to produce errors below chemical accuracy, with

TABLE II. Error statistics (in kJ mol�1) for standard and scaled HF inter-
action energies per one ion pair with and without counterpoise corrections.
Errors are per one ion pair.

CP Basis
Standard HF Scaled HF

correction set Max MAE SD α β Max MAE SD

No

VDZ 52.1 40.1 6.4 0.874 �10.913 12.6 3.9 4.7
VTZ 20.1 14.9 3.3 0.928 �12.505 3.5 1.5 1.8
VQZ 8.4 5.1 2.2 0.963 �8.791 2.7 1.4 1.6
AVDZ 24.9 10.5 6.9 0.977 1.906 14.4 6.2 6.9
AVTZ 4.0 1.9 1.3 1.004 3.468 2.0 1.2 1.2

Yes

VDZ 11.9 5.5 4.0 0.941 �16.459 5.8 2.5 3.0
VTZ 6.2 2.6 2.6 0.967 �9.789 3.7 1.8 2.1
VQZ 2.6 1.4 1.5 0.985 �5.087 2.0 1.3 1.4
AVDZ 1.7 0.9 0.4 1.002 �0.088 0.8 0.3 0.4
AVTZ 1.5 0.7 0.4 0.999 1.010 0.8 0.4 0.4
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FIG. 3. Errors for 2 IP systems for
unscaled (black) and scaled (blue)
against cc-pVQZ energies where VDZ
represents cc-pVDZ, A is augmentation,
and CP is the counterpoise correction.
The green and red dashed lines indicated
0.0 and 4.0 kJ mol�1 errors, respectively.

the maximum error of as little as 4 kJ mol�1. Counterpoise
correction (CP) was necessary to reduce the error to below
chemical accuracy for the cc-pVTZ basis set. The correction
produces excellent results for the augmented basis sets as well
as for cc-VTZ and cc-pVQZ.

Counterpoise corrected calculations are very time con-
suming when larger clusters are considered. The use of aug-
mented basis sets such as aug-cc-pVTZ, even without the
counterpoise correction, is not a solution either as these require
a significant increase in computational resources and usually
show very slow convergence of the HF energy for multi-scale
clusters of ionic liquids due to the presence of degenerate
molecular orbitals on anions.

The exponential convergence of the HF electronic energy
has been well established for systematically improved basis
sets such as Dunning’s basis sets.94–96 In this study, this type of
convergence [see Eq. (2)] was adopted to scale HF interaction
energies to reproduce the benchmark energies,

EINT
pred = α · E

INT
HF + β, (2)

where EINT
pred is the predicted interaction energy, EINT

HF is the
HF interaction energy with smaller basis sets, and α and β
are the scaling coefficients. The latter were fitted using chi-
squared minimisation (weighted sum of squared deviations)
as implemented in the lmfit package for Python.97 The fit-
ted coefficients together with statistical measures are given
in Table II. As one can see, a significant improvement has
been achieved for non-counterpoise corrected HF interaction
energies. For the cc-pVTZ basis set, the maximum error is
reduced to below chemical accuracy (see Fig. 3), with the
MAE falling below 2 kJ mol�1. The fitted scaling coefficients
were also applied to the previously studied single ion pairs.
Similar errors were observed for non-counterpoise corrected
HF/cc-pVTZ interaction energies, with a MAE of 1.8 kJ mol�1

and SD of 1.7 kJ mol�1 (for more details, see the supple-
mentary material). Further in the text, scaled HF/cc-pVTZ
interaction energies were used for the selected 2 ion-paired
configurations.

TOTAL ELECTRONIC ENERGY VS. INTERACTION
ENERGY

In this study, total electronic energy was used as the cri-
terion to select the most stable 2 ion-paired configurations.

There are two other criteria commonly used in the field of
theoretical chemistry—namely, binding energy and interaction
energy. Binding energy, EBIND, is defined as the energy differ-
ence between that of a cluster, Ecluster , and the sum of energies
of individual ions, Ei

ion, taken in their minimum energy geom-
etry [see Eq. (3)]. In order to obtain the latter, individual ions
need to be geometry optimized separately,

EBIND = Ecluster −
∑

i

Ei
ion (min) + ∆ZPVE, (3)

where min indicates that the ion is taken in its lowest energy
geometry and ∆ZPVE is the difference in zero-point vibra-
tion energies of the cluster and constituting ions. In two ion
paired clusters, it was expected to contribute within 5 kJ mol�1

on average per mole of ionic liquid (i.e., calculated per
ion pair). For example, [C1mim][BF4], [C3mim]Cl, and
[C1mpyr][N(CN)2] have the values of ∆ZPVE of 4.7, 1.9,
and 5.3 kJ mol�1, respectively. Vibrational frequency cal-
culations are very time consuming as these require compu-
tation of the Hessian matrix. Although the effect of vibra-
tional frequency contribution is not negligible for some ionic
liquids, it is not computationally feasible to perform this
type of calculations for large-scale clusters on the routine
basis.

It is usually customary to include counterpoise correction
to account for molecular orbital overlap due to an incom-
plete basis set. The use of energies of ions in their lowest
energy geometry introduces a reference point and allows for
the calculation of the energy gain in the formation of the
cluster. This energy gain is usually attributed to intermolec-
ular fundamental forces that ensure the stability of the cluster.
If the counterpoise correction is not included, especially for
wavefunction-based methods, binding energies become signif-
icantly over-estimated up to 20 kJ mol�1 in some cases.92 This
effect has been shown to drastically increase with inclusion of
more ions in the system.80 Due to the constant reference point
for individual ions, the use of binding energy as a criterion to
determine thermodynamically stable structures becomes sim-
ilar to total electronic energy, provided both are corrected
for basis set superposition error. For ionic liquids, individ-
ual ions represent an unrealistic reference point as it is well
known that these ions cannot exist on their own without either
the counter-ions present or a stabilising medium. Nonethe-
less, binding energy directly relates to total interaction energy
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with the difference being the reference point for the cation and
anion.

Interaction energy, EINT , is different from both total elec-
tronic energy and binding energy as the energy of individual
ions is calculated using the geometry these adopt in the cluster
as shown in the following figure:

EINT = Ecluster −
∑

i

Ei
ion(cluster), (4)

where the ions are in the geometry they adopt in the cluster. It
is important to account for counterpoise corrections to make
interaction energy more reliable and realistic.

The main difference between binding and interaction
energies lies in the deformation energy that is associated with
an increase in the energy of individual ions due to the geometry
deformation that each ion undergoes in an ionic cluster. This
deformation occurs as a result of the presence of intermolecu-
lar interactions. For example, hydrogen boding can result in a
stretch of the C–H and N–H bonds,98 whereas phosphonium
cations are known to have greater flexibility about the phos-
phorus centre due to the larger range of allowed bond angles.99

To this end, interaction energy quantifies the pure energy gain
as a result of intermolecular interactions, whereas binding
energy also includes the geometry and zero-point vibrational
energy effect for constituting ions. It must be pointed out that
total electronic energy already includes deformation energy
of ions, which is more likely to be the larger contributor of
the two.

Out of all the criteria, binding energies are much more
computationally demanding as these require the calculation of
the Hessian to confirm the minimum on the potential energy
surface and cannot be applied to non-equilibrium geome-
tries. It is computationally infeasible to perform Hessian
calculations for multi-scale clusters of ionic liquids beyond
4 ion pairs and therefore this criterion is hardly used for
studying intermolecular complexes.72 In the field of molec-
ular dynamics simulations, it is common to minimise Gibbs
free energy to locate the most stable structure of a con-
densed system at a given temperature.100–103 For quantum
chemical calculations of multi-scale clusters of ionic liq-
uids, interaction energy has been widely used to analyze
their thermodynamic stability, thus excluding the deformation
energy. Deformation energy becomes exceedingly important
when increasing the number of ions in the cluster as well
as when investigating complex ions, such as those with long
alkyl chains or polar groups with strong hydrogen bonding
ability.

In this study, both criteria, interaction energy and total
electronic energy (further in the text referred to as total energy),
are contrasted for the selection of energetically stable configu-
rations of two ion-paired clusters, with total energy serving
as the benchmark. The same lowest energy configurations
could only be located in 14 out of 24 studied systems (in
approximately 58% of systems) with interaction energy as a
criterion. This has been achieved for the clusters of [Cnmim]X
(X = BF4

� and N(CN)2
�), [Cnmpyr]Cl, [C2mpyr][BF4], and

[C3mpyr][N(CN)2] (n = 1–4). Interaction energy fails to
locate the lowest energy structures for imidazolium chlo-
rides and the majority of pyrrolidinium ILs coupled with the

tetrafluoroborate and dicyanamide anions (see Fig. 2). In
all the 24 systems, the criterion still identified the lowest
energy configuration by total energy within 10 kJ mol�1.
In 13 of these systems (in approximately 54% of systems),
the order of lower energy configurations within 10 kJ mol�1

by interaction energy does not correspond to that by total
energy. Some typical examples are shown in Fig. 4. In
[C4mpyr][BF4], the third lowest energy configuration was not
identified by interaction energy, placing it almost 15 kJ mol�1

above in energy, whereas an opposite trend was observed for
[C3mpyr]Cl and [C2mim][N(CN)2]. The use of interaction
energy locates a couple of configurations within 10 kJ mol�1,
whereas their total energies are at least 15 kJ mol�1 higher
in energy than the lowest energy configuration (see Fig. 4).
These findings indicate that a configuration with the strongest
interaction energy does not necessarily possess the lowest
total energy. The latter represents a more realistic result
from the conceptual point of view and when compared with
experiment.

Examples of the difference between relative interaction
energies and relative total energies are shown in Figs. 4(a) and
4(b). Configurations within 10 kJ mol�1 are labeled and can be
found in Fig. 2. The differences between relative total energy
and relative interaction energy fall consistently on the absolute
scale between 3.3 (for [Cnmpyr][BF4]) and 5.4 kJ mol�1 (for
[Cnmim]Cl) on average (see Table III) with no particular trend
with respect to the ionic liquid type. The differences can be
equally positive and negative as demonstrated by low values
of mean yet can be significant with a maximum difference of
31.2 kJ mol�1.

To this end, interaction energy does not appear to be a
reliable criterion for determining not only the lowest energy
configuration but also the order of configurations within
10 kJ mol�1. In 58% of the 2 ion paired systems studied, inter-
action energy could not locate the lowest energy configuration,
and in 54% of the systems the order of lower energy config-
uration was not correctly identified, with some higher energy
structures having interaction energy within 10 kJ mol�1.

The two ion pair deformation energies in Table IV show
that the cations and the BF4

� anion contribute significantly
through the deformation of their covalent bonds. Although
chloride cannot deform, its ability to form strong electro-
static interactions has a significant effect on the cation which
becomes more destabilised in its presence when compared
to either BF4

� or N(CN)2
�. The imidazolium cations tend

to undergo a larger deformation than the pyrrolidinium ones
except when dicyanamide is involved. The dicyanamide anion
preferentially interacts through both of the terminal nitro-
gens, which can be easier accommodated by the imidazolium
ring. Since the pyrrolidinium ring lacks this feature, in order
to allow for unobstructed access to the nitrogen centres and
hence an increase interaction energy, it requires to move the
alkyl chains out of the way, thus resulting in puckering of
the nitrogen centre. Imidazolium coupled with tetrafluorob-
orate and dicyanamide gives similar values for the deforma-
tion energy, further highlighting the ability of this cation to
be easily polarised in response to changes in environment
without a geometric change. As deformation energies are the
result of the re-arrangement of internal molecular structure to
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FIG. 4. Comparison of relative interaction energy (blue) and relative total energy (orange) of configurations optimized for 2 ion-paired clusters of (a)
[C4mpyr][BF4], [C4mim]Cl, and [C4mpyr][N(CN)2] and (b) [C3mim][BF4], [C3mpyr]Cl, and [C2mim][N(CN)2].

enhance interaction and are quantitatively larger than chemi-
cal accuracy, it is unquestioningly important to consider them
to accurately represent the bulk material.

Dispersion forces and ratio

The probability of encountering energy state i out of all
possible states I is given by

pi =
e−Etot

i /kBT

ΣI
j e−Etot

j /kBT
, (5)

TABLE III. Error statistics (in kJ mol�1) for the difference between relative
interaction energy and relative total energy.

Ionic liquids No. of systems MAE Mean Max

[Cnmim][BF4] 34 3.4 �0.6 8.3
[Cnmim]Cl 34 5.4 1.7 31.2
[Cnmim][N(CN)2] 29 3.7 3.6 10.8
[Cnmpyr][BF4] 27 3.3 �0.5 �11.1
[Cnmpyr]Cl 29 3.9 3.8 11.3
[Cnmpyr][N(CN)2] 41 5.1 0.4 18.4

where kB is the Boltzmann constant, T is the temperature, and
the Boltzmann distribution is dependent on the total energy of
the state, Etot . A Boltzmann averaged property is therefore the
sum of each state multiplied by its probability. For example,
the interaction dispersion energy weighted by the Boltzmann
distribution is

Edisp
INT = Σ

I
i

(
pi × Edisp

INT ,i

)
. (6)

The ranges of ratios and interaction dispersion energy deter-
mined via Eqs. (5) and (6) for the two ion pairs are given

TABLE IV. Deformation energies (kJ mol�1) averaged for the cations and
anions of each configuration.

Cation Anion

Ionic liquids Max Mean SD Max Mean SD

[Cnmim][BF4] 9.1 6.6 1.4 6.8 4.7 1.1
[Cnmim]Cl 26.7 12.6 3.9 0.0 0.0 0.0
[Cnmim][N(CN)2] 9.6 6.0 1.7 4.8 2.7 1.2
[Cnmpyr][BF4] 12.1 5.6 2.6 6.3 4.5 1.0
[Cnmpyr]Cl 13.3 8.7 2.1 0.0 0.0 0.0
[Cnmpyr][N(CN)2] 16.1 7.6 3.7 4.9 3.3 0.8
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TABLE V. Ratio and dispersion energy per ion pair (kJmol�1) ranges for 2
ions paired systems and 1 ion pair model.

Ratio 2 IP Ratio 1 IP28 EDisp 2 IP EDisp 1 IP28

[Cnmim][BF4] 5.8–7.3 10.1–11.0 �63.3 to �52.2 �37.4 to �34.5
[Cnmim]Cl 5.4–6.4 9.0–9.8 �72.9 to �63.1 �45.6 to �42.5
[Cnmim][N(CN)2] 3.4–4.2 6.5–7.0 �95.3 to �82.2 �32.0 to �30.8
[Cnmpyr][BF4] 5.1–6.5 11.4–12.0 �69.2 to �57.2 �56.4 to �50.7
[Cnmpyr]Cl 5.5–6.8 10.7–11.3 �71.8 to �60.2 �36.5 to �35.0
[Cnmpyr][N(CN)2] 3.6–5.5 8.7–9.2 �89.8 to �63.0 �39.7 to �38.0

in Table V as well as the previously published 1 ion pair
data for comparison.28 The previously published approach
has been improved in three ways. First, previously the ion
pair model energies were calculated with a different method,
symmetry-adapted perturbation theory, which has a different
definition for dispersion energy than post-HF methods such
as SRS-MP2 as the former accounts for exchange compo-
nent of dispersion. Second, the Boltzmann distribution used
to weight the one ion pair data was based on the interaction
energy of the system, in contrast to the two ion pairs which
were weighted based on their total electronic energy. Third, the
previously published correlations only included ionic liquids
whose melting point continued to decrease with increasing
alkyl chain length. This was done to ensure that interactions
among like-charged ions were not the main contributor to
thermodynamic and transport properties. In the current work,
this limitation has been lifted, with all ionic liquids for which
experimental data have been published being included in the
analysis.

Analysis of Table V reveals that, on average, the ratio
range for 2 IP clusters is almost half that of 1 IP systems. While
two ion pair clusters experience an increase from both electro-
statics and dispersion forces, the electrostatic interactions do
not increase as drastically therefore causing the ratio to reduce.
The slow increase in electrostatic forces can be explained
by the presence of both attractive and repulsive interactions,
whereas the dispersion forces between ions are by definition
always attractive regardless of their charge. For example, the
average HF interaction energy of the 2 IP [C1mim][BF4] struc-
tures (�590.0 kJ mol�1) is ∼1.7 times that of the 1 IP systems
(�342.2 kJ mol�1). The average dispersion interaction energy
in [C1mim][BF4] structures increases by a factor of 3.5 from
1 IP (�35.1 kJ mol�1) to 2 IPs (�124.6 kJ mol�1).

With an increasing number of ions, the potential energy
surface is expected to flatten out due to the increased contri-
bution from dispersion forces. The latter is demonstrated in a
wider spread of the dispersion component from 3.0 kJ mol�1

for single ion pairs to 11.5 kJ mol�1 for 2 ion-paired systems.
In addition, the inclusion of same-ion interactions impacts the
distribution of the dispersion component to interaction energy
for all the ILs studied increasing from 25.6 kJ mol�1 on aver-
age for 1 IPs to 37.6 kJ mol�1 on average for 2 IPs. In some
cases, such as [Cnmpyr][N(CN)2] and [Cnmim][N(CN)2],
the dispersion component increases nearly three-fold. This
also explains wider ranges for the ratio in the 2 IP sys-
tems. It is important to note that for two ion-paired sys-
tems the ratio becomes less dependent on the cation-anion

combination, falling within a small range of 3.4–5.5 (com-
pared to the range of 6.5–12.0 for 1 IP models). As has been
showcased for ionic liquid clusters of varying size from 4
to 32 ion pairs,30 dispersion energy continues to grow with
increasing cluster size and therefore the ratio might not have
converged for two ion-paired systems. More studies on larger
clusters are required to confirm whether the distribution of
the ratio becomes even narrower regardless of the ionic liquid
type.

Behaviour of the dispersion component in 2 IPs suggests
that the anion has a larger effect than the type of cation. The
dispersion component increases in the series of BF4

� to Cl�

to N(CN)2
� for both imidazolium- and pyrrolidinium-based

cations. Contrary to this trend, the ratio is affected inversely
in the same series, with the outlier being [Cnmpyr]Cl, whose
ratio range is larger than that of [Cnmpyr][BF4]. In the for-
mer, the electrostatic and induction energies appear to have
the largest contribution to interaction energy out of the ionic
liquids studied. This trend is attributed to the tight alternative
packing arrangement (see Table I).

In general, the ratio decreases with increasing cluster size,
with the exception of [Cnmim][BF4] and [Cnmpyr][N(CN)2]
where n increases from 3 to 4. The decrease in the ratio going
from n-propyl to n-butyl when combined with the same anion
and cation is small (maximum of 0.5) compared to the dis-
tribution range of the ratio. The original hypothesis that the
ratio correlates with melting point suggests that the trend in
the ratio should follow that of melting point in order to produce
good correlations. For some ionic liquids, the ratio continues to
decrease, whereas the corresponding melting point increases.
An example of this is [C3mim][BF4] and [C4mim][BF4],
where the increase in melting point from 333 to 342 K is
accompanied by a slight decrease in the ratio from 5.7 to 5.4.
This suggests that larger clusters might be needed to produce
correlations that can be used to predict melting points of novel
ionic liquids.

The relative contribution of dispersion to interaction
energy is defined as follows:

Edisp
INT = Edisp

cluster −
∑

i

Ei,ion
ion . (7)

The relative dispersion for 2 ion-paired systems is plotted
against the interaction energy in Fig. 5. The figure also illus-
trates the number of low energy structures (within 20 kJ mol�1)
for each system and how it follows no particular trend. For
the BF4

� and Cl� anions, the relative dispersion is compara-
ble regardless of the alkyl chain length ranging from 12.0%
to 16.2% for imidazolium-based ILs and 12.3% to 15.7%
for pyrrolidinium-based ionic liquids. The importance of the
dispersion component of interaction energy is most clearly
demonstrated in the N(CN)2

� clusters. The N(CN)2
� systems

exhibit a greater contribution from dispersion due to its delo-
calised structure falling in the range of �110.9 (C1mpyr+) and
�193.2 (C4mim+) kJ mol�1 which is up to ∼20% of the inter-
action energy. This non-negligible component is expected to
continue to increase disproportionately with the interaction
energy in larger-scale clusters, i.e., the percentage of disper-
sion in the interaction energy will increase. Larger clusters
will need to be investigated until it is seen that the dispersion
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TABLE VI. Melting point correlations with correlation statistics including
the mean absolute error (MAE), standard deviation (SD), and maximum error
(Max). All data are given in K.

Property Ionic liquids Correlation equation MAE SD Max

Melting
point

[Cnmim][BF4] �301.65 + 90.64 × ratio 27.0 31.7 34.0

[Cnmim]Cl

�73.95 + 87.14 × ratio 53.7 65.7 118.0
[Cnmim][N(CN)2]
[Cnmpyr][BF4]
[Cnmpyr]Cl
[Cnmpyr][N(CN)2]

to melting.107–112 These transitions are caused by rotation of
ions around their internal axis of symmetry, which results in
the entropic penalty. As a result, the latter is excluded from
the entropy of fusion, thus resulting in higher melting points
for this type of compounds. The [Cnmim]Cl ionic liquids have
the second highest MAE of 82.2 K and an SD of 20.6 K. Out
of all imidazolium-based ionic liquids this series was the only
to exhibit the π+-π+ stacking of imidazolium rings in the low-
est energy geometries. This suggests that the bulk structure
might not be modeled properly with the 2 ion pair model and
larger-scale clusters are needed to establish a reliable trend
in the ratio of interaction energy to its dispersion component.
It is not well understood why the [Cnmim][BF4] ionic liq-
uids form their own trend that is separate from the rest of
ionic liquids. This observation might be attributed to slow con-
vergence of the dispersion component with increasing cluster
size.

The current findings illustrate a greater role of the anion
compared to the cation in determining the melting point
of ionic liquids. The ratio correctly captures the relation-
ship between the dispersion component and melting point
for more diffuse anions such as dicyanamide. This might
be also attributed to slower convergence of the ratio for
more spherical anions such as tetrafluoroborates and chlo-
ride. This hypothesis needs to be tested on larger clusters
for these anions. To this end, a significant improvement
over the single ion pair model has been achieved, with the
average error of 54 K suggesting that more accurate cor-
relation is most likely possible for larger-sized ionic liquid
clusters.

FIG. 7. Correlation of the dispersion interaction energy with experimental
conductivity with two correlations (black lines). One encapsulates the N(CN)�

systems and the other is for imidazolium with BF4
� and chloride.

TABLE VII. Conductivity correlations with correlation statistics in mS
cm�1.

Property Ionic liquids Correlation MAE SD Max

Conductivity [Cnmim][BF4]
33.37 + 0.41 × EINT

disp 2.2 3.1 4.6
[Cnmim]Cl

[Cnmim][N(CN)2]
147.58 + 1.48 × EINT

disp 6.6 8.4 14.0
[Cnmpyr][N(CN)2]

Correlation of dispersion component with conductivity

The conductivity correlations shown in Fig. 7 and
Table VII do not include points for [C1mim][BF4], [C1mim]Cl,
[C3mim]Cl, [C3mim][N(CN)2], and [Cnmpyr]Cl (n = 1–4) for
which conductivity data have not been published.

A similar trend observed for melting points is that the
dicyanamide ionic liquids form a good correlation between
the dispersion component and conductivity with the MAE of
6.6 mS cm�1 and the maximum error of 14 mS cm�1. Conduc-
tivities have been predicted using molecular dynamics with a
mean absolute error of 23%.22,113 This represents an excellent
result, considering that the ionic liquid conductivity data span
a range of 57.7 mS cm�1. The imidazolium-based ionic liquids
coupled with tetrafluoroborates and chloride anions produce
excellent correlations with the MAE as low as 2.2 mS cm�1

and the maximum error of 4.6 mS cm�1, with both tetraflu-
oroborate and chloride systems performing equally well and
producing MAE ± SD of 2.4 ± 2.9 and 1.9 ± 2.9, respectively.
It has to be noticed that the series of the [Cnmpyr][BF4] ionic
liquids (n = 1–4) do not seem to correlate with the dispersion
component due to very low values of conductivity ranging
from 4.2 × 10�11 to 8.8 × 10�7 mS cm�1. To this end, it
appears that good correlations between conductivity and the
dispersion component can already be achieved for 2 ion-paired
models.

CONCLUSIONS

In this work, two ion-paired clusters of [Cnmim]X and
[Cnmpyr]X (n = 1–4), where X = BF4

�, Cl�, and N(CN)2
�,

have been studied with the newly developed SRS-MP2 method
with the view of predicting their thermodynamic (such as melt-
ing point) and transport (such as conductivity) properties. Each
cation-anion combination was thoroughly screened to locate
all possible minima and hence global minima on the potential
energy surfaces, with 192 unique structures being identified.
Increasing alkyl chain on the cation leads to an increased num-
ber of lower energy configurations as do anions with multiple
interaction sites. Based on the analysis of the lowest energy
configurations, it can be concluded that both cation and anion
play a role in governing the most stable structure, opposed to
the general belief that the anion was the main driving force.
The preference for the π+-π+ stacking interaction was only
observed for imidazolium-based ionic liquids when coupled
with the chloride anion, whereas both tetrafluoroborate and
dicyanamide preferred alternating charge arrangement. In the
case of pyrrolidinium-based ionic liquids, the position of the
alkyl groups appeared to be dictated by the anion. In the case of
anions with multiple interaction sites such as tetrafluoroborate
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and dicyanamide, longer alkyl chains preferred to align with
each other in order to further increase the cluster stability.

Out of the two criteria, interaction energy and total elec-
tronic energy, the latter was found to be less biased due to the
inclusion of deformation energy of constituting ions. Although
interaction energy is often used to identify the stability of
intermolecular complexes in the field of theoretical chemistry,
the deformation energy was found to be far from negligi-
ble in two ion-paired ionic liquid clusters, reaching up to
27 kJ mol�1 for imidazolium ionic liquids. This study clearly
highlights the importance of using total electronic energy to
determining the most stable structures from quantum chemical
calculations.

The dispersion component of interaction energy was
found to increase up to three-fold going from 1 to 2 ion-
paired systems. The relative contribution of dispersion fell
between 12.0% and 16.2% for BF4

�- and Cl�-based ionic
liquids, whereas dicyanamide salts exhibited the highest dis-
persion component reaching 22%. The most striking difference
to the single ion pair model results lies in the fact that no appre-
ciable differences in the relative dispersion component were
found between imidazolium and pyrrolidinium ionic liquids
when coupled with the same anion.

The previously suggested correlation between the ratio
of interaction energy to its dispersion component and experi-
mentally measured melting points was tested for 2 ion paired
systems. Contrary to the single ion pair model, the ionic liq-
uids studied now formed a good correlation with the MAE
of 54 K which is comparable to the accuracy of current MD
simulations. The [Cnmim][BF4] ionic liquids that appeared
to produce their own correlation with the largest deviations
were observed for [Cnmpyr][BF4] and [Cnmim]Cl. The former
belongs to the class of plastic crystals that undergo solid-solid
transitions that result in higher melting points. The entropic
effects appear to play a particularly important role for these
ionic liquids, thus highlighting the limitation of our approach.
Dicyanamide-based ionic liquids generated the best corre-
lation, with the MAE as low as 21 K. Two distinct trends
were observed for the prediction of conductivity. One includes
[Cnmim][BF4] and [Cnmim]Cl ionic liquids, whose conduc-
tivity can be predicted with the MAE of 2.2 mS cm�1. The
second trend was formed by the N(CN)2

– ionic liquids with
the MAE of 6.6 mS cm�1. Good correlations for both melt-
ing point and conductivity represent a significant improvement
over the single ion pair model, thus highlighting the importance
of many-body effects in ionic liquids induced by interionic
interactions of the same charge. It is also suggested that such
good correlations could only be achieved due to the use of the
recently developed SRS-MP2 method that shows high accu-
racy (2 kJ mol�1 on average) for the prediction of dispersion
forces in large-scale clusters of ionic liquids. In addition, a
reliable scaled HF method was proposed to predict interaction
energies of large-scale clusters of ionic liquids with a relatively
small basis set and without the need to account for counterpoise
correction.

In summary, the proposed approach of correlating the
interaction energy and its dispersion component with thermo-
dynamic and transport properties has been successful when
applied to two ion-paired systems, especially when applied

to dicyanamide-based ionic liquids. Further improvement is
expected for spherical anions such as tetrafluoroborates and
chloride when larger-scale clusters are considered. Currently
a study is underway to identify whether the inclusion of 4 ion
pairs in the cluster would further result in the improvement of
the established correlations.

SUPPLEMENTARY MATERIAL

See supplementary material for the literature melting
points, conductivity, and interaction energies for the corre-
lations of ionic liquids.
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K. Lehmann, S. P. Verevkin, M. Köckerling, and R. Ludwig, Phys. Chem.
Chem. Phys. 13, 14064–14075 (2011).

49T. Peppel, C. Roth, K. Fumino, P. Paschek, M. Kockerling, and R. Ludwig,
Angew. Chem., Int. Ed. 50, 6661–6665 (2011).

50F. Weinhold, J. Chem. Phys. 109, 367–372 (1998).
51F. Weinhold, J. Chem. Phys. 109, 373–384 (1998).
52R. Ludwig, F. Weinhold, and T. C. Farrar, J. Chem. Phys. 102, 5118–5125

(1995).
53R. Ludwig, ChemPhysChem 6, 1376–1380 (2005).
54R. Ludwig, F. Weinhold, and T. C. Farrar, Ber. Bunsenges. Phys. Chem.

102, 205–212 (1998).
55R. Ludwig and F. Weinhold, J. Chem. Phys. 110, 508–515 (1999).
56R. Ludwig, F. Weinhold, and T. C. Farrar, Mol. Phys. 97, 479–486 (1999).
57R. Ludwig, F. Weinhold, and T. C. Farrar, Mol. Phys. 97, 465–477

(1999).
58R. Ludwig, ChemPhysChem 6, 1369–1375 (2005).
59R. Ludwig, F. Weinhold, and T. C. Farrar, J. Chem. Phys. 107, 499–507

(1997).
60B. Kirchner, J. Chem. Phys. 123, 204116 (2005).
61J. Friedrich, E. Perlt, M. Roatsch, C. Spickermann, and B. Kirchner,

J. Chem. Theory Comput. 7, 843–851 (2011).
62C. Spickermann, E. Perlt, M. von Domaros, M. Roatsch, J. Friedrich, and

B. Kirchner, J. Chem. Theory Comput. 7, 868–887 (2011).
63K. Fumino, A. Wulf, and R. Ludwig, Phys. Chem. Chem. Phys. 11, 8790–

8794 (2009).
64K. Fumino, A. Wulf, and R. Ludwig, Angew. Chem., Int. Ed. 48, 3184–3186

(2009).
65K. Fumino, A. Wulf, and R. Ludwig, Angew. Chem., Int. Ed. 47, 3830–3834

(2008).
66A. Wulf, K. Fumino, R. Ludwig, and P. F. Taday, ChemPhysChem 11,

349–353 (2010).
67K. Fumino, V. Fossog, P. Stange, K. Wittler, W. Polet, R. Hempelmann,

and R. Ludwig, ChemPhysChem 15, 2604–2609 (2014).
68E. A. Turner, C. C. Pye, and R. D. Singer, J. Phys. Chem. A 107, 2277–2288

(2003).

69S. Zahn, G. Bruns, J. Thar, and B. Kirchner, Phys. Chem. Chem. Phys. 10,
6921–6924 (2008).

70E. I. Izgorodina, J. Rigby, and D. R. MacFarlane, Chem. Commun. 48,
1493–1495 (2011).

71P. Halet, Z. L. Seeger, S. Barrera Acevedo, and E. I. Izgorodina, J. Phys.
Chem. B 121, 577–588 (2017).

72K. Muller-Dethlefs and P. Hobza, Chem. Rev. 100, 143–168 (2000).
73J. Rezac and P. Hobza, Chem. Rev. 116, 5038–5071 (2016).
74J. Rigby and E. I. Izgorodina, Phys. Chem. Chem. Phys. 15, 1632–1646

(2012).
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Chapter 7

Conclusions

The aim within this thesis was to facilitate the prediction of properties of ionic liquids from

large scale wavefunction-based methods. This has been achieved by:

I. Examining the energetics of larger clusters of ionic liquids that can be linked to structural

motifs

II. Exploring quantum chemical methods that have the potential to be used as cheaper

alternatives with high accuracy

III. Identifying key low energy geometries in larger clusters that contribute to physicochemi-

cal properties of ionic liquids

IV. Investigating the linkbetween fundamental forces anddesiredproperties in larger clusters

of ionic liquids

Chapter 2 introduced the fragmentmolecular orbital approach (FMO) and investigated the two-

and three- body effects to further decrease the resources required for large scale calculations

beyond that of using the fragmentation scheme. FMO was applied to systems of imidazolium,

pyrrolidinium, quaternary ammonium, and pyridinium cations that were combined with

chloride and tetrafluoroborate anions. The calculations were performed with second-order

Møller-Plesset perturbation theory (MP2). All two-body HF contributions were seen to be

important for all cluster sizes. Two-body correlation contributions were found to converge
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to within 1 kJ mol−1 at 𝑙𝑜𝑔(𝑁)−0.5 where𝑁 is the number of ion pairs and this on average

accounted for 71% of the two-body correlation calculations. Two-body correlation contribu-

tions surprisingly extended into the third solvation shell. Three-body effects did not extend

past the first solvation shell and larger cutoffs were thus recommended. Between 70 and 89%

of three-body calculations can be omitted resulting in a drastically reduced consumption of

resources.

Chapter 3 determined the quality of density functional theory (DFT) functional and MP2

variant optimisations in two and four ion pair structures. The benchmark geometries were

optimised with FMO3-SRS-MP2/cc-pVTZ. Seven DFT functionals with added dispersion cor-

rections and FMO2/3-SRS-MP2 were combined with four Dunnings basis sets to make 43

levels of optimisation. Single point energy calculations were performed on all geometries with

FMO3-SRS-MP2/cc-pVTZ. Good agreement with the benchmark geometry in the two ion pair

geometries did not always translate to accurate geometries of four ion pairs despite the interi-

onic distances of the four ion pair benchmark geometries being identical to that of the two ion

pairs. The functionals that performed the best for both two and four ion pairs are PBE-D3/cc-

pVTZ, 𝜔B97X-D/aug-cc-pVDZ and BLYP-D3/cc-pVTZ where PBE-D3/cc-pVTZ obtained an

average relative total energy and standard deviation of 2.3 and 3.4 kJ mol−1, respectively, for

the 4 ion pair clusters.

Chapter 4 studied the accuracy of domain-based local pair natural orbital theory applied to

coupled cluster with single-, double-, and perturbative triple-excitations (DLPNO-CCSD(T))

with respect to canonical CCSD(T). The use of DLPNO theory would dramatically reduce the

cost of high accuracy calculations of ionic liquids. The theory was applied to protic and aprotic

single ion pairs of the datasets IL174 and HBIL. Both TightPNO settings with non-iterative

triples (T0) and with iterative triples (T1) produced errors all within chemical accuracy. The

three parameters controlling the size of the external space, 𝑇𝐶𝑢𝑡𝑃𝑁𝑂, 𝑇𝐶𝑢𝑡𝑃𝑎𝑖𝑟𝑠 and 𝑇𝐶𝑢𝑡𝑀𝐾𝑁,

were varied to obtain spectroscopic accuracy for the ionic liquids. Two sets of cutoffs are

recommended for spectroscopic accuracy. IL1PNO, where 𝑇𝐶𝑢𝑡𝑃𝑁𝑂 is 5×10−8 and 𝑇𝐶𝑢𝑡𝑃𝑎𝑖𝑟𝑠 is

4×10−6, obtained mean absolute errors within spectroscopic accuracy for the ionic liquids

containing halides and the majority of protic ionic liquids. IL2PNO, where 𝑇𝐶𝑢𝑡𝑃𝑁𝑂 is 1×10−9

and 𝑇𝐶𝑢𝑡𝑃𝑎𝑖𝑟𝑠 is 1×10−7, achieved spectroscopic accuracy for all errors.
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Chapter 5 presented a methodology for sampling vast areas of a potential energy surface

and converting sampled configurations into a set of unique low energy geometries. As the

geometries are energetically favourable, they are therefore present in a bulk solution and

influence the physical properties of the material. Ion pairs were replicated and subjected to 90

degree rotations of the cations and inversions in all combinations to create a geometrically

diverse set of four ion pairs. Molecular dynamics was performed for each starting structure

such that the local region of the potential energy surface was adequately sampled and all low

energy geometries were extracted from the trajectories. All configurations of [C2mpyr][BF4]

and [C4mim]Cl adopted alternating charge structures. Principal component analysis of the

structures revealed that while relative low energies were only possible for a small set of very

specific cation orientations in the case of [C4mim]Cl, the [C2mpyr][BF4] cations could reorient

with little affect on the energy. Agglomerative clustering was used to group clusters by their

geometry. 15 unique geometries of [C2mpyr][BF4] and 2 unique geometries of [C4mim]Cl were

located. For both ionic liquids geometries of lower energy than that of simulated annealing

were obtained.

Chapter 6 correlated thermodynamic and transport properties with interaction energies in two

ion pair clusters. Imidazolium and pyrrolidinium cations with alkyl chain lengths of methyl

to butyl were coupled with anions chloride, tetrafluoroborate and dicyanamide. Each ionic

liquid was subjected to extensive geometry screening such that the low configuration energies

found in the bulk liquid could be located. It was found that both the anion and cation were

responsible for determining the most stable structure. The dispersion component of these

two ion pairs increased by a factor of three from previously studied one ion pair systems.

The melting point temperatures were correlated with the ratio of the total interaction energy

to the dispersion interaction energy where all energies were determined from a Boltzmann

distribution of the low energy geometries. For one ion pair clusters, separate trends were

formed for each cation family and anion. Conversely, a general trend was formed for the two

ion pair systemswhere themean absolute error was 54 Kwhich rivals the accuracy ofmolecular

dynamics simulations. Two trends were observed in the correlation of viscosity with dispersion

interaction energy.
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7.1 Future Work

Employing the developed cutoffs for the fragment molecular orbital approach and employing

a DFT functional such as PBE-D3/cc-pVTZ, which provides accurate geometries of larger

clusters, enables further investigations of the physicochemical properties of ILs. One interest-

ing application would be to expand on the work of chapter 6 and observe the correlation of

interaction energies of four ion pair clusters with melting point and viscosity. As the dispersion

energy increased 3-fold from one ion pair systems to two, and the trends of independent

cation families were seen to converge, the question is will the predictive power of the trends

strengthen in four ion pairs? Furthermore, it can be established whether the dispersion per

ion pair continues to increase as a function of the interaction energy.

Principal component analysis on the unique four ion pair geometries of [C2mpyr][BF4] and

[C4mim]Cl obtained from the developed methodology of chapter 5 can be used to construct

collective variables for use in metadynamics. Bias potentials would be added to the atomic

coordinatesof a structure such that itwouldbeguided through the lowenergy regions collecting

the unique geometries in its trajectory. The development of transferable collective variables

for ionic liquid systems would significantly circumvent the issue of geometry screening in

larger clusters. Furthermore, geometries produced in the methodology of chapter 5 are only

as good as the force field used to determine them and errors of up to 21.7 kJ mol−1 were seen.

Polarised force fields are beginning to appear in the literature that account for induction effects.

If polarised force fields can determine relative energies with higher accuracy, more realistic

geometries would be obtained.
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1 Information

All energies are given in kJ/mol. Basis sets ccd, cct, accd and acct represent cc-pVDZ, cc-pVTZ,

aug-cc-pVDZ and aug-cc-pVTZ, respectively. Diff columns refer to difference in energies of the

geometry optimised with the Theory and the geometry optimised with FMO3-SRS-MP2/cc-pVTZ.

The column names are as follows:

System Ionic liquid system

Theory Ab initio method + basis set

HF Total FMO3-HF/cc-pVTZ energy

Cor Total FMO3-SRS-MP2/cc-pVTZ correlation energy

Int HF FMO3-HF/cc-pVTZ interaction energy

Int Cor FMO3-SRS-MP2/cc-pVTZ interaction correlation energy

HF Diff Difference in total FMO3-HF/cc-pVTZ energies

Cor Diff Difference in total FMO3-SRS-MP2/cc-pVTZ correlation energies

Int HF Diff Difference in FMO3-HF/cc-pVTZ interaction energies

Int Cor Diff Difference in FMO3-SRS-MP2/cc-pVTZ interaction correlation energy

This is an abbreviated version of the supplementary information where the Cartesian coordinates of

320 DFT and MP2 optimised geometries have been removed. These are available on request and

are included in the supplementary information of the publication.
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2 Energies of 2IPs with b3lyp

System Theory HF Cor Int HF Int Cor HF Diff Cor Diff Int HF Diff Int Cor Diff

c1mim-bf4-conf1 b3lyp-accd -3814469.8 -15105.3 -809.9 -78.9 -4.9 10.0 -10.2 13.9
c1mim-bf4-conf1 b3lyp-acct -3814493.7 -15078.9 -812.2 -75.6 -28.8 36.4 -12.5 17.2
c1mim-bf4-conf1 b3lyp-ccd -3814456.0 -15120.7 -806.1 -92.9 8.9 -5.4 -6.4 -0.1
c1mim-bf4-conf1 b3lyp-cct -3814493.2 -15080.9 -813.2 -78.4 -28.2 34.4 -13.5 14.5
c1mim-bf4-conf2 b3lyp-accd -3814469.3 -15105.4 -805.4 -79.1 -6.8 11.8 -9.6 15.1

c1mim-bf4-conf2 b3lyp-acct -3814491.3 -15080.3 -809.6 -77.0 -28.9 37.0 -13.7 17.2
c1mim-bf4-conf2 b3lyp-ccd -3814455.1 -15120.4 -800.5 -92.8 7.4 -3.2 -4.6 1.3
c1mim-bf4-conf2 b3lyp-cct -3814494.6 -15079.6 -808.8 -77.9 -32.2 37.6 -12.9 16.2
c1mim-cl-conf1 b3lyp-accd -4007054.8 -9309.6 -875.0 -83.3 -29.0 42.4 -26.3 37.2
c1mim-cl-conf1 b3lyp-acct -4007070.0 -9291.0 -873.5 -80.8 -44.1 61.0 -24.8 39.8

c1mim-cl-conf1 b3lyp-ccd -4007041.6 -9325.2 -874.6 -93.2 -15.7 26.8 -25.9 27.3
c1mim-cl-conf1 b3lyp-cct -4007068.3 -9295.2 -875.1 -83.7 -42.4 56.7 -26.4 36.8
c1mim-cl-conf2 b3lyp-accd -4007061.0 -9303.3 -880.5 -79.1 -14.6 23.2 -15.3 23.1
c1mim-cl-conf2 b3lyp-acct -4007075.4 -9287.3 -880.0 -78.2 -28.9 39.2 -14.8 24.0
c1mim-cl-conf2 b3lyp-ccd -4007049.8 -9312.5 -879.3 -83.6 -3.3 14.0 -14.1 18.6

c1mim-cl-conf2 b3lyp-cct -4007074.1 -9289.6 -879.9 -80.1 -27.6 37.0 -14.7 22.1

3 Energies of 2IPs with b3lyp-d3

System Theory HF Cor Int HF Int Cor HF Diff Cor Diff Int HF Diff Int Cor Diff

c1mim-bf4-conf1 b3lyp-d3-accd -3814462.7 -15116.2 -803.0 -90.7 2.2 -0.9 -3.3 2.1
c1mim-bf4-conf1 b3lyp-d3-acct -3814487.1 -15090.9 -806.9 -88.1 -22.2 24.4 -7.1 4.7
c1mim-bf4-conf1 b3lyp-d3-ccd -3814444.7 -15130.1 -795.0 -103.0 20.2 -14.9 4.7 -10.1
c1mim-bf4-conf1 b3lyp-d3-cct -3814485.9 -15092.0 -807.0 -90.0 -21.0 23.3 -7.2 2.8
c1mim-bf4-conf2 b3lyp-d3-accd -3814458.7 -15120.7 -800.4 -94.8 3.8 -3.5 -4.5 -0.7

c1mim-bf4-conf2 b3lyp-d3-acct -3814484.2 -15093.8 -804.8 -90.8 -21.8 23.4 -8.9 3.3
c1mim-bf4-conf2 b3lyp-d3-ccd -3814438.8 -15133.1 -786.8 -105.4 23.7 -15.9 9.1 -11.2
c1mim-bf4-conf2 b3lyp-d3-cct -3814482.1 -15093.7 -801.1 -91.3 -19.6 23.5 -5.2 2.8
c1mim-cl-conf1 b3lyp-d3-accd -4007028.2 -9347.4 -851.4 -119.4 -2.3 4.5 -2.7 1.2
c1mim-cl-conf1 b3lyp-d3-acct -4007046.3 -9327.5 -854.1 -114.3 -20.4 24.4 -5.4 6.3

c1mim-cl-conf1 b3lyp-d3-ccd -4007017.0 -9356.3 -851.3 -123.4 8.9 -4.4 -2.5 -2.9
c1mim-cl-conf1 b3lyp-d3-cct -4007044.8 -9329.1 -853.9 -115.4 -18.9 22.8 -5.2 5.2
c1mim-cl-conf2 b3lyp-d3-accd -4007053.3 -9317.6 -877.7 -93.6 -6.9 9.0 -12.5 8.5
c1mim-cl-conf2 b3lyp-d3-acct -4007068.5 -9300.8 -878.2 -91.6 -22.1 25.8 -13.0 10.6
c1mim-cl-conf2 b3lyp-d3-ccd -4007042.2 -9325.0 -879.2 -96.1 4.2 1.5 -14.0 6.1

c1mim-cl-conf2 b3lyp-d3-cct -4007066.5 -9302.7 -878.0 -93.2 -20.1 23.8 -12.8 9.0
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4 Energies of 2IPs with blyp

System Theory HF Cor Int HF Int Cor HF Diff Cor Diff Int HF Diff Int Cor Diff

c1mim-bf4-conf1 blyp-accd -3814420.8 -15136.9 -808.4 -73.1 44.1 -21.6 -8.7 19.7
c1mim-bf4-conf1 blyp-acct -3814455.8 -15109.9 -809.6 -70.0 9.1 5.4 -9.9 22.8
c1mim-bf4-conf1 blyp-ccd -3814408.1 -15154.6 -807.2 -90.2 56.8 -39.4 -7.5 2.7
c1mim-bf4-conf1 blyp-cct -3814456.7 -15112.6 -811.7 -73.7 8.2 2.7 -12.0 19.1
c1mim-bf4-conf2 blyp-accd -3814419.0 -15137.4 -803.2 -73.5 43.5 -20.2 -7.4 20.7

c1mim-bf4-conf2 blyp-acct -3814454.3 -15109.9 -804.0 -69.9 8.2 7.4 -8.2 24.2
c1mim-bf4-conf2 blyp-ccd -3814404.1 -15151.8 -801.2 -85.8 58.4 -34.6 -5.3 8.4
c1mim-bf4-conf2 blyp-cct -3814457.7 -15111.5 -806.3 -73.5 4.7 5.7 -10.4 20.6
c1mim-cl-conf1 blyp-accd -4007023.8 -9331.6 -878.6 -79.5 2.1 20.3 -29.9 41.0
c1mim-cl-conf1 blyp-acct -4007047.2 -9311.4 -875.7 -76.7 -21.3 40.5 -27.0 43.9

c1mim-cl-conf1 blyp-ccd -4007006.8 -9348.9 -880.2 -89.8 19.1 3.0 -31.5 30.7
c1mim-cl-conf1 blyp-cct -4007045.5 -9316.6 -878.3 -80.3 -19.6 35.3 -29.6 40.2
c1mim-cl-conf2 blyp-accd -4007029.3 -9324.4 -881.0 -74.4 17.2 2.2 -15.8 27.8
c1mim-cl-conf2 blyp-acct -4007052.2 -9307.0 -880.2 -73.2 -5.8 19.6 -15.0 28.9
c1mim-cl-conf2 blyp-ccd -4007014.4 -9335.5 -880.5 -79.8 32.1 -9.0 -15.3 22.3

c1mim-cl-conf2 blyp-cct -4007050.8 -9309.8 -880.9 -75.4 -4.4 16.8 -15.7 26.8

5 Energies of 2IPs with blyp-d3

System Theory HF Cor Int HF Int Cor HF Diff Cor Diff Int HF Diff Int Cor Diff

c1mim-bf4-conf1 blyp-d3-ccd -3814397.0 -15165.4 -794.7 -102.3 67.9 -50.1 5.1 -9.5
c1mim-bf4-conf1 blyp-d3-cct -3814451.4 -15125.5 -806.5 -87.8 13.5 -10.2 -6.8 5.1
c1mim-bf4-conf2 blyp-d3-ccd -3814391.5 -15168.3 -786.2 -104.6 71.0 -51.0 9.7 -10.4
c1mim-bf4-conf2 blyp-d3-cct -3814453.1 -15124.4 -803.4 -87.4 9.3 -7.2 -7.5 6.8
c1mim-cl-conf1 blyp-d3-ccd -4006980.6 -9383.6 -855.0 -124.2 45.3 -31.7 -6.3 -3.6

c1mim-cl-conf1 blyp-d3-cct -4007021.3 -9353.1 -857.4 -114.9 4.6 -1.2 -8.7 5.6
c1mim-cl-conf2 blyp-d3-ccd -4007006.6 -9349.2 -881.9 -93.1 39.9 -22.6 -16.7 9.1
c1mim-cl-conf2 blyp-d3-cct -4007043.8 -9323.9 -880.1 -89.5 2.7 2.7 -14.9 12.7

6 Energies of 2IPs with bp86-d3

System Theory HF Cor Int HF Int Cor HF Diff Cor Diff Int HF Diff Int Cor Diff

c1mim-bf4-conf1 bp86-d3-accd -3814421.3 -15147.3 -800.0 -92.1 43.6 -32.1 -0.3 0.7
c1mim-bf4-conf1 bp86-d3-acct -3814455.4 -15122.5 -803.9 -89.7 9.5 -7.2 -4.1 3.1
c1mim-bf4-conf1 bp86-d3-ccd -3814400.1 -15162.3 -790.8 -105.4 64.8 -47.1 8.9 -12.6
c1mim-bf4-conf1 bp86-d3-cct -3814454.1 -15123.9 -803.9 -91.9 10.8 -8.6 -4.1 1.0
c1mim-bf4-conf2 bp86-d3-accd -3814420.5 -15147.7 -796.2 -92.2 42.0 -30.5 -0.3 2.0

c1mim-bf4-conf2 bp86-d3-acct -3814455.4 -15121.5 -799.6 -88.8 7.1 -4.3 -3.7 5.3
c1mim-bf4-conf2 bp86-d3-ccd -3814393.4 -15165.0 -781.8 -107.2 69.1 -47.8 14.1 -13.1
c1mim-bf4-conf2 bp86-d3-cct -3814449.7 -15125.8 -797.6 -93.1 12.8 -8.6 -1.7 1.0
c1mim-cl-conf1 bp86-d3-accd -4006987.6 -9381.3 -846.6 -130.7 38.3 -29.4 2.1 -10.1
c1mim-cl-conf1 bp86-d3-acct -4007012.9 -9361.4 -850.0 -125.1 13.0 -9.5 -1.3 -4.6

c1mim-cl-conf1 bp86-d3-ccd -4006972.6 -9389.8 -847.8 -133.4 53.2 -37.9 0.9 -12.9
c1mim-cl-conf1 bp86-d3-cct -4007011.2 -9362.6 -849.9 -125.8 14.7 -10.7 -1.2 -5.3
c1mim-cl-conf2 bp86-d3-accd -4007017.3 -9345.7 -875.7 -98.9 29.1 -19.2 -10.5 3.2
c1mim-cl-conf2 bp86-d3-acct -4007039.1 -9328.8 -876.3 -96.4 7.4 -2.3 -11.1 5.8
c1mim-cl-conf2 bp86-d3-ccd -4007002.0 -9353.2 -877.1 -100.4 44.5 -26.7 -11.9 1.8

c1mim-cl-conf2 bp86-d3-cct -4007036.7 -9330.5 -876.3 -97.4 9.8 -4.0 -11.1 4.7
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7 Energies of 2IPs with df-mp2

System Theory HF Cor Int HF Int Cor HF Diff Cor Diff Int HF Diff Int Cor Diff

c1mim-bf4-conf1 df-mp2-ccd -3814430.5 -15144.4 -793.5 -101.8 34.5 -29.1 6.2 -9.0
c1mim-bf4-conf1 df-mp2-cct -3814477.7 -15100.8 -800.9 -95.5 -12.8 14.5 -1.2 -2.6
c1mim-bf4-conf2 df-mp2-ccd -3814423.9 -15148.6 -785.8 -105.2 38.5 -31.4 10.1 -11.1
c1mim-bf4-conf2 df-mp2-cct -3814472.6 -15104.2 -794.6 -98.1 -10.1 13.0 1.3 -4.0
c1mim-cl-conf1 df-mp2-ccd -4007000.6 -9373.0 -845.9 -128.0 25.3 -21.0 2.8 -7.5

c1mim-cl-conf1 df-mp2-cct -4007022.6 -9352.2 -837.5 -132.0 3.3 -0.3 11.2 -11.4
c1mim-cl-conf2 df-mp2-ccd -4007031.5 -9338.1 -874.1 -100.7 15.0 -11.5 -8.9 1.5
c1mim-cl-conf2 df-mp2-cct -4007050.0 -9321.0 -864.7 -107.7 -3.6 5.6 0.5 -5.5

8 Energies of 2IPs with m062x

System Theory HF Cor Int HF Int Cor HF Diff Cor Diff Int HF Diff Int Cor Diff

c1mim-bf4-conf1 m062x-accd -3814457.0 -15116.5 -786.7 -105.0 7.9 -1.2 13.1 -12.1
c1mim-bf4-conf1 m062x-acct -3814480.6 -15090.7 -793.4 -100.5 -15.7 24.5 6.3 -7.7
c1mim-bf4-conf1 m062x-ccd -3814438.0 -15127.9 -775.9 -114.2 26.9 -12.6 23.8 -21.3
c1mim-bf4-conf1 m062x-cct -3814478.7 -15091.7 -792.7 -102.0 -13.7 23.6 7.0 -9.2
c1mim-bf4-conf2 m062x-accd -3814448.9 -15123.7 -780.0 -111.7 13.5 -6.5 15.9 -17.6

c1mim-bf4-conf2 m062x-acct -3814474.1 -15097.0 -788.4 -106.2 -11.6 20.2 7.5 -12.1
c1mim-bf4-conf2 m062x-ccd -3814428.5 -15134.3 -765.5 -119.6 34.0 -17.1 30.4 -25.5
c1mim-bf4-conf2 m062x-cct -3814472.1 -15097.9 -787.4 -107.8 -9.6 19.3 8.5 -13.6
c1mim-cl-conf1 m062x-accd -4007024.7 -9348.4 -837.7 -129.4 1.2 3.5 11.0 -8.9
c1mim-cl-conf1 m062x-acct -4007038.0 -9333.2 -839.3 -126.6 -12.2 18.7 9.5 -6.0

c1mim-cl-conf1 m062x-ccd -4007020.2 -9352.9 -840.8 -130.2 5.7 -1.0 8.0 -9.6
c1mim-cl-conf1 m062x-cct -4007038.9 -9332.8 -840.7 -125.8 -13.0 19.1 8.0 -5.3
c1mim-cl-conf2 m062x-accd -4007055.4 -9314.9 -874.0 -100.6 -8.9 11.6 -8.8 1.5
c1mim-cl-conf2 m062x-acct -4007066.9 -9300.8 -875.2 -98.8 -20.4 25.7 -10.0 3.4
c1mim-cl-conf2 m062x-ccd -4007048.0 -9319.9 -876.8 -102.0 -1.5 6.6 -11.6 0.1

c1mim-cl-conf2 m062x-cct -4007065.2 -9302.2 -875.3 -99.9 -18.7 24.3 -10.1 2.3

9 Energies of 2IPs with pbe

System Theory HF Cor Int HF Int Cor HF Diff Cor Diff Int HF Diff Int Cor Diff

c1mim-bf4-conf1 pbe-accd -3814433.5 -15133.0 -808.0 -80.7 31.4 -17.7 -8.2 12.1
c1mim-bf4-conf1 pbe-acct -3814465.5 -15108.1 -810.7 -77.9 -0.6 7.2 -11.0 14.9
c1mim-bf4-conf1 pbe-ccd -3814416.3 -15149.6 -802.3 -96.6 48.6 -34.3 -2.6 -3.7
c1mim-bf4-conf1 pbe-cct -3814464.7 -15110.5 -811.4 -81.3 0.2 4.8 -11.7 11.5
c1mim-bf4-conf2 pbe-accd -3814431.7 -15134.1 -802.2 -81.8 30.8 -16.9 -6.3 12.3

c1mim-bf4-conf2 pbe-acct -3814461.1 -15109.0 -805.5 -78.2 1.4 8.2 -9.6 15.9
c1mim-bf4-conf2 pbe-ccd -3814410.7 -15149.4 -794.5 -95.5 51.8 -32.2 1.4 -1.4
c1mim-bf4-conf2 pbe-cct -3814465.6 -15110.0 -806.0 -81.6 -3.1 7.2 -10.1 12.6
c1mim-cl-conf1 pbe-accd -4007022.4 -9341.1 -874.7 -94.8 3.4 10.8 -26.0 25.7
c1mim-cl-conf1 pbe-acct -4007043.4 -9322.4 -874.8 -90.7 -17.5 29.5 -26.0 29.8

c1mim-cl-conf1 pbe-ccd -4007004.5 -9356.2 -872.4 -104.5 21.4 -4.3 -23.7 16.0
c1mim-cl-conf1 pbe-cct -4007040.1 -9326.9 -874.3 -94.2 -14.3 25.0 -25.6 26.3
c1mim-cl-conf2 pbe-accd -4007032.0 -9328.3 -880.2 -85.4 14.5 -1.7 -15.0 16.8
c1mim-cl-conf2 pbe-acct -4007050.2 -9313.9 -879.7 -84.4 -3.8 12.7 -14.5 17.7
c1mim-cl-conf2 pbe-ccd -4007016.5 -9337.9 -878.3 -90.0 29.9 -11.3 -13.1 12.1

c1mim-cl-conf2 pbe-cct -4007048.2 -9316.1 -879.5 -86.3 -1.7 10.4 -14.3 15.9

4

278



10 Energies of 2IPs with pbe-d3

System Theory HF Cor Int HF Int Cor HF Diff Cor Diff Int HF Diff Int Cor Diff

c1mim-bf4-conf1 pbe-d3-accd -3814429.5 -15140.0 -803.8 -88.4 35.4 -24.7 -4.1 4.4
c1mim-bf4-conf1 pbe-d3-acct -3814461.6 -15115.6 -807.5 -85.8 3.3 -0.3 -7.7 7.0
c1mim-bf4-conf1 pbe-d3-ccd -3814409.2 -15155.5 -795.3 -102.9 55.7 -40.2 4.4 -10.0
c1mim-bf4-conf1 pbe-d3-cct -3814460.2 -15117.5 -807.5 -88.6 4.7 -2.2 -7.7 4.3
c1mim-bf4-conf2 pbe-d3-accd -3814428.9 -15140.6 -799.7 -89.0 33.6 -23.4 -3.8 5.1

c1mim-bf4-conf2 pbe-d3-acct -3814461.6 -15115.1 -802.9 -85.6 0.9 2.1 -7.0 8.5
c1mim-bf4-conf2 pbe-d3-ccd -3814402.7 -15158.5 -786.0 -105.2 59.8 -41.3 9.9 -11.0
c1mim-bf4-conf2 pbe-d3-cct -3814455.9 -15119.5 -801.0 -90.1 6.6 -2.2 -5.1 4.0
c1mim-cl-conf1 pbe-d3-accd -4007004.0 -9366.1 -857.5 -119.3 21.9 -14.2 -8.8 1.3
c1mim-cl-conf1 pbe-d3-acct -4007026.0 -9347.5 -860.3 -114.1 -0.1 4.4 -11.6 6.4

c1mim-cl-conf1 pbe-d3-ccd -4006987.9 -9376.3 -857.1 -124.1 38.0 -24.4 -8.4 -3.6
c1mim-cl-conf1 pbe-d3-cct -4007023.7 -9349.3 -860.0 -115.2 2.1 2.6 -11.3 5.3
c1mim-cl-conf2 pbe-d3-accd -4007027.1 -9337.2 -878.6 -94.5 19.3 -10.6 -13.4 7.7
c1mim-cl-conf2 pbe-d3-acct -4007045.9 -9322.0 -878.6 -92.5 0.6 4.6 -13.4 9.7
c1mim-cl-conf2 pbe-d3-ccd -4007011.2 -9345.9 -879.2 -97.4 35.3 -19.3 -14.0 4.7

c1mim-cl-conf2 pbe-d3-cct -4007043.2 -9324.0 -878.5 -93.9 3.3 2.6 -13.3 8.3

11 Energies of 2IPs with srs-fmo2

System Theory HF Cor Int HF Int Cor HF Diff Cor Diff Int HF Diff Int Cor Diff

c1mim-bf4-conf1 srs-fmo2-ccd -3814387.7 -15173.6 -788.7 -103.5 77.2 -58.3 11.0 -10.7
c1mim-bf4-conf1 srs-fmo2-cct -3814467.0 -15114.6 -802.1 -92.3 -2.1 0.7 -2.4 0.6
c1mim-bf4-conf2 srs-fmo2-ccd -3814380.7 -15178.6 -780.6 -107.5 81.8 -61.3 15.3 -13.3
c1mim-bf4-conf2 srs-fmo2-cct -3814461.4 -15117.5 -795.8 -93.9 1.1 -0.2 0.1 0.2
c1mim-cl-conf1 srs-fmo2-ccd -4006958.7 -9400.4 -837.2 -133.5 67.2 -48.5 11.5 -13.0

c1mim-cl-conf1 srs-fmo2-cct -4007001.6 -9368.0 -828.4 -135.1 24.3 -16.1 20.3 -14.6
c1mim-cl-conf2 srs-fmo2-ccd -4006996.6 -9362.0 -869.8 -104.3 49.9 -35.5 -4.6 -2.2
c1mim-cl-conf2 srs-fmo2-cct -4007044.0 -9328.6 -863.2 -104.7 2.5 -2.1 2.0 -2.5

12 Energies of 2IPs with srs-fmo3

System Theory HF Cor Int HF Int Cor HF Diff Cor Diff Int HF Diff Int Cor Diff

c1mim-bf4-conf1 srs-fmo3-ccd -3814390.1 -15172.2 -790.6 -101.7 74.8 -56.9 9.1 -8.8
c1mim-bf4-conf1 srs-fmo3-cct -3814464.9 -15115.3 -799.7 -92.9 0.0 0.0 0.0 0.0
c1mim-bf4-conf2 srs-fmo3-ccd -3814383.7 -15176.5 -783.4 -105.1 78.8 -59.3 12.5 -10.9
c1mim-bf4-conf2 srs-fmo3-cct -3814462.5 -15117.2 -795.9 -94.1 0.0 0.0 0.0 0.0
c1mim-cl-conf1 srs-fmo3-ccd -4006975.5 -9389.1 -851.5 -123.5 50.4 -37.2 -2.8 -3.0

c1mim-cl-conf1 srs-fmo3-cct -4007025.9 -9351.9 -848.7 -120.5 0.0 0.0 0.0 0.0
c1mim-cl-conf2 srs-fmo3-ccd -4007004.8 -9355.9 -873.9 -98.5 41.6 -29.4 -8.7 3.6
c1mim-cl-conf2 srs-fmo3-cct -4007046.5 -9326.6 -865.2 -102.2 0.0 0.0 0.0 0.0
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13 Energies of 2IPs with tpss-d3

System Theory HF Cor Int HF Int Cor HF Diff Cor Diff Int HF Diff Int Cor Diff

c1mim-bf4-conf1 tpss-d3-accd -3814442.2 -15132.1 -803.4 -87.7 22.7 -16.8 -3.7 5.2
c1mim-bf4-conf1 tpss-d3-acct -3814471.7 -15107.5 -807.1 -85.0 -6.8 7.8 -7.4 7.9
c1mim-bf4-conf1 tpss-d3-ccd -3814424.1 -15147.4 -795.3 -101.5 40.9 -32.1 4.4 -8.7
c1mim-bf4-conf1 tpss-d3-cct -3814470.5 -15109.3 -807.1 -87.6 -5.6 6.0 -7.4 5.3
c1mim-bf4-conf2 tpss-d3-accd -3814441.7 -15133.1 -799.7 -88.7 20.8 -15.9 -3.8 5.4

c1mim-bf4-conf2 tpss-d3-acct -3814471.5 -15107.4 -803.0 -85.2 -9.0 9.8 -7.1 9.0
c1mim-bf4-conf2 tpss-d3-ccd -3814417.9 -15150.4 -786.8 -103.9 44.6 -33.2 9.1 -9.8
c1mim-bf4-conf2 tpss-d3-cct -3814466.3 -15111.5 -801.4 -89.2 -3.8 5.7 -5.5 4.9
c1mim-cl-conf1 tpss-d3-accd -4007014.0 -9360.7 -854.4 -119.5 11.9 -8.8 -5.6 1.1
c1mim-cl-conf1 tpss-d3-acct -4007034.4 -9341.1 -858.8 -113.0 -8.5 10.8 -10.1 7.5

c1mim-cl-conf1 tpss-d3-ccd -4007001.8 -9369.2 -854.1 -123.2 24.0 -17.3 -5.4 -2.7
c1mim-cl-conf1 tpss-d3-cct -4007032.8 -9342.5 -858.4 -114.0 -6.9 9.4 -9.6 6.6
c1mim-cl-conf2 tpss-d3-accd -4007035.9 -9332.3 -877.0 -94.6 10.5 -5.7 -11.8 7.5
c1mim-cl-conf2 tpss-d3-acct -4007051.9 -9317.1 -877.0 -92.3 -5.5 9.4 -11.8 9.9
c1mim-cl-conf2 tpss-d3-ccd -4007023.5 -9339.4 -877.8 -96.5 23.0 -12.9 -12.6 5.6

c1mim-cl-conf2 tpss-d3-cct -4007050.2 -9318.7 -876.9 -93.5 -3.8 7.9 -11.7 8.7

14 Energies of 2IPs with wb97xd

System Theory HF Cor Int HF Int Cor HF Diff Cor Diff Int HF Diff Int Cor Diff

c1mim-bf4-conf1 wb97xd-accd -3814469.8 -15107.2 -803.0 -92.4 -4.9 8.0 -3.3 0.5
c1mim-bf4-conf1 wb97xd-acct -3814493.2 -15080.6 -807.2 -89.1 -28.3 34.7 -7.5 3.7
c1mim-bf4-conf1 wb97xd-ccd -3814454.5 -15119.2 -796.4 -102.4 10.4 -3.9 3.3 -9.5
c1mim-bf4-conf1 wb97xd-cct -3814492.3 -15081.3 -807.5 -90.4 -27.4 34.0 -7.8 2.5
c1mim-bf4-conf2 wb97xd-accd -3814466.1 -15111.0 -799.9 -95.8 -3.6 6.2 -4.1 -1.6

c1mim-bf4-conf2 wb97xd-acct -3814490.3 -15083.5 -804.8 -91.9 -27.8 33.7 -8.9 2.3
c1mim-bf4-conf2 wb97xd-ccd -3814449.6 -15123.4 -792.8 -106.4 12.9 -6.2 3.1 -12.3
c1mim-bf4-conf2 wb97xd-cct -3814488.8 -15084.7 -804.4 -93.6 -26.3 32.5 -8.5 0.5
c1mim-cl-conf1 wb97xd-accd -4007034.2 -9338.1 -848.3 -120.1 -8.3 13.8 0.4 0.5
c1mim-cl-conf1 wb97xd-acct -4007049.4 -9319.7 -850.6 -116.0 -23.5 32.3 -1.9 4.6

c1mim-cl-conf1 wb97xd-ccd -4007026.5 -9345.3 -849.7 -123.1 -0.7 6.6 -0.9 -2.5
c1mim-cl-conf1 wb97xd-cct -4007048.4 -9321.0 -850.7 -116.9 -22.5 30.9 -2.0 3.6
c1mim-cl-conf2 wb97xd-accd -4007061.3 -9307.8 -877.6 -94.0 -14.8 18.7 -12.4 8.2
c1mim-cl-conf2 wb97xd-acct -4007074.7 -9291.0 -878.8 -91.3 -28.2 35.6 -13.6 10.9
c1mim-cl-conf2 wb97xd-ccd -4007054.0 -9313.8 -879.4 -96.2 -7.6 12.7 -14.2 6.0

c1mim-cl-conf2 wb97xd-cct -4007073.2 -9292.8 -878.8 -92.9 -26.7 33.8 -13.6 9.2

15 Energies of 4IPs with b3lyp

System Theory HF Cor Int HF Int Cor HF Diff Cor Diff Int HF Diff Int Cor Diff

c1mim-bf4 b3lyp-cct -7629042.1 -30174.2 -1673.3 -168.1 -75.0 76.9 -39.4 38.3
c1mim-cl b3lyp-cct -8014218.8 -18598.9 -1829.2 -177.3 -103.7 120.7 -70.0 88.9
c1mpyr-bf4 b3lyp-cct -7485357.1 -30959.6 -1665.1 -197.9 -83.0 91.0 -62.9 75.1
c1mpyr-cl b3lyp-cct -7870525.5 -19392.8 -1802.3 -220.0 -66.7 71.0 -48.5 58.3
nme4-bf4 b3lyp-cct -6677444.4 -26785.2 -1709.2 -192.0 -27.8 37.2 -13.0 24.5

nme4-cl b3lyp-cct -7062615.1 -15210.6 -1841.3 -208.4 -59.9 35.9 -46.5 29.2
pyr-bf4 b3lyp-cct -7858787.4 -31600.0 -1652.3 -210.8 -96.6 119.7 -50.3 80.9
pyr-cl b3lyp-cct -8243891.8 -20017.3 -1739.3 -214.2 -129.0 127.8 -94.3 96.5
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16 Energies of 4IPs with b3lyp-d3

System Theory HF Cor Int HF Int Cor HF Diff Cor Diff Int HF Diff Int Cor Diff

c1mim-bf4 b3lyp-d3-accd -7628963.9 -30251.9 -1640.2 -202.3 3.2 -0.7 -6.3 4.1
c1mim-bf4 b3lyp-d3-cct -7629019.6 -30215.8 -1651.5 -210.0 -52.4 35.4 -17.6 -3.6
c1mim-cl b3lyp-d3-accd -8014130.4 -18702.7 -1778.0 -253.3 -15.3 17.0 -18.7 12.8
c1mim-cl b3lyp-d3-cct -8014218.8 -18598.9 -1829.2 -177.3 -103.7 120.7 -70.0 88.8
c1mpyr-bf4 b3lyp-d3-accd -7485272.6 -31053.0 -1615.7 -261.8 1.5 -2.4 -13.5 11.2

c1mpyr-bf4 b3lyp-d3-cct -7485324.1 -31002.9 -1633.0 -247.4 -50.0 47.7 -30.8 25.6
c1mpyr-cl b3lyp-d3-accd -7870450.7 -19476.5 -1747.7 -288.5 8.0 -12.7 6.1 -10.2
c1mpyr-cl b3lyp-d3-cct -7870525.5 -19392.8 -1802.3 -220.0 -66.8 71.1 -48.5 58.4
nme4-bf4 b3lyp-d3-accd -6677376.6 -26857.1 -1671.9 -236.0 39.9 -34.8 24.3 -19.5
nme4-bf4 b3lyp-d3-cct -6677420.6 -26815.8 -1684.9 -227.1 -4.1 6.6 11.3 -10.6

nme4-cl b3lyp-d3-accd -7062524.4 -15274.5 -1769.5 -260.4 30.8 -28.0 25.3 -22.9
nme4-cl b3lyp-d3-cct -7062584.6 -15269.8 -1810.6 -271.2 -29.4 -23.3 -15.8 -33.7
pyr-bf4 b3lyp-d3-accd -7858694.8 -31714.3 -1600.2 -283.4 -4.0 5.4 1.8 8.3
pyr-bf4 b3lyp-d3-cct -7858749.5 -31654.8 -1614.6 -271.6 -58.7 64.9 -12.6 20.1
pyr-cl b3lyp-d3-accd -8243778.6 -20156.9 -1655.9 -326.4 -15.8 -11.7 -10.9 -15.7

pyr-cl b3lyp-d3-cct -8243778.6 -20156.9 -1655.9 -326.4 -15.8 -11.7 -10.9 -15.7

17 Energies of 4IPs with blyp

System Theory HF Cor Int HF Int Cor HF Diff Cor Diff Int HF Diff Int Cor Diff

c1mim-bf4 blyp-cct -7628970.4 -30228.6 -1669.9 -150.4 -3.3 22.6 -36.0 56.1
c1mim-cl blyp-cct -8014174.2 -18638.5 -1831.6 -168.8 -59.1 81.1 -72.4 97.4
c1mpyr-bf4 blyp-cct -7485289.6 -31003.8 -1662.8 -187.4 -15.5 46.8 -60.6 85.6
c1mpyr-cl blyp-cct -7870494.3 -19404.3 -1809.4 -202.7 -35.6 59.5 -55.6 75.7
nme4-bf4 blyp-cct -6677385.9 -26824.6 -1708.5 -182.4 30.6 -2.3 -12.3 34.0

nme4-cl blyp-cct -7062577.2 -15238.7 -1834.3 -213.2 -22.0 7.8 -39.5 24.4
pyr-bf4 blyp-cct -7858725.1 -31650.7 -1655.8 -193.7 -34.4 68.9 -53.8 98.0
pyr-cl blyp-cct -8243868.7 -20042.0 -1754.5 -197.6 -106.0 103.1 -109.5 113.1

18 Energies of 4IPs with blyp-d3

System Theory HF Cor Int HF Int Cor HF Diff Cor Diff Int HF Diff Int Cor Diff

c1mim-bf4 blyp-d3-cct -7628942.4 -30269.0 -1648.7 -194.2 24.8 -17.8 -14.8 12.2
c1mim-cl blyp-d3-cct -8014118.8 -18710.9 -1786.5 -242.4 -3.7 8.7 -27.2 23.8
c1mpyr-bf4 blyp-d3-cct -7485263.0 -31056.4 -1634.3 -248.1 11.1 -5.8 -32.2 24.8
c1mpyr-cl blyp-d3-cct -7870453.9 -19469.0 -1761.8 -271.8 4.8 -5.2 -8.0 6.5
nme4-bf4 blyp-d3-cct -6677369.4 -26860.6 -1685.5 -224.4 47.2 -38.3 10.7 -7.9

nme4-cl blyp-d3-cct -7062524.7 -15271.3 -1778.9 -249.6 30.5 -24.8 15.9 -12.1
pyr-bf4 blyp-d3-cct -7858692.2 -31713.6 -1614.3 -266.7 -1.4 6.1 -12.3 25.0
pyr-cl blyp-d3-cct -8243768.8 -20136.5 -1654.1 -296.3 -6.0 8.7 -9.0 14.3
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19 Energies of 4IPs with hf

System Theory HF Cor Int HF Int Cor HF Diff Cor Diff Int HF Diff Int Cor Diff

c1mim-bf4 hf-cct -7629093.9 -30051.2 -1682.8 -145.7 -126.7 199.9 -48.9 60.7
c1mim-cl hf-cct -8014256.4 -18503.3 -1833.4 -148.4 -141.3 216.3 -74.1 117.7
c1mpyr-bf4 hf-cct -7485396.4 -30866.6 -1676.1 -171.9 -122.3 184.0 -74.0 101.1
c1mpyr-cl hf-cct -7870551.9 -19322.9 -1811.8 -182.6 -93.2 140.9 -58.0 95.7
nme4-bf4 hf-cct -6677481.5 -26694.8 -1717.1 -164.1 -65.0 127.6 -20.9 52.4

nme4-cl hf-cct -7062639.5 -15147.0 -1850.1 -171.8 -84.3 99.5 -55.3 65.8
pyr-bf4 hf-cct -7858839.7 -31486.4 -1674.8 -177.8 -148.9 233.3 -72.8 113.9
pyr-cl hf-cct -8243940.3 -19928.0 -1765.5 -171.8 -177.6 217.2 -120.5 138.8

20 Energies of 4IPs with m062x

System Theory HF Cor Int HF Int Cor HF Diff Cor Diff Int HF Diff Int Cor Diff

c1mim-bf4 m062x-accd -7628943.7 -30259.5 -1598.7 -237.5 23.4 -8.4 35.3 -31.1
c1mim-bf4 m062x-cct -7628989.9 -30208.0 -1614.2 -229.0 -22.7 43.2 19.7 -22.5
c1mim-cl m062x-accd -8014123.0 -18706.8 -1759.4 -275.8 -7.9 12.8 -0.2 -9.7
c1mim-cl m062x-cct -8014155.8 -18669.7 -1771.6 -262.6 -40.6 49.9 -12.3 3.6
c1mpyr-bf4 m062x-accd -7485235.5 -31074.2 -1573.1 -295.0 38.6 -23.6 29.0 -22.0

c1mpyr-bf4 m062x-cct -7485290.9 -31022.9 -1600.0 -277.6 -16.8 27.7 2.2 -4.7
c1mpyr-cl m062x-accd -7870446.4 -19473.0 -1744.2 -288.3 12.3 -9.2 9.6 -9.9
c1mpyr-cl m062x-cct -7870475.6 -19449.3 -1755.7 -280.2 -16.8 14.5 -1.9 -1.8
nme4-bf4 m062x-accd -6677337.7 -26876.1 -1626.1 -267.8 78.8 -53.7 70.1 -51.4
nme4-bf4 m062x-cct -6677397.0 -26839.3 -1657.4 -262.4 19.5 -17.0 38.8 -45.9

nme4-cl m062x-accd -7062507.1 -15282.3 -1753.2 -271.6 48.1 -35.7 41.6 -34.0
nme4-cl m062x-cct -7062522.2 -15267.0 -1753.1 -268.7 33.0 -20.4 41.7 -31.2
pyr-bf4 m062x-accd -7858638.4 -31751.0 -1533.5 -337.7 52.4 -31.3 68.5 -46.0
pyr-bf4 m062x-cct -7858700.0 -31688.5 -1562.4 -319.1 -9.2 31.2 39.6 -27.4
pyr-cl m062x-accd -8243790.1 -20157.7 -1661.1 -334.9 -27.3 -12.6 -16.1 -24.3

pyr-cl m062x-cct -8243818.7 -20127.3 -1670.3 -330.0 -56.0 17.8 -25.3 -19.3

21 Energies of 4IPs with pbe

System Theory HF Cor Int HF Int Cor HF Diff Cor Diff Int HF Diff Int Cor Diff

c1mim-bf4 pbe-cct -7629036.1 -30162.0 -1663.9 -179.6 -69.0 89.2 -30.0 26.8
c1mim-cl pbe-cct -8014210.6 -18607.1 -1823.4 -196.7 -95.5 112.5 -64.1 69.4
c1mpyr-bf4 pbe-cct -7485359.6 -30957.3 -1663.1 -210.0 -85.5 93.3 -60.9 63.0
c1mpyr-cl pbe-cct -7870510.0 -19410.8 -1793.4 -241.0 -51.3 53.0 -39.6 37.3
nme4-bf4 pbe-cct -6677446.6 -26782.5 -1707.1 -203.2 -30.1 39.8 -10.9 13.3

nme4-cl pbe-cct -7062575.2 -15252.5 -1832.7 -229.0 -20.0 -6.0 -37.9 8.6
pyr-bf4 pbe-cct -7858789.9 -31600.3 -1647.2 -229.0 -99.1 119.4 -45.2 62.7
pyr-cl pbe-cct -8243894.9 -20030.1 -1745.4 -232.4 -132.2 115.0 -100.4 78.3
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22 Energies of 4IPs with pbe-d3

System Theory HF Cor Int HF Int Cor HF Diff Cor Diff Int HF Diff Int Cor Diff

c1mim-bf4 pbe-d3-cct -7628961.0 -30251.6 -1651.6 -194.3 6.2 -0.4 -17.7 12.1
c1mim-cl pbe-d3-cct -8014121.2 -18707.7 -1786.8 -247.5 -6.1 12.0 -27.5 18.7
c1mpyr-bf4 pbe-d3-cct -7485286.3 -31039.6 -1638.5 -240.2 -12.2 11.0 -36.3 32.7
c1mpyr-cl pbe-d3-cct -7870448.2 -19476.1 -1760.2 -278.3 10.5 -12.2 -6.4 0.1
nme4-bf4 pbe-d3-cct -6677382.9 -26851.6 -1689.0 -224.2 33.7 -29.3 7.2 -7.8

nme4-cl pbe-d3-cct -7062521.7 -15276.6 -1779.9 -255.1 33.5 -30.1 14.9 -17.6
pyr-bf4 pbe-d3-cct -7858712.3 -31700.3 -1623.1 -263.7 -21.5 19.4 -21.1 28.1
pyr-cl pbe-d3-cct -8243767.9 -20135.9 -1657.3 -298.1 -5.1 9.2 -12.3 12.6

23 Energies of 4IPs with srs-fmo2

System Theory HF Cor Int HF Int Cor HF Diff Cor Diff Int HF Diff Int Cor Diff

c1mim-bf4 srs-fmo2-ccd -7628800.8 -30377.5 -1599.8 -236.9 166.4 -126.3 34.1 -30.5
c1mim-bf4 srs-fmo2-cct -7628964.4 -30255.0 -1632.7 -209.9 2.8 -3.8 1.2 -3.5
c1mim-cl srs-fmo2-ccd -8014011.5 -18793.7 -1761.4 -274.0 103.6 -74.1 -2.2 -7.8
c1mim-cl srs-fmo2-cct -8014091.9 -18726.3 -1740.6 -272.7 23.2 -6.7 18.7 -6.6
c1mpyr-bf4 srs-fmo2-ccd -7485157.5 -31130.5 -1610.3 -272.2 116.6 -79.8 -8.2 0.8

c1mpyr-bf4 srs-fmo2-cct -7485302.3 -31027.6 -1632.6 -249.5 -28.2 23.0 -30.4 23.4
c1mpyr-cl srs-fmo2-ccd -7870363.0 -19522.4 -1738.5 -289.5 95.8 -58.6 15.2 -11.1
c1mpyr-cl srs-fmo2-cct -7870440.1 -19476.3 -1736.2 -291.3 18.7 -12.4 17.6 -12.9
nme4-bf4 srs-fmo2-ccd -6677284.6 -26916.0 -1675.7 -239.3 132.0 -93.7 20.5 -22.8
nme4-bf4 srs-fmo2-cct -6677407.4 -26828.7 -1687.3 -223.7 9.1 -6.3 8.9 -7.2

nme4-cl srs-fmo2-ccd -7062473.3 -15296.8 -1780.6 -249.6 81.9 -50.3 14.2 -12.1
nme4-cl srs-fmo2-cct -7062534.6 -15264.2 -1775.0 -254.9 20.6 -17.7 19.8 -17.3
pyr-bf4 srs-fmo2-ccd -7858506.0 -31854.2 -1542.8 -331.7 184.8 -134.5 59.2 -39.9
pyr-bf4 srs-fmo2-cct -7858686.8 -31718.8 -1586.7 -293.5 4.0 0.9 15.3 -1.8
pyr-cl srs-fmo2-ccd -8243601.2 -20262.1 -1591.7 -357.2 161.6 -117.0 53.3 -46.6

pyr-cl srs-fmo2-cct -8243709.9 -20186.8 -1598.2 -350.9 52.9 -41.7 46.8 -40.3

24 Energies of 4IPs with srs-fmo3

System Theory HF Cor Int HF Int Cor HF Diff Cor Diff Int HF Diff Int Cor Diff

c1mim-bf4 srs-fmo3-ccd -7628812.4 -30369.4 -1611.2 -227.7 154.7 -118.2 22.7 -21.3
c1mim-bf4 srs-fmo3-cct -7628967.2 -30251.2 -1633.9 -206.4 0.0 0.0 0.0 0.0
c1mim-cl srs-fmo3-ccd -8014029.3 -18782.3 -1773.1 -262.4 85.8 -62.7 -13.9 3.7
c1mim-cl srs-fmo3-cct -8014115.1 -18719.6 -1759.3 -266.1 0.0 0.0 0.0 0.0
c1mpyr-bf4 srs-fmo3-ccd -7485183.3 -31109.5 -1631.3 -250.8 90.8 -58.9 -29.1 22.2

c1mpyr-bf4 srs-fmo3-cct -7485274.1 -31050.6 -1602.2 -273.0 0.0 0.0 0.0 0.0
c1mpyr-cl srs-fmo3-ccd -7870405.5 -19496.0 -1777.1 -264.2 53.2 -32.1 -23.3 14.2
c1mpyr-cl srs-fmo3-cct -7870458.8 -19463.8 -1753.8 -278.4 0.0 0.0 0.0 0.0
nme4-bf4 srs-fmo3-ccd -6677299.5 -26906.1 -1685.3 -228.8 117.0 -83.7 10.9 -12.4
nme4-bf4 srs-fmo3-cct -6677416.5 -26822.3 -1696.2 -216.5 0.0 0.0 0.0 0.0

nme4-cl srs-fmo3-ccd -7062499.2 -15280.4 -1802.7 -234.1 56.0 -33.8 -7.8 3.5
nme4-cl srs-fmo3-cct -7062555.2 -15246.5 -1794.8 -237.6 0.0 0.0 0.0 0.0
pyr-bf4 srs-fmo3-ccd -7858540.0 -31830.1 -1574.0 -307.4 150.8 -110.4 28.0 -15.6
pyr-bf4 srs-fmo3-cct -7858690.8 -31719.7 -1602.0 -291.7 0.0 0.0 0.0 0.0
pyr-cl srs-fmo3-ccd -8243670.1 -20232.4 -1652.6 -331.1 92.7 -87.3 -7.6 -20.5

pyr-cl srs-fmo3-cct -8243762.8 -20145.1 -1645.0 -310.7 0.0 0.0 0.0 0.0
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25 Energies of 4IPs with tpss-d3

System Theory HF Cor Int HF Int Cor HF Diff Cor Diff Int HF Diff Int Cor Diff

c1mim-bf4 tpss-d3-cct -7628982.3 -30234.2 -1651.8 -191.2 -15.1 17.0 -17.9 15.2
c1mim-cl tpss-d3-cct -8014136.3 -18696.0 -1784.3 -246.0 -21.2 23.6 -25.1 20.1
c1mpyr-bf4 tpss-d3-cct -7485305.0 -31025.8 -1642.7 -236.7 -30.9 24.8 -40.6 36.3
c1mpyr-cl tpss-d3-cct -7870453.7 -19474.1 -1756.7 -281.6 5.1 -10.3 -2.9 -3.2
nme4-bf4 tpss-d3-cct -6677398.3 -26839.7 -1691.4 -222.1 18.2 -17.4 4.8 -5.7

nme4-cl tpss-d3-cct -7062524.1 -15276.6 -1775.1 -259.8 31.1 -30.1 19.7 -22.2
pyr-bf4 tpss-d3-cct -7858738.6 -31690.5 -1636.7 -265.8 -47.8 29.2 -34.7 25.9
pyr-cl tpss-d3-cct -8243810.6 -20144.6 -1682.7 -317.6 -47.8 0.5 -37.7 -6.9

26 Energies of 4IPs with wb97xd

System Theory HF Cor Int HF Int Cor HF Diff Cor Diff Int HF Diff Int Cor Diff

c1mim-bf4 wb97xd-accd -7628976.4 -30235.3 -1637.9 -207.2 -9.2 15.8 -4.0 -0.8
c1mim-bf4 wb97xd-ccd -7628942.4 -30261.7 -1621.2 -229.1 24.8 -10.6 12.7 -22.6
c1mim-bf4 wb97xd-cct -7629021.2 -30183.0 -1648.0 -202.1 -54.1 68.2 -14.1 4.3
c1mim-cl wb97xd-accd -8014144.0 -18684.4 -1776.1 -255.0 -28.9 35.3 -16.8 11.2
c1mim-cl wb97xd-ccd -8014130.3 -18696.0 -1779.8 -258.8 -15.2 23.6 -20.5 7.3

c1mim-cl wb97xd-cct -8014175.5 -18646.8 -1785.3 -245.2 -60.4 72.8 -26.1 20.9
c1mpyr-bf4 wb97xd-accd -7485258.3 -31060.6 -1598.3 -276.5 15.8 -10.0 3.8 -3.5
c1mpyr-bf4 wb97xd-ccd -7485232.4 -31077.2 -1589.6 -284.9 41.7 -26.5 12.5 -11.9
c1mpyr-bf4 wb97xd-cct -7485312.7 -31008.1 -1619.3 -261.6 -38.6 42.5 -17.2 11.3
c1mpyr-cl wb97xd-accd -7870441.9 -19472.1 -1737.8 -287.9 16.9 -8.2 16.0 -9.5

c1mpyr-cl wb97xd-ccd -7870439.4 -19483.2 -1748.4 -292.0 19.4 -19.4 5.4 -13.6
c1mpyr-cl wb97xd-cct -7870475.9 -19447.3 -1752.0 -282.6 -17.1 16.5 1.8 -4.2
nme4-bf4 wb97xd-accd -6677371.5 -26872.3 -1663.9 -257.0 45.1 -50.0 32.3 -40.6
nme4-bf4 wb97xd-ccd -6677342.0 -26879.8 -1653.4 -257.2 74.6 -57.5 42.8 -40.8
nme4-bf4 wb97xd-cct -6677418.2 -26827.6 -1679.8 -246.5 -1.7 -5.2 16.4 -30.0

nme4-cl wb97xd-accd -7062528.4 -15266.8 -1772.5 -256.0 26.8 -20.3 22.3 -18.4
nme4-cl wb97xd-ccd -7062517.7 -15276.9 -1775.0 -259.4 37.5 -30.4 19.8 -21.8
nme4-cl wb97xd-cct -7062550.7 -15246.1 -1777.8 -250.2 4.5 0.4 17.0 -12.6
pyr-bf4 wb97xd-accd -7858694.1 -31711.2 -1592.1 -293.1 -3.3 8.4 9.8 -1.4
pyr-bf4 wb97xd-ccd -7858661.5 -31734.1 -1570.3 -311.8 29.3 -14.4 31.7 -20.1

pyr-bf4 wb97xd-cct -7858748.0 -31649.6 -1608.9 -280.0 -57.2 70.1 -6.9 11.7
pyr-cl wb97xd-accd -8243788.9 -20116.1 -1658.9 -296.2 -26.1 29.0 -13.9 14.4
pyr-cl wb97xd-ccd -8243769.8 -20132.7 -1656.7 -304.9 -7.0 12.4 -11.7 5.8
pyr-cl wb97xd-cct -8243846.5 -20081.3 -1695.3 -289.7 -83.8 63.8 -50.3 20.9

10
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Appendix B

A DLPNO-CCSD(T) benchmarking

study of intermolecular interactions

of ionic liquids – Supporting Informa-

tion
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1 Information

All energies are given in kJ/mol.

The column names are as follows:

Conf Configuration/Geometry

Low Lowest energy geometry from first agglomerative clustering: Yes (y) or No (n)

Unique Lowest energy geometry from second agglomerative clustering: Yes (y) or No (n)

HF Total FMO3-HF/cc-pVTZ energy

Cor Total FMO3-SRS-MP2/cc-pVTZ correlation energy

OPLS Total OPLS-AA energy

Int HF FMO3-HF/cc-pVTZ interaction energy

Int Cor FMO3-SRS-MP2/cc-pVTZ interaction correlation energy

This is an abbreviated version of the supplementary information where the Cartesian coordinates of

216 low energy geometries have been removed. These are available on request and are included in

the supplementary information of the publication.

2 DBSCAN clustering

Geometries from molecular dynamics simulations were compared to others within the same simulation

to eliminate identical structures and principal component analysis was used on their standardised

z-matrices to reduce dimensionality before being piped into DBSCAN clustering. The number of

principal components was chosen such that 95% explained variance was included. As a clear cutoff

value for clustering was not known, a recursive approach was used where the cutoff distance was

incrementally increased (Figure 1).

It was seen that, after a sharp decline in the number of groups with increasing cutoff values, a

plateau occurred where the number of clusters found was approximately half of the geometries given

(i.e. on average each cluster contained two geometries). This plateau indicates that the clusters are

separated by a comparatively large difference in principal component space. As the first plateau,

1
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Figure 1: DBSCAN clustering with increasing distance threshold distance in DBSCAN on 76 low
energy geometries from an MD simulation. The black line shows the longest plateau which is
approximately half of the number of structures.

and thus the most conservative, this was determined to be the best cut-off to use. This plateau was

found for each simulation and the geometry with the lowest energy of each cluster was retained.

Analysis of the clustering showed that geometries in the same cluster were largely those of similar

times in the simulation and had an RMSD of less than 0.05 Å.

3 Energies of [C4mim]Cl

Conf Low Unique HF Cor OPLS Int HF Int Cor

c4mim-cl-p2-opt-212-90d0d270d90-fofo-step-950314 n n -9244427.0 -25660.2 -1336.0 -1755.6 -291.4

c4mim-cl-p2-opt-212-0d0d180d180-oooo-step-245706 n n -9244430.2 -25656.0 -1331.0 -1755.7 -288.0

c4mim-cl-p2-opt-122-270d270d180d270-oooo-step-1035504 n n -9244421.2 -25663.1 -1339.3 -1749.3 -297.9

c4mim-cl-p2-opt-212-90d0d270d90-fofo-step-955406 n n -9244402.8 -25678.3 -1335.1 -1732.2 -313.7

c4mim-cl-p2-opt-212-270d90d180d270-oooo-l-step-583500 n n -9244409.8 -25671.3 -1332.4 -1744.3 -299.7

c4mim-cl-p1-opt-212-0d0d0d0-ffoo-step-721478 n n -9244401.1 -25678.7 -1335.5 -1740.1 -314.1

c4mim-cl-p2-opt-212-0d180d90d90-fofo-step-379362 n n -9244408.6 -25670.7 -1330.6 -1744.4 -301.7

c4mim-cl-p2-opt-212-0d0d270d270-fooo-l-step-1054720 n n -9244417.7 -25662.6 -1331.1 -1749.5 -292.5

c4mim-cl-p2-opt-212-90d0d270d90-fofo-step-433950 n n -9244419.2 -25660.6 -1336.0 -1738.8 -299.0

c4mim-cl-p2-opt-221-180d0d270d0-foof-step-1064210 n n -9244394.5 -25681.6 -1330.9 -1734.9 -313.3

c4mim-cl-p1-opt-221-0d180d270d180-foof-step-586552 n n -9244407.0 -25671.6 -1332.3 -1748.0 -295.7

c4mim-cl-p1-opt-212-0d270d0d0-fooo-step-485120 n n -9244414.0 -25665.1 -1338.5 -1746.8 -293.8

c4mim-cl-p2-opt-122-0d180d90d90-oooo-step-730020 n n -9244415.5 -25662.6 -1333.0 -1734.2 -302.5

c4mim-cl-p1-opt-212-0d90d90d90-fofo-step-725716 n n -9244413.2 -25664.3 -1330.7 -1736.8 -298.5

c4mim-cl-p1-opt-212-90d270d180d270-fofo-step-1016164 n n -9244401.5 -25674.0 -1334.6 -1740.4 -306.1

c4mim-cl-p1-opt-212-0d0d90d90-ffoo-step-185796 n n -9244398.6 -25675.4 -1331.4 -1724.5 -310.9
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c4mim-cl-p2-opt-212-270d0d90d270-oooo-step-745168 n n -9244405.0 -25669.6 -1337.9 -1737.0 -307.7

c4mim-cl-p1-opt-212-90d90d180d270-fofo-step-377150 n n -9244399.0 -25675.4 -1331.6 -1735.6 -306.4

c4mim-cl-p1-opt-212-90d270d180d270-fofo-step-198876 n n -9244409.1 -25665.8 -1332.4 -1736.2 -300.0

c4mim-cl-p2-opt-212-0d0d90d270-oooo-l-step-539702 n n -9244394.1 -25678.2 -1330.5 -1726.0 -314.8

c4mim-cl-p2-opt-212-90d180d0d90-oooo-step-1006560 n n -9244420.0 -25653.7 -1333.0 -1749.2 -283.3

c4mim-cl-p2-opt-212-90d90d180d90-fooo-step-1051158 n n -9244406.0 -25667.3 -1330.9 -1742.1 -298.9

c4mim-cl-p2-opt-122-0d180d90d0-fofo-l-step-759326 n n -9244408.5 -25663.1 -1330.5 -1732.7 -300.0

c4mim-cl-p1-opt-212-90d180d270d90-fofo-step-845482 n n -9244403.0 -25668.7 -1330.7 -1744.5 -300.0

c4mim-cl-p2-opt-212-0d270d90d270-oooo-step-648418 n n -9244393.8 -25676.2 -1332.2 -1734.4 -308.1

c4mim-cl-p2-opt-212-0d270d0d0-fofo-step-734210 n n -9244391.9 -25678.8 -1339.1 -1731.0 -309.1

c4mim-cl-p1-opt-212-180d180d90d180-ffoo-step-815178 n n -9244393.1 -25675.7 -1331.1 -1739.0 -307.4

c4mim-cl-p2-opt-212-0d180d90d180-oooo-step-784020 n n -9244397.6 -25671.3 -1331.9 -1741.9 -301.0

c4mim-cl-p2-opt-122-0d0d90d90-oooo-l-step-920370 n n -9244410.0 -25660.0 -1331.4 -1746.6 -291.5

c4mim-cl-p2-opt-221-90d180d0d90-foof-l-step-570350 n n -9244407.6 -25662.0 -1332.5 -1741.4 -294.7

c4mim-cl-p2-opt-212-0d0d0d0-fooo-step-537874 n n -9244410.8 -25658.2 -1331.8 -1736.9 -290.0

c4mim-cl-p2-opt-221-180d270d180d270-foof-step-771074 n n -9244412.8 -25657.1 -1332.5 -1742.4 -292.7

c4mim-cl-p2-opt-212-0d0d180d0-oooo-step-245482 n n -9244420.2 -25649.0 -1330.6 -1743.8 -284.4

c4mim-cl-p2-opt-212-0d180d270d270-fooo-l-step-656542 n n -9244392.4 -25673.6 -1330.5 -1723.1 -308.5

c4mim-cl-p2-opt-212-0d270d90d180-fofo-step-1010588 n n -9244402.3 -25664.6 -1330.6 -1743.5 -293.6

c4mim-cl-p1-opt-212-0d270d90d90-oooo-step-542922 n n -9244395.8 -25670.8 -1333.9 -1741.1 -296.9

c4mim-cl-p2-opt-122-90d90d180d90-oooo-step-996358 n n -9244398.9 -25665.3 -1333.5 -1745.8 -294.1

c4mim-cl-p2-opt-122-0d270d0d0-fofo-step-718958 n n -9244392.2 -25667.2 -1333.0 -1732.5 -298.8

c4mim-cl-p1-opt-212-0d180d90d0-fooo-step-617152 n n -9244396.6 -25663.0 -1331.3 -1736.7 -296.8

c4mim-cl-p1-opt-212-0d180d90d0-fooo-step-613860 n n -9244398.2 -25660.8 -1330.8 -1734.6 -292.4

c4mim-cl-p2-opt-122-0d270d0d270-fofo-step-986778 n n -9244383.4 -25671.6 -1331.3 -1725.5 -302.0

c4mim-cl-p1-opt-212-90d90d270d90-fooo-step-114926 y y -9244418.7 -25668.4 -1338.3 -1750.7 -301.4

c4mim-cl-p2-opt-221-90d0d180d90-foof-step-88658 y n -9244418.9 -25665.9 -1342.9 -1741.2 -301.7

c4mim-cl-p2-opt-122-0d180d90d90-oooo-step-211600 y y -9244410.8 -25669.9 -1340.8 -1733.0 -305.7

c4mim-cl-p1-opt-212-180d180d90d180-ffoo-step-592506 y n -9244394.8 -25683.9 -1342.5 NA NA

c4mim-cl-p2-opt-212-270d90d180d270-fooo-l-step-531766 y n -9244405.8 -25672.2 -1337.9 -1732.4 -309.0

c4mim-cl-p2-opt-212-0d90d180d90-fofo-step-367488 y n -9244414.1 -25665.0 -1334.4 NA NA

c4mim-cl-p2-opt-212-0d0d90d270-oooo-l-step-539894 y n -9244398.9 -25677.3 -1332.9 NA NA

c4mim-cl-p2-opt-221-0d0d0d0-foof-step-193318 y n -9244403.9 -25671.3 -1335.7 NA NA

c4mim-cl-p1-opt-212-0d0d90d180-fooo-step-307022 y n -9244395.5 -25669.8 -1333.2 NA NA

c4mim-cl-p1-opt-212-180d180d270d180-fooo-step-899872 y n -9244365.0 -25691.8 -1334.1 NA NA

sa sa sa -9244386.8 -25689.8 -1341.0 NA NA

4 Energies of [C2mpyr][BF4]
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Conf Low Unique HF Cor OPLS Int HF Int Cor

c2mpyr-bf4-p1-opt-122-180d180d90d180-fofo-step-743114 n n -7895317.8 -33277.6 -612.9 -1610.1 -220.1

c2mpyr-bf4-p2-opt-212-90d0d180d90-ffoo-step-1067538 n n -7895312.6 -33280.4 -612.8 -1603.4 -222.7

c2mpyr-bf4-p2-opt-221-0d90d180d180-fooo-step-387566 n n -7895317.8 -33274.9 -611.9 -1609.9 -217.1

c2mpyr-bf4-p2-opt-221-270d270d180d270-oooo-step-323198 n n -7895313.3 -33278.1 -613.9 -1601.7 -221.6

c2mpyr-bf4-p2-opt-221-0d270d90d180-fofo-step-230738 n n -7895312.4 -33279.0 -612.7 -1602.2 -222.0

c2mpyr-bf4-p2-opt-212-180d270d90d180-fofo-step-792678 n n -7895313.6 -33277.8 -612.6 -1605.0 -220.1

c2mpyr-bf4-p2-opt-212-0d270d90d180-foof-step-479620 n n -7895314.7 -33276.1 -613.2 -1601.1 -219.9

c2mpyr-bf4-p1-opt-212-0d180d90d180-oooo-step-581848 n n -7895315.5 -33275.9 -612.5 -1607.7 -218.8

c2mpyr-bf4-p2-opt-212-0d90d180d270-foof-step-298780 n n -7895316.3 -33274.8 -612.5 -1608.4 -217.7

c2mpyr-bf4-p2-opt-221-0d0d270d0-fooo-step-760972 n n -7895317.6 -33273.3 -612.0 -1610.0 -215.2

c2mpyr-bf4-p2-opt-212-90d270d90d270-fofo-step-295600 n n -7895316.4 -33274.3 -612.4 -1608.5 -216.7

c2mpyr-bf4-p1-opt-212-180d180d270d0-oooo-step-193816 n n -7895312.3 -33277.4 -612.7 -1604.1 -220.4

c2mpyr-bf4-p2-opt-122-0d90d180d180-fooo-step-863636 n n -7895312.3 -33277.5 -613.3 -1604.1 -219.8

c2mpyr-bf4-p2-opt-212-0d180d270d0-ffoo-step-386516 n n -7895314.7 -33275.1 -612.1 -1606.1 -217.8

c2mpyr-bf4-p2-opt-221-90d180d270d180-ffoo-step-268948 n n -7895315.1 -33274.4 -611.9 -1602.2 -218.1

c2mpyr-bf4-p2-opt-221-90d90d180d0-fooo-step-1027236 n n -7895310.1 -33279.4 -612.7 -1602.4 -221.8

c2mpyr-bf4-p1-opt-122-0d270d180d270-fofo-step-497048 n n -7895313.4 -33276.5 -613.6 -1606.5 -218.8

c2mpyr-bf4-p1-opt-122-0d180d90d0-fofo-step-514900 n n -7895309.6 -33279.0 -614.6 -1598.3 -222.3

c2mpyr-bf4-p1-opt-212-270d90d0d270-fofo-step-896380 n n -7895313.2 -33275.1 -613.1 -1602.8 -218.2

c2mpyr-bf4-p2-opt-221-180d180d270d180-foof-step-108632 n n -7895309.9 -33278.0 -612.1 -1603.8 -219.8

c2mpyr-bf4-p2-opt-212-0d270d90d90-ffoo-step-695360 n n -7895313.4 -33274.9 -612.1 -1604.8 -217.9

c2mpyr-bf4-p2-opt-221-0d0d270d270-fooo-step-624566 n n -7895307.4 -33280.3 -612.8 -1597.5 -223.0

c2mpyr-bf4-p1-opt-122-180d270d180d270-fofo-step-746254 n n -7895312.1 -33275.9 -612.5 -1600.1 -219.5

c2mpyr-bf4-p2-opt-212-0d90d270d270-ffoo-step-357150 n n -7895311.5 -33276.1 -611.9 -1599.5 -219.0

c2mpyr-bf4-p1-opt-212-0d270d90d270-fofo-step-757132 n n -7895307.4 -33279.8 -613.1 -1597.0 -222.8

c2mpyr-bf4-p2-opt-221-0d180d90d270-oooo-step-583910 n n -7895312.1 -33275.5 -611.8 -1604.2 -217.2

c2mpyr-bf4-p2-opt-212-0d270d180d0-oooo-step-278472 n n -7895312.2 -33274.9 -611.8 -1599.9 -218.0

c2mpyr-bf4-p1-opt-221-270d180d90d270-foof-step-275856 n n -7895310.3 -33276.8 -612.4 -1603.8 -218.9

c2mpyr-bf4-p1-opt-122-0d90d180d270-fofo-step-878884 n n -7895311.7 -33275.5 -612.2 -1600.6 -218.9

c2mpyr-bf4-p2-opt-122-270d180d0d270-ffoo-step-321836 n n -7895310.5 -33276.9 -612.7 -1600.3 -219.7

c2mpyr-bf4-p1-opt-221-90d180d270d180-foof-step-908420 n n -7895312.0 -33275.5 -612.6 -1604.7 -217.7

c2mpyr-bf4-p1-opt-221-270d180d0d90-foof-step-451848 n n -7895310.3 -33276.3 -612.2 -1604.1 -217.8

c2mpyr-bf4-p2-opt-122-90d270d180d270-fofo-step-609930 n n -7895308.1 -33278.5 -611.9 -1597.6 -221.5

c2mpyr-bf4-p2-opt-122-0d180d270d0-oooo-step-632590 n n -7895312.1 -33275.1 -612.1 -1603.7 -217.0

c2mpyr-bf4-p1-opt-212-0d180d270d270-fofo-step-172898 n n -7895309.7 -33276.7 -612.4 -1599.2 -219.8

c2mpyr-bf4-p1-opt-122-0d270d0d0-fofo-step-586380 n n -7895304.2 -33281.2 -612.7 -1593.0 -223.9

c2mpyr-bf4-p2-opt-122-0d90d180d90-ffoo-step-967384 n n -7895309.4 -33276.2 -612.3 -1601.5 -218.2

c2mpyr-bf4-p2-opt-221-90d180d270d90-ffoo-step-996394 n n -7895308.8 -33276.5 -612.6 -1601.1 -218.7

c2mpyr-bf4-p2-opt-122-0d90d180d90-foof-step-123838 n n -7895310.2 -33275.3 -612.5 -1602.5 -217.3
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c2mpyr-bf4-p2-opt-122-90d270d0d90-fofo-step-543220 n n -7895309.4 -33275.7 -611.7 -1598.9 -218.3

c2mpyr-bf4-p2-opt-212-0d180d90d270-fooo-step-224920 n n -7895305.8 -33278.9 -613.4 -1595.6 -221.7

c2mpyr-bf4-p2-opt-212-180d270d90d180-fofo-step-1079698 n n -7895305.4 -33279.3 -612.0 -1598.6 -221.0

c2mpyr-bf4-p2-opt-122-0d0d270d270-fooo-step-1074784 n n -7895312.6 -33272.5 -612.1 -1600.7 -215.1

c2mpyr-bf4-p2-opt-122-180d180d270d0-fofo-step-155006 n n -7895308.4 -33276.4 -613.3 -1598.7 -219.3

c2mpyr-bf4-p2-opt-212-0d270d90d180-ffoo-step-716340 n n -7895305.8 -33278.3 -612.0 -1601.4 -219.2

c2mpyr-bf4-p2-opt-122-0d90d180d180-oooo-step-679874 n n -7895306.5 -33277.5 -611.7 -1594.5 -220.6

c2mpyr-bf4-p1-opt-122-90d90d270d90-fofo-step-595874 n n -7895305.0 -33278.4 -611.8 -1597.5 -219.9

c2mpyr-bf4-p2-opt-221-0d180d270d180-ffoo-step-794014 n n -7895304.2 -33278.4 -613.7 NA NA

c2mpyr-bf4-p2-opt-212-0d180d90d180-fofo-step-810142 n n -7895306.4 -33276.0 -611.7 NA NA

c2mpyr-bf4-p2-opt-122-90d90d270d90-oooo-step-926242 n n -7895301.7 -33279.9 -612.3 -1594.8 -222.4

c2mpyr-bf4-p2-opt-212-0d90d90d90-ffoo-step-356430 n n -7895306.2 -33275.4 -612.4 -1595.6 -218.6

c2mpyr-bf4-p1-opt-122-90d0d180d270-fofo-step-380338 n n -7895305.7 -33274.8 -612.4 -1593.2 -218.6

c2mpyr-bf4-p1-opt-221-180d270d90d180-foof-step-465390 n n -7895300.8 -33278.8 -611.9 -1589.2 -221.8

c2mpyr-bf4-p2-opt-221-0d180d90d180-fofo-step-691410 y y -7895315.5 -33280.8 -615.4 -1608.4 -223.3

c2mpyr-bf4-p2-opt-212-0d180d90d90-foof-step-777850 y y -7895313.7 -33281.3 -613.6 -1607.1 -224.2

c2mpyr-bf4-p1-opt-212-180d180d270d0-oooo-step-269456 y y -7895318.7 -33276.6 -612.8 -1611.3 -219.0

c2mpyr-bf4-p2-opt-221-270d270d180d270-oooo-step-322986 y y -7895316.7 -33277.6 -615.7 -1604.8 -221.2

c2mpyr-bf4-p2-opt-212-0d180d180d180-oooo-step-1035592 y y -7895319.0 -33274.6 -613.7 -1610.0 -217.2

c2mpyr-bf4-p2-opt-212-180d270d90d180-fofo-step-792834 y y -7895314.1 -33279.4 -614.9 -1605.7 -221.9

c2mpyr-bf4-p2-opt-212-90d0d180d90-ffoo-step-1067662 y y -7895313.5 -33279.3 -613.2 -1604.8 -221.3

c2mpyr-bf4-p2-opt-221-0d270d90d0-oooo-step-1018302 y n -7895314.5 -33278.2 -614.9 NA NA

c2mpyr-bf4-p2-opt-221-0d270d0d270-fooo-step-496428 y y -7895317.9 -33274.7 -614.2 -1608.9 -216.8

c2mpyr-bf4-p1-opt-122-0d180d90d180-fofo-step-561030 y n -7895314.7 -33277.8 -612.5 -1606.8 -220.3

c2mpyr-bf4-p2-opt-122-180d0d270d0-oooo-step-533090 y n -7895312.0 -33280.0 -613.7 -1599.3 -222.9

c2mpyr-bf4-p2-opt-122-180d90d270d90-oooo-step-862422 y n -7895312.4 -33279.5 -614.5 -1604.8 -221.7

c2mpyr-bf4-p2-opt-212-0d270d270d270-fofo-step-687596 y y -7895313.7 -33277.8 -614.2 -1603.3 -221.0

c2mpyr-bf4-p2-opt-221-0d0d270d0-fooo-step-760996 y n -7895316.7 -33274.8 -613.4 -1609.0 -216.8

c2mpyr-bf4-p2-opt-221-90d0d180d270-ffoo-step-1016814 y n -7895312.5 -33278.0 -615.4 -1602.0 -221.1

c2mpyr-bf4-p2-opt-221-0d0d90d90-oooo-step-844336 y y -7895313.4 -33277.1 -614.8 -1605.9 -219.6

c2mpyr-bf4-p1-opt-122-0d270d180d270-fofo-step-496980 y n -7895312.3 -33278.3 -613.7 -1605.8 -220.9

c2mpyr-bf4-p2-opt-221-180d0d270d180-fooo-step-961398 y n -7895312.7 -33277.6 -613.7 -1604.5 -219.6

c2mpyr-bf4-p1-opt-212-180d180d270d0-oooo-step-198300 y y -7895312.5 -33277.5 -613.0 -1603.3 -220.1

c2mpyr-bf4-p1-opt-212-180d90d270d90-fooo-step-755206 y n -7895312.4 -33277.2 -613.7 -1600.8 -219.7

c2mpyr-bf4-p1-opt-122-180d90d270d90-fofo-step-192456 y y -7895311.2 -33278.0 -616.3 -1600.2 -221.3

c2mpyr-bf4-p1-opt-212-0d270d180d270-fofo-step-745882 y n -7895309.3 -33279.7 -614.6 -1597.5 -222.4

c2mpyr-bf4-p2-opt-221-180d180d270d180-fooo-step-230336 y y -7895311.3 -33277.2 -615.1 -1599.9 -220.9

c2mpyr-bf4-p1-opt-221-90d90d180d90-foof-step-264634 y n -7895309.1 -33279.1 -616.6 -1597.9 -222.3

c2mpyr-bf4-p2-opt-212-0d0d90d180-fofo-step-832418 y n -7895309.0 -33278.4 -612.3 -1601.2 -220.5

c2mpyr-bf4-p1-opt-212-0d180d0d180-fofo-step-1075326 y y -7895310.9 -33276.5 -612.9 -1602.5 -218.5

c2mpyr-bf4-p2-opt-221-0d90d270d270-foof-step-266770 y n -7895312.0 -33275.1 -613.5 -1600.4 -218.4
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c2mpyr-bf4-p2-opt-122-270d90d180d270-fooo-step-585470 y y -7895312.2 -33274.8 -612.4 -1601.0 -218.7

c2mpyr-bf4-p2-opt-221-0d180d90d180-fooo-step-416866 y n -7895311.0 -33276.2 -613.5 -1606.8 -217.7

c2mpyr-bf4-p2-opt-122-90d90d270d0-foof-step-1014810 y n -7895308.2 -33277.9 -611.9 -1601.6 -219.3

c2mpyr-bf4-p1-opt-212-0d270d270d270-fofo-step-263926 y n -7895307.9 -33278.2 -612.9 -1597.0 -221.5

c2mpyr-bf4-p2-opt-221-0d180d180d180-foof-step-677062 y n -7895306.1 -33279.4 -611.9 -1595.2 -222.9

c2mpyr-bf4-p1-opt-221-0d180d270d180-foof-step-124776 y n -7895307.7 -33278.0 -613.0 -1596.6 -220.3

c2mpyr-bf4-p2-opt-221-0d90d0d0-foof-step-721294 y n -7895307.7 -33277.5 -614.5 -1600.5 -219.3

c2mpyr-bf4-p2-opt-221-0d0d180d0-oooo-step-791592 y n -7895306.0 -33279.2 -611.7 -1595.9 -221.8

c2mpyr-bf4-p1-opt-221-90d90d180d270-ffoo-step-322032 y n -7895307.7 -33277.7 -613.4 NA NA

c2mpyr-bf4-p2-opt-212-180d180d270d0-fofo-step-256150 y n -7895304.9 -33279.9 -612.8 -1593.8 -223.3

c2mpyr-bf4-p2-opt-212-0d0d270d270-oooo-step-683328 y n -7895304.3 -33280.0 -611.8 -1597.9 -221.9

c2mpyr-bf4-p2-opt-221-180d90d0d180-oooo-step-917918 y n -7895305.3 -33278.8 -612.6 -1596.3 -221.2

c2mpyr-bf4-p1-opt-212-0d0d90d90-fofo-step-829496 y n -7895305.9 -33277.8 -613.2 NA NA

c2mpyr-bf4-p2-opt-221-90d180d0d90-ffoo-step-681056 y n -7895308.4 -33275.8 -612.0 -1600.6 -218.2

c2mpyr-bf4-p2-opt-212-180d90d270d90-fofo-step-598844 y n -7895305.8 -33277.8 -613.1 NA NA

c2mpyr-bf4-p2-opt-212-90d0d180d90-fofo-step-327324 y n -7895305.0 -33278.7 -612.5 -1597.7 -220.1

c2mpyr-bf4-p1-opt-122-0d0d90d0-fofo-step-167138 y n -7895305.3 -33277.9 -613.5 NA NA

c2mpyr-bf4-p2-opt-212-270d270d90d270-fooo-step-596750 y n -7895302.0 -33280.9 -613.3 -1590.1 -223.7

c2mpyr-bf4-p2-opt-221-90d180d90d180-ffoo-step-478814 y n -7895303.1 -33278.6 -613.8 -1591.2 -221.7

c2mpyr-bf4-p1-opt-221-90d180d270d0-foof-step-852046 y n -7895306.4 -33275.6 -612.5 -1597.5 -217.4

sa sa sa -7895310.7 -33278.4 -611.7 NA NA

5 Energies of DMSO

Conf Low Unique HF Cor OPLS Int HF Int Cor

dmso-122-90d90d180d270-oooo-step-19944-last n n -5793531.2 -10334.8 -199.6 -63.6 -56.0

dmso-122-90d90d180d90-ffoo-step-28087-last n n -5793529.0 -10335.7 -199.3 -61.1 -57.0

dmso-212-90d180d270d0-fofo-step-8113-last n n -5793530.9 -10332.1 -205.4 -63.3 -53.6

dmso-212-90d90d270d90-oooo-step-48973-last n n -5793529.5 -10333.7 -198.7 -61.6 -55.0

dmso-221-0d270d0d270-ffoo-step-32608-last n n -5793520.6 -10337.5 -199.5 -52.1 -59.6

dmso-221-90d270d180d90-oooo-step-38107-last n n -5793517.4 -10339.4 -200.4 -49.4 -61.1

dmso-221-0d270d180d180-fooo-step-25500-last n n -5793514.3 -10342.6 -200.5 -46.1 -64.1

dmso-212-90d90d180d270-ffoo-step-18912-last n n -5793521.8 -10334.7 -200.3 -52.9 -56.6

dmso-122-0d90d270d270-oooo-step-35796-last n n -5793516.0 -10340.7 -200.6 -47.9 -62.4

dmso-212-0d0d270d0-fofo-step-9813-last n n -5793518.2 -10338.0 -198.6 -50.0 -59.8

dmso-212-0d270d90d270-oooo-step-44093-last n n -5793515.1 -10340.9 -200.0 -47.4 -62.4

dmso-221-0d180d270d0-oooo-step-29314-last n n -5793516.2 -10339.7 -198.3 -48.0 -61.3

dmso-122-0d270d90d270-fooo-step-30771-last n n -5793519.0 -10336.7 -198.4 -50.6 -58.1

dmso-122-90d270d0d90-fooo-step-33161-last n n -5793528.8 -10326.7 -199.7 -61.2 -48.6

dmso-122-0d0d180d270-ffoo-step-23415-last n n -5793516.0 -10339.3 -198.4 -48.3 -60.6
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dmso-212-180d270d0d180-oooo-step-12195-last n n -5793514.7 -10340.4 -199.8 -46.4 -61.7

dmso-212-90d0d270d0-fooo-step-16441-last n n -5793516.6 -10337.3 -200.0 -49.0 -58.8

dmso-212-0d90d90d90-oooo-step-28899-last n n -5793512.7 -10340.0 -198.2 -45.4 -61.5

dmso-122-0d0d180d270-ffoo-step-4467-last n n -5793520.1 -10332.5 -198.5 -51.5 -54.5

dmso-122-270d180d90d270-ffoo-step-42113-last n n -5793507.0 -10345.1 -198.4 -38.6 -67.5

dmso-221-0d180d180d180-oooo-step-21152-last n n -5793513.7 -10338.4 -198.9 -46.2 -59.9

dmso-122-0d90d180d0-oooo-step-46803-last n n -5793509.0 -10342.4 -199.6 -40.5 -64.0

dmso-221-0d180d90d270-ffoo-step-44991-last n n -5793509.4 -10341.3 -198.8 -40.3 -63.3

dmso-212-90d0d180d270-fofo-step-20624-last n n -5793506.7 -10342.3 -198.5 -38.0 -64.2

sa sa sa -5793524.1 -10338.6 -205.0 NA NA

dmso-221-270d90d0d270-oooo-step-34249-last y y -5793525.9 -10337.4 -204.7 -57.7 -58.8

dmso-221-0d90d0d0-oooo-step-11444-last y y -5793525.7 -10337.4 -202.1 -58.2 -58.4

dmso-212-90d180d270d0-fofo-step-8105-last y n -5793530.3 -10332.7 -205.7 NA NA

dmso-221-0d270d90d270-fofo-step-33288-last y n -5793520.2 -10342.6 -201.0 NA NA

dmso-122-0d270d90d0-fofo-step-26068-last y y -5793525.2 -10337.2 -202.5 -56.7 -58.5

dmso-221-0d270d0d0-fooo-step-26064-last y y -5793524.0 -10338.0 -200.6 -56.4 -59.0

dmso-221-0d180d270d180-oooo-step-33621-last y n -5793518.9 -10342.0 -201.5 NA NA

dmso-221-270d270d90d180-ffoo-step-10766-last y n -5793523.0 -10336.4 -201.2 -55.3 -57.8

dmso-212-90d90d180d270-ffoo-step-22844-last y n -5793524.4 -10335.4 -199.7 NA NA

dmso-221-270d0d180d270-ffoo-step-39916-last y n -5793524.2 -10335.0 -200.9 NA NA

dmso-122-90d90d180d270-oooo-step-7032-last y n -5793516.6 -10342.7 -201.2 NA NA

dmso-221-90d0d180d90-ffoo-step-10202-last y n -5793521.5 -10337.1 -200.7 NA NA

dmso-221-0d180d270d180-oooo-step-42832-last y y -5793525.8 -10333.1 -198.5 -57.3 -54.7

dmso-212-0d270d180d270-fooo-step-34075-last y n -5793520.3 -10338.0 -201.8 NA NA

dmso-221-0d0d90d180-fofo-step-31957-last y n -5793525.4 -10332.7 -201.3 NA NA

dmso-221-0d90d270d90-fofo-step-20883-last y n -5793519.2 -10339.1 -200.5 NA NA

dmso-122-0d90d180d270-fofo-step-9105-last y n -5793514.6 -10343.7 -202.2 NA NA

dmso-122-0d90d0d90-oooo-step-48310-last y n -5793517.8 -10340.0 -200.0 NA NA

dmso-212-180d90d0d180-fofo-step-46788-last y n -5793516.1 -10342.1 -200.8 NA NA

dmso-122-180d270d90d180-ffoo-step-31229-last y n -5793516.4 -10341.2 -201.2 NA NA

dmso-221-180d270d0d180-fooo-step-22814-last y n -5793522.0 -10334.8 -198.9 NA NA

dmso-212-0d0d0d0-fooo-step-42729-last y n -5793526.0 -10330.8 -201.0 NA NA

dmso-122-0d90d270d270-oooo-step-37088-last y n -5793516.9 -10339.9 -201.6 NA NA

dmso-212-0d0d270d0-fofo-step-9917-last y n -5793517.1 -10339.1 -199.5 NA NA

dmso-212-0d180d270d270-fooo-step-35766-last y n -5793525.4 -10330.6 -198.9 -57.4 -52.0

dmso-122-270d0d180d270-oooo-step-7922-last y n -5793518.8 -10336.6 -199.4 NA NA

dmso-212-90d90d180d270-ffoo-step-18866-last y n -5793519.7 -10335.9 -200.4 NA NA

dmso-122-90d180d0d90-oooo-step-20972-last y n -5793513.0 -10342.5 -200.6 NA NA

dmso-221-0d270d180d0-fofo-step-33508-last y n -5793523.2 -10332.2 -203.6 NA NA

dmso-212-0d0d0d0-fooo-step-48310-last y n -5793524.2 -10330.8 -199.1 NA NA

dmso-221-0d180d180d180-oooo-step-21475-last y n -5793516.4 -10338.8 -199.9 NA NA
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dmso-212-0d270d90d270-fooo-step-20684-last y n -5793508.0 -10346.4 -199.6 NA NA

dmso-221-270d270d90d180-fooo-step-28207-last y n -5793521.6 -10333.0 -199.5 -53.2 -54.7

dmso-221-180d180d270d180-fofo-step-31133-last y n -5793527.5 -10327.1 -200.2 -59.6 -48.7

dmso-122-90d90d180d270-oooo-step-12940-last y n -5793510.8 -10343.2 -200.2 NA NA

dmso-221-0d270d180d270-oooo-step-16605-last y n -5793513.0 -10340.2 -200.4 NA NA

dmso-122-0d90d0d90-fofo-step-8738-last y n -5793505.7 -10346.6 -199.8 NA NA

dmso-212-270d0d180d270-oooo-step-32116-last y n -5793516.4 -10331.5 -198.4 NA NA

dmso-122-180d0d270d0-oooo-step-24683-last y n -5793499.3 -10346.8 -199.4 NA NA

dmso-212-0d0d0d0-oooo-step-8657-last y n -5793514.4 -10332.1 -198.5 NA NA

dmso-212-270d0d90d270-oooo-step-44079-last y n -5793497.7 -10346.6 -198.7 NA NA
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Cluster approach to the prediction of thermodynamic and transport 

properties of ionic liquids  
Zoe L. Seeger, Rika Kobayashi and Ekaterina I. Izgorodina* 

 
Ionic liquid statistics for melting point, K (MP), and conductivity, S cm-1 (Cond), correlations with interaction 

energy and dispersion interaction energy Boltzmann weighted over all configurations and given in kJ mol-1. 
 

Cation Anion n MP Ref. Cond Ref. 
Total 

Interaction 
2IP 

Ratio 
2IP 

Dispersion 
Interaction 

2IP 

Predicted 
MP 

Pred 
Cond 

Cnmim+ BF4- 1 376.6 1 N/A - -379.4 7.3 -52.2 356.5 11.9 
Cnmim+ BF4- 2 288.0 2 12.0 2 -373.6 6.8 -54.9 314.9 10.9 
Cnmim+ BF4- 3 256.0 3 5.9 3 -365.6 5.8 -63.3 222.0 7.4 
Cnmim+ BF4- 4 202.0 4 3.1 2 -366.1 5.9 -62.5 229.2 7.7 
Cnmim+ Cl- 1 398.0 5 N/A - -404.6 6.4 -63.1 485.1 7.5 
Cnmim+ Cl- 2 362.0 6 10.4 6 -400.9 6.2 -65.0 463.4 6.7 
Cnmim+ Cl- 3 333.0 7 N/A - -395.6 5.7 -69.7 420.5 4.8 
Cnmim+ Cl- 4 341.8 6 3.3 6 -392.2 5.4 -72.9 394.8 3.5 
Cnmim+ N(CN)2- 1 307.0 8 36.0 8 -344.2 4.2 -82.2 290.8 25.9 
Cnmim+ N(CN)2- 2 252.0 2 25.3 2 -333.1 3.8 -87.4 258.0 18.2 
Cnmim+ N(CN)2- 3 N/A - N/A - -332.8 3.8 -87.3 258.2 18.4 
Cnmim+ N(CN)2- 4 263.0 8 9.5 2 -327.2 3.4 -95.3 225.3 6.6 
Cnmpyr+ BF4- 1 613.0 9 0.0 9 -373.3 6.5 -57.2 495.0 N/A 
Cnmpyr+ BF4- 2 567.0 10 0.0 10 -367.0 6.2 -58.9 468.8 N/A 
Cnmpyr+ BF4- 3 337.0 9 0.0 9 -360.9 5.6 -64.2 415.6 N/A 
Cnmpyr+ BF4- 4 411.0 9 0.0 9 -353.4 5.1 -69.2 370.9 N/A 
Cnmpyr+ Cl- 1 533.0 11 N/A - -410.3 6.8 -60.2 519.8 N/A 
Cnmpyr+ Cl- 2 N/A - N/A - -401.6 6.3 -63.7 475.0 N/A 
Cnmpyr+ Cl- 3 495.0 2 N/A - -396.6 5.7 -69.9 420.5 N/A 
Cnmpyr+ Cl- 4 468.0 2 N/A - -393.7 5.5 -71.8 403.9 N/A 
Cnmpyr+ N(CN)2- 1 388.0 12 57.7 6 -344.9 5.5 -63.0 402.8 54.3 
Cnmpyr+ N(CN)2- 2 263.2 13 15.3 6 -330.3 4.1 -79.9 286.3 29.3 
Cnmpyr+ N(CN)2- 3 262.4 13 15.7 13 -324.7 3.6 -89.8 241.1 14.7 
Cnmpyr+ N(CN)2- 4 218.0 12 9.8 2 -326.6 3.7 -88.1 249.2 17.2 
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4. http://www.merck-chemicals.com/July 2010. 
5. Fannin, A. A.; Floreani, D. A.; King, L. A.; Landers, J. S.; Piersma, B. J.; Stech, D. J.; Vaugh, R. L.; 

Wilkes, J. S.; Williams, J. L. J. Phys. Chem.1984, 88, 22614-22621. 
6. Izgorodina, E. I.; Golze, D.; Maganti, R.; Armel, V.; Taige, M.; Schubert, T.  J. S.; MacFarlane, D. R., 
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Energies of lowest energy configurations (see Table I of MS) of [Cnmim]X and [Cnmpyr]X ionic liquids where 

n = 1 - 4 and X = Cl–, BF4– and N(CN)2– and energies are given in kJ mol-1 unless stated otherwise. 
 

Cation Anion n Total energy 
(Hartrees) Interaction energy* 

Dispersion 
interaction 

energy 
Cnmim+ BF4

- 1  -1458.608295 -760.9 -103.6 
Cnmim+ BF4

- 2  -1537.154698 -749.9 -108.0 
Cnmim+ BF4

- 3  -1615.694539 -732.8 -127.6 
Cnmim+ BF4

- 4  -1694.232259 -738.1 -122.8 
Cnmim+ Cl- 1  -1529.754438 -799.2 -134.7 
Cnmim+ Cl- 2  -1608.300870 -794.8 -136.4 
Cnmim+ Cl- 3  -1686.841356 -788.3 -141.3 
Cnmim+ Cl- 4  -1765.380296 -784.8 -144.1 
Cnmim+ N(CN)2

- 1  -1090.591112 -688.3 -164.7 
Cnmim+ N(CN)2

- 2  -1169.132822 -665.3 -176.6 
Cnmim+ N(CN)2

- 3  -1247.674959 -665.9 -174.7 
Cnmim+ N(CN)2

- 4  -1326.215356 -652.7 -193.2 
Cnmpyr+ BF4

- 1  -1431.388589 -744.0 -117.0 
Cnmpyr+ BF4

- 2  -1509.929539 -734.3 -118.0 
Cnmpyr+ BF4

- 3  -1588.467651 -722.1 -128.4 
Cnmpyr+ BF4

- 4  -1667.004711 -699.9 -148.0 
Cnmpyr+ Cl- 1  -1502.539588 -820.8 -120.5 
Cnmpyr+ Cl- 2  -1581.080203 -803.8 -127.1 
Cnmpyr+ Cl- 3  -1659.620290 -793.2 -139.8 
Cnmpyr+ Cl- 4  -1738.158988 -787.8 -143.4 
Cnmpyr+ N(CN)2

- 1  -1063.355851 -689.6 -127.6 
Cnmpyr+ N(CN)2

- 2  -1141.900866 -658.7 -160.3 
Cnmpyr+ N(CN)2

- 3  -1220.443749 -649.3 -179.7 
Cnmpyr+ N(CN)2

- 4  -1298.979214 -655.0 -176.5 
*Includes scaled HF interaction energy 
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