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Abstract

Robotic techniques show promising aspects in the future development of the agricultural industry,

especially in harvesting tasks, which are labour intensive and time-consuming. Among many chal-

lenges, vision system is a key towards the fully-function of robotic harvesting. In this thesis, a ma-

chine vision system based on recent advancements in deep-learning for autonomous harvesting robots

is developed. This thesis firstly reviews recent development in visual sensors, the state-of-the-art tech-

niques in visual processing and vision processing algorithms based on the deep-learning. Chapter 3

develops an automatic labelling algorithm and a light-weight YOLO-based network for training and

performing of fruit recognition. Chapter 4 proposes a multi-functional YOLO-based detector based on

Chapter 3. The proposed network combines detection and semantic segmentation into a YOLO-based

network architecture, which can perform fruit recognition and semantic segmentation on workspace

simultaneously. Chapter 5 further improves the function of multi-functional network from previous

chapters. The developed network detector can perform detection and instance segmentation on fruits

and semantic segmentation on the workspace in orchard environments. To improve the computational

efficiency of the network model, a light-weight designed backbone is also applied in the network.

Experimental results showed that the developed multi-functional network achieved high accurate per-

formance in both fruit detection, instance segmentation and semantic segmentation on workspace.

Meanwhile, with light-weight design of network architecture, our proposed multi-functional network

also achieved high computational efficiency. Combining with recent advancement in RGB-D cam-

eras, the developed multi-functional detector can further improves the capability of harvesting robots

in unstructured working environments by mapping semantic information from a RGB image to the

3D point clouds. Chapter 6 investigates a machine vision framework for processing 3D point clouds

for robotic harvesting. The developed framework includes a workspace modelling algorithm and an

object grasping pose estimation algorithm. By combining the aforementioned deep-learning based

detector and 3D point clouds processing algorithm, a workflow control framework for harvesting

robots is developed in this research. Experimental results of robotic harvesting showed that the de-

veloped control framework improved the success rate of harvesting compared to the method without

computation of grasping pose.
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Chapter 1 Introduction

1 Introduction

1.1 Background

Nowadays, with the continuous increase in cost and availability of the labour resource [1], robotic

techniques show huge potential in the future development of the agricultural industry. Autonomous

equipments have been widely applied in the harvesting of crops such as corn, wheat, and rice in

modified conditions. Compared to the autonomous harvesting in the structured workspace, robotic

harvesting in unmodified orchards is much more challenging [162]. Firstly, crops are randomly lo-

cated in the workspace, which requires a robotic vision to detect and localise the target and perform

harvesting. Developing a machine vision system for harvesting tasks in orchard environments is chal-

lenging, as variances in crop appearances and environments can severely influence the performance

of the system [73, 134, 183]. In the meanwhile, the visual-guided robotic system also has high re-

quirements for real-time processing of sensory data to ensure harvesting efficiency and reduce the

effect of environmental disturbance. Secondly, unmodified farm conditions always lead to a complex

workspace, which further increases the difficulty of robotic harvesting 4, 171. Machine vision can

help identify and model the obstacles within the workspace for better harvesting performance. The

robotic system can rely on such information to plan the motion of manipulators and end-effectors cor-

respondingly. Thus, a well-designed machine vision system is a crucial step towards the full function

of robotic harvesting.

1.2 Problem Statement and Objectives

In this thesis, we study the case of robotic harvesting in apple orchards. The limitations and challenges

of current harvesting robots in the field are listed below.

1. The performance of traditional machine-learning based detection algorithms are limited in

terms of generalisation, robustness, and accuracy to be operated in orchard environments.

2. Multiple networks from the processed sensory data are needed for a robot to perform harvest-

ing tasks. However, the current deep-learning networks are designed only for a specific task.

Besides, stacking of different deep-learning algorithms will lead to computational inefficiency,

difficult to maintain, and lower reliability. Therefore, a multi-functional network is required.
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Chapter 1 Introduction

3. An algorithm to understand the working environment and target information is required. This

model should be capable of extracting and modelling the workspace and targets from the sen-

sory data, such as mapping the obstacles within workspace and estimating of grasping poses of

each object.

4. A robotic operation-flow control framework to guide visual-based robotic harvesting by com-

bining the three points mentioned above is required.

It is challenging for machine vision to accurately detect and localise the targets in varying illumina-

tion and complex background environments. Meanwhile, occlusion and overlapping between objects,

changing objects’ appearance, and view-angle can also severely influence the accuracy of machine vi-

sion. For robotic harvesting, real-time inference of machine vision is also another critical requirement

for applied machine vision.

Advanced harvesting robots demand a machine vision that is robust and responsive to environmental

variances, well-generalised and accurate for object appearances, and highly efficient in computation.

This thesis aims to develop a machine vision that can meet the aforementioned requirements for

harvesting robots by investigating the latest advancing techniques in vision sensors and processing

algorithms. The following objectives are included in this research:

1. To create an accurate, robust, multi-functional, and computational efficient deep-learning vision

detector for fruit detection and localisation in orchard environments.

2. To investigate a machine vision system which combines fruit detection and workspace mod-

elling, to improve robots’ understanding of working environments.

3. To construct a high-level control framework to guide robotic detachment of fruits by combining

the aforementioned points.

1.3 Contributions

Our researches contribute to the development of a machine vision based harvesting control frame-

work to accurately and robustly guide the robotic harvesting. The developed framework includes a

deep-learning based multi-task neural network, an environment modelling algorithm, and a control

framework. The proposed research yields four publications during the candidature, which are listed

as follows:
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Presented as Chapter 3:

H. Kang and C. Chen, ”Fast implementation of real-time fruit detection in apple orchards using deep

learning”, Computers and Electronics in Agriculture, vol. 168, p. 105108, 2020.

Presented as Chapter 4:

H. Kang and C. Chen, ”Fruit Detection and Segmentation for Apple Harvesting Using Visual Sensor

in Orchards”, Sensors, vol. 19, no. 20, p. 4599, 2019.

Presented as Chapter 5:

H. Kang and C. Chen, ”Fruit detection, segmentation and 3D visualisation of environments in apple

orchards”, Computers and Electronics in Agriculture, vol. 171, p. 105302, 2020.

Presented as Chapter 6:

H. Kang, H. Zhou and C. Chen, ”Visual Perception and Modeling for Autonomous Apple Harvest-

ing,” in IEEE Access, vol. 8, p. 62151-62163, 2020.

Chapter 3 introduces a fast labelling method for network training and developed a YOLO-based one-

stage network for fruit detection. Chapters 4 and 5 further develop a real-time multi-functional deep-

learning network Detection and Segmentation Network (DaSNet-v1 and DaSNet-v2) based on Chap-

ter 3 for robotic harvesting. Chapter 6 investigates the workspace modelling in the vision processing,

and includes it in high-level control strategies for vision-guided harvesting robots. The details of each

chapter are introduced in the following section.

1.4 Thesis Structure

Chapter 2 presents the literature review on recent development in visual sensors, image processing

algorithms, and harvesting robots. For the visual sensor, the commonly applied 2D imaging cam-

era and 3D imaging/range sensors are reviewed. For the image processing algorithms, traditional

machine-learning based methods and deep-learning based methods are critically reviewed, with par-

ticular attention paid to the deep-learning based methods. For the harvesting robots, a review of the

recent development of a robotic system in visual-guided harvesting is included.

Chapter 3 presents a fast implementation framework of deep-learning based fruit detection algorithm

to perform real-time fruit detection in apple orchards. The developed framework comprises an auto

label generation module and a deep-learning based fruit detector ’LedNet’. The Label Generation al-
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Chapter 1 Introduction

gorithm utilises the multi-scale pyramid and clustering classifier to assist the fast labelling of training

data. LedNet adopts feature pyramid network and atrous spatial pyramid pooling to improve the de-

tection performance of the model, while a light-weight backbone is utilised to increase computational

efficiency.

Chapter 4 presents a multi-function network to perform the real-time detection and semantic seg-

mentation of the apple and the branch in the orchards environment by using the visual sensor. The

developed detection and segmentation Network utilizes the Atrous Spatial Pyramid Pooling and the

Gate Feature Pyramid Network to enhance the feature extraction ability of the network. Meanwhile,

to improve the real-time computation performance of the detection and segmentation network, a light-

weight backbone network based on the Residual Network Architecture is developed.

Chapter 5 presents an improved deep neural network DaSNet-v2, which can perform detection and

instance segmentation on fruits, and semantic segmentation on branches. In the previous work, a

deep neural network DaSNet-v1, was developed to perform detection and segmentation on fruits and

branches in orchard environments. However, semantic segmentation returns the mask for each class

instead of each object. Segmentation on each fruit is important as it can provide abundant information

on each object, especially for those overlapped fruits.

Chapter 6 presents a robotic vision system to perform fruit recognition, modelling, and environment

modelling for autonomous apple harvesting. The fruit recognition applies a deep-learning model Das-

net to perform detection and segmentation on fruits, and segmentation on branches. Fruit modelling

localises the center and computes the grasp pose of each fruit based on Hough Transform. Environ-

ment modelling adopts Octrees to represent the occupied space within the working environment of

the robot. The robot control computes the path and guides the manipulator to pick the fruits based on

the computed 3D model of the crop.

Chapter 7 summarises the outcomes of the research and contributions from this work. Key limita-

tions on the practical implementation of current methods and technologies and suggestions for future

research are made.

4



Chapter 2 Literature Review

2 Literature Review

Compared with traditional autonomous harvesting, visual-guided robotic harvesting requires precise

information of target to guide the manipulator to detach the fruits or vegetables. A typical robotic

harvesting system consists of a centre control, a vision system, a manipulator, an end-effector, and

a mobile platform. The accuracy and robustness of the vision system are essential for operating

the robotic harvesting system in orchard environments. Compared to the vision systems which are

widely applied in controlled industrial environments, the operation of the vision system in orchard

environments is more challenging. Various uncontrolled environmental factors, such as changing il-

lumination, appearance of fruits (size, colour, shape, and texture), complex and loosely structured

workspace, and occlusion between objects, can severely influence the performance of the robotic har-

vesting system. This chapter reviews the related methods and techniques which have been developed

in visual-guided harvesting robots. The review includes three sections, which are vision sensors in

Section 2.1, vision processing algorithms, and recent development in harvesting robots in Section 2.4.

The review of the vision processing algorithm includes two parts: traditional machine-learning based

methods in Section 2.2 and deep-learning based methods in Section 2.3.

2.1 Vision Sensors for Harvesting Robots

2.1.1 2D Imaging Sensors

Figure 1: RGB and NIR images are applied in fruit detection in greenhouse environments [134].

Visual perception of target objects can be conducted by different types of visual sensors, which can be

classified into two classes: 2D imaging sensors and 3D imaging sensors [181]. 2D imaging sensors

5



Chapter 2 Literature Review

include RGB colour camera, infrared imaging sensors, spectral imaging sensors [90]. RGB camera

senses the colour information of the objects and environments, while infrared imaging camera cap-

tures the temperature distributions of the plant canopy (as shown in Figure 1). Some researchers fuse

the sensory data of RGB colour camera and infrared imaging camera to improve the performance of

the vision system in different conditions [116, 158]. 2D imaging sensors have advantages such as

low cost and easy access. However, they cannot provide 3D spatial information of objects within the

workspace. Some vision servo methods apply a monocular camera to reconstruct the spatial infor-

mation by using structure from motion, which requires cooperation between manipulator motion and

vision system [108, 138]. Such methods can reconstruct the 3D location of objects while they would

increase the complexity of the computation and system design. With the recent development of the

3D visual sensors, combining 2D imaging sensors and 3D measurement sensors can provide both

colour and 3D spatial information of objects and environments [98].

2.1.2 3D Visual Sensors

3D visual sensors can obtain spatial information of target objects and workspace. The commonly

applied 3D visual sensors in robotic harvesting include stereo-camera, RGB-D camera, and Light

Detection and Ranging (LiDAR). The following sections will briefly introduce the principles, advan-

tages, and limitations of these visual sensors.

a. Stereo Camera

The stereo camera applies two or multiple RGB cameras to reconstruct the colour and depth informa-

tion by matching through the triangulation principle [38]. Based on different approaches to perform

matching, the Stereo camera can be divided into dense-matching based Stereo camera [37, 55] and

sparse-matching based Stereo camera [163]. A dense-mapping based stereo-camera reconstructs the

3D information of the environment by matching every pixel between the images from the left and right

cameras, as shown in Figure 2. A sparse-matching based stereo camera applies key-point detection

and image feature descriptors to reconstruct the spatial location of these extracted key points [118].

Similar to the 2D imaging sensors, the stereo camera is low cost and easy access. However, the stereo

camera also has many limitations, such as low accuracy, low computation efficiency, and low robust-

ness to the environmental variances [159]. Also, the application of the stereo camera is limited in

scenarios that lack texture features.

6



Chapter 2 Literature Review

Figure 2: Woking principle of the stereo-camera, sub-image (c) shows the example of reconstructed
depth map of scenes [137].

b. LiDAR

Figure 3: 3D LiDAR sensors are widely applied in autonomous driving, (c) and (d) are from the [31]

LiDAR is a range sensor that can obtain spatial information of environments. The sensory data of the

LiDAR is the 2D or 3D point clouds based on different types of sensors. LiDAR has advantages in

refresh rate, sensory accuracy, and robustness. For example, Velodyne HDL-64E LiDAR (as shown

in Figure 3) can sense the environments up to 120 meters in a real-time refresh rate. However, LiDAR

cannot provide colour information of the objects and environments, which limits the information that

7
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can be used by the recognition algorithm. Meanwhile, the cost of the 3D range LiDAR is much higher.

3D LiDAR, co-operated with colour imaging sensors or other distance measurement, is widely applied

in studies and applications in autonomous driving [166, 189]. The 2D LiDAR is widely applied in

Simultaneously Localisation and Mapping (SLAM) project in indoor environments [56].

c. RGB-D Camera

Figure 4: RGB-D data by using Kinect-v2 in indoor scene, which are from NYU dataset [143].

The RGB-D camera can obtain both colour and depth information of the workspace. Similar to the

binocular camera, most of the RGB-D cameras utilises the design of stereo-camera, while one of

the cameras is replaced with a distance measurement sensor. Based on the different type of applied

distance measurement sensor, RGB-D cameras can be divided into light structural based solutions

(such as Microsoft Kinect-v1) and Time of Flight (ToF) solution (such as Microsoft Kinect-v2 and

Intel RealSense series, as shown in Figure 4). Both solutions require the registration between depth

images and colour images, to find the correct depth value of each pixel within the colour images [76].

Compared to the LiDAR, the working range distance of the RGB-D camera is relatively smaller,

which can go up to 10 meters. However, an RGB-D camera can provide rich information, including

both colour and spatial data of objects and workspace. Compared to the stereo-camera, RGB-D

camera has significant advantages in terms of measurement accuracy, robustness, and computational

efficiency.

2.2 Traditional Machine-Learning Methods in Vision Processing

Traditional machine-learning based recognition methods apply feature descriptor to extract and en-

code the colour, shape, and texture features of the objects [115]. These feature descriptors are also
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called as hand-crafted features. Based on extracted feature descriptors, machine-learning based clas-

sifier is applied to learn the distribution of object’ features in order to perform classification, recog-

nition, or segmentation on sensory data [26]. The following section will introduce the related works

developed in feature descriptors and traditional machine-learning based classifier in separately.

2.2.1 Feature Descriptors

Feature descriptor is used to encode the distribution of objects’ appearance in sensory data. According

to different processing data, feature descriptors can be divided into image feature descriptors and point

clouds feature descriptors.

a. Image Feature Descriptors

Figure 5: Key-point matching by using local feature descriptor and RANSAC algorithm [66].

Image feature descriptors encode the appearance of objects in the 2D images, which can be used

in colour channel of the stereo-camera or RGB-D camera. Based on different features encoded by

feature descriptors, image feature descriptors can be classified into gradient-based methods, texture-

based methods, frequency-based methods, and moment and probability-based methods [88]. Most

of image feature descriptors applied in objects recognition belong to local feature descriptor [89],

which record features of objects in a given local region, such as Histogram of Gradient (HoG) [141],

Local Binary Pattern (LBP) [2], and Binary Robust Independent Elementary Features (BRIEF) [20].

These image feature descriptors can be used to perform matching or registration by sliding windows

or Key-point detection [81]. Key-point detection is another important step in the processing of image

feature descriptor [109]. Key-point detection extracts the salient pixels within the images and then use

feature descriptors to encode the neighbour region of these extracted key points. Many image feature
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descriptors include Key-point detection during the process as it can improve computational efficiency

in image recognition, matching (as shwon in Figure 5), and registration [96]. The representative works

of this method are Scale Invariant Feature Transform (SIFT) [104], Speeded Up Robust Features

(SURF) [15], and Oriented FAST (Features from Accelerated Segment Test) and Rotated BRIEF

(ORB) [130]. These image feature descriptors are widely applied in image matching /registration

[146] and SLAM [112].

b. Point Clouds Feature Descriptors

Figure 6: 3D shape matching by using Key-point detector and local feature descriptor [179].

Point clouds feature descriptors extract the appearance of objects in the 2D or 3D point sets, which

can be applied in LiDAR or RGB-D camera cases. Point clouds feature descriptors can be divided

into local feature descriptors and global feature descriptors [47]. Local feature descriptor encodes

local geometric features of objects, which can be used to perform recognition, segmentation, and

registration [33]. The commonly used local point cloud feature descriptor includes spin images [69],

shape context [16], Point Feature Histogram (PFH) [133], and Fast Point Feature Histogram (FPFH)

[132] and so on. Global feature descriptor encodes geometric information of whole point cloud,

which is applied in shape retrieval and classification [153,167]. The commonly used local point cloud

feature descriptor includes Global Radius-based Surface Descriptor (Global RSD) [106], Viewpoint

Feature Histogram (VFH) [111], 3D-SIFT [139], and so on. Similar to the image feature descriptors,

key-point detection is also an important step in the descriptor extraction in point cloud cases [135].
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Considering point clouds are in sparse and unordered form, key-point extraction in point clouds case

is even challenging compared to the key-point detection in image space. Key-point detection in

point clouds can follow different principles to detect salient points, such as surface curvature or other

surface variances [45, 48]. By combining key-point detection and feature descriptors, point clouds

feature descriptors can be used to perform different visual tasks on point clouds data, such as 3D

shape registration shown in Figure 6.

2.2.2 Traditional Machine-Learning Based Classifier

Feature descriptor encodes objects’ information into vectors, which modelling the objects’ appearance

in feature space. Machine-learning based classifier can be trained to learn the distribution of feature

descriptors and perform classification and detection based on extracted feature vectors [156]. Based

on different learning and training strategies, machine-learning based classifier can be divided into

supervised learning methods, unsupervised learning methods, and semi-supervised learning meth-

ods [3]. Supervised learning methods require ground-truth on each training data [190]. The typi-

cal supervised machine-learning based classifier includes decision tree learning, K-Nearest Neigh-

bour (KNN) [29], Neural Network (NN) [43], Ensemble Learning [27], and Support Vector Machine

(SVM) [149]. Unsupervised learning method does not require ground-truth of training data. It can

classify data into different groups based on the internal distribution of the data [39]. The most rep-

resentative method of unsupervised learning is clustering, such as k-mean clustering and Gaussian

Mixture Models (GMMs) [172]. Semi-supervised learning methods are designed to use a small num-

ber of labelled training data to conduct feature learning on a large number of un-labelled training data

based on given assumptions [190]. In the vision tasks, supervised learning methods are more com-

monly used than the other two methods since studies showed that it could provide a more accurate

and robust classifier to perform visual tasks [140].

A typical traditional machine-learning based visual recognition algorithm includes three steps: fea-

ture descriptor extraction, classifier training, and classifier prediction [49]. In the step of feature

extraction, one or more feature descriptors can be used to describe the appearance of target objects

in the sensory data from different aspects, such as colour, texture, and shape. These feature vectors

can be concatenated together to form an ensemble feature vector to describe the appearance of the

objects [61]. The applied machine-learning algorithm will train the classifier based on the extracted

feature vectors from the training data. At the prediction step, the sliding window is used to extract
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feature vectors of each sub-region within the images, and the classifier is used to predict the class of

each feature vectors from the previous step [83]. To improve the computational efficiency of the algo-

rithm, selective searching of Region of Interest (RoI) is used to replace the sliding window [28, 157].

That is, only the sub-regions of the RoI are predicted by classifier, which largely increases the running

speed of the algorithm.

2.2.3 Traditional Vision Algorithms in Harvesting Robots

Traditional machine-learning based algorithms are widely applied in vision system for harvesting

robots [73]. Based on different features and classifiers applied in methods, traditional vision algo-

rithms can be divided into single-feature based methods and multiple-features based methods.

a. Single-Feature Based Fruit Recognition

Colour is one of the most commonly used features to distinguish fruits from the background. Arefi

et al. [6] combined colour information from RGB, HSI, and YIQ spaces to extract ripe tomatoes

from greenhouse environments, an accuracy of 96.36% on detection and localisation of fruits was

reported. Yin et al. [174] used a k-mean clustering algorithm to perform recognition of ripe tomatoes

in L*a*b colour space. Huang and He [58] applied a fuzzy entropy-based classifier and combined

colour information of L*a*b, HSI, and LCD space to perform detection of Fuji apple on the tree

canopy. Si et al. [142] applied a decision tree classifier on RGB colour space to detect and localise the

apples by using a stereo-camera. Zhao et al. [182] applied an adaptive threshold algorithm to perform

tomato recognition based on fused colour features in L*a*b, and YIQ colour spaces, an accuracy

of 93% on detection was reported. Zhao et al. [183] developed a tomato recognition algorithm,

which use Adaboost classifier [50] on colour features to perform detection. The author reported

that 96% on accuracy of detection was achieved by using their method. Zhou et al. [187] applied

a decision tree to perform detection on Gala apples based on colour information. Except for the

colour, shape, and texture are the other commonly used features in fruit recognition. Bracamontes

et al. [113] applied hough transform to detect blueberries. Xie et al. [170] applied a modified hough

transform on the spherical shaped fruits such as apple, citrus, and tomato. Due to the various factors

such as illumination, objects’ appearances, view-angle of the camera, the accuracy and robustness

of single-feature based is limited [7]. In the following section, traditional vision algorithms apply

multiple-features are introduced.
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b. Multiple-Features Based Fruit Recognition

Combining or fusion of multiple features of the target object can improve the accuracy and robust-

ness of the fruit recognition algorithm in different conditions. Zhao et al. [180] developed a fruit

recognition algorithm which applies colour and texture features to perform detection, localisation,

and guides the robotic harvesting in orchard environments. Patel et al. [117] combined features of

intensity, colour, image edge, and orientation to perform detection on fruits. The author reported that

the proposed multiple-features based recognition algorithm achieve 90% on the accuracy of detection.

Rakun et al. [123] developed a texture, colour, and 3D shape properties based detection algorithm to

estimate the yield of apples in orchard environments. Luo et al. [105] combined features from RGB,

HSI, L*a*b, and YCbCr colour spaces and textures to encode the appearance of grape, then an Ad-

aboost classifier is used to perform classification on extracted features. Wang et al. [161] combined

colour, texture, and shape features and an Adaboost classifier to perform recognition on citrus fruits.

McCool et al. [107] developed a colour, shape, and texture features fused fruit recognition algorithm

to perform pixel-level segmentation on sweet peppers in the indoor environments, and a Laplacian of

Gaussian (LoG) multi-scale blob detector [97] is used to detect peppers from the segmentation results.

Kang and Chen [72] developed a fruit recognition algorithm which applies the hierarchy multi-scale

feature extraction of colour and shape features, then a K-mean and CNN are used to perform segmen-

tation and classification on extracted RoIs. Although multi-features based fruit recognition improves

the performance of the algorithm, such a system still requires large improvements on both computa-

tional efficiency, accuracy, and robustness [181].

2.3 Deep-Learning in Vision Processing

Deep-learning is a kind of supervised machine-learning method, which shows superior performance

compared to the traditional algorithms. The accuracy and generalisation of the traditional machine-

learning based algorithm is limited by applied hand-crafted feature descriptors [75], which have lim-

ited space to store the features of different objects [136]. Deep-learning includes deep neural network

and deep Convolution Neural Network (CNN). Compared to the deep neural network, CNN applies

convolution operation and back-propagation training to extract the features of the objects, largely

increases the accuracy and generalisation of the algorithm [79, 160, 184]. Based on different tasks,

deep-learning architecture can be grouped into a classification network, semantic segmentation net-
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work, object detection network, and instance segmentation network [44]. Recent advance of CNN al-

lows people to process unordered and sparse data, such as point clouds of the 3D range sensors [63].

This section reviews related works of deep-learning from the aforementioned aspects, a review of

deep-learning methods in agricultural harvesting applications is also included.

2.3.1 Deep-Learning in Image Classification

Figure 7: Network architecture of LeNet, which includes three convolution layers (C1, C3 and C5),
two pooling layers (S2 and S4), and one fully-connected layer (F6) [84].

The image classification task is to predict the class of the objects within the given images. Different

from the traditional machine-learning based methods which apply handcrafted features to encode the

appearance of objects, deep-learning based methods apply back-propagation training to automatically

extract features based on network training [35]. Therefore, deep-learning methods are also known as

adaptive feature learning [148] or automatic feature engineering [46]. In the image classification

task, multi-layers perceptron flatten the images to 1-dimensional vectors and uses fully-connected

layer to extract and process the information within the images [17, 114, 131]. Later, the convolution

Neural Network (CNN), which applies convolution operation to preserve the spatial distribution of

the features in images, largely improves the accuracy of the model. LeNet [84, 85] is the first CNN

architecture developed for digit number classification. A typical network includes three different

operations: convolution (convolution layer), pooling (pooling layer), and matrix multiplication (fully-

connected layer). LeNet includes three convolution layers and one fully-connected layer, to extract

features from images and perform classification based on extracted features.

The early works of CNN showed limited performance in general classification tasks. To improve the

accuracy and generalisation of the network model, researchers add more layers into the network ar-

chitecture, such as AlexNet [82], ZF-Net [177], Visual Geometry Group Network (VGG-Net) [144],
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Figure 8: Network architecture design in VGG [144], GoogleNet [151], ResNet [54], and DensNet
[57].

and GoogLeNet [150–152]. However, with the increasing number of the layer in the network model,

back-propagation training becomes unstable and inefficient due to the gradient vanishing and explod-

ing [71]. Introducing of Relu activation function [42] and batch-norm layer [64] largely optimise

training in deep network architecture, providing efficient solutions to train very deep network. In

the year 2015, Residual Network (Resnet) [54] (as shown in Figure 8) applies local shortcuts con-

nection within the residual block, which solve the degradation problem in training of the very deep

network. Resnet-152 (152 layers architecture) achieved 96.43% in top-5 of ImageNet Large Scale

Visual Recognition Competition [25] in year 2015 (ILSVRC-2015). After introduction of Resnet

architecture, GoogLeNet-inception-v4 [150], Renext [169], and DenseNet [57] were further devel-

oped, which further improves the accuracy of model in the classification task. With continuous im-

provements made, CNN models have achieved state-of-the-art performance in the image classification

task. Based on the CNN architecture, deep-learning methods are widely used in other computer vi-

sion tasks, including semantic segmentation and object detection [65], which are introduced in the

following sections.
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Figure 9: Semantic segmentation is to predict the class of every pixels within image, the image shown
above is from the Visual Object Classes Challenge 2012 (VOC2012) [30]

2.3.2 Deep-Learning in Semantic Segmentation

The image classification task is to predict the class of objects within the image, while semantic seg-

mentation task is to predict the class of every pixel within the image (as shown in Figure 9). Tradi-

tional semantic segmentation algorithms apply sliding windows and handcrafted features to perform

classification on each pixel, which is computation in-efficiency and time-consuming [10, 62, 165].

Deep-learning based semantic segmentation algorithm applies CNN model to extract features and

restore classification information of each pixel by using upsampling operations. From the visualisa-

tion of feature maps from different levels of CNN [177], feature maps from shallow levels contain

more spatial information of objects, while feature maps from deeper levels contain more semantic

information of objects.

Figure 10: Architecture of FCN models [80], which combines multiple-levels feature maps to perform
segmentation.
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To restore classification information on each pixel, a semantic segmentation network requires to com-

bines semantic information from deep level and spatial information from the shallow level of the

backbone. Due to the pooling operation, the size of feature maps in a deep level is smaller than the

feature maps in a shallow level. Hence upsampling (interpolation or transpose convolution operation)

is used to match the size of features between different levels. The semantic segmentation network is

required to restore spatial information of objects from the feature maps of the higher level, to perform

classification on each pixel. Therefore, upsampled operations, such as interpolation and deconvo-

lution operation, are applied in the semantic segmentation network to restore spatial information of

feature maps in the higher level [34]. Fully Convolution Network (FCN) [103] is the first work of

deep-learning based semantic segmentation, which use feature maps from C5 (32-times size reduced),

C4 (16 times size reduced), and C3 (8 times size reduced) in a Feature Pyramid Network (FPN) of a

VGG backbone to perform classification on each pixel (as shown in Figure 10). Semantic segmenta-

tion network are widely applied in many computer vision tasks, such as U-net [129] and V-net [110]

for medical image analysis, Segnet [9] and Deeplab [21, 22] for segmentation in general scenes.

2.3.3 Deep-Learning in Object Detection

Object detection is another essential task in computer vision, which is required to search the object

of interest, localise the corresponding Object Bounding Box (OBB), and predict the class of detected

objects within images. Compared to the semantic segmentation networks, object detection networks

need to return how many objects of interest are in the image and where these objects are. Based on

network architecture design, deep-learning based object detection can be divided into two groups:

two-stage detection and one-stage detection [185]. Moreover, object detection can only return a

bounding box of objects within the image while losing the details of the shape. Therefore, instance

segmentation network is further developed, which can perform segmentation on each detected object.

a. Two-stage detection

Two-stage detection extends the traditional machine-learning based detection methods by applying

CNN in the stage of object classification and OBB regression. The first work of two-stage detection is

Region Convolution Neural Network (RCNN) [41] (as shown in Figure 11), which includes two steps

in detection: RoI proposing and RoI classification. In the RoI searching step, the selective search-

ing method [157] is used to predict the bounding box of objects. In the RoI classification step, each
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Figure 11: Workflow of two-stage detection network Faster-RCNN [23], which includes RoI propos-
ing and classification during the detection.

proposed RoI is processed by CNN to perform classification and OBB regression. Since each RoI

requires one forward inference of network, hence RCNN is limited by the slow running speed [53].

Fast-RCNN [40] improves computational efficiency by direct proposing ROI from the extracted fea-

ture maps from the backbone network. Moreover, Faster-RCNN [127] introduces the Region Propose

Network (RPN) to generate RoI for detection, improving the RoI searching speed and accuracy com-

pared to the selective searching methods. Although two-stage detection significantly improves the

accuracy, robustness, and computational efficiency, it still cannot achieve real-time detection, which

is an important requirement in robotic vision system [186].

b. One-stage detection

Figure 12: Workflow of one-stage detection network such as YOLO [124], which does not requires
RoI proposing during the detection.

Two-stage detection methods divide the object detection into RoI proposing and RoI classification,

which cannot achieve real-time processing of input sensory data. One-stage detection combines RoI
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proposing and RoI classification into one step, which significantly speeds up the running of algo-

rithms. Compared to the two-stage detection methods, which requires RPN to search RoIs and extract

correspond RoI region from feature maps to perform classification, one-stage detection methods pre-

dict objects on each grid of the feature maps. The architecture of one-stage detection networks is

similar to architecture of the FCN. The difference is that each grid of feature maps in a one-stage

detection network contains information of bounding boxes and class of objects. You Only Look Once

(YOLO) [124–126] (as shown in Figure 12) and Single Shot Detection (SSD) [99] are the repre-

sentative works of the one-stage detection methods. Compared to the two-stage detection networks,

one-stage detection networks have better performance in computational efficiency but relatively lower

accuracy on detection and bounding box localisation [185].

Figure 13: Architecture of RetinaNet [95], which applies FPN and focal-loss training to improve the
accuracy on object detection.

To improve the performance of one-stage detection methods in terms of detection and localisation

accuracy, multi-scale detection by using FPN [94], focal loss training [95] and multiple prior anchor

box are applied in the following improved network models of the YOLO and SSD. YOLO-V3 network

applies a three levels FPN structure to increase recall of model on small objects. Meanwhile, nine

prior anchor boxes based on training sets are used to improve the bounding box localisation accuracy.

By introducing such measurements, one-stage detection can achieve equal accuracy compared to the

two-stage detection network but with faster running speed.

c. Instance Segmentation

Semantic segmentation can obtain shape of objects while it cannot distinguish which pixels belongs

to which objects within the image. Object detection can only returns of bounding box of each object

within image while lose the details of objects’ shape. Instance segmentation can perform object

detection and also obtain the shape of each object within the image. A common approach of achieving
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Figure 14: Architecture of Mask-RCNN [52], which combines the architecture of Faster-RCNN and
a instance segmentation.

the instance segmentation is to apply a mask generation branch network to perform segmentation of

objects after detection. Mask-RCNN [52] (as shown in Figure 14) use this principle, adding a mask

segmentation branch in RoI classification step, to obtain a binary mask of each objects. However,

because of such working principle, two-stage instance segmentation cannot achieve real-time running

speed of algorithm.

Figure 15: Architecture of YOLACT [19], which combines a detection branch and a protonet branch
to generate mask for each objects within images.

To achieve instance segmentation function by using a one-stage detection network is more challeng-

ing compared to the two-stage detection network, as one stage detection network does not have RoI

proposing stage, which can directly perform instance segmentation on correspond region of objects

on feature maps. Until to now, two different types of one-stage instance segmentation network are

developed, which are Single Pixel Reconstruction Network (SPRNet) [175] and YOLACT [19]. SPR-

Net [175] achieves the one-step instance segmentation by introducing a multi-scale feature fusion

branch to generate a mask of objects from a single pixel within the feature maps. That is, an Atrous

Spatial Pyramid Pooling (ASPP) [22], which uses several different dilate convolution kernels to fuse
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multi-scale information within feature maps, to encode information of a fixed-size neighbour region

into the single pixel in the feature maps. Another approach of one-stage instance segmentation is

YOLACT [18,19] (as shown in Figure 15), which applies a detection branch and a protonet branch to

achieve segmentation on each objects’ shape.

2.3.4 Deep-Learning in 3D Data

The representations of 3D sensory data include point clouds, voxel, mesh, multi-view images and so

on [63]. The most commonly used representation of 3D sensory data are point clouds. Point clouds

of objects or environment can be directly obtained by using 3D range sensors such as stereo-camera,

RGB-D camera, and LiDAR. However, point clouds is highly sparse, unordered, and variant to the

transformation. Based on different representation of data used by algorithms, deep-learning based

network architectures on 3D data processing can be grouped into voxel-based models, multi-view

based models, and point-based models.

a. Voxel-Based Models

Figure 16: Architecture of 3D shapeNet [168] and VoxelNet [188], which process the voxel-based
representation of 3D data.

A straight forward approach to process point clouds is to voxelise the 2D or 3D point clouds into

grids or voxels (as shown in Figure 16). Firstly, point clouds can be transformed to voxels based on

give resolution conveniently. Secondly, Voxels can preserve spatial distribution of objects or scene
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and can be processed by using 3D convolution operation. The limitation of voxels-based CNN is that

such algorithms require significantly large computational resources and memory requirement to store

and process the information within data when resolution become higher. The representative works of

voxel-based deep-learning methods are 3D shapenets [168] and VoxelNet [188].

b. Multi-View Based Models

Figure 17: Architecture of multiview-CNN [147], which applies objects images from multiple view-
angles and 2D CNN architecture to perform classification on 3D data.

Multi-view CNN methods [121, 147] use images of a object from multiple view-angle as input to

perform objects classification (as shown in Figure 17). Multi-view CNN can directly applies CNN

architectures which developed in 2D image processing to extract features from multi-view images.

The limitation of multi-view based models is that occlusion of objects and choose of view-angle of

camera can effect the performance of the algorithm.

c. Point-Based Models

Voxel-based models and multi-view models require conversion of representation before data is pro-

cessing by algorithms. Point-based models can directly process the raw input point clouds from the

3D range sensors. PointNet [120]u ses a CNN to extract high-dimensional vectors on each of points

(as shown in Figure 18), a asymmetric function to process unordered input, and a multi-layer percep-

tron classifier to use local and global Information. However, random sampling of point clouds cannot

fully describe the details of the objects. Pointnet++ [122] further improves the sampling strategies on

the point clouds and uses multi-resolution grouping to fuse the local and global information. Such
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Figure 18: Architecture of Pointnet [120]. Pointnet applies a asymmetric function and 2D CNN
architecture to process unordered point clouds.

measurements improve the performance of the network on classification accuracy, but increase the

computational efficiency and slow down the running speed.

Figure 19: Pointnet based methods are also widely applied in LiDAR data processing in autonomous
driving applications (results shown in image is from Frustum-convnet [164]).

Later work [102] further combines voxels-based methods and point-based methods to improve the

computational efficiency and accuracy of model. PointNet based architectures are also applied in 3D

object detection. Frustum PointNet [119] uses a 2D object detection to propose points of RoI and

PointNets to perform OBB regression and instance segmentation (as shown in Figure 19).

2.3.5 Deep-Learning in Harvesting Robots

a. Adaptive Feature Learning on Pixel-Level Segmentation

Deep-learning based visual processing algorithm have been widely studied in many agricultural tasks,

such as yield estimation, monitoring, and vision system for harvesting. Bargoti and Underwood [13]
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applied sliding windows and Multi-Layer Perceptron (MLP) to perform pixel-level segmentation on

input images, Circle Hough Transform (CHT) [8] and Watershed Segmentation (WS) [128] were

used to perform detection on segmented results. Authors claimed this method as adaptive feature

learning algorithm for fruit recognition, which improves the generalisation and accuracy of models

when dealing with image data in uncontrolled environments. Similar framework is also applied in

recognition system for almonds [59], apples [11, 60], and trunks [14]. Adaptive feature learning on

pixel-level segmentation is the extension of traditional machine learning and multi-features based

methods, while the hand-crafted features are replaced with automatic extracted features by the super-

vised learning [178]. The computational efficiency and accuracy of the models are still limited by the

RoI searching strategies and shallow network architecture.

Semantic segmentation based network can be seem as an extension method of the adaptive-feature

learning on pixel-level segmentation. Li et al. [91] applied FCN model in cotton segmentation. Lin

et al. [93] applied FCN-8s network to perform semantic segmentation on images of including guava

fruits and trees. The segmented results from the FCN-8s requires further processing (clustering)

to estimate boundary and pose of each fruit. Kestur et al. [74] proposed a similar principle which

applied FCN and post-processing to detect mango in orchard environments. Although pixel-level

segmentation based on semantic segmentation can improve the accuracy on object segmentation,

such methods still limited by performance of traditional post-processing techniques when dealing

with densely arranged and occluded fruits.

b. Deep-Learning Architecture in Fruit Recognition

With the successful of deep-learning based applications in many computer vision tasks, deep-learning

based methods are also adopted in fruit recognition tasks [70]. Sa et al. [134] adopted Faster-RCNN

models on fused RGB and NIR images, to perform recognition of sweet pepper, rockmelon, apple, and

avocado. Bargoti and Underwood [12] used network architecture of Faster-RCNN to perform detec-

tion of apple, almond, and mango by using RGB images, and accuracy of ą 0.9 on F1 score (see [70]

for detail of F1 score) of object detection was achieved. Liu et al. [101] applied a modified Faster-

RCNN model to fuse images from RGB and NIR sensors and perform detection of kiwifruits. The

modified Faster-RCNN on multi-source images achieved 0.907 on Average Precision (AP) (see [79]

for details of AP evaluation) on kiwifruit detection. Yu et al. [36, 176] utilised a Mask-RCNN model

to perform detection and instance segmentation of strawberry in unstructured environments. The au-
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thor claimed that 95.78% on AP and 89.95% on instance segmentation accuracy were achieved in

experiments. Except for two-stage detection networks, one-stage detection networks are also widely

studied and applied by researchers in agriculture applications. Koirala et al. [78] developed a modified

and light-weighted YOLO-based one-stage detection for yield estimation of mango in orchard envi-

ronments and achieved 0.89 on F1 score. Liang et al. [92] applied an SSD model in on-tree detection

of mango. Experimental results showed that the SSD model achieves accurate detection performance

(0.911 of F1 score) and real-time running (35 Frame Per Second (FPS) on 400 x 400 (pixels) im-

age). Tian et al. [154, 155] combined DenseNet [57] and YOLO-V3 model to perform monitoring

of apple growth in different stages under orchard environments, the modified YOLO models showed

better accuracy on fruit detection and growth-stages classification compared to the original YOLO-V3

model. Similar works of applying detection neural network architectures in fruit recognition can also

be found in works [68, 77, 100, 145].

2.4 Recent Development on Harvesting Robots

A typical visual-guided robotic harvesting system is comprised by several sub-systems, including one

or multiple robotic arms, end-effector, vision system, and computational device. This section reviews

the classic works of robotic system developed in automatic fruit harvesting.

a. Robotic System for Strawberry Harvesting (Japan, 2010)

Figure 20: Robotic system for autonomous strawberries harvesting developed in Japan [51], 2010
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Hayashi et al. [51] developed a robotic system for strawberry harvesting in greenhouse environments

(as shown in Figure 20). The developed system includes a moving platform, a machine vision unit, an

end-effector, and a central control unit. Machine vision unit applied a stereo-camera to localise the 3D

position of the strawberries, the detection is performed by using colour information and decision tree

in HSI colour space. The grasping of strawberries is performed by controlling manipulator translating

towards the target. The detection rate of vision system in experiments is 60%, the success rate of

harvesting is 41.3%, and the average running time of grasping one fruit is 11.5s.

b. Robotic System for Apple Harvesting (China, 2011)

Figure 21: Robotic system for autonomous apple harvesting developed in China [24], 2011

Zhao et al. [24] developed a visual-guided robotic apple harvesting system, which included a five

Degree of Freedom (DoF) robotic arm, a multi-sensory end-effector, a vision processing and centre

control system, and a moving platform (as shown in Figure 21). The multi-sensory gripper includes

a pressure sensor, a collision sensor, and a RGB camera in eye-in-hand. Robotic system uses RGB

images and a SVM with Radiu Basis Function (RBF) kernel function based classifier [67, 162] to

perform fruit recognition and motion control on X and Y direction. Then end-effector is translated to

the target until pressure sensor touch the fruit. The success rate of robotic system and average picking

time of an apple are 77% and 15s, respectively.

c. Robotic System for Tomato Harvesting (China, 2015)

Feng et al. [32] developed a visual-guided system for tomato harvesting in greenhouse environments

(as shown in Figure 22). The developed system includes a multi-sensors based vision system, a

26



Chapter 2 Literature Review

Figure 22: Robotic system for autonomous tomatoes harvesting developed in China [32], 2015

four-joints robotic arm, and a sleeve-shaped grasper. The multi-sensors vision system includes a

RGB camera for fruit detection and a line laser generator for fruit localisation. The fruit recognition

processing is performed by using a hand-crafted decision tree in HSI colour space. The success rate

of harvesting in experiments was 83.9%, the average running speed of a picking iteration is 24s.

d. Robotic System for Tomato Harvesting (Japan, 2016)

Figure 23: Robotic system for autonomous tomatoes harvesting developed in Japan [173], 2016

Yaguchi et al. [173] developed a robotic system for automatic tomato harvesting in the 2nd tomato

robot competition (as shown in Figure 23). This robotic system includes a commercialised robotic

arm (Universal-Robot-5), a 3D stereo camera (Xtion PRO LIVE, ASUS), and a customised rotational

plucking gripper. Fruit detection algorithm applies colour information of HSI colour space to perform
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pixel-level segmentation and Random sample consensus (RANSAC) to search spherical shape on

segmented point clouds. The grasping is achieved by translating robotic arm to the position of fruit

centre. The success rate and average running speed of single iteration are 60% and 23s, respectively.

e. Robotic System for Sweet-Pepper Harvesting (Australia, 2017)

Figure 24: Robotic system for autonomous sweet pepper harvesting developed in Australia [86], 2017

Lehnert et al. [86] developed a robotic system for autonomous sweet pepper system in greenhouse

environments (as shown in Figure 24). The developed system includes a small oving vehicle, a com-

mercialised robotic arm (Universal-Robot-5) on a prismatic lift joint (Thomson LM80), a RGB-D

camera (Intel Realsense SR300), and a customised end-effector. Vision system applies RGB informa-

tion to perform fruit detection on coloured 3D cloud points. Vision system also estimates the proper

grasping poses of each fruit rather than simple translating to the targets. The authors also explore

a shape matching approach [87] to estimate proper grasping pose. In experiments, the developed

system achieved 58% on success rate of robotic harvesting in modified crop.
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Figure 25: Robotic system for autonomous strawberries harvesting developed in Norway [171], 2020

f. Robotic System for Strawberry Harvesting (Norway, 2020)

Xiong et al. [171] developed a automatic strawberry harvesting robot, which is comprised by a moving

platform, vision system (RGB-D camera and 2D LiDAR), a duel-arm manipulator, and end-effector

on each manipulator (as shown in Figure 25). Vision system of the robot applies a HSV colour space

based processing algorithm for fast detection of strawberries in workspace. Vision and control sys-

tem also include modelling the obstacle within workspace in scanning to avoid collision and harvest

strawberries in order. Topological map of the farm is also included in the control system, which

can guide the robot to the given position automatically. The developed robotic system achieved high

success rate on harvesting and the average iteration time is 4.6s - 6.1s.

g. Robotic System for Sweet-Pepper Harvesting (Europe & Israel , 2020)

Arad et al. [4] developed a sweet pepper harvesting system, as shown in Figure 26. The developed

robotic system includes a automated cart with a scissor lift, a Fanuc LR Mate 200iD robot arm, an end-

effector with eye-in-hand RGB-D camera and LED lighting system. Robotic vision system applies

artificial lighting to reduce environmental variances within workspace. A HSI colour space based

fruit detection algorithm [5] is used to detect sweet peppers and stem within workspace. Robotic

arm is controlled to move to several view-points around stem, to determine the proper angle of the

fruits. The success rate of harvesting is 60% for the modified crop conditions and 18% in current crop

conditions. The average single iteration time per fruit is 24s.
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Figure 26: Robotic system for autonomous sweet pepper harvesting developed by Europe & Israel [4],
2020

2.5 Challenges and Future of Vision System for Harvesting Robots

From the above reviews on recent development of the robotic harvesting system, we conclude that the

vision system applied in autonomous harvesting applications is still limited in the following aspects:

1. Many of developed robotic system were designed to be operated in greenhouse environments

for sweet pepper, strawberry, tomato, or cucumber. Traditional machine vision methods can

perform well in indoor environments when algorithms are properly designed. However, for

robotic harvesting of crops in orchard environments, such as apple and citrus, environmental

variances can severely influence the accuracy and robustness of vision system.

2. Current robotic vision system requires to deploy multiple modules to perform multiple visual

tasks, such as fruit detection, ripeness detection, stem segmentation, and grasping pose de-

tection or estimation. Deploying of multiple algorithms increases requirements of computa-

tional resources and reduce operational efficiency. With development in deep-learning based

vision processing algorithm, introducing of multi-functional network architectures can largely

improves the efficiency and robustness of the system. For example, a single deep-learning

network can perform fruit detection and instance segmentation, and semantic segmentation of

scene within workspace.

3. The performance of current robotic harvesting systems is limited when performed in unmodi-

fied crop conditions. This is due to the limited capability of robotic vision system in environ-

ment modelling and understanding. In unmodified crop conditions, obstacles within workspace

can block sight of visual sensor, fruits may also presented in dense clutter. Robotic vision sys-
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tem is required to accurately detect the target fruits and modelling obstacles or other objects

of interest within workspace. Robotic control system can rely on such information to plan a

proper path for robotic arm to successfully harvest every fruits within the range.

Except of aforementioned challenges, robotic harvesting robots also requires improvements in adap-

tive end-effector and manipulator design, high-DoF robotic arm controlling, autonomous task plan-

ning, navigation, and driving of moving platform.

2.6 Conclusion

This chapter reviews the related techniques and works in the development of visual-guided harvesting

robots, which includes visual sensors, vision processing algorithms, and the recent development of

harvesting robots. The commonly used visual sensor includes 2D imaging sensors and 3D imaging

or range sensors. 2D imaging sensor can obtain texture, colour, and shape information of the ob-

jects, while 3D sensors can further obtain spatial information of targets within the workspace. Vision

processing algorithms include traditional machine-learning based methods and deep-learning based

methods. Traditional machine-learning based methods apply hand-crafted features to encode objects’

appearance and machine-learning based classifier to perform classification or detection. Compara-

tively, deep-learning based methods can extract and learn the features of objects by backward propa-

gation training, which largely improves the accuracy, generalisation, and robustness of the algorithm

in different conditions. We also compare different strategies which are applied in traditional machine-

learning based methods and deep-learning based methods in multiple visual tasks, including object

detection and segmentation. Moreover, we review the development of agricultural harvesting robots

from 2010 to 2020. With the continuous advancements of techniques in vision processing, sensors,

mechanism, and others, agricultural harvesting robots show a huge potential to play an important role

in the future development in the agriculture industry. Recently, with the promotion of low-cost and ad-

vanced techniques in 3D range sensors, such as RGB-D cameras (Kinect-v2 and AZURE KINECT by

Microsoft and RealSense series by Intel, a detail performance comparison between different RGB-D

cameras is included in work [159]) and LiDAR, introducing of open source computer vision libraries

in both traditional and deep-learning (such as TensorFlow and PyTorch), automatic harvesting tech-

nologies are experienced a dramatical development. The overall benefits of these technologies are

promising for future smart farm to secure food production.
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3 Fast Implementation of Real-time Fruit Detection in Apple Or-

chards Using Deep Learning

Fruit recognition in orchard environment is a challenge task since there are many variances pre-

sented in the working space. Recently, deep CNN has shown promising performance in many vision

dependent agriculture applications, such as crop yield estimation, monitoring, and harvesting. How-

ever, CNN algorithms always requires manual labelling on large number of training data, which is a

labour-intensive and time-consuming task. In this work, a fast implementation framework of CNN is

developed and validated to perform fruit detection. The developed framework comprises a automatic

image labelling algorithm and a one-stage detection network LedNet. The automatic image labelling

algorithm utilises the multi-scale pyramid and clustering classifier to assist fast labelling of training

data. LedNet applies FPN and ASPP to improve the performance of model. A modified light-weight

backbone is used to improve computational efficiency of the network. Experimental results shows

LedNet can achieve 0.821 and 0.853 on recall and accuracy on apple detection in orchard environ-

ment, respectively. The weights size and average running time of the LedNet on an 640*480 image by

using Nvidia GTX-1070 are 7.4M and 28ms, respectively. The experiment results show that LedNet

can perform real-time apple detection in the orchard robustly and efficiently.
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A B S T R A C T

To perform robust and efficient fruit detection in orchards is challenging since there are a number of variances in
the working environments. Recently, deep-learning have shown a promising performance in many visual-guided
agriculture applications. However, deep-learning based approaches requires labelling on training data, which is
a labour-intensive and time-consuming task. In this study, a fast implementation framework of a deep-learning
based fruit detector for apple harvesting is developed. The developed framework comprises an auto label gen-
eration module and a deep-learning-based fruit detector ‘LedNet’. The Label Generation algorithm utilises the
multi-scale pyramid and clustering classifier to assist fast labelling of training data. LedNet adopts feature
pyramid network and atrous spatial pyramid pooling to improve the detection performance of the model. A light-
weight backbone is also developed and utilised to improve computational efficiency. From the experimental
results, LedNet achieves 0.821 and 0.853 on recall and accuracy on apple detection in orchards, and its weights
size and inference time are 7.4 M and 28 ms, respectively. The experimental results show that LedNet can
perform real-time apple detection in orchards robustly and efficiently.

1. Introduction

Robotic fruits harvesting is one of the most challenging task in the
automatic agriculture (Zhao et al., 2016). A typical fruit-harvesting
robot comprises two subsystems: a vision system and manipulator
system (Lehnert et al., 2016). The vision system detects and localises
fruits and guides the manipulator to detach fruits from trees. However,
a robust and efficient fruit detection algorithm in orchards is challen-
ging as there are many variances such as illumination changing and
occlusion between fruits, branches and leaves. Previous studies
(Hashimoto, 2003; Kapach et al., 2012) have pointed out that a robust
and efficient vision system is the key to the success of the robotic fruits
harvesting.

In recent years, deep-learning has become state of the art in many
tasks within computer vision, including image classification (He et al.,
2016), segmentation (Wang et al., 2018), and object detection (Redmon
and Farhadi, 2017). Compared to the traditional machine-learning ap-
proaches, deep-learning has strong adaptability to variances within the
working scene (Kamilaris and Prenafeta-Boldu, 2018), making it a
promising approach in many vision tasks. Deep-learning based object
detection can be classified into two classes (Lin et al., 2017): two-stage
detector and one-stage detector. The representative of the two-stage
detectors is the Region Convolution Neural Network (RCNN), including

RCNN (Girshick et al., 2014), Fast/Faster RCNN (Ren et al., 2015), and
Mask RCNN (He et al., 2017). A RCNN model has two network bran-
ches: a Region Propose Network (RPN) branch and a classification
branch. RPN proposes the Region Of Interest (ROI) of foreground class,
while the classification branch classifies and estimates boundary box for
each ROI. Compared to the traditional ROI searching strategies such as
exhaust searching and selective searching (Uijlings et al., 2013), RPN
makes the ROI searching a trainable task, improving the performance
and computational efficiency of the model. The one-stage detector was
developed more recently than the two-stage detector. It combines the
RPN branch and classification branch into a single network, leading to
more concise architecture and better computational efficiency. You
Only Look Once (YOLO) (Redmon et al., 2016; Redmon and Farhadi,
2017, 2018) is one of the most representative aspects of the one-stage
detector, it achieves state of the art performance in object detection
with high computation speed. One-stage detector has been applied in
many vision-based robotic tasks, such as automatic driving (Laroca
et al., 2018), UAV monitoring (Tijtgat et al., 2017), and automation
agriculture (Zhong et al., 2018).

Deep-learning based detection algorithms are gradually applied in
sensing in agriculture environment. The authors of Sa et al. (2016)
adopted the Faster-RCNN on the detection of multiple class fruits, in-
cluding apple, sweet pepper, and melon. Faster-RCNN achieved a better
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detection performance and running speed compared to the previous
work (McCool et al., 2016). In Hao et al. (2016), the authors adopted
the graph-based segmentation and Neural Network (NN) model to
perform the maize tassel segmentation. In Bargoti and Underwood
(2017), the authors utilised a convolution neural network to perform
semantic segmentation of the apple fruit, then a Watershed Segmen-
tation (WS) and Circular Hough Transform (CHT) algorithms are used
to detect the apple. Later, the authors of Bargoti and Underwood (2017)
utilised the Faster-RCNN model to perform the in-field fruit detection,
and they achieved the detection of apple and mangos with F1 score
higher than 0.9. In Li et al. (2017), the authors utilised the Fully Con-
volution Network (FCN) to perform the semantic segmentation of
cotton, and their results showed that FCN outperformed the traditional
segmentation algorithms. The authors of Yang et al. (2019) developed
an FPN strengthened Mask-RCNN in the strawberry detection under a
non-structured environment, the good results in both detection and
instance segmentation tasks are shown from their work. The authors of
Majeed et al. (2018) adopted the segnet (Badrinarayanan et al., 2017)
to perform the segmentation of the apple branch in the orchard, an
accuracy of 0.93 on branch segmentation was reported in their work.
Lin et al. (2019) used the FCN (Long et al., 2015) to perform the se-
mantic segmentation of the guava fruit and branch, then estimating the
grasping posture of the fruit based on the segmentation. Their result
generated better results compared to the traditional vision algorithms.
In Tian et al. (2019), a customized YOLO-V3 network was applied to
apple detection. The authors modified the YOLO-V3 by using the
DenseNet (Huang et al., 2017) to enhance the feature extraction ability,
and the designed one-stage detector outperformed Faster-RCNN and
original YOLO-V3 in their work. In Koirala et al. (2019), the authors
adopted the YOLO architecture in the yield estimation of mango fruit,
accurate detection performance was reported from their work. In ad-
dition, deep-learning is also being applied in many agriculture appli-
cations(Kamilaris and Prenafeta-Boldu, 2018), such as yield estimation
using remote sensing (Kussul et al., 2017) and crop monitoring using
UAV (Yang et al., 2019).

The deep-learning based algorithms rely on backward propagation
to train its parameters (Srivastava et al., 2015). With a proper archi-
tecture and training mechanism, the deep-learning model can fit the
training data in good approximation and generalization. However, a
significant difference between working scene and training data may
lead to poor performance of the trained model (Shin et al., 2016).
Transfer learning, which applies field data to adjust the pre-trained
network to fit a specific task, is widely used in many applications (Weiss
and Khoshgoftaar, 2016). However, labelling on training data is a time-
consuming and labour-intensive task (Papandreou et al., 2015).
Therefore, self-labelled algorithms which can programmatically gen-
erate the label on the training data has became an important issue in the
implementation of the deep-learning approaches(Ratner et al., 2017).

In this study, a fast implementation framework of deep-learning
based fruit detector is developed. This framework includes two com-
ponents: an auto label generation module and a one-stage detector
LedNet. The auto label generation module is used to accelerate the la-
belling on training data, the LedNet is used to perform the real-time
detection of fruits in orchards. The pipeline of the framework is shown
in Fig. 1. The auto label generation is achieved by a Clustering-RCNN
(C-RCNN) algorithm to perform the quasi-good label prediction. The
LedNet utilises the Feature Pyramid Network (FPN) and Atrous Spatial
Pyramid Pooling (ASPP) to enhance the detection performance.
Meanwhile, to improve computation efficiency of the model, a light-
weight backbone is developed in this work.

The rest of the paper is organised as follows. Section 2 and Section 3
introduce the label generation method and detector LedNet, respec-
tively. Section 4 discusses the experiments result. Finally, the conclu-
sions and future work are presented.

2. Auto label generation

C-RCNN adopts the principle of the RCNN, separating the detection
task into ROI proposal and classification/regression, which are in-
troduced in Section 2.1 and 2.2, respectively.

2.1. Selective searching for ROI proposing

Segmentation on Multi-level Pyramid: Input image is scaled to
,1

4
1
8 and 1

16
to form the multi-level pyramid in terms of improving the

detection performance of objects in different scales. Colour Coherence
Vector (CCV) (Pass et al., 1996) and Histogram of Gradient (HoG) (Ng
and Henikoff, 2003) are utilised to encode colour and geometry features
of objects, which are denoted as Vccv and Vhog, respectively. In the for-
ward inference, the concatenated feature vector =V V V[ , ]o ccv hog of
length N is calculated, producing a × ×H W N feature map on each
pyramid level. H and W are the width and height of feature maps, re-
spectively. Assuming there are m-classes = …C c c c[ , , , ]m1 2 and the
probability of a feature vector Vo belongs to the class i is donated as
p V c( | )o 1 . The classifier assigns the Vo to the class i with the highest
probability, as follow:= …i argmax p V c p V c p V cindex ( ( | ), ( | ), , ( | ))o o o m1 2 (1)

Considering there are multiple distribution kernels within each object
class, the Gaussian Mixture Models (GMM) is utilised to model the in-
ternal distribution within each class. Assuming there are k-number
distributions = …D d d d[ , , , ]k1 2 in the class Ci, the probability that a
feature vector Vo belongs to the class Ci is:= …p V C max p V d p V d p V d( | ) ( ( | ), ( | ), , ( | ))o i o o o k1 2 (2)

The training of GMM follows the work (Greenspan et al., 2001).
Centre Detection: (1) and (2) are used to perform segmentation on

feature maps of each pyramid level. Fruits are assigned as foreground
class, other objects are assigned as background classes. Then, the centre
detection algorithm is utilised to search the centre of each ROI. Firstly,
pixel-connection is used to segment the foreground pixel into
Independent Candidate Patch (ICP). Each pyramid level accepts ICP
with an acceptable number of foreground pixels (for example,
250–2000). To deal with fruits under occlusion conditions, the CHT is
utilised to perform centre detection within each ICP. The workflow of
the centre detection is shown in Fig. 2. Finally, a pre-set anchor box is
assigned to each centre as output ROIs.

2.2. ROI Post-processing

ROI Classification: Since clustering-based classifier has limited
accuracy in the object classification. To increase the accuracy of pro-
posed ROIs, a modified resnet network is utilised, which is introduced
in Section 3.2. A resize operation on proposed ROIs is performed before
classification. Then, the ROI which is classified as not belong to the fruit
class will be deleted from the ROI list.

ROI Regression: boundary box regression can be recast as a tem-
plate matching, which is expressed in (3). That is, given a template and
flowing mask A and B. The template mask A is the average appearance
of the apple. K stands the Normalised Cross-Correlation (NCC) value
(Yoo and Han, 2009) between template and flowing masks. Eq. (3)
estimates the scale S, rotation matrix R, and offset T to perform the
matching. = ∗ ∗ +K K NCC A S R B Tmax{ }, ( , ( )) (3)

R is a ×2 2 identity matrix as no rotation applied in the matching,
while the NCC is expressed as follows:

= ∑ − −∑ − ∑ −NCC f x y t x y
f x y f t x y t

f x y f t x y t
( ( , ), ( , ))

[ ( , ) ¯ ][ ( , ) ¯]

[ ( , ) ¯ ] [ ( , ) ¯]
x y

x y x y

,

,
2

,
2

(4)
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In the (4), f x y( , ) and t x y( , ) the template and flowing mask are shown.
f̄ and t̄ are the mean of the f x y( , ) and t x y( , ), respectively. Eq. (3) is
solved by local searching of the S and T to maximise the NCC between
the template and mask. The NCC value between the template and
flowing masks is returned as the confidence score for each ROI.

3. LedNet: network model

3.1. Network architecture

Multi-level Feature Fusion: Compared to the YOLO-V1 (Redmon
et al., 2016) and YOLO-V2 (Redmon and Farhadi, 2017), YOLO-V3
(Redmon and Farhadi, 2018) improves the detection performance on
objects of different scales by using FPN. Different levels of network
always comprise different information. For example, feature maps on a
lower level and higher level of the network comprise spatial and se-
mantic information of objects, respectively. FPN can fuse the features of
objects from different levels of the network to improve the feature ex-
traction ability of the model on detection. LedNet utilises a three-level
FPN to process feature maps from C3 (1/8), C4 (1/16) and C5 (1/32) of
the backbone, which is shown in Fig. 3. Feature maps from different
levels are fused by using an adding operation. Each level of FPN is used
to detect objects within a specific scale range. For example, C5 level and
C3 level of the LedNet detect objects in large scale and small scale,
respectively. Each level of FPN has two subnets for boundary box re-
gression and classification. The design of regression subnet follows the
work in (Redmon and Farhadi, 2018) and two anchor-boxes are utilised
on each level of FPN. (see Figs. 4–6).

Multi-scale Feature Fusion: One difference between the one-stage
detector and the two-stage detector is the way of encoding features of

ROIs. The two-stage detector uses the corresponding area of ROIs on
feature maps to perform the classification and boundary box estimation.
The one-stage detector encodes features of ROIs by using the fixed size
convolution kernel. However, such processing cannot properly cover
the corresponding area of ROIs, as the fixed size convolution kernel
may over-cover or under-cover the area of ROIs. LedNet utilises the
ASPP to encode the properly area of ROIs for the following classifica-
tion and boundary box estimation. The ASPP is developed and utilised
in GoogLeNet (Szegedy et al., 2015) for classification and DeepLab
(Szegedy et al., 2016) for segmentation. The principle of the ASPP is to
use dilation convolution kernel with different rate to encode the multi-
scale features into feature maps. In the LedNet, an ASPP which includes
a 1x1 convolution kernel, three 3x3 dilation convolutions (dilation
rates are 1,3,6), and a 3 x 3 max-pooling operation is applied. Three
dilation convolution kernels are used to cover the possible area of ROIs
on feature maps. The max-pooling layer in the ASPP block aims to
amplify the signal of small objects, to increase the recall of such objects
in the detection. From the experiment, max-pooling operation may also
introduce noise in the detection. Hence, a 3 x 3 convolution kernel is
applied after max-pooling layer to filter such noises.

Backbone: LedNet can use different classification networks as a
backbone, such as resnet and Darknet. To improve computation effi-
ciency of the model on the embedded computing device, a light-weight
backbone is developed, which is included in the following section.

3.2. Light-weight backbone

The light-weight backbone LW-net has nine bottleneck resnet blocks
and five down-sampling blocks. Both the resnet block and down-sam-
pling block adopt the residual shortcut design. The shortcut of the

Fig. 1. Pipeline of the framework, from data collection, auto label generation to the detector training.

Fig. 2. centre detection algorithm for detecting extracting the potential centre from the segmentation. Yellow box is detected from 1/4 scale segmentation, while the
red box is from the 1/8 segmentation. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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resnet block pass the information of the input feature map, while the
shortcut of the down-sampling blocks pass the information of the fea-
ture tensor which is processed by the max-pooling of the input feature
maps. The stride of the second convolution layer in down-sampling
block is 2 to keep the consistency of the size of the feature map. The
down-sampling block is used to replace the max-pooling layer to
minimise the information loss during down-sampling. The LW-net is
pre-trained with Cifar-10/100. The total weights size of the LW-net is
3.46 MB, and the validation accuracy of the model on the Cifar-10 and
Cifar-100 is 92.7% and 71.6%, respectively.

3.3. Data processing and training

3.3.1. Data acquisition
800 images are collected from the orchard at Qingdao, China by

using Kinect-v2. Another 300 images of apples in different scenes are
collected to increase the diversity of the training data. In addition, 100
images of scenes without apples are also included in the training data.
In total, 800 images are used as training data, while the remaining
images are used for validation.

3.3.2. Data Augmentation
The distance between camera to apple trees is between 0.5 and

1.5 m. The average size of Fuji apples are between 80 mm and 100 mm.

Therefore, most of the apples are presented as small objects in the
training data. To avoid under-fitting of the model leaded by imbalance
distribution of object scale, a objects amplification algorithm is utilised.
Firstly, a patch (round 160–480 pixels) is cropped from the image and
resized to the training resolution under possibility of 0.5. Then, this
image will take another possibility of 0.5 to repeat the previous pro-
cedure. The distribution of object scale in training data before and after
augmentation is shown in Table 1. The training resolution is ×320 320,
to increase number of images in each training batch. Other augmen-
tation methods, including saturation, brightness, contrast, rotation, and
flip are also utilised.

3.3.3. Focal-loss training
The training loss of LedNet includes three terms: confidence score,

boundary box regression, and classification. The boundary box regres-
sion and classification follow the same equation which are used in the
YOLO-v3, while the training of the confidence score utilise the focal-
loss and MSE in the training (for a confidence score of objects of the
foreground-class and background-class, respectively), as follows:∑ ∑= − − +Loss α p log p β p(1 ) ( ) ( )obj

obj

t
γ

t

noobj

t
2 (5)

pt and γ are confidence score and focusing parameter, respectively. α
and β are the weights of the foreground-class term and background-
class term, respectively. The distribution of the loss value of Mean

Fig. 3. The architecture of the LedNet, it utilises the 3-levels FPN and ASPP is used in the feature processing block. A and K are the number of pre-set anchor-box on
each pyramid and object classes, respectively.

Fig. 4. Demonstration of ASPP of multi-scale feature fusion. Dilation convolution kernels with different rate are used to cover the ROI region to improve the feature
extraction ability.
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Square Error (MSE) and focal-loss with different value of γ along the pt
are shown in Fig. 7. For foreground-class objects which have a pre-
dicted value of pt larger than 0.5 are well-classified samples. In this
region, focal loss has similar loss value compared to the MSE. When
foreground-class objects are in the under-classified region ( <p 0.5t ),
focal-loss provides a much larger loss compared to the MSE. MSE is
utilised to train the confidence score of background-class objects, as
extremely imbalance between the number of foreground-class objects
and background-class objects is presented in the training of the one-
stage detector. α β, and γ are set as 1,0.5 and 2 based on the experiment
results. The Adam-optimiser is applied and the learning rate and decay
rate of optimiser are 0.001 and 0.9/epoch, respectively.

Fig. 5. Architecture of LW-net (a), it has 9 resnet blocks (b) and 5 down-sampling blocks (c).

Fig. 6. Training data is comprised by dataset-1 (supplement data), dataset-2 (orchard data), and dataset-3 (other scenes). The data augmentation results are shown in
(a)–(e).

Table 1
Distribution of different scale of object in the training dataset.

Iteration Augmentation Small Median Large

150 epochs Yes 41% 38% 21%
150 epochs No 62% 30% 8%
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4. Experiment and discussion

4.1. Evaluation methods

In the experiment, AP is applied as the evaluation index. The AP
evaluation includes several important indexes: Intersection of Union
(IoU), Precision, and Recall. IoU calculates the overlap ratio between the
boundary box of the prediction (pred) and ground-truth (gt). Precision
measures the accuracy of the prediction, while the Recall measures how
good the detector finds all gt. The formulation of the above three in-
dexes is as follows.= ∩∪IoU

Area Area
Area Area

pred gt

pred gt (6)

= +Precision TruePositive TP
TruePositive TP FalsePositive FP

( )
( ) ( ) (7)

= +Recall TruePositive TP
TruePositive TP FalseNegative FN

( )
( ) ( ) (8)

The Precision-Recall curve forms the −P R curve and the Area Under
Curve (AUC) is the AP value. The m in the APm is stand the threshold(%)
of IoU value between pred and gt. Another commonly used evaluation
index F1 score is also used in the evaluation, as formulated below.= × ×+F Precision Recall

Precision Recall
2

1 (9)

4.2. Experiment on auto label generation

4.2.1. Implementation detail
C-RCNN algorithm requires sampling to train the classifier for seg-

mentation on the multi-level pyramid for ROI proposal. The foreground
objects include apple, leaf, branch and land, and the threshold for being
background is 0.3. That is, the region will be classified as background
when the possibility of this region belonging to any foreground objects
is lower than 0.3. The data sampling is to choose a pixel within a
foreground objects. Then, the corresponding feature vector of the
neighbour region (for example, 48 x 48) of this pixel will be calculated
and saved for the training. Each class of foreground object requires 50
to 100 samples to train the classifier.

4.2.2. Performance evaluation
150 images are randomly selected to perform the evaluation of the

C-RCNN algorithm. The evaluation results are shown in Table 2 and
Fig. 8.

(a) to (c) of Figs. 8 show the labels generated by the C-RCNN on the

orchard data. variances of illumination conditions and fruit appear-
ances are the major factors that affect the performance of the label
generation. Uneven-light minimising and colour enhancement mea-
surements are utilised to process the images. On the orchard images, C-
RCNN achieves 73% and 66% on the recall and accuracy, respectively.
The average IoU of the generated label is 69%. (d) to (f) of Figs. 8 show
the labels generated by the C-RCNN on the supplement data. There are
many human-made objects in the supplement images data which
cannot be fully included in the training. Therefore, to perform label
generation on those image data is more complicated than the case on
orchard data. In this condition, there is a considerable degeneration on
the performance of the C-RCNN algorithm in the label generation. The
recall, accuracy and average IoU of the generated labels are 68%, 62%
and 63%, respectively. The computational time of the C-RCNN on each
image is between 0.5 and 1.8s, depending on numbers of apples in
images. The task with the highest computational consumption is the
segmentation on the multi-level pyramid for ROI proposal, which takes
0.4–1.4 s for processing.

From the experimental results, C-RCNN can perform well in the
orchard data, but its performance shows a degeneration when applied
in the supplement data. Some approaches can be utilised to improve the
performance of the C-RCNN, such as including more objects in training
and applying more feature descriptors in the segmentation. However,
such measurements would increase the complexity of the algorithm.
The average number of apples within an image in the training data is
between 10 and 25. Therefore, the total number of apples in the
training data is between 10,000 and 25,000. Manual labelling of all
apples in the training data is labour-intensive and time-consuming.
With the assistance of the C-RCNN algorithm, labelling of training data
is accomplished within two days.

4.3. Self comparison on LedNet

Influence on Data Augmentation: Data augmentation is important
in network training. Two different data augmentation methods are
utilised to evaluate the influence of the data augmentation to the de-
tection performance. The first method ’method-A’ is introduced in
Section 3.3.2, it utilises two-level scale amplification to balance the

Fig. 7. Loss value of focal loss function and MSE
function along the object confidence score pt.

Table 2
Performance evaluation of Auto Label Generation.

Dataset F1 Recall Accuracy IoU Mean time

Orchard 0.68 73% 66% 69% 0.8–1.6 s
Supplement 0.63 68% 62% 63% 0.5–1.8 s
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distribution of object scale in training data. The second method
’method-B’ utilises usual data augmentation method to train the net-
work. The performance of LedNet by using different data augmentation
methods is shown in Table 3.

The performance of the LedNet trained with ’method-A’ is sig-
nificantly better than the LedNet trained with ’method-B’, which are
0.826 and 0.797 on AP50, respectively. Meanwhile, LedNet trained with
’method-A’ achieves a balance performance on the detection of objects
in different scales. Comparably, the detection performance of the
LedNet trained with ’method-B’ shows a considerable reduction on the
detection of objects in the median and large scale. The LedNet trained
with ’method-A’ has higher accuracy in boundary box localisation than
the LedNet trained with ’method-B’, which are 86.7% and 78.3%, re-
spectively.

Influence on Training Loss: This experiment compares the per-
formance of LedNet by training with focal loss and MSE. The evaluation
results are shown in Table 4.

From the experiment, the LedNet trained with focal loss achieves
better performance than the network trained with MSE. The recall and
accuracy of the LedNet trained with focal loss are 0.82 and 0.85, re-
spectively. Comparatively, the recall and accuracy of LedNet trained
with MSE are 0.817 and 0.831, respectively. Overall, the LedNet trained
with focal loss achieves 0.832 on F1 score, which is 1.6% higher than the
LedNet trained MSE.

Influence on Backbone: LedNet can utilise different networks as
the backbone. This experiment compares the performance of the LedNet
with different backbones, including LW-net, resnet-50, resnet-101, and
darknet-53. The evaluation results of comparison in detection perfor-
mance and computational efficiency are shown in Tables 5 and 6, re-
spectively.

Table 5 shows that LedNet with resnet-101 outperforms the other
models, it achieves 0.849, 0.84 and 0.86 on F1 score, accuracy and
recall, respectively. Meanwhile, LedNet with resnet-101 also achieves
higher accuracy on boundary box localisation compared to the other
models. The experimental results indicate that the better performance
of the backbone can improve the detection performance of the model.
On the other hand, LedNet with light-weight backbone LW-net shows a
balance performance on fruit detection and computational efficiency. It
achieves 0.834, 0.821, and 0.853 on F1 score, recall, and accuracy,
respectively. The weight size and computational time of the LedNet
with LW-net are 7.4 M and 28 ms. Comparably, the weight size and
computational time of the LedNet with resnet-101 are 188 M and
46 ms. The LedNet with resnet-101 and LW-net are applied in the
comparison to state of the art as they outperform in comparison of

Fig. 8. Label prediction result using C-
RCNN algorithm. Blue boxes are detected by
the C-RCNN algorithm, red boxes and cross
are the examples of adjustment of boundary-
box and deletion after manual revision. (For
interpretation of the references to colour in
this figure legend, the reader is referred to
the web version of this article.)

Table 3
Evaluation on different augmentation methods.

Methods AP50 APsmall APmedian APlarge IoU

method-A 0.826 0.832 0.817 0.763 86.7%
method-B 0.797 0.818 0.778 0.652 78.3%

Table 4
Evaluation on different loss functions.

Loss function AP50 F1 Recall Accuracy IoU

Focal loss 0.826 0.832 0.82 0.85 86.3%
MSE 0.811 0.816 0.817 0.831 85.4%

Table 5
Evaluation on different backbones.

Models AP50 F1 Recall Accuracy IoU

LedNet (LW-net) 0.826 0.834 0.821 0.853 86.3%
LedNet (resnet-50) 0.834 0.84 0.833 0.854 86.4%
LedNet (resnet-101) 0.843 0.849 0.841 0.864 87.2%
LedNet (darknet-53) 0.833 0.842 0.83 0.857 86.3%

Table 6
Computation time and weights size of the LedNet with different backbones (on
GTX-1080Ti).

Model Inference time weights size

LedNet (LW-net) 28 ms 7.4 M
LedNet (resnet-50) 38 ms 112 M
LedNet (resnet-101) 46 ms 188 M
LedNet (darknet-53) 36 ms 176 M

Table 7
Detection performance comparison between different detectors.

Model AP50 F1 Recall Accuracy IoU

LedNet (LW-net) 0.826 0.834 0.821 0.853 86.3%
LedNet (resnet-101) 0.843 0.849 0.841 0.864 87.2%

YOLO-V3 0.803 0.803 0.801 0.82 84.2%
YOLO-V3 (Tiny) 0.782 0.783 0.776 0.796 82.4%

Faster-RCNN (VGG) 0.814 0.818 0.814 0.835 86.3%
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detection performance and computational efficiency, respectively.

4.4. Comparison to state of the art

Performance Evaluation: A comparison between LedNet, YOLO-
V3, YOLO-V3(tiny), and Faster-RCNN is included in this experiment.
YOLO-V3 is the state of the art in the one-stage detector. YOLO-V3 uses
FPN in the network architecture to improve the detection performance

on different scale objects. YOLO-V3 (Tiny) is the light-weight version of
the YOLO-V3, which utilises a light-weight backbone and 2-level FPN to
improve the real-time detection performance. On the other hand,
Faster-RCNN is state of the art in the two-stage detector. Compared to
the one-stage detector, Faster R-CNN has better detection performance
while its computation efficiency is lower than the YOLO-V3 as it
comprises two tasks within the detection. The performance of the dif-
ferent detectors are shown in Table 7. Figs. 9 and 10 show the detection
on the validation dataset by using LedNet (LW-net).

From the experimental results, the two-stage detector Faster-RCNN
outperforms the one-stage detector YOLO-V3 in apple detection, in-
cluding the areas of recall, accuracy, and boundary box localisation
accuracy. The experimental results indicate that RPN allows Faster-
RCNN to encode information about objects from the proper area of the
ROI within the feature maps, leading to a better detection performance
compared to the YOLO-V3 model. LedNet with resnet-101 achieves
0.849, 0.841, and 0.864 on F1 score, recall, and accuracy of the de-
tection, respectively. The evaluation results show that LedNet outper-
forms the YOLO-V3 and Faster-RCNN in the evaluation. With the

Fig. 9. Detection results of apple using LedNet(LW-net) in supplement dataset (green number is the confidence score). (For interpretation of the references to colour
in this figure legend, the reader is referred to the web version of this article.)

Fig. 10. Detection results of apple using LedNet(LW-net) in orchard dataset (green number is the confidence score). (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this article.)

Table 8
Computation time and weights size of different models on GTX-1080TI (re-
solution of images are 640 x 480)

Model Average time weights size

LedNet (LW-net) 28 ms 7.4 M
LedNet (resnet-101) 46 ms 188 M

YOLO-V3 45 ms 248 M
YOLO-V3 (Tiny) 30 ms 35.4 M

Faster-RCNN (VGG) 145 ms 533 M
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introduction of the ASPP, LedNet can encode the information of objects
from the multi-scale behaviour to improve the detection performance of
the network model. Meanwhile, LedNet utilises the more powerful
backbone such as resnet-101, to achieve a better performance com-
pared to the Faster R-CNN in fruit detection of apples in orchards.

Computation Efficiency: The comparison of computation effi-
ciency between different detectors is shown in Table 8. The weights size
and computational time of the LedNet(LW-net) on an image (640 x 480)
with GTX-1080Ti are 7.4 M and 28 ms, respectively. YOLO-V3 (tiny)
achieves similar results; the weights size and computational time of
YOLO-V3 (tiny) is 35.4 M and 30 ms, respectively. Compared to the
YOLO-V3 (tiny), LedNet (LW-net) achieves a better detection perfor-
mance. The F1 score and IoU of LedNet with LW-net are 0.826 and
86.3%, which are 4.4% and 3.9% higher than the YOLO-V3 (tiny), re-
spectively. LedNet with resnet-101 achieves similar computation effi-
ciency compared to the YOLO-V3, from the experimental results. Faster-
RCNN is a two-stage detector, which includes an RPN and classification
network. Therefore, the computational time of Faster-RCNN is 145 ms,
which is much longer than the one-stage detector YOLO and LedNet.

4.5. Detection under occlusion and overlapping

Fruit overlapping and occlusion between fruits, branches, and
leaves are challenging issues in the fruit detection in orchards. The
detection results are shown in Fig. 11, blue boxes are the apples de-
tected by the LedNet, while the red boxes and red arrows are the false-
negative and false-positive of the apple detection, respectively. As
shown in the results, the apples which are mostly obscured by branches
or leaves are still detected by the LedNet, leading to the false-positives
in the detection. The apples which overlap with each other may lead to
missing detection by LedNet, leading to the false-negatives in detection.
From the experimental results shown in Table 7 and Fig. 11, LedNet
achieves a good performance in apple detection under the occlusion
and overlapping conditions.

5. Conclusion and future work

In this study, a fast implementation framework of a deep-learning
based fruit detection algorithm was developed. This framework in-
cludes a label generation module and a fruit detector LedNet. The label
generation module utilised the multi-level pyramid and clustering-
based classifier to assist fast labelling of training data. LedNet utilised
the FPN and ASPP to enhance feature extraction ability and detection

performance of the model. Meanwhile, a light-weight backbone was
developed to improve computation efficiency of the model. From the
experimental results, LedNet with resnet-101 achieved 0.841 and 0.864
on recall and accuracy on the fruit detection of apples in orchards,
respectively. The LedNet with light-weight backbone achieved 0.821
and 0.853 on recall and accuracy on the apple detection, and the
weights size and average computational time are 7.4 M and 28 ms,
respectively. Future work will focus on embedding more functions into
the LedNet, including growth monitoring, yield estimation and ripeness
detection. Moreover, future work will investigate the automatic label-
ling generation techniques such as generative adversarial network, to
further reduce human intervention during the network training.
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Chapter 4

4 Fruit Detection and Segmentation for Apple Harvesting Using

Visual Sensor in Orchards

Autonomous harvesting shows a promising prospect in the future development of the agriculture

industry. Vision system is one of the most challenging components in the autonomous harvesting

technologies. CNN has shown superior performance in many computer vision tasks. However, CNN

always requires large computational resource during the operation. In this work, a light-weight multi-

task CNN DasNet-v1, which combines architecture of semantic segmentation network and a one-

stage detection network, is proposed to perform real-time detection and semantic segmentation of

fruits and branches in orchard environments. DasNet-v1 uses ASPP and gate-FPN to enhance feature

learning in different scale. From the experimental results, the detection and segmentation network

with ResNet-101 backbone outperformed on the detection and segmentation tasks, achieving an F1

score of 0.832 on the detection of apples and 87.6% and 77.2% on the semantic segmentation of

apples and branches, respectively. The weights size and average computational time of the light-

weight version of the DasNet-v1 are 12.8 M and 32ms by using a Nvidia GTX-1070, respectively.

The experimental results show that the Detection and Segmentation Network can effectively perform

the real-time detection and segmentation of apples and branches in orchards.
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Abstract: Autonomous harvesting shows a promising prospect in the future development of the
agriculture industry, while the vision system is one of the most challenging components in the
autonomous harvesting technologies. This work proposes a multi-function network to perform the
real-time detection and semantic segmentation of apples and branches in orchard environments by
using the visual sensor. The developed detection and segmentation network utilises the atrous spatial
pyramid pooling and the gate feature pyramid network to enhance feature extraction ability of the
network. To improve the real-time computation performance of the network model, a lightweight
backbone network based on the residual network architecture is developed. From the experimental
results, the detection and segmentation network with ResNet-101 backbone outperformed on the
detection and segmentation tasks, achieving an F1 score of 0.832 on the detection of apples and 87.6%
and 77.2% on the semantic segmentation of apples and branches, respectively. The network model
with lightweight backbone showed the best computation efficiency in the results. It achieved an F1

score of 0.827 on the detection of apples and 86.5% and 75.7% on the segmentation of apples and
branches, respectively. The weights size and computation time of the network model with lightweight
backbone were 12.8 M and 32 ms, respectively. The experimental results show that the detection and
segmentation network can effectively perform the real-time detection and segmentation of apples
and branches in orchards.

Keywords: deep learning; machine vision; real-time fruit detection; semantic segmentation; visual sensor;
automated harvesting robot

1. Introduction

Apple harvesting is a labour-intensive, time-consuming, and costly task. The ageing population
and cost of the human resources has led to a decreasing of available labour force for the agriculture
harvesting [1]. Therefore, automatic harvesting robots that can automatically work in the field are
becoming a promising technology in the future development of the agriculture industry. Different
from the traditional automatic harvesting of crops, automatic harvesting of fruits such as apple is
in a more complicated case [2]. Robotic harvesting of fruit requires the vision system to detect and
localise the fruit. Furthermore, to increase the success rate and reduce the damage rate of automatic
fruit harvesting, information of the fruit pose [3] and stem–branch joint location and orientation [4] are
also required. This demands the robotic vision system to accurately and robustly extract the geometry
and semantic information from the working scene in the orchard environment [5]. Recently, with the
advancements of the depth camera technologies, the harvesting robotic vision system is able to model
and present the working scene in the three-dimensional form [6]. However, it is still challenging to
robustly and accurately perform semantic processing of the visual data in the orchard environment,
such as detection and segmentation of the fruit and branch, due to various factors such as illumination
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variance, occlusion, and variations of object appearance. To overcome these, it is crucial to develop
a highly effective and robust vision algorithm for the fully automatic harvesting [3]. In this work,
a multi-function Deep Convolution Neural Network (DCNN) is developed to perform the real-time
detection and semantic segmentation of apples and branches in orchards. Firstly, to enhance the
feature extraction ability of the network, the Gated Feature Pyramid Network (GFPN) and the Atrous
Spatial Pyramid Pooling (ASPP) are utilised in the developed Detection and Segmentation Network
(DaSNet). Secondly, to facilitate the fast computation of the network on the embedded computing
device, a lightweight network (lw-net) is developed based on the residual network architecture. In the
experiment, we evaluated the performance and efficiency of the DaSNet with different backbones and
different detector architectures. The comparison between the DaSNet and other deep-learning based
detection and segmentation works was also included.

The rest of the paper is organised as follows. Section 2 reviews the related work of fruit detection
techniques. Section 3 introduces the DaSNet model in detail. The experiment and discussion are
demonstrated and analysed in Sections 4 and 5 concludes the work.

2. Related Work

Fruit detection has been studied extensively in the past few decades. Several kinds of sensors have
been applied in the automation of fruit harvesting [7], including RGB/RGB-D camera, laser sensor,
thermal imaging sensor, and spectral imaging sensor. This work focuses on reviewing the techniques
which are developed for RGB image processing. Imaging detection can be classified into two groups:
conventional machine-learning based algorithms and deep-learning based algorithms. The former
methods use the image feature descriptors to encode the feature information, and then apply the
machine-learning based classifier to perform the segmentation or detection the fruit within the
image [8]. There are many expert-coded feature descriptors that have been developed, such as the
histogram of gradient [9], the colour coherence vector [10], and the local binary patterns [11]. Similarly,
many machine-learning based classifiers have been developed, such as the clustering, the Support
Vector Machine (SVM) and the neural network. Traditional machine-learning based algorithms
have been widely applied in automatic agriculture applications. Zhou et al. [12] proposed a colour
feature-based logistic regression classifier to detect apples in the orchard environment. Song et al. [13]
applied a Bayes classifier and SVM to learn the colour and texture features, in order to detect peppers
with an RGB camera. Luo et al. [14] and Wang et al. [15] utilised the colour feature-based and
texture-feature based AdaBoost classifier to perform the fruit detection.

Recently, DCNN shows promising performance in many computer vision tasks, including object
classification [16], object detection [17], and image segmentation [18]. Compared to traditional
machine-learning based algorithms, DCNN achieves a more robust and accurate performance due to
its strong feature extraction ability and autonomous learning mechanism [19]. There are two kinds
of DCNN model that have been developed to perform object detection: two-stage detectors and
one-stage detectors. Region Convolution Neural Network (RCNN) is one of the most successful works
of the two-stage detector, including RCNN [20], Fast/Faster RCNN [21,22], and Mask RCNN [23].
RCNN contains two sub-tasks networks: the Region Proposal Network (RPN) and the classification
network. The RPN searches the location of Region of Interest (ROI), while the classification network
predicts the class of ROI and regresses the boundary box of the ROI candidates. RCNN has been
widely applied in many vision-guided automatic agriculture applications. Sa et al. [24] applied
Faster RCNN on multi-vision sensor to detect peppers, rock-melons and apples. Bargoti and
Underwood [25] adopted the faster-RCNN model on the detection of apples and mangos in orchards.
Yu et al. [26] applied the mask RCNN to perform the detection and segmentation of the strawberry in
the greenhouse, in order to guide the automatic harvesting of strawberries. Another DCNN model,
called “one-stage detector” was developed more recently. Representative methods of one-stage detector
are Single Shot Detection (SSD) [27,28] and You Only Look Once (YOLO) [29–31]. The one-stage
detector combines RPN and classification network into a single architecture, which largely reduces
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the computation cost of the forward inference. The one-stage detector has been gradually studied
and applied in the vision-guided automatic agriculture applications such as the yield estimation and
automatic harvesting. Tian et al. [32] modified an improved YOLO-V3 network to perform real-time
detection of apples, which is developed to monitor and evaluate the growing of apples in orchards.
Koirala et al. [33] applied a lightweight YOLO network to perform the yield estimation of mangos in
orchards, and reported an F1 score of 0.89 in their work.

Semantic segmentation is another essential computer vision task, which predicts a class label
in each of pixel of the image [18]. Compared to object classification task, which predicts the image
class while losing the spatial information of the objects, semantic segmentation can preserve the
spatial information of the objects and predict its shape within the image [34]. Typical deep-learning
based semantic segmentation network applies the auto-encoder architecture to encode the image
data and generate the semantic segmentation of the image. Rather than using the sliding windows
strategies to classify all pixels within the image [35], deep-learning based semantic segmentation
network can predict the labels for all pixels within the image in a single forward inference.
Many semantic segmentation network architectures have been developed for different applications,
such as the Full Convolution Network (FCN) [36], SegNet [37], and the DeepLab [38–40], which are
designed for general applications, and Unet and Vnet [34,41], which are designed for medical image
analysis. Semantic segmentation network has also been applied in many agriculture applications.
McCool et al. [42] developed a multi-feature classifier to perform the semantic segmentation on
peppers, which is used to guide the robotic harvesting of peppers. Bargoti and Underwood [43]
developed a multi-Layered Perception to segment apples for yield estimation in orchards. Li et al. [44]
applied an FCN model to perform the automatic ground-based in-field cotton segmentation.
Lin et al. [5] applied an FCN model to perform the segmentation of guava fruits and branches and
estimate the pose of guava fruits based on the segmented information to guide the robotic harvesting.
It was reported that FCN model achieved higher segmentation accuracy than traditional algorithms.

3. Material and Methods

3.1. Vision Sensing System

The developed apple harvesting robot includes a UR-5 robotic arm and an RGB-D visual sensor,
as shown in Figure 1. The RGB-D camera applied in this work is the Kinect-v2, which is developed
by Microsoft Inc. The Kinect-v2 is comprised of an RGB camera and an infrared(IR) depth camera,
and can capture colour images with the resolution in the range between 640 × 480 and 1920 × 1080.
The IR depth camera of the Kinect-v2 can capture depth images with the resolution of 424 × 512.
During working, the depth image is resized to be consistent with the colour image size and fused.
Based on the previous in-field experiments and the computation ability of the applied embedded
computing device, the resolution of 640 × 480 is used in this work. In the experiment, the Kinect-v2
was controlled using the ROS-kinetic in Ubuntu 16.04 with the libfreenet2 SDK tool.

Figure 1. The developing apple harvesting robot. The robot comprises a RGB-D camera for vision
sensing. A universal robot arm (UR5) is applied as the manipulator.
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3.2. Network Architecture

3.2.1. Gated-FPN for Multi-level Fusion

Figures 2–4 show the three developed architectures of the DaSNet, which are named DaSNet-A,
DaSNet-B and DaSNet-C, respectively. DaSNet adopts multi-level feature pyramid network to receive
the feature tensors from the C3 layer (1/8), C4 layer (1/16) and C5 layer (1/32) of the backbone
network. From the previous study of the representation of the feature in the DCNN model, features in
different levels of the network contain different information of the objects [45]. The lower level network
(such as C3) mainly includes the spatial information of the objects, while the higher level network
(such as C5) mainly includes the semantic information of the objects. A recent study by Yao et al. [46]
has pointed out that direct fusion of the different levels of the network can lead to the spatial shift of
the feature and unbalance gradient propagation in the network training. Therefore, they developed
Gated-FPN to minimise the effect of the above issues. Similarly, GFPN design is adopted in the DaSNet
architecture to enhance the feature expression of the model. The GFPN design adopted in the DaSNet
is inspired by the work of the Long Short-term Memory (LSTM) [47] and the Gated Recurrent Unit
(GRU) [48], which adopt gate network to enable the network to selectively memorise or forget the
information within the sequences data. The GFPN in DaSNet adopts a channel-wise multiplication on
each channel of the input feature tensors, to allow the network to adjust the weights of the feature in
the feature maps. The weights used for the channel-wise multiplication is pre-activated by the sigmoid
function, to allocate the value range of the weights from zero to one. A batch-normalisation layer
is added after the gate as our experiment shows that the batch-normalisation layer can improve the
performance of the network model. The GFPN in the DaSNet allows the selective representation of
the feature between different levels, which can minimise the spatial shift of the feature maps from
different levels and balance the backward propagated gradients. The architecture of the GFPN used in
DaSNet is shown in Figure 5.

Figure 2. The architecture of DaSNet-A model. DaSNet-A has the common GFPN and the feature
processing block for processing of detection and segmentation tasks. The output of the feature
processing block in C3 level is upsampled to the original image size to generate the semantic
segmentation prediction.

Three different DaSNet architectures are developed in this work, as shown in Figures 2–4,
respectively. The details about these three network architectures and its correspond training methods
are included in Section 4.1.
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Figure 3. The architecture of DaSNet-B model. DaSNet-B has the common GFPN but the independent
feature processing block for processing of detection and segmentation tasks. FPB-s stands for the
feature processing block of the segmentation branch, while FPB-d stands for the feature processing
block of the detection branch.

Figure 4. The architecture of DaSNet-C model. DaSNet-C has the independent GFPN and the feature
processing block for processing of detection and segmentation tasks separately.

Figure 5. (a) The architecture of gate in the GFPN; and (b) the architecture of ASPP in the feature
processing block.

3.2.2. ASPP for Multi-Scale Fusion

Each level of the GFPN in the DaSNet adopts a feature processing block to process the feature
maps before it is fed into the detection and segmentation branch. DaSNet utilises the ASPP to enhance
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the feature extraction of the multi-scale information of the objects; the architecture of the feature
processing block is shown in Figure 5. The ASPP has been applied in many previous works on object
detection [46] and segmentation [49]. It relies on the dilation convolution with different dilation rate to
encode the multi-scale information of the objects into a single pixel within the feature maps, as shown
in Figure 6. The ASPP adopted in the DaSNet applies three branches, which include three 3 × 3 dilation
convolutions with dilation rates as 1, 3 and 6, and the feature maps on each branch of the ASPP have
64 channels. In addition, another branch, which adopts a 3 × 3 max-pooling layer, is also applied in
the ASPP, as our experiment suggested that max-pooling can improve the detection and segmentation
performance of the model. To keep the consistency of the channel number of the feature maps on
each branch of the ASPP, a convolution layer with a 1 × 1 kernel is adopted after the max-pooling.
All the branches of the ASPP are concatenated to generate the combined feature map. Then, a 1 × 1
convolution layer is applied to fuse the information within the combined feature map and reduce the
channel number of the feature maps to 128.

Figure 6. The ASPP adopts the dilation convolution with different dilation rates to encode the
multi-scale information of objects.

3.2.3. Lightweight Designed Backbone

To reduce the computing cost and facilitate the real-time applications of the DaSNet model in the
embedded computing device, a lightweight backbone network (lw-net0 is developed based on the
residual network architecture [50]. The lw-net adopts the bottleneck residual network block design to
reduce the weight size and computation complexity of the network inference. Meanwhile, to reduce
the feature information loss during the under-sampled pooling operation, the max-pooling layer of
the original residual network architecture is replaced with a modified down-sampling block design.
Both the bottleneck residual network block and the down-sampling block comprise two branches: the
body branch and the shortcut branch, which are shown in Figure 7. The bottleneck residual network
block design shortcuts to add the input feature map from the input of the block to the output of the
block. The down-sampling block applies a max-pooling layer in the shortcut branch to perform the
pooling of the input feature maps. Meanwhile, the second convolution layer in the body branch of
the down-sampling block applies a convolution layer with stride 2 to perform the pooling of the
feature maps as well. The lw-net architecture includes nine bottleneck residual network blocks and
five down-sampling blocks. In the experiment, the lw-net was pre-trained on the Cifar-10 and the
Cifar-100 datasets. The validation accuracies of the lw-net on the Cifar-10 and the Cifar-100 datasets
were 92.7% and 71.6%, respectively. The size of the total weight of the lw-net is only 3.46 MB. In the
experiment, the lw-net was further trained with the collected orchard image data, with the resolution
of the training image set to 128 × 128 and the object classes were apple, branch and background.
In addition to the developed lw-net, for acceleration of network computation purpose, some other
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state-of-the-art classification networks were also applied as the backbone for the DasNet model. In the
experiment, ResNet-50/ResNet-101 [50] and Darknet-53 [31], which were pre-trained with ImageNet
dataset, were applied as the backbone network of the DasNet model.

Figure 7. The architecture of the lw-net: (a) the lw-net architecture; and (b,c) the bottleneck residual
network block and down-sampling block architectures, respectively.

3.3. Training Data and Method

3.3.1. Data Collection

The data were collected by using the Kinect-v2 in the orchard located in Qingdao, China.
The collection time of the image data was from 08:00 to 18:00. We collected 800 images from the
orchards in total. The ground truth of the object detection was labelled by using the “LabelImg”,
which is publicly available on Github. The ground truth of the semantic segmentation was labelled by
using the windows drawing tool and surface pen. In the following experiment, 600 out of 800 images
were used to train the network, while the other images served as the validation data.

3.3.2. Training Method

The data were collected from a mobile vehicle that works in the orchard. The distance between
apple trees to the vehicle was between 0.8 and 1.5 m, which is also the working distance of the
developed apple harvesting robot. The diameter of apples in the orchard were 80–100 mm. At the
working distance of 0.8–1.5 m, most apples in the training data were presented in the form of small
scale objects. This unbalanced distribution of the scale of the objects may lead to under-fitting issue
during the training of the anchor-box based detector. Therefore, an augmentation method that can
minimise the unbalanced distribution of the scale of the objects within the training data was utilised in
this work. The resolution of the original image in the training dataset is 640 × 480, while the resolution
of the image used for the network training is 320 × 320. The reason for applying 320 × 320 as the
training resolution is to increase the number of the image in each training batch, which can stabilise
the training process of the batch normalisation layer [51]. During the training, the augmentation
algorithm had the probability of 0.5 to crop a patch whose size is between 160 × 160 and 320 × 320
from the original image and resize the cropped patch to the training resolution. Then, this step had
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the probability of 0.5 to be repeated another time to further amplify the small objects within the
training data. Other image augmentations, including image flip, colour saturation, contrast and
brightness adjustment, and translation, were also applied during the training. Several examples of
the training data that were processed by the applied augmentation are shown in Figure 8. To analyse
the distribution of the scale of the objects within the training data before and after the augmentation
process, a statistical analysis was performed, which is shown in Table 1.

Table 1. Statistic of different scale of object in the training data during the network training.

Index Iteration If Augmentation Small Median Large

1 100 Yes 67% 32% 1%
2 100 No 87% 13% 0%
3 1K Yes 58% 37% 5%
4 1K No 85% 12% 1%
5 10K Yes 51% 40% 9%
6 10K No 89% 11% 0%

Figure 8. Examples of augmentation method applied in the network training using: (a) crop, flip and
saturation adjustment; (b) brightness and contrast adjustment; (c) crop and flip; (d) crop and saturation;
and (e) flip.

From the statistical result of the training data shown above, the applied augmentation algorithm
can minimise the unbalanced distribution of the scale of the objects in the training data. However,
considering the number of objects in the large scale in the training data is still limited compared to the
objects in the small and medium scale in the training data, some open-source image data were collected
into the training dataset to further balance the distribution of the scale of the objects. During the
training, the Adam-optimiser was used to train the DasNet; the learning rate and decay rate used in
training were 0.01 and 0.9/epoch based on our previous experiment results.

4. Experiment and Discussion

The DaSNet code was implemented in Tensorflow 1.11 and trained on the Nvidia GTX-1080Ti.
The Kinect-v2 was controlled using the ROS-kinetic on the Ubuntu 16.04. The pre-trained weight and
implement code of ResNet-50/101 in Tensorflow [52], YOLO-V3/YOLO-V3(tiny) in tensorflow [53],
Faster-RCNN in caffe [54], and FCN-8s(ResNet-50/ResNet-101) in Tensorflow [55] were from the
Github publicly code library.
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Mean Intersection of Union (MIoU) [56] was used to evaluate the performance of the network on
semantic segmentation. The Average Precision (APIoU) [57], and F1 score [58] were used to evaluate
the performance of the network on object detection.

4.1. Experiment on Network Architecture and Training

4.1.1. Experiment on Network Architectures

DaSNet is developed to perform the detection and semantic segmentation of the multi-class
objects within a single network architecture. The object detection task includes the prediction of the
confidence score, the boundary box, and the class of the objects, while the semantic segmentation
only includes the classification on each pixel within the feature maps. Meanwhile, object detection
predicts the objects from the separate level of GFPN (C3, C4, and C5), while the prediction of the
semantic segmentation is generated from the upsampled feature maps of the C3 level in the GFPN.
Therefore, there may be a significant difference in the distribution of the feature maps between the
object detection task and semantic segmentation task.

Three architectures were developed to explore the optimal design of the network, which allows
the model to fit the feature distribution of different tasks within a single network. These three
models are named as DaSNet-A, DaSNet-B and DaSNet-C and shown in Figures 2–4, respectively.
DaSNet-A has the common GFPN and feature processing blocks for both object detection and semantic
segmentation. The prediction of the object detection is generated from the C3, C4 and C5 levels of
the GFPN, while the semantic prediction is generated from the upsampled feature maps of the C3
level of the GFPN. DaSNet-B has the common GFPN but the independent feature processing blocks
for the object detection and semantic segmentation. DaSNet-C has the independent GFPN and feature
processing blocks for the object detection and semantic segmentation.

Two different training strategies were utilised based on the characters of the different network
architectures. The first method “M1” is to train the network on the detection and semantic segmentation
tasks simultaneously, while the second method “M2” is to train the network on the detection and
semantic segmentation tasks separately. DaSNet-A was trained with the M1 method since the object
detection and semantic segmentation share the major body of the network model. DaSNet-B and
DaSNet-C were trained with M1 and M2 methods to explore which training strategies are optimal
for such network architectures. During the training of DaSNet-B and DaSNet-C with the M2
method, the weights of the detection branch and backbone were frozen, and only the weights of
the segmentation branch were involved.

4.1.2. Experiment Results and Discussion

The experimental results of the comparison between the different network architectures and
training methods are shown in Table 2.

Table 2. Experiment on DaSNet architectures and training methods (G stand for the GFPN) (∗ F stands
for fruit, B stands for branch).

Index Model Method AP50 F1 MIoU∗
F MIoU∗

B

1 DaSNet-A(G) M1 0.792 0.796 0.849 0.683
2 DaSNet-B(G) M1 0.803 0.8 0.857 0.703
3 DaSNet-C(G) M1 0.819 0.819 0.86 0.76
4 DaSNet-B(G) M2 0.827 0.821 0.865 0.757
5 DaSNet-C(G) M2 0.823 0.824 0.864 0.762
6 DaSNet-B(FPN) M2 0.799 0.792 0.832 0.722
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GFPN vs. FPN: Experiments 4 and 6 showed the performance evaluation of DaSNet-B with
GFPN and FPN, respectively. The results show that GFPN improved the AP50 from 79.9% to 82.7%,
and increased the F1 score from 79.2% to 82.1%. Similar results are also shown in the semantic
segmentation: DaSNet-B with GFPN had a higher MIoU score than DaSNet-B with the FPN. DaSNet-B
with GFPN achieved 0.865 and 0.757 on the segmentation of apples and branches, respectively.
DaSNet-B with FPN achieved 0.832 and 0.722 on the segmentation of apples and branches, respectively.
The experiment showed that GFPN can increase the performance of the network in both tasks of object
detection and semantic segmentation.

Network Architectures: Experiments 1–3 showed the performance of DaSNet-A, -B and -C on
the detection and segmentation when M1 training strategy was applied. From the experiment results,
DaSNet-C outperformed in the comparison of the performance of the three network architectures.
DaSNet-C had the independent GFPN and feature processing block for semantic segmentation and
object detection, which allowed the network to fit the feature distribution of the different tasks properly.
DaSNet-A had the common GFPN and feature processing blocks for both tasks, which limited the
ability of the network to fit the feature distribution of the different tasks. From the experiment results,
DaSNet-A showed the least efficient performance of the detection and segmentation.

Training Methods: Experiments 2–5 compared the performance of the networks when different
training methods were applied. Experiments 3 and 5 compared the performance of DaSNet-C trained
with M1 and M2 methods. Since DaSNet-C model had the independent branch for object detection and
semantic segmentation, similar results are shown in the comparison. Experiments 2 and 4 compared
the performance of DaSNet-B with M1 and M2 methods. From the experiment results, the DaSNet-B
showed better performance when the M2 training method was applied. The reasons that contribute to
the results are summarised as follows. When M1 training method was applied, backward propagation
of different feature distribution on the different tasks may lead to the under-fitting of the weights on
both tasks. When M2 training method was applied, the training of the segmentation task only focuses
on the update of the weight in the segmentation branch. From the experiment results, this measurement
improved the training quality and performance of the network.

Implementation efficiency: Table 3 shows the weights size and inference time of the DaSNet-A,
-B and -C. Considering the aspect of implementation efficiency and performance, DaSNet-B achieved
the equal detection (0.827 and 0.821 on AP50 and F1 score, respectively) and segmentation performance
(86.5% and 75.7% for apple and branch segmentation, respectively) compared to DaSNet-C. It kept a
similar implementation efficiency compared to DaSNet-A model (weight size is 12.8 M and inference
time is 32 ms). Therefore, the DaSNet-B architecture was considered as the best performing candidate
in the experiment, and it was applied as the DaSNet in the following experiments.

Table 3. Time efficiency and weights size of developed model (tested on GTX1080Ti).

Index Model Inference Time Weights Size

1 DaSNet-A(G) 30 ms 9.6 M
2 DaSNet-B(G) 32 ms 12.8 M
3 DaSNet-C(G) 40 ms 15.8 M

4.2. Experiment on Detection Performance

This experiment compared the performance and implementation efficiency of the DaSNet-B when
different backbone networks were applied, including the ResNet-50, ResNet-101, Darknet, and the
developed lw-net. Meanwhile, a comparison between the DaSNet and other state-of-the-art works,
includeing YOLO-V3, YOLO-V3 (tiny) and Faster RCNN, was also performed. The experimental
results are listed in Table 4.
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Table 4. Experiment of prediction performance on validation set (640 × 480) with GTX1080Ti.

Index Model AP50 F1 Weights Size Time

1 DaSNet-B(lw-net) 0.827 0.821 12.8 M 32 ms
2 DaSNet-B(ResNet-50) 0.831 0.825 112 M 47 ms
3 DaSNet-B(ResNet-101) 0.836 0.832 188 M 72 ms
4 DaSNet-B(Darknet-53) 0.832 0.827 176 M 50 ms
5 YOLO-V3(Darknet-53) [31] 0.80 0.797 248 M 48 ms
6 YOLO-V3(Tiny) [31] 0.782 0.776 35.4 M 38 ms
7 Faster-RCNN (VGG-16) [22] 0.817 0.813 533 M 136 ms

Experiments 1, 5, 6 and 7 compared the performance of the object detection of DaSNet-B (lw-net),
YOLO-V3, YOLO-V3 (Tiny) and Faster RCNN. The experimental results show that DaSNet-B (lw-net)
outperformed the three other network models. DaSNet-B (lw-net) achieved 82.7% on AP evaluation
and 0.821 on F1 score. Meanwhile, DaSNet-B model also outperformed in the implementation efficiency.
The weights size and inference time of DaSNet-b Model are 12.8 M and 32 ms, respectively. Experiment
6 was the performance evaluation of the tiny version of the YOLO-V3, which optimises YOLO-V3 in
terms of the calculation complexity and time efficiency. From the experiment results, DasNet-B with
lw-net achieved better performance on detection task, while kept the equal implementation efficiency
with the tiny version of YOLO-V3 network. Experiments 1–4 showed the performance evaluation
of the DaSNet-B with different backbone, including lw-net, ResNet, and darknet. As shown in the
results, DaSNet-B with ResNet-101 backbone performed the best within the test, achieving 83.6% on
AP and 0.832 on F1 score. The experimental results indicate that the powerful backbone network
can increase the performance of the detection network. However, the implementation efficiency of
DaSNet-B (ResNet-101) showed a decrease as the backbone increase the computation complexity
of the inference. The weights size and inference time of the DaSNet-B (ResNet-101) are 188 M and
72 ms, respectively. During implementation, DaSNet can use different backbone network based on the
computation hardware and the design requirement.

4.3. Experiment on Segmentation Performance

Semantic segmentation returns a multi-class mask to predict the label of each pixel of the input
RGB image, which is a critical task for sensing and understanding the working environment. In this
experiment, two different architectures modified from DaSNet-B model were tested. The first model
uses the concatenate operation at the C3 layer to fuse the feature maps for semantic label prediction,
which is named as the DaSNet-B-Concat model. The second model uses an adding operation to fuse the
feature maps for semantic label prediction, which is named as DaSNet-B-Add model. The architecture
of these two models are shown in Figure 9. The reason behind this experiment was to explore
which operation could generate better performance on the semantic segmentation. Similar to the
evaluation of the detection results, several pre-trained backbone networks were applied in this
experiment. The FCN-8s network was applied as the baseline algorithm to form the comparison.
FCN-8s network uses ResNet-50 and ResNet-101 as the backbone. The FCN-8s network was first
trained with PASCAL-VOC2012 and then trained using the orchard data. The results of the experiment
are shown in Table 5. The demonstration results of segmentation and detection of apple and branch
are shown in Figure 10.

Experiments 1 and 2 compared the performance of the DaSNet-B-add and the DaSNet-B-concat
model. From the experiment results, the DaSNet-B-concat achieved a better MIoU score compared to
the DaSNet-B-add model. DaSNet-B-concat achieved 86.5% and 75.7% on the segmentation of apples
and branches, i.e., 0.7% and 2.6% higher than the DaSNet-B-add model, respectively. Experiments 2–5
compared the performance of the DaSNet-B-concat model with the different backbone networks.
Similar to the experimental results for the detection evaluation, the DaSNet-B-concat model with the
ResNet-101 backbone outperformed in the segmentation evaluation. Meanwhile, the DaSNet-B-concat
model with the lw-net backbone also showed a good performance on the segmentation of apples and
branches, at 86.5% and 75.7%, respectively. Experiments 3, 4, 6, and 7 compared the performance of
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the semantic segmentation between DaSNet and FCN-8s. From the experiment results, the DaSNet
achieved a higher accuracy on the segmentation task compared to the FCN-8s. Especially, the MIoU
score of the branch segmentation achieved by the DaSNet was 4.5% and 3.9% higher than the
MIoU score achieved by FCN-8s. Since DaSNet adopts ASPP and GFPN to enhance the extraction
ability in terms of the multi-scale information and multi-level information, DaSNet achieved a
better segmentation performance compared to the FCN-8s model. From the experiment results,
the segmentation of the branch is more challenging than the segmentation of apples, as there are many
branches which are blocked by the leaves. In this condition, DaSNet could still segment the majority
structure of the branch from the background accurately, as shown in Figures 10 and 11.

Figure 9. The architecture of DaSNet-B-Add (a) and DaSNet-B-concat (b). DaSNet-B-Add model
uses adding operation to fuse the feature maps for segmentation, while DaSNet-B-Concat model uses
concatenate operation.

Figure 10. (a–i) show the segmentation and detection of apples and branches in orchard environment
by using the DaSNet.
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Table 5. Experiment of semantic segmentation performance on validation set (640 × 480) with
GTX1080Ti (∗ F stands for the Fruit, while B stands for the branch).

Index Model MIoU∗
F MIoU∗

B

1 DaSNet-B-Add(lw-net) 0.858 0.731
2 DaSNet-B-Concat(lw-net) 0.865 0.757
3 DaSNet-B-Concat(ResNet-50) 0.87 0.763
4 DaSNet-B-Concat(ResNet-101) 0.876 0.772
5 DaSNet-B-Concat(Darknet-53) 0.868 0.762
6 FCN-8s(ResNet-50) [36] 0.853 0.718
7 FCN-8s(ResNet-101) [36] 0.861 0.733

Figure 11. (a–h) show the instance segmentation (∗ yellow circle) of apples by using the circle hough
transform based on the detection and segmentation results of the DaSNet

After the segmentation by using DaSNet, Circle Hough Transform (CHT) was further used to
segment apples and its instance mask in each detected boundary box. Several processed image by
using the DaSNet and the CHT are shown in Figure 11. The blue box indicates the detected boundary
boxes and the yellow circle indicates the detected apple in each of boundary box. With the semantic
label and spatial information on each pixel within the image, further processing such as estimation of
the fruit pose [5], branch reconstruction [59] and the estimation of the stem–branch joint [3] can be
applied accordingly. Such post-processing techniques will be included in future work of our study.

5. Conclusions

This work developed a multi-function network DaSNet to perform the real-time detection and
semantic segmentation of the apple and branch in the orchards. The DasNet utilises the GFPN to
fuse the information from different levels of the model and adopts the ASPP to enhance the feature
extraction of multi-scale information of the objects. To improve the real-time computing performance of
the model in the embedded computing device, a lightweight backbone network based on the residual
network architecture was developed. Based on the different characters of the semantic segmentation
and object detection, three different DasNet architectures and corresponding training strategies were
developed and evaluated in the experiment. The comparison of the performance between the DasNet
and the other state-of-the-art works in object detection and semantic segmentation was included in
the experiment. From the results, the DaSNet with ResNet-101 backbone performed the best in both
semantic segmentation and object detection tasks. It achieved an F1 score of 0.832 on the detection of
apples and 87.6% and 77.2% on the segmentation of apples and branches, respectively. The DaSNet
with lightweight backbone lw-net achieved a good detection and segmentation performance while it
outperformed in the computation efficiency. It achieved an F1 score of 0.821 on the detection of apples
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and 86.8% and 75.7% on the segmentation of apples and branches, respectively. The weights size and
inference time of the network model was 12.8 MB and 32 ms, respectively. Overall, the developed
DasNet can perform real-time detection and segmentation in the orchards.
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Chapter 5

5 Fruit Detection, Segmentation and 3D Visualisation of Envi-

ronments in Apple Orchards

Robotic vision is required to understand the working environments from the sensory data and guide

the robotic arm to detach the fruits. Our previous work developed a semantic segmentation and

detection combined one-stage network DasNet-v1. From the harvesting experiments, it is important

for vision detector to segment correspond region of each fruit as it can provide abundant information

of shape, size, and other information, especially for those overlapped fruits. However, Semantic

segmentation returns the mask for each class instead of each object. In this work, a improved multi-

task one-stage detector DasNet-v2 is further developed. Compared to the DasNet-v1, DasNet-v2

combines instance segmentation branch in detection branch, to perform instance segmentation on

each fruit. The semantic segmentation branch of DasNet can be used to segment the elements in

background, such as branches or leaves in orchards. From the experiment results, DaSNet-v2 achieves

0.868, 0.88 and 0.873 on recall and precision of detection, and accuracy of instance segmentation

on fruits, and 0.794 on the accuracy of branches segmentation, respectively. The average running

time and weight size of light-weight DasNet-v2 are 55ms and 8.1M by using a Nvidia GTX-1070,

respectively. Experimental results show DasNet-v2 can robustly and efficiently perform the vision

sensing for robotic harvesting in apple orchards.
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A B S T R A C T

Development of an accurate and reliable fruit detection system is a challenging task. There are many complex
conditions in orchard environments, such as changing illumination, appearance variation, and occlusion.
Robotic vision is required to understand the working environments from the sensory data and guide the robotic
arm to detach the fruits. In our previous work, a deep neural network DaSNet-v1 was developed to perform
detection and segmentation on fruits and branches in orchard environments. However, semantic segmentation
returns the mask for each class instead of each object. Segmentation on each fruit is important as it can provide
abundant information of each object, especially for those overlapped fruits. This work presents an improved
deep neural network DaSNet-v2, which can perform detection and instance segmentation on fruits, and semantic
segmentation on branches. DaSNet-v2 is tested and validated by experimental results obtained from field-testing
in an apple orchard. From the experiment results, DaSNet-v2 with resnet-101 achieves 0.868, 0.88 and 0.873 on
recall and precision of detection, and accuracy of instance segmentation on fruits, and 0.794 on the accuracy of
branches segmentation, respectively. DaSNet-v2 with light-weight backbone resnet-18 achieves 0.85, 0.87 and
0.866 on recall and precision of detection, and accuracy of instance segmentation on fruits, and 0.775 on the
accuracy of branches segmentation, respectively. The average running time and weight size of light-weight
DaSNet-v2 are 55 ms and 8.1 M, respectively. Experimental results show DaSNet-v2 can robustly and efficiently
perform the vision sensing for robotic harvesting in apple orchards.

1. Introduction

Nowadays, with the increasing cost and difficulty in availability of the
labour resource (ABARES, 2018), the agricultural industry requires trans-
formation from the labour-intensive industry to the technology-intensive
industry. Robotic technology has shown a promising prospect in terms of
improving the efficiency and yield of agriculture production. Different from
the harvesting equipments which are designed to perform autonomous
harvesting of commercial crops such as wheat and soybean in the struc-
tured working environments, to design a robotic system for automatic
harvesting of fruits in orchard environments is much more challenging
(Vasconez et al., 2019). Among the challenging issues in developing a fruit
harvesting robot, the vision system is a crucial issue since it senses the
working environment and guides the robotic arm to detach the fruits. Due
to the complex conditions in real working environments, issues such as
densely arranged branches and fruits in orchards should be taken into
account when designing a fruit harvesting robots. In other words, fruit
harvesting robots are required to understand the working environment to
increase the rate of success during the harvesting (Zhao et al., 2016).

Meanwhile, other environmental factors, such as various illumination
conditions, changing object appearances, and occlusion or overlap of ob-
jects, can also critically affect the performance of the robotic vision system.
In the previous work (Kang and Chen, 2019), a multi-task deep neural
network DaSNet-v1 was developed, which can perform detection and se-
mantic segmentation on fruits and branches in orchard environments.
However, semantic segmentation can only segment the images into dif-
ferent classes while lacking capability of segmenting each object within the
class (which also known as instance segmentation). Instance segmentation
of each fruit is important as it can provide geometric property (shape and
size) of each fruit, and such information can be used to compute the poses
(RGB-D camera applied) of the objects. Therefore, further development of
the techniques to obtain instance segmentation of each object is demanded.

In this work, an improved multi-task deep neural network DaSNet-v2
is developed to perform multi-task vision sensing for robotic harvesting in
apple orchards. Firstly, DaSNet-v2 combines multi-task into the network
architecture, which can perform detection and instance segmentation on
fruits, and semantic segmentation on branches. Secondly, the network
architecture of DaSNet-v2 is optimised compared to the DaSNet-v1 to
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obtain better performance on detection and segmentation. Additional, a
light-weight designed DaSNet-v2 (light-weight backbone applied) is
trained and validated in this work to ensure the computational availability
of the model on the embedded computing devices. DaSNet-v2 is tested and
validated by experimental results obtained from field-test in an apple
orchard. 3D visualisation of experimental results by means of the DaSNet-
v2 is also illustrated in this work.

The rest of the paper is organised as follows. Section 2 reviews the
related works. Sections 3 and 4 introduce the methodology and ex-
periment of the work, respectively. In Section 5, the conclusions and
future work are presented.

2. Literature review

Vision sensing in fruit orchards has been extensively studied.
Currently, there are two classes of approaches: traditional machine-
learning based algorithms and deep-learning based algorithms. Traditional
machine-learning based algorithms apply feature descriptors to extract
object features from the sensory data and machine-learning based classi-
fier to perform classification, detection, or segmentation (Kapach et al.,
2012). There are numbers of work which have applied traditional ma-
chine-learning based algorithms on vision sensing in agricultural appli-
cations (Vibhute and Bodhe, 2012; Zhao et al., 2016). Nguyen et al. (2016)
applied colour features and geometric features to encode the appearance
of the red apples. Then a clustering algorithm based on Euclidean distance
in feature space is used to segment and detect the fruits from the input
images. The similar processing techniques of performing segmentation and
detection in vision sensing in orchard environment are also presented in
several works (Zhou et al., 2012; McCool et al., 2016; Lin et al., 2019a; Liu
et al., 2018). Recently, Wang and Lihong (2018) applied multiple image
features and Latent Dirichlet Allocation (LDA) model to perform un-
supervised instance/semantic segmentation of the plants and fruits in the
greenhouse environments.

The development of deep-learning algorithms is more recent.
Compared to the traditional machine-learning based algorithms, deep-
learning based algorithms have demonstrated higher accuracy on detec-
tion, and segmentation (Han et al., 2018). Deep-learning based algorithms
can be classified into two classes: two-stage detector and one-stage de-
tector (Lin et al., 2017). The representative work of the two-stage detector
is the Region Convolution Neural Network (RCNN), which includes fast/

faster-RCNN (Girshick, 2015; Ren et al., 2015) and mask-RCNN (He et al.,
2017). Faster-RCNN applies Region Proposal Network (RPN) and Region
of Interest (RoI) pooling to combine the RoI searching and classification
into a single network architecture, which increases the computational ef-
ficiency of the model. Mask-RCNN further combines instance segmenta-
tion into the detection network, which allows the network to segment the
corresponding area for each object within the images. On the other hand,
the representative work of the one-stage detector is You Only Look Once
(YOLO) (Redmon and Farhadi, 2018) and Single Shot Detection (SSD) (Liu
et al., 2016). One-stage detector predicts the object on each grid of feature
maps, and it achieves similar performance with improved computational
efficiency compared to the RCNN. Recently, Single Pixel Reconstruction
Network (SPRNet) (Yao et al., 2019) improves the one-stage detector by
introducing the instance segmentation into the network architecture,
which allows one-stage detector to perform multi-task vision sensing si-
milar to the mask-RCNN.

Recently, deep-learning based algorithms are being studied and
applied in many agricultural applications (Kamilaris and Prenafeta-
Boldú, 2018). Sa et al. (2016),Bargoti and Underwood (2017) applied
faster-RCNN in multiple-classes fruit detection, and accurate detection
performance was reported from both of work. Liu et al. (2019) applied
faster-RCNN on detection of kiwifruit by using RGB and NIR images, an
average-precision of 0.904 was reported from their work. Yu et al.
(2019) applied mask-RCNN in the application of strawberry harvesting
in a non-structured environment. Tian et al. (2019) applied YOLO-v3 in
the monitoring of apple growth during different stages, an F1 score of
0.817 was achieved in their work. Kang and Chen (2019) combined the
semantic segmentation and detection into a one-stage detector, to
perform the fruit detection and branch segmentation in the apple
orchard for robotic harvesting. Other deep-learning based algorithms
such as Fully Convolution Network (FCN) (Long et al., 2015) are also
being studied and applied in performing vision sensing in the agri-
culture applications (Lin et al., 2019b; Xu et al., 1873).

3. Methodologies and materials

3.1. Network architecture

DaSNet-v2 follows the network architecture design of the one-stage
detection network (such as YOLO), as shown in Fig. 1. It applies a 5-

Fig. 1. DaSNet-v2 includes an instance segmentation branch and a semantic segmentation branch for detection and segmentation on apples and branches.
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levels network for images classification as the backbone, which gen-
erates feature maps of 1/8, 1/16, and 1/32 size of the input image from
the C3, C4 and C5 levels, respectively. A 3-level Feature Pyramid Net-
work (FPN) is applied in the DaSNet-v2 to receive and fuse the feature
maps from the C3, C4 and C5 level of the backbone to generate the
detection and segmentation of fruits and branches. Feature maps from
different levels of FPN are in different resolutions and contain the in-
formation or features of the objects in different scales. Therefore, the
feature maps from different levels of FPN are used to detect the objects
in different scales. For example, feature maps in lower-level of the FPN
(C3 level) are used to detect the objects in small-scale while feature
maps in higher-level (C5 level) are used to detect the objects in large-
scale. Meanwhile, feature maps from the higher-level of the network
contain more semantic information of objects, which can improve the
accuracy of object classification in the detection. Therefore, the feature
maps from the C5 level and C4 level of are two times upsampled and be
added to the feature maps of the C4 level and C3 level by the FPN,
respectively.

On each level of FPN, an instance segmentation branch which pre-
dicts the bounding boxes and masks for objects is applied. Besides, a
semantic segmentation branch which is used to segment branches from
images is grafted on the FPN. Semantic segmentation branch receives
the feature maps of the C3, C4, and C5 levels of the FPN (as shown in
Fig. 1). By combining the outputs of the instance segmentation branch
and the semantic segmentation branch, the processing results of input
images are generated.

3.1.1. Instance segmentation branch
Instance segmentation branch is applied to predict, classify and

segment the objects from output feature maps of each level of FPN. The
instance segmentation branch of DaSNet-v2 follows the design devel-
oped in SPRNet. The instance segmentation branch includes the boxes
branch, classes branch, and masks branch to predict bounding boxes,
classes, and masks of objects, respectively. SPRNet applies a shared
decoder to reconstruct the instance masks for objects from individual
positive pixels within the feature maps. To encode the multi-scale rich
features of an object into a single pixel within the feature maps, the
Atrous Spatial Pyramid Pooling (ASPP) is applied before the mask
branch in the SPRNet. Our implemented instance segmentation branch
in DaSNet-v2 (as shown in Fig. 2) is different from the SPRNet. DaSNet-
v2 applies ASPP before the instance segmentation branch (including
boxes branch, classes branch, and masks branch) as our implementation
suggest that such setup can improve the localisation accuracy of the

bounding boxes. The mask branch of DaSNet-v2 is simplified compared
to the SPRNet in terms of improving computational efficiency.

The applied ASPP (as shown in Fig. 3) uses three dilation con-
volution kernels (3 × 3) with dilation rate 1, 2 and 4 and a 1 × 1 kernel
to encode the multi-scale features into a single pixel (The im-
plementation suggests that ASPP with large dilation rate may introduce
redundant information which can lead to low recall on detection of
overlapped objects). The reconstructed masks from the mask branch
will be rescaled to the size of the predicted object box. Each level of
FPN in the DaSNet-v1 has two preset anchor boxes (3-levels in total).
The experimental results in Table 2 show that such setup can efficiently
cover the changing shape of bounding boxes in apple detection.

3.1.2. Semantic segmentation branch
Instance segmentation branch can detect and segment the fruits

from the input images to stand the location, size and shape of the fruits
in working space. However, such information is limited to guide a robot
to perform successful harvesting in the orchards setting. There are
many obstacles which are presented in the working space of orchards,
such as densely arranged branches. To provide more information for
robots to understand the current working space, a semantic segmen-
tation branch is applied to perform the branches segmentation from the
input images.

The DaSNet-v2 applies ‘Encoder-Decoder with atrous convolution’
which were developed in Deeplab-v3+ (Chen et al., 2018) to perform
the branches segmentation. The semantic segmentation branch of the
DaSNet-v2 receives the feature maps of the C3, C4, and C5 levels of the

Fig. 2. Network architecture design of the instance segmentation branch applied in the DaSNet-v2, which includes a box branch, a classification branch, and a mask
branch.

Fig. 3. ASPP applies atrous convolution kernels with given dilate rates to en-
code extract features of objects at different scales.
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FPN. The feature maps of C5 level are processed by the ASPP to extract
features in different scales. To introduce detail features of objects, the
feature maps of C3 and C4 level are concatenated with the processed
feature maps from the C5 level. The output tensor of the semantic
segmentation branch is 8 times upsampled to match the size of the
input images. Different from the DaSNet-v1, the semantic segmentation
branch of the DaSNet-v2 only perform segmentation on branches (in-
cluding branches and trunks), since segmentation of fruits has been
included in the instance segmentation branch. .

3.1.3. Compared to the DaSNet-v1
Compared to the DaSNet-v1, the performance of DaSNet-v2 is im-

proved in the following points. Firstly, DaSNet-v2 improves the net-
work model by introducing the instance segmentation into the detec-
tion branch. This improvement allows the vision system to provide
geometric information (such as shape) of each object. Secondly,
DaSNet-v2 optimises the architecture design of the FPN and semantic
segmentation branch, compared to the DaSNet-V1. On the one hand,
DaSNet-v2 adopts a simplified FPN design, which improves training
efficiency and performance of the model. On the other hand, DaSNet-v2
adopts the ‘Encoder-Decoder with atrous convolution’ from the
Deeplab-v3+ to improve the accuracy of branches segmentation.

3.2. Visualisation of working space

In the fruit orchards which is not optimised for robotic operation,
the branch and fruits are presented randomly, which can heavily affect
the performance of harvesting robots. Densely arranged branches can
obstruct the path of robotic arms or even damage the robotic arm
(Megalingam et al., 2017). Besides, densely arranged fruits and dif-
ferent types of the stem-branch joint of fruits may also affect the success
rate of fruit harvesting (Lin et al., 2019b). To provide a more intuitive
understanding of the working environments and guide the manipulator
and gripper, 3D modelling and visualisation of the working space in
orchards are important (Comba et al., 2018).

DaSNet-v2 can detect and segment the fruit and branches in the
orchard environments. For the fruit class, different colours are assigned
to the detected fruits to stand their shape and corresponding area. For
the branches, a unified colour is assigned to the segmented mask. Other
elements within the working space such as ground, fence and leaves are
presented in black pixel. Leaf segmentation is not included in the task of
DaSNet-v2 since our previous experiments suggest that leaves only
block the sight of vision system without obstructing path for picking
during the harvesting. PPTK tool-kit (Heremaps, 2018) is used to vi-
sualise the 3D point clouds of the working space, an example of 3D
visualisation of an orchard environment is shown in Fig. 4.

3.3. Implementation details

3.3.1. Data augmentation
Data augmentation plays an important role in the training of the

deep-learning model. To avoid network over-fitting to the training data,
extensive image augmentations are introduced. The applied data aug-
mentation includes random crop, random scale (from 50% to 150%),
random flip (horizontal only), and random rotation (± °10 ). Further,
the randomly adjust of brightness (0.5–1.5) and saturation (0.5–1.5) of
images in HSV colour space are also applied in the augmentation.

3.3.2. Training method
Focal Loss (FL) (Lin et al., 2017) is used in the training to balance

the uneven distribution of the foreground class objects (obj) and
background class objects (noobj). The focal loss can be expressed as:

= +FL p p log p p log p( ) (1 ) ( ) ( ) (1 )
obj noobj

(1)

p is the confidence score of the object. , , and are the inner para-
meters to adjust the profile of the loss function. We set , , and as 8,
0.5, and 2 in the training, respectively. Other training tasks including
regression of bounding boxes and classification follow the design of the
YOLO-V3 (Redmon and Farhadi, 2018). Cross-entropy loss is used in the
training of the instance segmentation and semantic segmentation tasks.
Adam-optimizer is used in the training of the network model. The
learning rate, decay rate, and batch size used in the training are 0.01,
0.9 and 32, respectively. The backbone weights of the network are fixed
in the first 100 epochs of the training. Then the overall network is
trained for another 50 epochs.

3.3.3. Other details
The programming of DaSNet-v2 was performed by using TensorFlow-

slim image classification model library (Silberman and Guadarrama, 2016)
in Ubuntu 16.04. 3D visualisation of the point cloud is achieved by using
PPTK tool-kit. The DaSNet-v2 is trained on the GTX-1080Ti (Nvidia, United
States) and be tested on Jetson-TX2 (Nvidia, United States) and GTX-
1080Ti. Intel RealSense D-435 RGB-D camera (Intel, United States) is used
to perform vision sensing in the field-test. It is controlled by using the re-
alsense-ros SDK (Intel-Corp, 2018) in ROS-kinetic on Ubuntu 16.04.

To ensure the computation availability of the DaSNet-v2 model on
the Jetson-TX2, a light-weight modified resnet-18 (Kang and Chen,
2019) (as shown in Fig. 5) was used as the backbone in the model of
DaSNet-v2. Resnet-50 and resnet-101 (He et al., 2016) were also used
as the backbone in the model of DaSNet-v2. The implemented code and
ImageNet pre-trained weights of the resnet-50 and resnet-101 were
from the Github publicly code library (Taylor et al., 2018), the resnet-
18 was pre-trained on Cifar (Krizhevsky et al., 2009).

Fig. 4. (a), (b), and (c) of figure (i) and (ii) are the RGB images, depth images, and point clouds in 3D space, respectively.
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4. Experiment and discussion

4.1. Data collection

Both RGB-D images and RGB images were collected from the apple
orchard located at Qingdao, China. The collection time of the image
data was from 10:00 am to 21:00 pm through the day by using the Intel
RealSense D-435 RGB-D camera and Logitech webcam-C615 (Logitech,
Switzerland). The images were collected at the distance of 0.5–1.5 m
from the camera to apple trees, which is the distance from the camera
to trees during the robotic harvesting. There were about 400 RGB-D
images and more than 800 RGB images which were collected during the
field-test in the apple orchard (as shown in Table 1). Image data A, B
and C were collected by using handheld webcam C-615, depth-camera
D-435 on the robotic arm (see Fig. 6), and handheld depth-camera D-
435, respectively. We used 148 RGB-D images (only RGB information
was used in training) and 419 RGB images as the training set and ap-
plied another 150 images as the validation set. The rest of the images
were used to evaluate the performance of the trained model.

4.2. Evaluation method

The performance evaluation includes three tasks, which are the
accuracy evaluation on fruit detection and segmentation, and branch
segmentation. To evaluate accuracy of fruit detection, Intersection of
Union (IoU) and F1 score are used as performance metric in this work.
IoU computes a ratio of the intersection and the union of two sets
(Garcia-Garcia et al., 2017). In the case of detection and segmentation,
the sets can be bounding boxes or masks of prediction and ground-
truth. IoU measures the localisation accuracy of bounding box or ac-
curacy of segmentation. When assessing the performance of detection,
we compute the IoU by using bounding boxes (denoted in IoUbox) be-
tween prediction and ground truth. The predicted objects with IoUbox
and confidence score higher than 0.5 will be treated as true-positive. F1
score measures the detection performance by using the Recall and
Precision. Recall measures the fraction of true-positive objects that are
successfully detected, while Precision measures the fraction of true-po-
sitive objects in the predictions. The expression of the Precision Recall,
and F1 score are listed as follow:

=
+

Precision TruePositive TP
TruePositive TP FalsePositive FP

( )
( ) ( ) (2)

Fig. 5. Architecture of the resnet-18, it applies bottleneck designed resnet block
to reduce the weight size and improve the computational efficiency.

Table 1
Numbers of image data from different dataset in training, validation, and test
set.

Device Type Number Training Validation Test

A C-615 RGB 427 227 50 150
B D-435 RGB 382 192 50 140
C D-435 RGB-D 468 148 50 270

Total – – 1277 567 150 560

Fig. 6. (a) Setting of the apple orchard, (b) apple harvesting robot and mobile platform, (c) setting of depth camera.

Table 2
Comparison of performance on detection and instance segmentation among
different networks models on GTX-1080Ti, image size (640 × 480).

Model F1 Recall Precision IoUbox IoUmask Time

Faster-RCNN 0.852 0.836 0.872 0.858 – 127 ms
YOLO-v3 0.86 0.852 0.87 0.851 – 43 ms
DaSNet-v1 0.863 0.857 0.875 0.856 – 54 ms
Mask-RCNN 0.868 0.86 0.882 0.863 0.878 158 ms
DaSNet-v2 0.873 0.868 0.88 0.861 0.873 70 ms

Table 3
Comparison of performance on detection by DaSNet-v2 with different back-
bones on GTX-1080Ti, image size (640 × 480).

Backbone F1 Recall Precision IoUbox IoUmask Time

Resnet-18 0.857 0.85 0.87 0.858 0.866 54 ms
Resnet-50 0.868 0.861 0.876 0.859 0.872 64 ms
Resnet-101 0.873 0.868 0.88 0.861 0.873 70 ms
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Fig. 7. Instance segmentation of fruits by using DaSNet-v2 with resnet-101. Each fruit is drawn in a distinguished colour, green numbers are the confidence values of
detected objects within the boxes. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 8. Instance segmentation of fruit by using DaSNet-v2 with resnet-101, the images are collected by depth-camera under the view of robotic arm during har-
vesting. Each fruit is drawn in a distinguished colour.

Table 4
Comparison of performance on semantic segmentation of branches among
different models, image size (640 × 480).

Model (Backbone) IoUbranch Time

FCN-8s (Resnet-101) 0.757 52 ms
DaSNet-v1 (Resnet-101) 0.772 54 ms
DaSNet-v2 (Resnet-101) 0.794 70 ms

Table 5
Comparison of performance of DaSNet-v2 on semantic segmentation with dif-
ferent backbones, image size (640 × 480).

Backbone IoUbranch Time

Resnet-18 0.775 54 ms
Resnet-50 0.788 64 ms
Resnet-101 0.794 70 ms
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=
+

Recall TP
TP FalseNegative FN( ) (3)

= × ×
+

F Precision Recall
Precision Recall

2
1 (4)

In the performance evaluation, the F1 score is calculated by averaging
the F1 score of each image within the test set. The IoU is also used to
evaluate the accuracy of instance segmentation and semantic segmen-
tation of network models on fruits and branches, which are denoted as
IoUmask and IoUbranch, respectively.

4.3. comparison to state of the art

4.3.1. Evaluation of detection and instance segmentation
A series of experiments were conducted to compare the detection

performance among the DaSNet-v2 and DaSNet-v1, YOLO-v3, faster-
RCNN and the mask-RCNN. YOLO-v3 is the representative work of the
one-stage detector, which applies darknet-53 as the backbone and a 3-
level FPN in the model. The implemented code of YOLO-v3 is from
Github publicly code library (Kapica, 2019). Faster-RCNN and mask-
RCNN are the representative works of the two-stage detector. The im-
plemented code of faster-RCNN (Jia et al., 2014) use VGG-19
(Simonyan and Zisserman, 2014) as the backbone, while FPN is not
applied in the model. The implemented code of mask-RCNN (Abdulla,

Fig. 9. Detection and segmentation of fruits and branches by using the DaSNet-v2 in the orchard. Fruits are drawn in distinguished colours, branches are drawn in the
colour of blue. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 10. Detection and segmentation of fruits by using the DaSNet-v2 in different times. (a) and (b) are images taken in 11:00 am-13:00 pm, (c) and (d) are images
taken between 4:00 pm to 6:00 pm, (e) and (f) are images taken between 7:00 pm to 9:00 pm under artificial lighting.
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2017) (FPN applied), DaSNet-v1, and DaSNet-v2 applies resnet-101 as
backbone. In the experiment, all the network models were trained and
tested on our collected training set and test set. We set 0.5 as the
threshold for confidence and IoUbox in all network models. The ex-
perimental results among different network models are shown in
Table 2. The comparison results among DaSNet-v2 with different
backbones are shown in Table 3.

As shown in Table 2, DaSNet-v2 and mask-RCNN outperform other
network models in terms of the fruit detection. The F1 score of DaSNet-
v2 and mask-RCNN are 0.873 and 0.868, respectively. The im-
plemented code of faster-RCNN does not adopt FPN in the network
model. Experimental results show that it has lower recall on small-scale

Fig. 11. Success and Failure detection by using DaSNet-v2 in the orchard. Green, red, and blue boxes represent the True-Positive (TP), False-Positive (FP), and False-
Negative (FN) of detection, respectively. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Table 6
Comparison of computational efficiency of network models on Jetson-TX2,
image size (640 × 480).

Model Weight Size Time

YOLO-v3 (darknet-53) 246 M 235 ms
DaSNet-v1 (resnet-101) 192 M 306 ms
DaSNet-v2 (resnet-18) 8.1 M 342 ms
DaSNet-v2 (resnet-101) 187 M 437 ms
Faster-RCNN (VGG-19) 533 M 1.1 s
Mask-RCNN (resnet-101) 244 M 1.3 s

Fig. 12. 3D visualisation of the processed orchard by using PPTK. The fruits are drawn in distinguished colours, branches are drawn in original colour.
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objects compared to the other network models. Therefore, a lower score
on recall and F1 score are reported on fruit detection by using faster-
RCNN, which are 0.836 and 0852, respectively. As shown in (a-c) of
Fig. 7, many fruits in images are presented in small-scale, especially in
the images which are collected from orchard environments. Compared
to the DaSNet-v1, DaSNet-v2 optimises the network architecture and
training procedures. Therefore, a higher score on both recall and pre-
cision are obtained by DaSNet-v2, which are 0.868 and 0.88, respec-
tively. Compared to the faster-RCNN, mask-RCNN with FPN design
achieves a higher score on both recall and precision of detection, which
are 0.86 and 0.882, respectively. In terms of the instance segmentation,
mask-RCNN and DaSNet-v2 achieve similar score on the accuracy of
instance segmentation, which are 0.878 and 0.873, respectively. Figs. 7
and 8 show the examples of detection and instance segmentation of
apples by using DaSNet-v2.

From the experimental results shown in Table 2, one-stage detectors
have better computational efficiency compared to two-stage detectors.
The average computational time of faster-RCNN and mask-RCNN are
127 ms and 158 ms, respectively. While the average computational
time of YOLO-v3, DaSNet-v1, and DaSNet-v2 are 43 ms, 54 ms, and
70 ms, respectively. DaSNet-v2 achieves similar performance on fruit
detection compared to the mask-RCNN with better computational ef-
ficiency. Table 3 shows the performance of DaSNet-v2 with different
backbones. To apply the DaSNet-v2 in the embedded computational
device such as Jetson-TX2, a light-weight backbone Resnet-18 is
adopted in the DaSNet-v2. Experimental results show that DaSNet-v2
with Resnet-18 can achieve similar performance on recall and precision
of detection compared to the YOLO-v3. The recall and precision of
DaSNet-v2 with Resnet-18 are 0.85 and 0.87, respectively. The weight
size and average computational time of DaSNet-v2 with Resnet-18 are
8.1 MB and 54 ms (as shown in Table 6), respectively.

4.3.2. Evaluation of semantic segmentation
This experiment compares the performance of semantic segmenta-

tion between the DaSNet-v2, DaSNet-v1 and the FCN-8s. The im-
plemented code of FCN-8s with resnet-101 is from Github publicly code
library (Pakhomov et al., 2017). The experimental results are shown in
Table 4.

From the experimental results shown in Table 4, the accuracy of
semantic segmentation on branches achieved by DaSNet-v2 is improved
compared to the DaSNet-v1 and FCN-8s. The IoU value on branches
segmentation achieved by FCN-8s, DaSNet-v1 and DaSNet-v2 are 0.757,
0.772 and 0.794, respectively. Compared to the DaSNet-v1, DaSNet-v2
only applies ASPP on the feature maps from C5 level, as experimental
results suggest ASPP on lower-level (such as C3 and C4) will introduce
noise and lead to under-fitting of the model. Compared to the FCN-8s,
DaSNet-v2 achieves 3.7% higher value on IoUbranch. Table 5 compares
the accuracy on branches segmentation by DaSNet-v2 with different
backbones. Experimental results show that backbones with better per-
formance can improve the accuracy of branches segmentation. The
IoUbranch achieved by DaSNet-v2 with Resnet-18, Resnet-50, and Resnet-
101 are 0.775, 0.788 and 0.794, respectively.

The average computational time of DaSNet-v2 is increased com-
pared to the DaSNet-v1, which is due to the increasing computational
consumption on instance segmentation branch. Although DaSNet-v2
has shown an improved ability on branches segmentation, to classify
tree under various conditions accurately is still a challenging task. The
segmentation of branches and fruits by using DaSNet-v2 are shown in
Fig. 9.

4.4. Visual sensing in orchards

There are various factors which are presented in orchards en-
vironments, such as illumination variation, overlapped fruits or bran-
ches, and appearance variation. These factors can heavily affect the
accuracy of detection and segmentation. The DaSNet-v2 was tested in

the apple orchard in different setup (including operation time and
mode), the results which are processed by DaSNet-v2 are visualised in
Figs. 8 and 10. Several examples of success or fail detections by DaSNet-
v2 in orchard environments are shown in Fig. 11. The detection errors
include two types: false-positive and false-negative, which are linked to
the precision and recall of detection, respectively. From experimental
results shown in Fig. 11, false-positive in detection mainly caused by
false detection on leaves or branches. The reasons that lead to false-
negative in detection are varied. Environment factors such as strong
sunlight reflection, shadow, and appearances variation of fruits in col-
ours, shape, occlusion, or view-angle can lead to the false-negative in
detection. These factors can cause inaccurate in the detection, while the
experimental results in Table 2 shows that DaSNet-v2 achieves high
recall and precision on detection of apples in orchard environments.

The developed fruit harvesting robot applies Jetson-TX2 as com-
putation centre to process vision sensing and robot control. The com-
parison of weight size and average computation time of different net-
work models on Jetson-TX2 are shown in Table 6. It can be seen that
the one-stage detectors,such as YOLO-v3 and DaSNet-v2, have better
computational efficiency compared to the two-stage detector.

4.5. 3D visualisation of orchards

The collected RGB-D images from the orchard are processed by
using the DaSNet-v2 and visualised by using the PPTK, which are
shown in Fig. 12. As shown in figures, 3D point clouds with semantic
information added can clearly describe the working environments of
the harvesting robot in orchard environments. These information can
be used to construct the 3D map of working spaces (Lang et al., 2013)
and compute the pose of each fruit (Wong et al., 2017), which can
increase the success rate of robotic harvesting (Bac et al., 2014). Such
works will be included in the future works of development of intelligent
robotic system for fruit harvesting.

5. Conclusion and future works

In this study, a multi-function deep neural network DaSNet-v2 was
proposed and validated. DaSNet-v2 combines an instance segmentation
branch and a semantic segmentation branch into the architecture of the
one-stage detection network, which allows DaSNet-v2 to perform de-
tection and segmentation on each fruit, and semantic segmentation on
branches. Besides, DaSNet-v2 adopts FPN and ASPP to improve the
performance on detection and segmentation of fruits and branches. To
improve the computational efficiency of network model running on
embedded computational devices, DaSNet-v2 with a light-weight
backbone resnet-18 was trained and validated in this work. In the ex-
periments, DaSNet-v2 was tested and validated by experimental results
obtained from field tests in an apple orchard. DaSNet-v2 with resnet-
101 achieved 0.868 and 0.88 on recall and precision of detection, 0.873
on the accuracy of fruits segmentation, and 0.794 on the accuracy of
branches segmentation, respectively. DaSNet-v2 with resnet-18
achieved 0.85 and 0.87 on recall and precision of detection, 0.866 on
the accuracy of fruits segmentation, and 0.757 on the accuracy of
branches segmentation, respectively. The weight size and average
computational time of DaSNet-v2 with resnet-18 to process an image
(640 × 480) on GTX-1080Ti are 8.1 M and 54 ms, respectively. From
the experiment results, DaSNet-v2 demonstrated a robust and efficient
performance on vision sensing in orchards. Future work will focus on
developing the orchard reconstruction algorithm based on the DaSNet-
v2, corresponding control strategy for guiding the automatic robotic
fruit harvesting will also be included.
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Chapter 6

6 Visual Perception and Modelling for Autonomous Apple Har-

vesting

Visual perception and modelling are essential tasks in many vision-dependent robotic tasks. Chap-

ter 4 and 5 developed a efficient and robust multi-task one-stage detection network DasNet for fruit

recognition by using RGB or RGB-D cameras. In this chapter, a robotic vision system to perform

fruit recognition, modelling, and environment modelling for autonomous apple harvesting is pre-

sented. The developed vision framework applies Dasnet to perform fruit recognition and background

segmentation, and a fruit modelling algorithm to estimates grasping pose of each fruit. Environment

modelling algorithm applies Octrees to present the occupied obstacles within the workspace. During

the operation, robotic control system computes a collision-free path and move robotic arm to pick the

fruits based on vision processing results. The developed control framework is tested in both simulated

and real orchard environments. Experimental results show that fruit recognition and modelling algo-

rithm can accurately localise the fruits and compute the grasp pose in various situations. The success

rate and average cycling time are 0.91 and 12s, respectively.
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ABSTRACT Visual perception and modelling are essential tasks in many vision-dependent robotic tasks.
This work presents a robotic vision system to perform fruit recognition, modelling, and environment
modelling for autonomous apple harvesting. The fruit recognition applies a deep-learning model Dasnet to
perform detection and segmentation on fruits, and segmentation on branches. Fruit modelling localises the
centre and computes the grasp pose of each fruit based on Hough Transform. Environment modelling adopts
Octrees to represent the occupied space within the working environment of the robot. The robot control
computes the path and guide manipulator to pick the fruits based on the computed 3D model of the crop.
The developed method is tested in both laboratory and orchard environments. Test results show that fruit
recognition and modelling algorithm can accurately localise the fruits and compute the grasp pose in various
situations. The Dasnet achieves 0.871 on F1 score of the fruit detection. Fruit modelling achieves 0.955 and
0.923 on the accuracy of the fruit centre estimation and grasp orientation, respectively. To illustrate the
efficiency of the vision system in autonomous harvesting, a robotic harvesting experiment by using industry
robotic arm in a controlled environment is conducted. Experimental results show that the proposed visual
perception and modelling can efficiently guide the robotic arm to perform the detachment and success rate
of harvesting is improved compared to the method which does not compute the grasp pose of fruits.

INDEX TERMS Robotic harvesting, robot vision systems, robotics and automation, computer vision.

I. INTRODUCTION
Robotic harvesting is a promising technology of agriculture
in the future. Compared to the autonomous harvesting of
the structured crops, visual-guided autonomous harvesting in
unstructured orchards is more challenging [1]. Autonomous
harvesting Robot requires to detect the fruits, estimate the
pose of the fruits, calculate the path for robotic arms to
pick the fruits based on surrounding environments. Among
these challenges, robotic vision is the key to the success of
the harvesting [2]. Since robots cannot perform harvesting if
vision systems cannot accurately detect and localise the fruits.
Meanwhile, the presented obstacles such as branches could
also obstacle the path of robotic arms during the harvesting,
which may lead to the fail of the harvesting or even damage
the manipulator. Therefore, an efficient robotic vision sys-
tem is a crucial step towards the development of the fully-
functional harvesting robot.

The associate editor coordinating the review of this manuscript and

approving it for publication was Okyay Kaynak .

This work developed a robotic visual perception and mod-
elling algorithm for autonomous apple harvesting. The pro-
posed vision system includes a Detection And Segmentation
Network (Dasnet) [3], a fruit modelling algorithm, and an
environment modelling algorithm. The following highlights
are presented in this paper:
• Development of a multi-purpose deep convolution neu-
ral network Dasnet, which can perform detection/
instance segmentation on fruits, and semantic segmenta-
tion on branches by using a one-stage detection network
architecture.

• An efficient fruit modelling algorithm and an environ-
ment modelling algorithm are presented. Fruit mod-
elling algorithm estimates the geometry properties of the
fruits and compute the proper grasp pose for detachment.
Environmentmodelling algorithm applies octrees to rep-
resent the obstacles within the working environments
and be used in the motion planning of the robotic arm.

• An efficient control framework which guide robot to
perform autonomous harvesting is also presented in this
work.
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The developed visual perception and modelling algorithm
was tested in controlled laboratory and orchard environments,
showing a robust and efficient performance to applied in the
autonomous apple harvesting.

The rest of the paper is organised as follow. Section II
reviews the related works. Sections III and IV introduce
the design of the robotic system and the visual processing
approach, respectively. Experimental methods and results are
presented in Section V. In Section VI, conclusion and future
works are included.

II. RELATED WORKS
A: FRUIT RECOGNITION
Fruit recognition is the key issue in the vision-guided
autonomous fruit harvesting. Robotic vision systems can
apply different visual sensors [4], such as RGB imaging
sensors, RGB-D cameras, Light Detection And Ranging
(LiDAR), thermal imaging sensors, and spectral cameras.
This section focus on reviewing the approaches which are
developed for fruit recognition by using RGB imaging sen-
sors. Fruit recognition method on RGB images can be
divided into two types: traditional machine-learning based
algorithms and deep convolution neural network based algo-
rithms. Traditional machine-learning based algorithms use
feature descriptors to encode the appearance of the objects,
and then usemachine-learning algorithms [5] such as Support
Vector Machine (SVM), Clustering, and Random forest to
perform the classification. There are many feature descrip-
tors such as Colour Coherence Vector (CCV), Histogram of
Gradient (HoG), Scale Invariance Feature Transform (SIFT),
and Local Binary Pattern (LBP) which have been devel-
oped in the previous studies [6]. Traditional machine-learning
based algorithms have been widely applied in the fruit
recognition [7]. Nguyen et al. [8] applied colour features and
geometric descriptor to perform detection of apple fruit by
using an RGB-D camera. Similarly, Lin et al. [9] developed
a fruit recognition system by using feature descriptor of HSV
colour and geometry to describe the appearance of multiple
class of fruits, and an machine-learning based classifier was
applied to perform the fruit recognition. Wang and Xu [10]
describe the objects by using multiple image feature descrip-
tors, a Latent Dirichlet Allocation (LDA) based classifier is
used to perform unsupervised learning and segmentation on
plants and fruits in greenhouse environments. Arad et al. [11]
applied colour and shape features to perform sweet pepper
detection and segmentation in the greenhouse with artificial
illumination.

The performance of the traditional machine-learning based
algorithms is limited due to the limited expressibility of
the feature descriptor. Deep convolution neural network
based algorithms are developed more recently and show
advance and robust performance in the core tasks of machine
vision [12]. In the object recognition task, Region Convo-
lution Neural Network (RCNN) [13] based two-stage net-
works and You Only Look Once (YOLO) [14] or Single

Shot Detection (SSD) [15] based one-stage networks are state
of the art approaches. RCNN based networks apply two-
stage network architecture, which applies a Region Proposal
Network (RPN) to search the Region of Interest (ROI) and
a classification network branch to perform the classifica-
tion, bounding box regression and even segmentation [16].
In contrast, one-stage networks apply the fully convolution
network architecture, combining the RPN and classifica-
tion branch into a single network, which largely increases
the computation efficiency compared to the two-stage net-
works. Deep convolution neural network based algorithms
have been applied in many vision based agriculture appli-
cations [17], such as yield estimation [18], branch prun-
ing [19], and autonomous harvesting [20]. Sa et al. [21]
applied faster-RCNN to perform detection of multiple class
of fruits in orchard and greenhouse environments, and high
accuracy on fruit detection was reported in their work. Sim-
ilarly, Bargoti and Underwood [22] applied faster-RCNN on
yield estimation of apples, mango and almonds, a F1-score
of 0.9 was reported in their work. Yu et al. [23] applied the
Mask-RCNN to perform instance segmentation in the vision-
guided autonomous harvesting of strawberry in greenhouse
environments. Tian et al. [24] applied an improved YOLO-
dense on real-time in the monitoring of apple growth in
different stages in orchard environments. Koirala et al. [25]
applied a light-weight YOLO inmango yield estimation, their
system was tested in both day and night (artificial light-
ing) conditions. Lin et al. [26] and Li et al. [27] adopted
Fully Convolution Network (FCN) [28] to perform semantic
segmentation on the guava fruits and cotton, respectively.
Kang and Chen [29] developed a customised YOLO-based
network for apple detection in the application of autonomous
apple harvesting.

B: FRUIT AND ENVIRONMENT MODELLING
Fruit modelling is an important issue in autonomous harvest-
ing. Yaguchi et al. [30] applied stereo-camera to obtain RGB
and depth image of the working environments. The tomatoes
were fitted by using Random Sample Consensus (RANSAC),
and robotic arm grasps the tomatoes by translating forward
to the centroid of the fruits. Lehnert et al. [31], [32] applied
Kinect-Fusion algorithm [33] to combine information from
multiple frames. The fused three-dimensional point clouds
were used to detect the sweet pepper and guide the motion
of the robotic manipulator. The model and grasp pose of the
Sweet pepper was fitted by using super-ellipsoid or surface
normal. Xiong et al. [34], [35] applied three-dimensional
point clouds to compute the safety operation space of robots
to perform robotic harvesting on the strawberry. Lin et al. [26]
applied a RANSAC-based sphere fitting method [36] to esti-
mate the centre of the guava fruits. An FCN network was used
in stem localisation for determining the grasp pose of each
fruit. Arad et al. [11] developed a method to grasp the sweet
pepper by observing the fruits and stems from multiple view-
angle. Previous work mainly focuses on computing the centre
and grasp pose of the fruits while ignoring the environment
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FIGURE 1. The developed prototype of apple harvesting robot.

modelling. In the orchard environment, the presented obsta-
cles such as branches can also affect the success rate of the
robotic harvesting [4].

Three-dimensional environments modelling is an essen-
tial task in many robotic applications. Roth-Tabak and
Jain [37] discretised the three-dimensional environments
by using the equal-sized grid of cubic volume. The draw-
back of this method is that such operation requires enor-
mous memory consumption when large outdoor scenes
are presented and fine resolution is required. Another
commonly used method of modelling the occupied
space in three-dimensional environments is point clouds.
Cole and Newman [38] applied three-dimensional point
clouds in an outdoor Three-dimensional Simultaneous Local-
isation And Mapping (SLAM) system. Point clouds contain
many detail information which cannot be used in the robotic
action planning [39]. Othermodelling approaches, such as the
elevation map [40], [41] and the surface representations [42],
[43], require certain assumptions when these methods are
applied [44]. Octrees-based representation is alsowidely used
in three-dimensional environment modelling [45]. Octrees
is a hierarchical data structure for spatial subdivision in 3D
space. Each voxel within an Octrees is recursively subdivided
into eight small sub-volumes until the minimum size of the
voxel is reached. Octrees-based methods have several advan-
tages compared to the other methods in terms of memory
efficiency and adjustable in representation resolution.

III. SYSTEM DESIGN AND OPERATION
A. HARDWARE CONFIGURATION
The robot (see Figure 1) is constructed by a standard
industry 6-DoF robotic arm (UR5) made by Universal
Robots, A custom-designed end-effector, an Intel Realsense
D-435 RGB-D camera, a main computer with high-
performance Graphic Processing Unit (GPU) (Nvidia GTX-
1080Ti or Jetson-X2), an Arduino-based Programmable
Logic Controller (PLC) (Arduino Mega-2560). The output
of the RGB-D camera is sent to the main computer and be

FIGURE 2. The four stages of the autonomous harvesting cycle.

used continuously to detect and localise the fruits within the
working environments. Arduino-based PLC is connected to
the main computer to receive the control instructions and con-
trols the end-effector to grasp or release the fruits. TheKinetic
version of the Robot Operating System (ROS) [46] on Ubuntu
16.04 LTS operating system is employed for controlling the
robot operation.

B. SOFTWARE DESIGN
1) SUBSYSTEM BLOCK
This section outlines the system design for autonomous apple
harvesting robot. The robotic system can be broken down
into vision processing block, manipulator block, and grasping
block. Vision processing block receives colour and depth
images continuously from the RGB-D camera through the
RealSense-ros communication package. A deep neural net-
work Dasnet and a 3D pose estimation algorithm are adopted
to localises and computes the pose of each fruit based on the
received image data. Manipulator block controls the UR5 to
move to the given pose. The ROS MoveIt! Library [47] with
TRAC-IK inverse kinematic solver [48] is used in motion
planning for an improved solution. Trajectory execution of
robotic arm is performed by using Universal Robots ROS
controller package. Grasping block controls the end-effector
to grasp and release based on the given order. The connec-
tion between Arduino-based PLC and the main computer is
performed by using the python port library. The call of each
subsystem block follows the designed operation procedures,
which is introduced in the following section.

2) OPERATION PROCEDURES
The overall operation procedure of robotic harvesting is
shown in Figure 2, which includes four steps below.

1) Vision Perception: this function detects apples from
the working environments. The 6-DoF pose of each
apple and environmental model are computed and sent
to the central control for motion planning.

2) Motion Planning: this function computes the path
which guides the robotic arm tomove to the observation
pose of each apple.
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FIGURE 3. Dasnet includes a instance segmentation branch and a semantic segmentation branch for detection and segmentation
on apples and branches.

3) Fruit Verification: this function verifies whether the
chosen apple is within the grasp range or not. If no,
the robotic arm will move to the new observation pose
based on the newly received fruit pose from the verifi-
cation step.

4) Fruit Detachment: End-effector detaches the apple
from the plant.

This work focus on visual perception and modelling (used
in steps 1 and 3), which includes the fruit recognition
(Section IV-A), fruit pose computation (Section IV-B), and
obstacles modelling (Section IV-C). The transformation of
detected fruits and obstacles from the camera frame to the
robot frame is introduced in Section IV-D. The workflow of
the visual perception and modelling is shown in Figure 2.

IV. PERCEPTION AND PLANNING
A. FRUIT RECOGNITION
1) NETWORK ARCHITECTURE
A one-stage detection network Dasnet is applied to process
the colour images from the RGB-D camera. The Dasnet
follows one-stage detection network architecture to perform
fruit detection and instance segmentation. It applies a 50 lay-
ers residual network [49] (resnet-50) as the backbone, which
generates the feature maps with 1/8, 1/16 and 1/32 size of
the original images (as shown in Figure 3). A three levels
Feature Pyramid Network (FPN) is applied to fuse the multi-
levels features from the C3, C4 and C5 level of the back-
bone. On each level of the FPN, an instance segmentation
branch is applied to perform confidence estimation, bounding
box regression, object classification, and mask generation.
The branch design of confidence estimation, bounding box
regression and object classification follows the design of the
YOLO-V3, while the mask generation branch follows the
design which is developed in Single Pixel Reconstruction
network (SPRNet [50]). Before the instance segmentation

branch of each FPN level, an Atrous Spatial Pyramid Pooling
(ASPP) [51] is used to fuse the multi-scales features within
the feature maps.

Another semantic segmentation branch is embedded on the
backbone to perform segmentation on branches. Semantic
segmentation branch receives feature maps from the C5,
C4 and C3 level from the backbone network. The feature
maps of the C5 level and C4 level are four times and two times
upsampled and concatenated with the feature maps from the
C3 level. The concatenated feature maps of the C5, C4 and
C3 are eight times upsampled to match the size of the input
image.

2) TRAINING DETAILS
The programming of the Dasnet is performed by using
slim image classification library in TensorFlow 1.11. The
programming of the resnet-50 is from the GitHub public
code [52]. There are 1277 images which are collected from
several apple orchards located at the Qingdao (Figure 9 shows
the mobile platform used in Qingdao test), China and Mel-
bourne, Australia. The 567 and 150 of these images are used
for network training and validation. The other 560 images
are used to evaluate the performance of the trained network.
Focal-loss [53] and cross-entropy loss are used in the training
of confidence estimation and mask generation tasks, respec-
tively. The training of other tasks (bounding box regression
and object classification) follows the design described in
YOLO-V3. Adam-optimiser in Tensorflow is used as the
optimiser during the training with learning rate and decay rate
as 0.01 an 0.9/epoch, respectively. The training of the network
is performed on Nvidia GTX-1080Ti for 150 epochs.

B. FRUIT POSE COMPUTATION
We apply a rather simple but efficient algorithm in this section
to compute 6-DoF of each detected fruit. The 6-DoF pose
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FIGURE 4. (a) RGB image, (b) point clouds, (c) bounding box of fruits
before denosing (d) bounding box of fruits after denosing.

estimation includes two-steps: central estimation and orien-
tation computation. The first step applies a 3D Sphere Hough
Transform (3D-SHT) to estimate the centre of the fruit. Then,
the 6-DoF pose of the given fruit is computed based on the
spatial distribution of the point cloud.

1) POINTS DENOISING
In the outdoor environments, the accuracy of RGB-D camera
can be affected by many factors, such as lighting, colour and
distance. Additional, the depth sensing of fruits can be easily
affected by the adjacent objects, such as branch or leaves (as
shown in Figure 4).We implement a distance based denoising
method on points processing before pose computation. That
is, the points of fruit are divided into inlier and outlier based
on the Euclidean distance to the point cloud centre. Then,
the fruits without the sufficient number of points or have
severely in-balance length on X, Y, Z axis is deleted from the
detection list. Rather than using all points in the computation
which is time-consuming, a spatial down-sampling on point
clouds is applied to speed up the running rate.

2) CENTRE ESTIMATION
We assume that apples are in the shape of sphere, which can
be expressed as:

(x − cx)2 + (y− cy)2 + (z− cz)2 = r2 (1)

cx , cy, cz, and r are the centre position and radius length of
the sphere, respectively. The 3D-SHT follows the principle
of the circle hough transform, applying vote framework to
estimate the geometric properties of the sphere from point
clouds. In the first step, we descretise the searching space of
the centre position into separate grid based on given resolu-
tion, which are denoted as cpx , c

q
y , and cnz , respectively. Then,

we calculate the radius length rest for each point within the
point cloud of a fruit in terms of every pair of cpx , c

q
y , and cnz

within the searching range. If rest is in the range of r , one
vote is added to the grid cpx , c

q
y , cnz , and rest . Finally, the grid

FIGURE 5. Workflow of the fruit pose estimation. The 6-DoF pose of each
fruit is computed based on spatial distribution of points. Then ZYX-Eular
angle is applied to represent he orientation of the fruit.

with the highest number of votes is chosen as the central and
radius of the fruit.

3) ORIENTATION COMPUTATION
Based on the spatial distribution of points to the estimated
centre of each fruit, the 3-dof orientation is estimated accord-
ingly. Based on computed geometric properties and the spa-
tial distribution of point clouds of each fruit, an orienta-
tion estimation algorithm is used in this section to com-
pute the Euler-angle for the robotic arm to access the fruits.
We assume that the point clouds P (number of points is n)
identified belonging to a fruit is the unblocked and visible
partition of a fruit from the current view-angle of the RGB-D
camera. Firstly, the point clouds P in Euclidean coordinate
can be remapped in the Spherical coordinate through the
following equations.

x = R cos θ sinϕ,
y = R sin θ sinϕ,
z = R cosϕ.

(2)

The θ and ϕ in Eq. (2) within the range of [-π ,π ] and
[− 1

2π ,
1
2π], respectively. R is the radius of the sphere. We cal-

culate the angle of point pi which belongs to the point clouds
(as shown in Figure 5), to remap these points on the estimated
spherical surface. For a given point pi = [xi, yi, zi]T with an
estimated centre of the sphere c = [xc, yc, zc]T , we have:

pic = pi − c = [x ic, y
i
c, z

i
c]
T (3)

Then, the angle θi can be calculated through the function
shown as follow:

θi = Atan2(
yic
Rixy

,
x ic
Rixy

), (4)

Rixy = ||p
i
c|| · sinϕi =

√
(x ic)2 + (yic)2 (5)
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FIGURE 6. Octrees is used in the environment modelling (green boxes),
fruits and its pose are represented as the red spheres and blue arrows
respectively.

Similarly, the angle ϕi can be calculated through the function:

ϕi = Atan2(
zic
Rixy

,
Rixy
Ri

) (6)

Then, based on the computed angle of θ and ϕ, the point
clouds P can be remapped to the point clouds Q which is
2D spherical surface embedded in the 3D Euclidean space,
by using Eq. (2). The above step aims to minimise the esti-
mation errors due to the depth sensing. We assume that the
point clouds Q is in the 3D-Euclidean space as our experi-
ment results suggest such setup performs well on orientation
computation. Therefore, the centroid of the point clouds Q is
computed through the following function.

CQ =
1

n+ 1

n∑
i=0

qi, qi ∈ Q (7)

Then, the centroid CQ is used to compute the angle of θ and
ϕ. We applied ZYX-Eular angle to represent the fruits orien-
tation (as shown in Figure 5). θ and ϕ are the rotation angle
along the Z-axis and Y-axis, respectively. The transformation
matrix of the approaching pose of a fruit in the camera frame
can be formulated as:

TCF =


cos θ cosϕ − sin θ cos θ sinϕ x
sin θ cosϕ cos θ sin θ sinϕ y
− sinϕ 0 cosϕ z

0 0 0 1

 (8)

where F and C are the fruit frame and camera frame, respec-
tively. x, y, z are the fruit centre position in the camera frame.
During the operation, we limit the range of the θ and ϕ from
[− 1

3π ,
1
3π] to secure the robotic arm.

C. ENVIRONMENTS MODELLING
From the previous steps, the semantic segmentation masks of
fruits and branches are obtained. Combining the information
of the depth map from the RGB-D camera, the point clouds

FIGURE 7. Transformations between different links of UR5 are illustrated
in this figure.

are assigned for each class of objects correspondingly. How-
ever, applying point clouds to represent the 3D environments
is not an efficient way, since it contains much noisy and
detail information which cannot be used in the planning of
robotic action [39]. Therefore, octrees-based representation
of occupied space in working environments is applied in this
section.

Octrees recursively divide a three-dimensional voxel into
eight small sub-volumes until the minimum size of the vol-
ume is reached. In operation, the resolution of the environ-
ment model can be adjusted by given different minimum
volume size. Another issue of environment modelling is the
error in the range measurement. A typical solution to this
problem is applying the probabilistic representation of the
occupied space [45], which aims to reduce the measurement
error due to the movement of the robot. However, apple
harvesting robot only requires one frame in the working
environment modelling, which aims to reduce the cycle time
of apple harvesting. Therefore, a threshold-controlled binary
representation of the voxels is used in the modelling. That
is, the voxels with the number of points which is higher than
the threshold will be accepted as inlier, while the voxels with
the number of points which is lower than the threshold will
be rejected as the outlier. During the experiment, we set the
minimum size of a voxel as 5 cm and the threshold for voxels
filtering as 50. We remove the obstacles which are 10 cm
around the fruits, to ensure the success rate on path planning.
Harvesting experiments (see Section V-C) show that such
setup will not influence the performance of the robot.

D. TRANSFORMATION AND MOTION PLANNING
The transformations between different links of the
UR5 robotic arm have been included in the Universal Robots
ROS package by using ROS-TF library. The transformation
from the frame of the last link (end-effector (ee), which are
coincide with gripper frame in Figure 7 and donated as E)
to the frame of the first link (base, donated as B) of the
UR5 is donated as T BE . The transformation from the frame
of gripper (G) to the E is denoted as T EG . We further applies
transformation to link the camera frame C to the gripper
frame, which is denoted as TGC . In the step of fruit detection,
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FIGURE 8. Instance segmentation of fruits by using Dasnet. Fruits are drawn in the distinguished colours.

the pose of detected fruits in camera frame (TCF ) are mapped
into the base frame by Eq. (9), as follow.

T BF = T BE T
E
G T

G
C T

C
F (9)

We calculate the observation pose by adding an offset in the
gripper frame based on the design configurations, to ensure
that the camera aims the centre of fruit at the observation
pose. The obstacle modelling results are transformed from
camera frame to the base frame by using Eq. (9), with the fruit
pose replaced with centre of occupied voxels. Axis Aligned
Bounding Boxes is used to represent the obstacles within the
working environments. Obstacles models are added into the
working scene and ROS MoveIt! library [47] with TACKIK
inverse kinematic solver [48] is used to compute the path of
robotic arm to the given pose. For more complicated cases of
motion planning, recent advances in path planning for high
DoF robotic arm in complex environments [54], [55] can be
further explored. Robotic arm is designed to move to home
position to release the fruit after each detachment (as shown
in Figure 14) until all the fruits are detached.

V. EXPERIMENT AND DISCUSSION
A. EVALUATION ON FRUIT RECOGNITION
1) EVALUATION METRIC
The evaluation of fruit recognition includes three tasks: fruit
detection, segmentation and branches segmentation. In the
evaluation of the fruit detection, Intersection of Union (IoU)
and F1-score are applied. In the detection, IoU measures
the ratio of the intersection and union between the bound-
ing box of ground-truth and prediction, which is donated

FIGURE 9. Orchard setup and mobile apple harvesting platform.

as IoUBB. F1-score measures the detection performance by
using the Recall and Precision. Recall measures the fraction
of true-positive objects that are successfully detected, while
Precisionmeasures the fraction of true-positive objects in the
predictions. There are four case in the detection, which are
True-Positive(TP), False-Positive(FP), True-Negative(TN),
and False-Negative(FN). The objects with IoUBB and con-
fidence higher than 0.5 will be identified as the true-
positive predictions. The Precision, Recall, and F1-score are
as follow:

Precision =
TP

TP+ FP
(10)

Recall =
TP

TP+ FN
(11)

F1 =
2× Precision× Recall
Precision+ Recall

(12)

The F1-score of detection is computed by averaging the
F1-score of each image in the test set. In the assessment of the
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FIGURE 10. Fruits detection and branch segmentation by using the Dasnet. Branches are drawn in the colour of blue.

fruit segmentation and branch segmentation. In this case, IoU
measures the ratio of the intersection and union between the
ground-truth area and prediction area of the objects. The IoU
for evaluation of fruit segmentation and branch segmentation
quality are donated as IoUfruit and IoUbranch, respectively.

2) DATA VARIETIES
Although our focus is to develop an autonomous apple har-
vesting system for Fuji apple, generalisability is still an
important index in our consideration. To validate the gener-
alisation of the Dasnet on multiple apple varieties, several
types of apple such as Fuji (from the orchard located at
Qingdao, as shown in Figure 9), pink-lady (from orchards
located at Melbourne), and gala (from orchards located at
Melbourne) with different colours (green, green-yellow, red-
yellow, or pink-red) under different illumination conditions
are collected from the different orchards.

3) EXPERIMENTAL ON FRUIT DETECTION
In this experiment, the performance of Dasnet in fruit detec-
tion and segmentation was evaluated and compared with the
YOLO-V3 and Mask-RCNN. YOLO-V3 applies darknet-
53 as backbone. A three-levels FPN design is adopted in the
YOLO-V3 to improve detection performance on objects in
different scales. The implemented code of YOLO-V3 [56] is
fromGithub shared code.Mask-RCNN is state of the art work
in the two-stage detection network. The implemented code
of Mask-RCNN [16] applies the multi-level FPN design and
resnet-50 is used as the backbone in the model. In the experi-
ment, Dasnet, YOLO-V3, and Mask-RCNN are trained with

TABLE 1. Comparison of accuracy of fruit detection and segmentation
among different networks.

collected training images. In the assessment, we compared
the detection performance among Dasnet, YOLO-V3, and
Mask-RCNN and fruit segmentation performance between
Dasnet andMask-RCNN. The experimental results are shown
in Table 1. As shown in experimental results, Dasnet,
YOLO-V3, and Mask-RCNN achieved similar F1-score on
fruit detection, which were 0.871, 0.864, and 0.87, respec-
tively. Comparably, Dasnet achieved higher recall and pre-
cision (0.868 and 0.88) on fruit detection compared to the
YOLO-V3 network (0.858 and 0.87). Compared to theMask-
RCNN, Dasnet achieved a similar score on Precision and
Recall. Mask-RCNN achieved a slightly higher accuracy on
bounding box localisation (0.866). The IoUbox of the Dasnet
and YOLO-V3 were 0.861 and 0.847, respectively. In terms
of the fruit segmentation, Mask-RCNN performed better than
the Dasnet. The IoUfruit achieved by the Mask-RCNN and
Dasnet were 0.883 and 0.862, respectively. Table 2 shows
the average computational time of the Dasnet, YOLO-V3,
and Mask-RCNN on the Nvidia Jetson-TX2. Compared to
the Mask-RCNN, Dasnet and YOLO-V3 were more com-
putation efficient. The average computational time of the
Mask-RCNN was 0.235 s, 0.477 s, and 1.2 s, respectively.
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TABLE 2. Average computational time of different networks on Nvidia
Jetson-TX2. the tested image size is 640 × 480 (pixels).

TABLE 3. Comparison of performance on semantic segmentation of
branches among different models.

Examples of fruit detection and segmentation by usingDasnet
on collected orchard images are shown in Figure 8.

4) EXPERIMENTAL ON BRANCH SEGMENTATION
Branch segmentation is another important task of Dasnet.
This experiment compares the accuracy of branch segmen-
tation with FCN-8s network. The implemented code of
FCN-8s [57] with resnet-101 is fromGithub shared code. The
segmentation results are shown in Table 3. Dasnet applies
ASPP to enhance feature extraction on feature maps from
the C5 level, which increases the accuracy of the branch
segmentation. The IoUbranch achieved by FCN-8s and Dasnet
were 0.757 and 0.794, respectively. However, when the cam-
era working in a close distance (for example, < 0.5 m) from
the trees, many small branches are presented and affect the
accuracy of the branch segmentation. Therefore, the branch
segmentation is applied when the working distance between
0.8 m-1.5 m (experimental results suggest branch segmenta-
tion can work robustly at this distance). Examples of branch
segmentation are shown in Figure 10

B. EVALUATION ON MODELLING ALGORITHM
1) EVALUATION METHODS
This experiment evaluates the accuracy of the fruits pose
computation by measuring the accuracy within the working
space of the harvesting robot. The ground-truth of the fruit
centre and orientation are measuredmanually. In the accuracy
assessment of modelling algorithm, the True and False is
determined by comparing the computed value and ground-
truth. In the evaluation of the centre estimation accuracy,
we set the threshold as 5cm, since the den-effector is capable
of detaching the fruits when centre error is less than 5 cm.
That is, when the Euclidean distance between the estimated
centre and ground-truth is smaller than 5 cm, we consider
this estimation is True. The threshold to determine the accu-
racy of pose computation is 10◦ (Euclidean distance). The
experiments are taken in two scenarios. One is in the con-
trolled laboratory environment, and another is on the RGB-D
images collected from orchards. In the laboratory experiment,
the computation of each object is repeated ten times. If the
ratio of the True in total number is larger than 0.8, this sample
is considered as a true computed case. Additional, Standard

TABLE 4. Experimental results on fruit centre estimation.

TABLE 5. Experimental results on pose estimation of fruit modelling.

Deviation (SD) is used to measure the fluctuating of the
computed centre and pose.

2) EXPERIMENT IN LABORATORY SCENARIO
The operating range of the vision system is from 0.3m to 0.7m
along the X-axis of the robot coordinate (the minimum sens-
ing distance of the Intel RealSense D-435 is 0.2-0.3 m). We
extend the maximum range of visual system up to 1.2m in the
experiment. The operating distance is divided into four sub-
sections, which are 0.3-0.5 m, 0.5-0.7 m, and above 0.7 m.
In the most conditions of the robotic harvesting, the distance
between the RGB-D camera to the objects is in the section
0.3-0.7 m. Table 4 shows the results on centre estimation and
Table 5 shows the results on fruit pose computation.

As shown in Tables 4 and 5, fruit modelling algorithm
performed accuratelywithin the range of 0.3m to 0.7m. From
the experimental results, the accuracy of the fruit modelling
algorithm dropped off with the increase of the distance from
the RGB-D camera to the fruits. The accuracy of the centre
estimation in 0.3m to 0.5m and 0.5m to 0.7mwere 0.955 and
0.907, respectively. The accuracy of the pose computation
in 0.3 m to 0.5 m and 0.5 m to 0.7 m were 0.923 and 0.885,
respectively. Decreased accuracy was due to the decreasing
numbers of the point in the point clouds of fruit. Insufficient
number of points may cause larger fluctuating on the com-
putation, which is shown in the SD of centre estimation and
pose computation (as shown in Tables 4 and 5). To ensure
the success of fruit detachment, fruit verification step will
measure the fruit centre and pose in a close distance (0.4 m).

Another important issue of fruit modelling is to compute
the centre accurately and pose for adjacent or overlapped
fruits. As shown in Figure 8, Dasnet can accurately detect
and segment the fruit under the adjacent and overlapping
conditions. We evaluated the performance of fruit modelling
algorithm on the adjacent and overlapped fruits. The mod-
elling results are shown in Figure 11. From the results, it can
be seen that fruit modelling can generate a good fit and good
estimation of the object pose in the adjacent or overlapped
condition.

3) EXPERIMENT IN ORCHARD SCENARIO
We also conducted experiment on collected RGB-D images.
The applied 125 RGB-D images were collected from the Fuji
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FIGURE 11. Fruit and environment modelling in the laboratory environment. (d-1) and (d-2) show the details
of the partial blocked fruit modelling.

FIGURE 12. Fruit and environment modelling on orchard RGB-D images.
Fruits and grasp poses are represented as red sphere and blue arrows.
Green and gray boxes stand the occupied space of leaves and branches.

apple orchard located at Qingdao, China. During the data
collection, the distance from the camera to the fruits was
between 0.3-1.0 meters. Fruit modelling is more challenging
than performing in the controlled environments. The experi-
mental results of fruit modelling on orchard data are shown
in Figure 12 and Table 6.

Compared to the fruit modelling in the laboratory envi-
ronment, the accuracy of the fruit modelling algorithm in
the orchard environment was decreased. The major reason
for the lower accuracy of fruit modelling in orchard envi-
ronment was due to the lower quality of the point clouds.

TABLE 6. Experimental results of fruit modelling on orchard images.

FIGURE 13. Harvesting experiment setup in controlled environment.

Experimental results showed that data collected from orchard
contained more noise than the data collected from the lab.
However, in the section of 0.3-0.5 m, the accuracy of the fruit
modelling on centre estimation and pose computation were
0.923 and 0.875, respectively. Since the robot will perform
the verification step before each detachment, high accuracy
of fruit modelling in the section of 0.3-0.5 m can secure the
performance of the success rate of the harvesting.

C. EXPERIMENT ON AUTONOMOUS HARVESTING
This section examines the effectiveness of visual percep-
tion and modelling by attempting picking apples in the
controlled experiment. The experimental setup is illustrated
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FIGURE 14. Illustration of workflow of the robotic harvesting.

in Figure 13. We simulated the real harvesting environments
by locating five to eight apples on the plant in the laboratory
environment. The harvesting robot followed the designed
harvesting method to generate the 3D model and implement
the grasping. Another naive harvesting method was imple-
mented, which harvest apple by translating the robotic arm
towards the centroid of the fruits without considering the
pose. In total 50 trails with 265 apples were attempted to
be harvested with each method. Out of the total apples,
132/265 of apples were adjacent, overlapped, or partially
blocked by branches or leaves (type-B), other apples are
separated (type-A).

As shown in Table 7, fruit recognition performed well
on both types. Fruit modelling achieved high accuracy on
type A but a little lower accuracy on type-B. The common
issue in type-B fail was centre estimation fail. When fruit
is partially blocked by branches or other fruits, the number
of points for centre estimation was insufficient. In terms of

TABLE 7. Harvesting result.

the harvesting performance, our harvesting robot performed
well in the harvesting of both type-A and type-B while the
success rate of the naive method on type B harvesting was
decreased significantly. The common failure of the naive
method in the type-B harvesting was the occlusion of fruit
by branches. Our method can guide the robotic arm to grasp
the fruits in a proper pose, which increases the success rate
of harvesting on type B apple from 0.62 (naive method) to
0.81 (our method). Another common failure of both methods
was that the robot could not recognise the apples when fruits
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are severely blocked by the leaves and branches. This issue
can be improved by designing the optimal path for the robot
to observing the plants before harvesting. Experiments also
suggested that grasp failure is another common reason to fail
to harvest. It was showed that fruits might be slipped from
the end-effector when fruits are partially covered by leaves.
We believe that this issue can be overcome by investigating
more appropriate end-effector designs. The average picking
time of our method and the naive method was 7 seconds
and 12 seconds, respectively. Our method requires more time
to process the visual modelling, which cost approximately
3 seconds for modelling of each frame. Meanwhile, since
more complex motion is introduced by targeting apples with
different poses, more time is consumed in the motion plan-
ning and robotic motion.

VI. CONCLUSION
This work developed a fruit recognition and modelling
algorithm and an environment modelling algorithm for
autonomous apple harvesting robot. A deep neural network
Dasnet was applied to perform fruit recognition. Fruit mod-
elling was based on 3D-SHT and spatial distribution of the
point clouds of the apples. Environment modelling algorithm
adopted Octrees to represent the obstacle within the working
environments. The developed vision method was tested in
both laboratory and orchard environments. The tested results
showed that Dasnet could accurately detect and segment the
fruits in the orchards, the F1-score and IoU which stands for
accuracy of fruit detection and segmentation were 0.871 and
0.862, respectively. Fruit modelling also illustrated accurate
performance in both environments. Moreover, we conducted
a robot harvesting experiment in a controlled environment.
Experimental results showed the successful performance in
recognition and harvesting apples in various situations.

In future works, the fruit modelling algorithm can be future
improved and adapted to be applied in more complex con-
ditions. Another aspect of further work is to include more
functions into fruit recognition, such as ripeness and damage
detection.
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7 Conclusions and Future Works

7.1 Conclusions

A high-performance machine vision system is the essential requirement for functionable harvesting

robots. Improvements in image analysis algorithms allow new advancing in techniques in a wide

range of agricultural applications. In this research, we investigate deep-learning based algorithms for

the use of machine vision of harvesting robots. A machine vision system which includes a multi-

function deep-learning based neural network and an environmental modelling algorithm were devel-

oped. The overall developments of the machine vision system were included in four chapters.

Chapter 3 developed a fast network training framework for a customised YOLO-based fruit detector.

The developed framework includes a traditional machine-learning based algorithm for orchard data

labelling and a YOLO-based fruit detection network LedNet. Image labelling algorithm applies a

clustering algorithm to perform pixel-level segmentation on multi-scale pyramid of resized images.

LedNet adopts feature pyramid network, ASPP, and a light-weight Resnet to improve the performance

and computational efficiency. From the experiments, LedNet achieved 0.821 and 0.853 on recall and

accuracy of apple detection in orchard environments. The weights size and average computational

time of the LedNet on a 640*480 image are 7.4M and 28ms, respectively.

In Chapter 4, a multi-functional network DaSNet-v1, which can perform real-time detection of fruits

and semantic segmentation of branches in orchards environments, was developed. DaSNet-v1 adds

a semantic segmentation branch on LedNet, which allows the network to perform multi-tasks on a

one-stage detection network. DaSNet-v1 applies the ASPP and the Gated-FPN to enhance feature

extraction between different layers and scales. Meanwhile, DaSNet-v1 also applies a light-weight

Resnet to ensure the computational efficiency of the model. From the experimental results, DaSNet-v1

achieved an F1 score of 0.827 on the fruit detection, and 86.5%, 75.7% on the semantic segmentation

of fruits and branches, respectively. The weights size and average computational time of the network

model are 12.8 M and 32ms (on Nvidia GTX-1070), respectively.

Chapter 5 follows improvements made in Chapter 4, a improved multi-function network model DaSNet-

v2 was developed. Instance segmentation on each fruit is important as it can provide abundant infor-

mation on each object, especially under occlusion and overlapping conditions. Based on the previ-
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ously developed DaSNet-v1, DaSNet-v2 applies the instance segmentation design from the SPRNet,

allows the model to perform detection, instance segmentation on fruits, and semantic segmentation

on workspace with a one-stage detection network. From the experimental results, DaSNet-v2 with

Resnet-101 achieves 0.868, 0.88 and 0.873 on recall, the precision of detection, and instance seg-

mentation accuracy on fruits, and 0.794 on semantic segmentation accuracy of branches, respectively.

DaSNet-v2 with light-weight Resnet design achieves 0.85, 0.87, and 0.866 on recall and precision of

detection, and accuracy of instance segmentation on fruits, and 0.775 on the segmentation accuracy

of branches, respectively. The average running time and weight size of light DaSNet-v2 are 55ms and

8.1M, respectively.

Chapter 6 combined progress from the previous three chapters and developed a robotic vision system

to perform fruit recognition and modelling, workspace modelling, and high-level control framework

for an apple harvesting robot. The framework applies DaSNet-v2 to perform detection and instance

segmentation on fruits, and semantic segmentation on the workspace. Fruit modelling localises the

centre and computes the grasp pose of each fruit based on Hough Transform. Workspace modelling

uses Octrees to represent the occupied space within the working environment of the robot. The robot

control computes the path and guides the manipulator to pick the fruits based on the computed 3D

model of the crop. From the experimental results, DaSNet-v2 achieves 0.871 on F1 score of the fruit

detection. Fruit modelling achieves 0.955 and 0.923 on the accuracy of the fruit centre estimation

and grasp orientation, respectively. Robotic harvesting experiments shows that our developed vision

system can efficiently guide the robotic harvesting in a simulated environment. The success rate and

average picking time of robotic system are 0.91 and 12s. respectively. In future work, we aims to

validate and improve the performance of robotic system in real orchard environment.

7.2 Future Works

7.2.1 Advancements in Machine Vision

The current deep-learning based algorithms are still limited in several aspects, including data labelling

computational efficiency and limited functions. Deep-learning methods require a large number of la-

belled data, which is time-consuming and labour-intensive. Future work can focus on semi-supervised

learning methods, which can train the model from a limited number of ground-truth. Secondly, the

computational efficiency of deep-learning based methods also limits the use of the model in many
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applications. Meanwhile, deep-learning methods which can directly process 2D and 3D sensory data,

allowing more functions of models. For example, 3D CNN allows deep-learning model to estimate

approaching pose of each fruit within workspace by combining both 2D RGB images and 3D point

clouds. Combining the aforementioned points, deep-learning based visual processing algorithms can

further optimising the performance of machine vision of harvesting robots.

Workspace modelling is another important task in a machine vision system for harvesting robots.

Robotic grasping in unstructured orchard environments is challenging as obstacles or other objects

within the workspace can lower the success rate of operation. A well-defined 3D map of workspace

allows the robot to plan a proper path for a high DoF robotic arm to grasp the fruits within the

workspace.

7.2.2 Fully-Automation System Working in Orchards

The agricultural robotic system in the future will include crop growth monitoring and maintain sys-

tem, crop yield estimation system, and crop harvesting system. This thesis only focuses on machine

vision for harvesting robots. Future work will also investigate other tasks within intelligent farms or

orchards such as accurate modelling and monitoring of the orchards, cooperation between unmanned

working vehicles and UnmanNed Aerial Vehicle (UAV) to improve the efficiency of the robotic sys-

tem, and automatic task assignment of corresponding robotic system. Such improvements can largely

reduce required human resources for operation and maintenance an orchard. With the optimisation of

orchard structures and advances in robotic systems, fully-automated systems have huge potential in

future agriculture.
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