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Abstract

As robots are increasingly used to assist in tasks undesirable for humans to do, the demand
for robotic solutions to more large-scale and complex tasks similarly increases. These tasks
are often well-suited to robot swarms, and therefore coordination of groups of robots is of
growing importance. However, controlling a swarm of robots is challenging, as complexity
and uncertainty of the environment often makes manually programming robot behaviours
impractical. We address this problem by proposing a novel hyper-heuristic approach to enable
decentralised coordination of robot swarms. It allows robots to create suitable sequences
of actions from a collection of low-level heuristics, where each heuristic is a behavioural
element. These heuristics are manually developed algorithms for compositing robot actions,
and are stored in a heuristic repository in each robot. In the proposed framework, there is no
centralised controller; each robot selects and applies heuristics, then performs actions found
by the selected heuristics. The heuristics are evaluated by each robot individually, using an
objective function that measures the contribution they have made towards the common goal
of the swarm. This selection-execution-evaluation process is iterative, and robots can learn
through experience acquired during the process to select better heuristics over time.

To evaluate the effectiveness of the proposed framework, we task robots with cleaning
building surfaces where multiple separate surfaces exist, and complete information of the
surfaces is difficult to obtain. This complex task not only requires robots to clean efficiently
by distributing themselves on the surface, but also to self-assemble a bridging structure to

safely move between surfaces. Several environments that are unknown to the robots are used



for experiments, including surfaces with dynamically positioned obstacles, surfaces with
gaps, and combinations of the two.

The proposed framework firstly introduces a Multi-Armed Bandit (MAB) based online-
learning implementation to validate the feasibility of our hyper-heuristic approach. We verify
through experiments that the proposed approach effectively learns good cleaning behaviours
for the robot swarm. Furthermore, the method is robust under different types of environmental
setups. To further investigate and improve the effectiveness of the proposed framework,
we adopted Q-learning as the learning mechanism, allowing each robot to develop its own
policy of heuristic selection, according to its own experience and local observations. Superior
performance and adaptability in unknown and dynamic environments can be demonstrated
when compared with action-based swarm robot learning.

We improve the framework further by adding group learning mechanisms. Without these,
swarm robots learn heuristics individually and make less informed collective decisions using
probabilistic voting. With these mechanisms, robots improve learning efficiency by sharing
knowledge with the group. Our experiments show such mechanisms are effective for both
MAB-based and Q-learning based hyper-heuristics.

Finally, a state-of-the-art learning method, deep Q-learning, is incorporated into the
proposed framework. It also demonstrates superior performance on heuristic learning ver-
sus action based learning, further supporting the effectiveness of the proposed framework.
Additionally, deep Q-learning based hyper-heuristic outperforms other alternatives.

We conclude that the proposed decentralised hyper-heuristic learning method is effective

and is suited to complex and dynamic swarm robotic tasks.
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Chapter 1

Introduction

Robotics is a fast growing area due to the explosive development in Artificial Intelligence.
For many years, robots have automated many tasks that are considered risky and undesirable
for humans. Particularly, having multiple cooperative robots to tackle a problem has made
robots capable of accomplishing tasks considered too difficult and large-scale not only for
humans but also for single robots. A reliable and capable robot swarm can gain significant
advantage in various domains such as mining, agriculture, smart cities and even military
applications. This thesis focuses on swarm robots, where many robots, typically small
droids, can collaborate and behave cohesively in one accord to achieve tasks that are difficult
or expensive such as large scaled navigation and coverage. In a robot swarm, collective
behaviours emerge from local control rules and local interactions. Due to this decentralised
nature of swarm robotic systems, they have the benefits of being robust, scalable and
flexible [12].

In order to enjoy the benefits of swarm robotic systems, all robots need to operate collabo-
ratively to achieve a common goal. Manually developing control strategies for each robot can
be feasible for simple tasks and small groups, but quickly becomes difficult and ineffective
when the task becomes complex or the group becomes large. Control strategies can also be

automatically generated, for instance, using evolutionary computing and reinforcement learn-
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ing, and are able to tackle complex problems such as multi-robot foraging [79]. However,
these methods are not able to deal with dynamic or unknown environments, which are usually
what robots encounter in real-world missions [89]. Moreover, these algorithms need to be
re-designed and re-tuned when the task or operating environment changes. Alternatively,
swarm robots can utilise a set of behavioural elements where each element by itself may not
solve the problem, but appropriate compositions of elements can. This idea aligns with the
hyper-heuristic approach that automatically constructs a strategy from a set of heuristics to
solve a problem, rather than manually developing strategies that search directly for solutions.
In literature, the hyper-heuristic approach has been shown to be more adaptive and generalises
better for a range of applications [82].

Therefore in this thesis we explore how to use the hyper-heuristic approach in decen-
tralised multi-robot systems, in order to allow robots to better cope with unknown and
dynamic environments. This question is primarily addressed in Chapter 4, where a novel
swarm robot hyper-heuristic framework is proposed for automatically sequencing behaviours
to fulfil task objectives in unknown and dynamic environments. It allows robots to create
suitable actions based on a set of low-level heuristics, where each heuristic is a behavioural
element. With online learning, the robot behaviours can be improved during execution by
autonomous heuristic adjustment.

The proposed algorithm is verified in the application of building facade cleaning where
multiple surfaces exist, and no map of the surfaces is available. Self-assembling robots
have great advantage in this scenario, because they have the flexibility to assemble into a
larger structure which can move between different surfaces, and then scatter on the desti-
nation surface to clean efficiently without human intervention. However, self-assembling
behaviours are complex and hard to learn. Existing coordination and control algorithms for

self-assembling robots are not able to deal with this complex scenario [28, 96]. Our proposed
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hyper-heuristic algorithm fills this gap, and as verified from real-physics 3D simulations and
experiments, the effectiveness and robustness in the application has been demonstrated.
The hyper-heuristic framework [36] is extended to facilitate group learning through local
robot communications. Comparisons of various approaches including collective decision
making and advising, etc. are conducted in Chapter 4, and the pros and cons of the methods
are also described. An adaptable hyper-heuristic framework for swarm robots should accom-
modate a variety of learning algorithms in order to improve the construction of heuristics over
time, for example, reinforcement learning algorithms, which are widely used in multi-robot
systems and are the state-of-the-art for many applications. Novel hyper-heuristic algorithms
that integrate the reinforcement learning and deep reinforcement learning of heuristics are
proposed in Chapters 5 and 6 respectively, and the simulations show the significant improve-
ment of performance over time, as well as the advantages over the conventional action-based

reinforcement learning.

1.1 Research Questions

In decentralised multi-robot systems, a robot’s control commands are generated by the robot’s
onboard controller. Control actions, such as move with a given velocity, turn for a given
period of time and slow down, are determined by the robot controller at every time step, and
the actions are given to the corresponding hardware to execute. Robot control algorithms
exist to select actions according to certain heuristics [77]. Robots receive feedback from
local sensor readings and local communication messages between robots. Heuristics generate
actions according to that feedback and allow a group of robots to exhibit collective behaviours.
For instance, the classic flocking rules for artificial agents [107] make up a heuristic, which
allows a swarm of agents to collectively perform the flocking behaviour seen in a flock of

migrating birds and a travelling school of fish.
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When robots are required to perform complex tasks in unknown or dynamic environments,
multiple behaviours may be needed to achieve the task objective. While one can manually
design robot control algorithms that generate a sequence of actions to solve a problem, an
alternative approach is to search for appropriate heuristics that in turn generate a sequence of
actions to solve the problem. This is the concept of the hyper-heuristic approach.

This thesis focuses on the utilisation of the hyper-heuristic approach in swarm robot

control and coordination, and aims to answer the following questions:

1. How can hyper-heuristic approaches be formulated to coordinate swarm robots
without centralised control, so swarm robots can better cope with unknown or

dynamic environments?

To further explain, hyper-heuristic methods rely on a repository of basic heuristics,
which in this thesis is denoted as H. Through iteratively selecting the heuristic to
be applied, hyper-heuristic algorithms aim to construct a sequence of heuristics that
solves given problems. On the other hand, given a task 7', a group of decentralised
robots U are required to cooperate and fulfil the task in environments that are unknown
and can be dynamic while the robots undertake the task. Unknown environments are
the ones without a map given before performing the task, and the environments that
may change in condition or layout are considered dynamic. Robots receive feedback
from onboard sensors, and an objective function f(¢) measures the quality of how well
the task has been solved. Existing swarm robot control methods cannot automatically
construct effective decentralised strategies for robots to achieve complex objectives
in the dynamic environments defined above. This thesis aims to develop a hyper-
heuristic approach that allows a swarm of robots operating in unknown and dynamic
environments to autonomously construct a sequence of heuristics from H that maximise

the objective f(z).
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2. How can the learning of heuristics be improved by introducing different learning

strategies?

The hyper-heuristic approach for swarm robots needs to be able to accommodate
learning of heuristics, because it is beneficial for dealing with unknown and dynamic

environments.

Robots in a decentralised swarm can learn to construct a sequence of heuristics inde-
pendently using local observations and feedback. Unlike single robot systems, there is
a lot of redundancy in terms of observations and functionality in the group, as well as
different knowledge learned by different robots. Communication of knowledge with
reachable robots might further improve the group performance. This leads us to the
sub-question: How does the hyper-heuristic framework facilitate group learning and
improve the swarm performance? It should also be noted that the communication ca-
pacity between robots is not unlimited, the communication range is not infinitely wide,
and communication is not instant. These constraints makes any means of emulating a
centralised learning strategy through massively sharing knowledge and experience an

infeasible solution.

Additionally, different learning approaches can benefit the hyper-heuristic framework
in different aspects, such as learning speed, task performance, scalability, etc. One
of the most widely used methods in robotics is reinforcement learning, where robots
iteratively learn to effectively improve their policy of selecting actions [3], and it has
not been applied on selecting heuristics for robots. We therefore also seek to address
the sub-question: How can the hyper-heuristic framework integrate reinforcement
learning of heuristics to further improve the swarm task performance in a decentralised

manner?

3. How can state-of-the-art deep Q-learning be integrated to further improve the

hyper-heuristic learning?
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In recent years, deep learning has become one of the most widely used methods in
many applications [144, 70, 67], because they are effective function approximators.
Deep learning would be beneficial for researchers if the hyper-heuristic framework can
integrate the method and use it to improve the learning performance of swarm robots.
Deep Q-learning has achieved state-of-the-art performance in various fields such as
robotics, board games (chess and Go) and video gaming. How can deep Q-learning be

used to improve the learning of heuristics?

1.2 Thesis Structure

The rest of the thesis is organised as follows.

Chapter 2 introduces hyper-heuristic methods and decentralised multi-robot systems,
which are the focus of this thesis. We identify the gap in knowledge which hyper-heuristic
methods can address in swarm robot coordination and control. Machine learning in hyper-
heuristics is also discussed to provide background for proposed methods in addressing
research questions.

Chapter 3 introduces the simulation platform and the decentralised robots used for
verifying the proposed algorithms.

Chapter 4 answers the core research question of how the hyper-heuristic methodology
can be used to coordinate swarm robots by proposing a novel decentralised multi-robot
hyper-heuristic framework. A multi-armed bandit based online learning implementation is
proposed and validated through simulations.

This chapter also discusses how robot group learning strategies that utilise local robot
communication can be improvements to the proposed MAB-based hyper-heuristic framework.

Chapter 5 introduces a Q-learning hyper-heuristic approach to further improve upon the

MAB-based hyper-heuristic framework.
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Chapter 6 shows that the deep Q-learning can also be incorporated under the proposed
hyper-heuristic framework and improve the learning of heuristics.

Chapter 7 gives further analysis of the hyper-heuristic algorithms, from the aspects of the
explainable policies and scalability.

Chapter 8 gives a summary of contributions and future directions.

1.3 Research Output

This section lists the publications produced in this research, and the list of contributions to

knowledge.

1.3.1 Publications

The publications are listed below:

1. Yu, Shuang, Aldeida Aleti, Jan Carlo Barca, and Andy Song. “Hyper-heuristic online
learning for self-assembling swarm robots.” In International Conference on Computa-

tional Science, pp. 167-180. Springer, Cham, 2018.

2. Yu, Shuang, Andy Song, and Aldeida Aleti. “Collective Hyper-heuristics for Self-
assembling Robot Behaviours.” In Pacific Rim International Conference on Artificial

Intelligence, pp. 499-507. Springer, Cham, 2018.

3. Yu, Shuang, Andy Song, and Aldeida Aleti. "A Study on Online Hyper-heuristic
Learning for Swarm Robots." In 2019 IEEE Congress on Evolutionary Computation

(CEC), pp. 2721-2728. IEEE, 2019.

1.3.2 Contributions

These are the contributions to knowledge produced in this research:
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1. We proposed a novel hyper-heuristic framework for decentralised multi-robot systems.
We instantiated the framework incorporating online-learning of heuristics through
a variety of mechanisms. Through experiments we showed that the framework is
effective in coordinating robots in unknown and dynamic environments of different
scenarios. Our study has shown learning heuristics to be more effective than learning
actions in robot swarm coordination. So the hyper-heuristic framework is beneficial.
In addition, the framework can provide solutions that are more explainable. The

framework can also be scalable for tasks of different sizes.

2. We proposed a novel integration of MAB-based learning, Q-learning and deep Q-
learning into the hyper-heuristic framework, which allows for reinforcement learning
of heuristics for use with decentralised swarm robots. Through comparing the per-
formance with traditional reinforcement learning in decentralised multi-robot control,
the results demonstrated the effectiveness and advantages of the learning of heuristics

using reinforcement learning.

3. We proposed multiple group learning strategies and integrated them into the swarm
robot hyper-heuristic framework. This includes a voting-based group decision making
strategy, a MAX-SUM-based strategy and a MAX-MIN-based strategy for the online
hyper-heuristic; and an importance advising mechanism for the Q-learning hyper-
heuristic framework. Through simulations and comparative study of the different
strategies, we demonstrated the benefit of group learning and collaboration in robot

swarms through local communication between robots.



Chapter 2

Related Work

The aim of this thesis is to establish a hyper-heuristic framework for decentralised robot
swarm coordination. Hence we review the most relevant fields which are the foundation of
this thesis: heuristics and hyper-heuristics; robots and multi-robot coordination; learning in
hyper-heuristics, reinforcement learning and deep reinforcement learning. The latter three are
the basis of our learning mechanism for the proposed framework. There are many relevant
fields that are connected to this study, including swarm intelligence, optimisation, prediction
etc., but these are not the focus of our research, however details of these fields that are

relevant to our research can be found in the references [49, 6, 60].

2.1 Heuristics

The term “heuristic” as it is commonly used can be traced to a paper written in the French
language in 1960, where the word itself is derived from the Greek language and means “to
find or discover” [105]. In more modern usage, heuristics are “simple algorithmic process
models” which have often been described as “rule[s] of thumb” [44], or educated guesses.
They are usually estimates, and may not be the exact descriptions of the problem or solution,

but they utilise information and knowledge in the problem domain. Using heuristics can help
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to quickly find satisfactory solutions when the problem is too complex for exact optimal
solutions to be found [125]. In solving real-world problems, heuristic methods are especially
advantageous because what we are truly optimising is a model of the real-world, and many
would prefer approximate solutions of superior models than exact solutions of inferior
ones [105], and heuristics make it possible for satisfactory solutions of many complex
models to be found.

Heuristics have been widely used in search, decision making, planning etc., and have
been a crucial part of Al since a very early stage. A classic example of the use of heuristics
in search is the Ax search algorithm. It finds the optimal path using an evaluation function
f = g+ h where g is the current actual minimum cost of the path from the starting node and 4
is a heuristic to estimate the cost of the optimal path to the goal node. The heuristic estimation
can be the Euclidean distance from the current node to the goal node, the Manhattan distance
from the current node to the goal node, or other estimations according to the specific problem
and scenario. These estimations are not guaranteed to exactly describe the actual cost, but
are both informed approximations built upon prior knowledge of the problem, which can
help the algorithm to yield satisfactory results. Local search is another heuristic search
method, where the heuristic is that a solution can be iteratively improved by searching the
neighbourhood of a current solution. The method was first created to solve the Travelling
Salesman Problem (TSP) (the details of this problem are described in [2]), and has been
generalised to solve a wide range of optimisation problems. Local search starts from an
initial solution, and at each step evaluates solution(s) that can be reached by making a move
from the current solution using an evaluation function. Hill-climbing in local search always
selects the neighbouring solution that has been determined to be the best by the evaluation
function, and this neighbouring solution will become the current solution [104]. This Greedy
heuristic is the assumption that the global optima can be found by always choosing the local

optima. However this is not always the case: greedy search can become trapped at local
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optima where it will be unable to find the global optima. This can be solved by adding
randomness in the heuristic, where if a candidate solution is better than the current one, it
will only be selected with a probability [21].

Some researchers use the term “meta-heuristics” to refer to a collection of sophisticated
heuristic methods, including Simulated Annealing (SA), Genetic Algorithms (GA) and
Ant Colony Optimisation (ACO) [111]. Meta-heuristic methods are originally defined as
“solution methods that orchestrate an interaction between local improvement procedures
and higher level strategies to create a process capable of escaping from local optima and
performing a robust search of a solution space” [38]. For example, the heuristic of genetic
algorithms is that solutions can be improved by applying the GA operators such as crossover,
mutation and selection.

Heuristics in heuristic search and meta-heuristic search are often manually developed
from experience and require domain knowledge. Heuristics can be implemented as algorithms

to be applied to solve problems.

2.2 Hyper-heuristics

Hyper-heuristics are “heuristics to choose heuristics” [111]. Hyper-heuristics can also refer
to constructing heuristics (generative hyper-heuristics), where a typical example is genetic
programming as the hyper-heuristic [14], but that is not the focus of our study. This study
focuses on the selection of heuristics.

This study discusses the search for heuristics, not heuristic search. In heuristic search, a
heuristic is used to assist in the search for solutions, and is usually manually constructed. In
hyper-heuristics, we automatically construct and select heuristics.

Hyper-heuristics differ from meta-heuristics in the sense that meta-heuristics search in

the solution space, while hyper-heuristics operate on a higher level and search in the space of
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heuristics. Hyper-heuristics can employ meta-heuristic methods as options for generating
solutions.

To date, hyper-heuristics have been successfully applied in a large number of software
problem domains, for example educational timetabling [17, 16, 100], bin-packing [112, 73],
production scheduling [109], vehicle routing [37] and general video game playing [11],
etc. In solving these complex problems, hyper-heuristic methods have shown advantages in
generality and efficiency in algorithm design.

Burke et al. [13] defined a hyper-heuristic as “an automated methodology for selecting or
generating heuristics to solve computational search problems”. The term “hyper-heuristics”
was first introduced in [22] as an approach to manage the choice of “lower-level” heuristics
at each decision point. They pointed out that heuristics and meta-heuristics are developed for
particular problems and are not generalisable to other problems, or even other instances of
the same or similar problems. However, hyper-heuristics operate at a higher abstraction level,
and use little or no domain-knowledge - only a performance measure as feedback, therefore
are able to handle a wider range of problems than heuristics and meta-heuristics. Another
advantage is that while heuristics and meta-heuristics tend to be knowledge-rich, and require
expertise in the problem domain to find good solutions, therefore are hard to implement,
hyper-heuristics only require simple, easy-to-implement, and knowledge-poor heuristics [22].
Through a complex scheduling problem, Cowling et al. [22] demonstrated and compared a
few hyper-heuristic methods for iteratively selecting low-level heuristics and results show
that the hyper-heuristic solutions can be better than those generated from knowledge-rich
heuristics.

A template for hyper-heuristic algorithms has been given in Cross-domain Heuristic
Search Challenge (CHeSC) [95], a competition for hyper-heuristic algorithms. Figure
2.1 shows the elements and workflow of a hyper-heuristic algorithm. For a given problem

domain, the set of low level heuristics {H,H,...H,} is predefined. The set of heuristics
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Hyper-heuristic

Decide which heuristic, /, to apply to which solution, j, and where to store it
in the list of solutions, k. Based only on past history of heuristics applied and
objective function values returned

= Problem representation
* Problem instances

e Evaluation function f(s,)
L]

+ Others. ..

Problem Domain

Fig. 2.1 The hyper-heuristic layer and the problem domain layer [36]

can be different for different problem domains. At each time interval, the applied heuristic
generates a solution, and it is evaluated with the evaluation function f(S;) where k is where
the solution is stored in the list of solutions. Hyper-heuristic algorithms are placed at the top
layer of the graph in Figure 2.1, because it is a high level strategy for the book-keeping and
decision making of heuristics, and remains the same for all problem domains. The hyper-
heuristic algorithm only receives the objective function value f(S;) and the applied heuristics
as feedback. Though the logic of hyper-heuristic algorithms varies, they all output three
values: the selected heuristic to be applied in the next time interval i, the solution generated
by the applied heuristic j and the place to store the solution k. Since the hyper-heuristic
layer incorporates no domain knowledge, this property of hyper-heuristic algorithms allows
them to break the domain barrier. When switching from one problem domain to another,
only the bottom layer in Figure 2.1 needs to be replaced, and the core layer, which is the

hyper-heuristic layer, is still functional without the need to change.
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Hyper-heuristic algorithms can involve multiple search processes which are distributed
in a complex setting, for example, a multi-agent environment. Biazzini et al. [7] presented
distributed hyper-heuristics where all the heuristics in the repository are population-based
algorithms and the hyper-heuristic layer algorithms are laws to choose the heuristics to
be applied to the problem. Their proposed hyper-heuristics were successfully applied to
a range of real parameter optimisation scenarios in a distributed environment. Another
hyper-heuristic framework that involves multiple agents is mentioned in [98] where there
are multiple “Low-level Heuristic Agents” and a “Hyper-Heuristic Agent”. The “Low-level
Heuristic Agents” searches cooperatively in the solution space and the “Hyper-Heuristic
Agent” is in charge of selecting the low level heuristic to be applied at the next decision point.
This has been verified on a flow shop scheduling problem. Ozcan et al. [99] have shown that
using group decision making strategies such as voting as the move acceptance mechanism
can improve the overall performance of heuristic selection. We will expand on the learning

aspect of heuristics in the next section.

2.3 Hyper-heuristics Learning

Learning has been widely used in hyper-heuristics, where the previous performance of the
heuristics is used as feedback to select and generate heuristics. Both online and offline
learning have been used in hyper-heuristic methods, particularly selection perturbative hyper-
heuristics, where low-level heuristics are applied iteratively to improve the initial solution to
a problem [101]. Online learning hyper-heuristics learn as the problem is being solved, and
offline learning hyper-heuristics learn from training data and generalise to unseen problem
instances.

Many hyper-heuristic algorithms use online learning because it makes the algorithm
suited to a range of problems and scenarios, especially problems with unseen and dynamic

environments. A typical online learning hyper-heuristic method comprises two phases:
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heuristic selection and move acceptance, as identified in [8]. At each step or decision
point, the hyper-heuristic controller uses a heuristic selection method to choose and apply
a heuristic from the given set of heuristics, then the second phase of hyper-heuristic uses
a “move acceptance” criteria to determine if the move should be accepted. If the move is
accepted, the problem is advanced to the state where chosen the heuristic has been applied,
and if the move is rejected, the problem gets reversed to the state before the heuristic was
applied. The heuristic selection method in hyper-heuristic algorithms can be Simple Random
(SR) selection, where at each decision point a heuristic is randomly selected from the set
until the termination criteria is met; in other words, until the solution is “good enough”.
Random Descent (RD) selection method randomly chooses a heuristic, and it is applied until
no improvement in the objective function is observed. Greedy (GR) selection is an approach
where the heuristic with the best improvement in objective value will always be selected [22].
Tabu search has also been used to select heuristics, as mentioned in [29, 48], where a tabu
list is kept to store heuristics that are prohibited for a predetermined number of iterations.
By forcing exploration, this method allows the hyper-heuristic to avoid cycling between
small sets of solutions and getting trapped at local optima. A Dynamic Multi-armed Bandit
selection mechanism is used to select heuristic at each iteration in [116], where the likelihood
of selecting a heuristic is proportional to its average reward obtained so far and inversely
proportional to the number of times the heuristic has been applied. The method has been
verified on exam timetabling and dynamic vehicle routing problems.

Choice function selection method has been found to have superior performance in many
problem domains, for example, nurse scheduling [120], scheduling a sales summit [22] and
timetabling [103]. This method iteratively ranks the heuristics by giving each of them a score.

In [103], a choice function is as calculated as:

=Y (afi+Br+71f) (2.1)
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where f] is the individual performance of each heuristic, f; is the joint performance of pairs of
heuristics, and f3 is the amount of time elapsed since each heuristic was last applied. At each
decision point, the heuristic with the highest score is chosen. &,  and y are parameters to be
tuned, and [23] proposed a parameter-free choice function which utilised substantial domain
knowledge. Both tabu search and choice function have been combined with reinforcement
learning. [15] introduced a simple reward and punishment reinforcement learning component
to determine the rank of each heuristic, as well as which heuristic will be include in the tabu
list. The method was verified on a nurse timetabling and scheduling problem. [92] applied
positive and negative reinforcement on heuristic utility values to find the expected benefit
of choosing a heuristic, and at each decision point, a softmax choice function is used for
selection, where the probability of selecting a heuristic is proportional to its utility value.

There are also offline learning hyper-heuristics, and a widely used technique is Genetic
Programming (GP) [110, 14], which is used to generate new heuristics for a problem. This
approach has achieved good results in a range of problems such as the Boolean satisfiability
problem and bin-packing. However, the drawback is that the heuristic generated by each
Genetic Programming run is different, and it requires a few runs to determine the quality
of the heuristics the GP hyper-heuristic can produce. Moreover, a framework for evolving
heuristics needs to be developed for the problem, and different frameworks yield different
results. This lack of robustness means that it would take a long training process to make the
generated heuristic reliable for robotic systems.

Learning of heuristics has shown advantage in dealing with complex problems and
dynamic environments. Tavares et al. [129] has demonstrated through both theory and
experiments that learning over heuristics is faster, and can give superior performance when
the space and action spaces are large, when compared with using the same learning method
over actions. Although in the long run, learning over actions can achieve optimal results,

but learning over heuristics can give sub-optimal solutions within a reasonable amount of
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time, which is typical for complex problems [75]. Uludag et al. [133] uses online learning to
assist hybridising Estimation Distribution Algorithms, and has shown that the hyper-heuristic

method has superior performance in dynamic and cyclic environments.

2.4 Swarm Robot Coordination

The aim of the thesis is to propose a hyper-heuristic robotics coordination mechanism,
therefore the relevant literature is reviewed here. Single robot control, multi-robot systems
etc. are wide areas but not the focus of this study. Therefore we review studies relevant
to swarm robots which are decentralised multi-robot systems. These types of systems are
suitable for complex environments where centralised control is not possible or difficult.

In [12], the characteristics of swarm robots are described as follows:
¢ Robots make local observations and communications,

» No robot has access to centralised control or global knowledge,

* Robots are fully cooperative, and

* Robots are fully autonomous, with no human intervention at any stage of performing

the task.

We explain these traits by comparing decentralised controlled robots to centralised con-
trolled ones. A centralised multi-robot control approach requires a control station or a single
robot that holds the global knowledge, makes control decisions and gives commands to all
robots. Examples of such systems include the centralised formation control framework in
[52], centralised sensing and control for robots with no on-board processing capability [54],
and the centralised multi-robot path planning algorithm in [76] which guarantees complete-
ness of solutions. Although centralised control of multi-robot systems has the advantage of

allowing individual robots to have very simple hardware, and can find complete solutions
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for problems because the global knowledge is accessible, in practice decentralised control
approaches have proven much more favourable for multi-robot systems. In a decentralised
multi-robot system, no robot controls the whole system. Most multi-robot systems use
decentralised control because it allows them to be robust and scalable. Unlike centralised
systems where the failure of the central controller will cause the whole system to fail, the loss
or failure of individuals is often not devastating for a decentralised robot system, therefore it
is robust [117]. Centralised control is not a scalable method because the complexity of the
control algorithm can grow massively with the size of the group, and control algorithms for
large groups could become too hard for humans to design. On the other hand, decentralised
robot systems are modular, and the group behaviour emerges from local control laws. This
allows decentralised robot control algorithms to remain simple and easy to design for robot
groups of different scales [12]. Another deciding factor for choosing decentralised control
in multi-robot applications is that in many real-world tasks, global knowledge is too hard
or impossible to obtain for any robot or control centre. For instance, in the application of
multi-surface facade cleaning on a large and obstructed building surface, not all robots are
accessible for control and communication, each robot only observes from its local sensor
readings, thus centralised control and coordination are unfeasible and costly. In these scenar-
i0s, each robot is required to be able to act on its own, and more importantly learn on its own
in order to deal with the dynamic and unknown environments. In summary, to solve some
problems in the real-world scenarios, in particular multi-surface cleaning, a decentralised
multi-robot system is required.

To coordinate and control decentralised multi-robot systems, there are holistic approaches,
which involve manually designing and synthesising more sophisticated local control laws to
solve more complex problems; and behaviour-based approaches, where complex problems

are solved by compositing behavioural elements.
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Holistic approaches rely on humans to design local control laws for every robot which
give rise to overall system dynamics, and allow the robot group to exhibit desired swarm
behaviours [89]. The design of swarm behaviours usually takes inspiration from biological
systems in nature and laws of physics [12]. For instance, rule-based algorithms allow complex
and collective behaviours to emerge from local behavioural rules. A well-known rule-based
swarm behaviour is flocking [107], which roughly imitates the group flight behaviour of birds
in nature. Since each bird cannot pay attention to every other flockmate, a simulated boid is

similarly constrained, and follows a set of local rules in order of decreasing precedence:
1. Collision avoidance: avoid collisions with nearby flockmates.
2. Velocity matching: attempt to match velocity with nearby flockmates.
3. Flock centring: attempt to stay close to nearby flockmates.

With each boid practising these rules, they flock as a scalable flock, and split apart to go
around an obstacle. Werkel et al. [138] designed sets of movement rules from observation
of the motions of mound-building termites. When the rules are executed by each robot in
a decentralised manner, the group collectively constructs buildings of desired structures
like ants. Apart from rule-based algorithms, Finite State Machine (FSM) is also a way
to design swarm robot controllers, for example, Soysal and Sahin [121] designed a FSM
with probabilistic transitions between four states which allows swarm robots to display
the aggregation behaviour observed in social insects and mammals. Physics-based control
methods for swarm robots are inspired from natural physics laws that utilise virtual forces,
potential fields etc. [53, 122]. These methods allow robots to avoid collision and collectively
form patterns. Either inspired from biological or physical systems in nature, the design of
such swarm robot control methods require long times of observing natural systems, followed
by manual and iterative development and modification to the algorithm to achieve the desired

behaviours.
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These rule-based methods or manually developed methods are good for simple tasks, but
can become too difficult for humans to design and tune for complex problems. There are
holistic approaches that can automatically generate a control strategy for a problem, and they
can be classified into two categories: evolutionary robotics and multi-robot reinforcement
learning [12].

Evolutionary robotics [94] uses evolutionary computing techniques to iteratively evolve
the parameters of the controllers, for example, to evolve parameters for virtual force law
based controllers [41] and to evolve parameters for neural networks that act as controllers
[1,31, 123]. These evolutionary algorithms allow robots to generate desired behaviours, such
as obstacle avoidance [41], pattern formation [31] and self-assembly [1]. The evolutionary
methods have a few drawbacks: they are essentially black-boxes and the generated controllers
are difficult to understand; they are computationally intense and require a large number of
iterations in simulation to generate behaviours, and the complexity of the resulting behaviours
can often be achieved by designing them by hand [12].

Multi-robot reinforcement learning has achieved a lot of success in developing good
policies to solve problems, however most of the the work has been focused on centralised
multi-robot systems [27], robots with shared memory or observations [140], or systems
where there exists an “observer” that has access to the global states [45]. These methods are
not applicable to decentralised multi-robot systems. For completely decentralised robotic
systems, reinforcement learning states are representations of the local sensor observations,
rewards for reinforcement learning are local rewards obtained by each robot, and the action
space is made up of individual robot control actions instead of the joint action space for all
robots. However, most existing multi-robot reinforcement learning algorithms are not fully
decentralised, instead using the “centralised training, decentralised execution” paradigm [72].
However, in real-world robotics applications, the simulation model or platform is not always

available for centralised training.
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On top of not having much success with generating complex behaviours, the automatic
methods are specifically evolved or trained for a particular task and environment. They
cannot deal with change in the environment and fail to generalise to unseen scenarios.

In summary, holistic approaches for multiple robots do not deal well with increasing
complexity of the task, especially with unknown or dynamic environments. Designing
such algorithms can become too hard for humans. On the other hand, with behaviour-
based methodologies, different robot behaviours can contribute to solving different problems
or different parts of a problem. When the problem becomes complex, one can construct
strategies from compositing behaviours instead of manually developing more and more
complex control strategies.

In the next section, we will review methods that achieve objectives by selecting from a

set of behaviours and sequencing them to solve problems.

2.4.1 Behaviour-based Methods

Behaviour-based methods are often built on a set of already established robot behaviours,
especially the behaviours that contain rich domain knowledge.

For a single robot, there are approaches that use behaviour tree [78], behaviour net-
work [93] etc. to solve complex problems by sequencing simple behaviours. With online
learning, these algorithms can solve problems in dynamic environments, but they are tailor-
designed for each problem, not directly transferable to other tasks or multiple robots.

Hoff et al. [43] compared a gradient-based foraging behaviour, an area-sweeping foraging
behaviour, and a behaviour switching algorithm that adaptively switches between the two
foraging behaviours. All three behaviours are on a colony level which means that all robots
collectively exhibit a behaviour, and the behaviour switching is done by keeping track of a
decreasing value synchronised through broadcasting. Although the individual behaviours

have shown advantages in some scenarios, the behaviour switching algorithm has the highest
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overall success rates across a range of environmental layouts. This shows that compositing
two foraging behaviours makes the swarm more adaptive and the control method more
generalisable. In [89] Nagavalli et al. proposed the problem of swarm behaviour sequencing,
which aims to find the sequence of swarm behaviours for robots to collectively perform that
would maximise the objective function value. A best-first search method has been shown
to autonomously generate behaviour sequences for a human operator to execute in a known
and static environment. When the environment changes, it relies on the human to manually
update the algorithm with new environmental information and calculate new solutions, and
lacks the ability to automatically adapt to changes in the environment.

Behaviour-based methods have been widely used in self-reconfigurable robot systems.
For example, CONRO used a hormone based approach, which propagates hormone messages
that contain its current behaviour and path. When a module receives a hormone message, it
checks through a set of decision rules to select a behaviour. Since a module’s behaviour is
only selected according to its neighbour’s behaviour, this method is robust to configuration
changes. It is also scalable up to large systems because there are no global identifiers [118].
The rule-based algorithms are limited however by not being adaptive. CONRO robots are not
able to deal with navigation in a dynamic or unknown environment, unless the rule set can be
updated or evolved, and shared with the whole swarm. A more adaptive hormone-inspired
behaviour switching method is described in [62], which allows a self-reconfigurable swarm
to autonomously switch between ”swarming” behaviour and “modular robot”. This work
uses the concentration of a virtual “hormone” inside a robot to switch the behaviour of a
robot, for instance, the high level of a hormone called "impatience” in a robot would result
in it trying to assemble into a ”Snakebot” to climb across the wall to explore another area.
Similarly, low level of “impatience” will trigger a behaviour to disassemble and individually
explore the space. The hormone level in a robot is influenced by the environment and physical

constraints. In this project, the authors used XML-based Genetic Programming to evolve the
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selection of the impatience value. The algorithm successfully assembled the swarm into a
larger organism that was capable of climbing over obstacles, however the research has found
that the disassembly process could not be handled well by the hormone method. Moreover,
the hormone method with “impatience” can only be applied to exploration tasks, and is not
generalisable to other tasks.

While the above attempts have been made to construct a strategy on the basis of be-
havioural elements, they all lack the ability to adapt in unknown and dynamic environments.
Moreover, these approaches are all manually developed and tailored to specific applications.
Hyper-heuristics, on the other hand, makes it possible to automatically construct a sequence
of heuristics to solve a problem instead of manually designing algorithms for the given task.
In the context of swarm robotics, this design approach can be used to automatically construct
a sequence of behaviours to solve a given problem.

Current literature suggests numerous advantages the hyper-heuristic approach can bring
to decentralised robot systems. Tavares et al. [129] proved in theory and experiments that
selecting heuristics may not find the optimal solution, while given enough time, action
learning methods can. However, learning to choose heuristics has shown advantage in
dynamic environments and large-scale problems because it finds sub-optimal but satisfactory
solutions much faster than methods that learn on actions. Multi-robot systems have a large
action space and/or state space, and the learning speed can be the bottleneck for the feasibility
of a robot system. This is because robots act in real-time and cannot afford potentially
thousands of iterations of training. Training time is also associated with consumed energy and
cost. Any reduction in training time can be a great benefit to multi-robot groups, especially
when the number of robots is large. Hyper-heuristics have also shown effectiveness in
tracking changes in the environment and can adapt quickly, as suggested by Kiraz et al. [56]
in addressing dynamic optimisation issues. Furthermore, hyper-heuristic algorithms are

more transparent in terms of the internal mechanics of the strategy comparing to other
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automatically generated strategies, because the logic of their heuristics are fully known. This
can make the hyper-heuristic generated behaviours easier to explain.

Therefore, this thesis will explore how the hyper-heuristic approach can be used to solve
swarm robot problems by sequencing swarm robot behaviours, so that the swarm robotic
coordination and control methods can enjoy the benefits of hyper-heuristics, in particular the
automatic generation of heuristic sequences, and the generality to apply to unseen scenarios,

because they enable robots to perform tasks in unknown and dynamic environments.

2.4.2 Surface Cleaning Robots

The swarm robotic application area for verifying the use of hyper-heuristics is cleaning the
outer surface of buildings where multiple surfaces exist. This application is chosen because
such environments are complex, and require self-assembling behaviours which have been
particularly difficult for decentralised robots to perform.

Surface cleaning robots have already existed for more than a decade, however none of
them have earned more popularity than human cleaners. This is because the existing robotic
systems are able to clean individual surfaces, such as a window or a wall segment, but with
serious limitations, which make them impractical in many real-world multi-surface cleaning
applications.

The world’s first facade cleaning robotic system was proposed in [10], and was specifically
designed for the central building of Leipzig Trade Fair, Germany. It cleans the surface while
hanging on the vertical surface through a trolley installed on the roof. There are elevators on
both sides of the trolley to move the robot up and down in order for it to perform cleaning
actions. A similar design for a semiautomatic SkyScraper facade cleaning robot is proposed
in [9], where the robot is held by a wire rope and has vacuum suction legs to maintain contact
with the facade surface. The robot is able to perform automatic cleaning but a human operator

is needed to control and adjust the robot movement. Following these early explorations,
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Fig. 2.2 “SkyScraper-I1" [46]

autonomous facade cleaning robots were proposed. Figure 2.2(a) shows an autonomous
whole-window cleaning robot that clamps onto the window frames. There are two rollers
installed on the roof of the building to adjust the length of the supporting rope, and as the
robot moves from one window to another, a squeegee moves up and down along the central
rod to clean the window, as shown in Figure 2.2(b) [46].

Sky Cleaner 3 has a similar design, it operates on a hanging cable and a ground supporting
unit, and by following a boustrophedon motion, it is able to clean glass walls with brushes and
water [145]. All these robots are able to move on multiple surfaces with the help of tethering
cables, so that they are able to clean the whole building. However there are serious limitations
that make them impractical in cases such as tall buildings and irregularly shaped surfaces.
This is because some buildings with unusual shapes require frequent repositioning of the
cabling system, which can be cost-intensive and time-consuming. The cables also caused
another problem, which is scalability. The existing facade cleaning robots are applicable
for cleaning small building facades, but not efficient for skyscrapers, because a single robot

would take too much time to clean them. The tethering system and power cables prevent the
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existing facade cleaning robots from working in groups, as their support cables obstruct one
another.

There are cable-free robots, usually small in size and for domestic use [69, 47, 85, 20].
They all use vacuum suction cups to adhere to window surfaces, because controlling the
vacuum level only needs a simple PID controller with a pressure sensor. Rotating micro-fibre
cleaning pads with no cleaning fluid are often used in these robots too, so they don’t need
water or drying process. A dirt sensor is also proposed in [47], an array of pairing LEDs
and phototransistors are installed on the bottom of the robot. By measuring the voltage
drop on the phototransistors, they can tell clean glass from dirty glass, which will reflect
more IR. However it should be noted that this method does not always work because if
posters or other non-transparent objects are attached to the inner surface of the window, the
voltage would still drop, and cause a dirty region to be detected where there is none. These
vacuum window cleaning robots are commercially successful and are popular for domestic
use. HOBOT-188, for example, uses rotating micro-fibre cleaning pads to clean the glass
surface. Its two cleaning pads also act as legs so that HOBOT-188 is able to move forward on
a vertical surface through alternate motion of the two legs [42]. Windoro is another window
cleaning robot pair that is able to clean both sides of a window since the inner and outer units
are magnetic [19].

In summary, large surface cleaning robots can clean multiple surfaces autonomously, with
limited feasibility on irregular shaped buildings and surfaces, while small surface cleaning
robots can fit in a wider range of surfaces, but are likewise limited because they cannot move
from one surface to another by themselves. To date, no surface cleaning robotics system has

utilised self-assembling robots for the task.
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2.4.3 Self-assembling Robots

“Self-assembling is the autonomous organization of components into pattern or structures
without human intervention” [139]. There are many instances of self-assembling behaviours
that exist in nature, for example, molecules self-assemble into bilayers, bacteria self-assemble
colonies with different patterns, and fire ants self-assemble into rafts to survive floods [86].

The idea of self-assembly has been adapted to robotics: the first self-organising robotic
system was built in 1990, named CEBOT [35]. They are modular robots with a hooking
mechanism and are built to work inside tanks because of their structural flexibility. PolyBot,
as described in [142], was created using similar concepts but was the first system that
demonstrated a heterogeneous self-reconfigurable swarm. It is composed of two types of
modules, one called a segment which has 1 DOF and 2 connection ports, and one called
a node which is rigid and has 6 connection ports. PolyBot is able to self-assemble into
a “snake”, a rolling track, a four-legged “spider”, etc. and perform the corresponding
locomotion. As a benefit of having this heterogeneity, PolyBot allows for more types of
topological configurations than CEBOT. Homogenous modular robots also have the potential
to form heterogeneous swarms if different topological configurations are allowed. CONRO,
which was built in 2004, is a chain-type homogeneous robot system that has a distributed
control system. A CONRO robot has two degrees of freedom, a yaw of 60° left and 60° right,
and a pitch of 90° downwards and 30° upwards. It carries two batteries, one STAMP I1-SX
micro-controller, two servomotors and four docking connectors. Each connector has a pair
of infrared transmitters/receivers to support communication as well as docking guidance.
With this hardware setup, various configurations can be formed by CONRO robots, such as a
quadruped, and each of them can perform the corresponding gait control through a centralised
controller on a remote host using a master-slave approach. Kilobots are self-assembling
thousand-robot swarm robots that are designed to auto-generate any given complex shapes in

a distributed manner [114]. While the target shape is given to all Kilobots in the form of a
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bitmap, this research proposed an edge-following algorithm that each robot follows to find
and move to their own location. This collective behaviour allows the swarm to form any given
shape, but the shape needs to be determined by a human operator or other controllers. [91]
approaches the shape generation problem by seeking inspiration from chemical reactions,
where stochastic robots with different connection point layouts move randomly and robots
only connect with the matching ones.

M-TRAN III are distributed modular robots that run pre-determined and open-loop
programs in parallel [61]. An M-TRAN module comprises two blocks and a link which
allows them to rotate £90° about their axes. The two blocks have the same shape but different
gender. A female block can allow three of its surfaces to mechanically connect to counterparts
of a male block. By following a set of predefined commands such as “rotate link motors” and
“remote connection”, the robots change their configuration in a distributed way and are able
to climb steps. Until this point, research in self-assembling robots is focused on hardware
concepts and implementation, while the control aspects are simple, deterministic, and only
work in certain static and known environments.

The REPLICATOR project presented in [64] has shown robots with a more sophisticated
sensory system and control algorithms compared to the previous self-assembling robot sys-
tems. REPLICATOR robots can perform laser-based exploration to detect other robots, and
use camera based object recognition to align with each other. Control-wise, REPLICATOR
robots cycle through a series control phases, which allow robots to switch between the
“swarm mode” and the “organism mode”. The aim of the robots is to reach a goal point,
specifically a power source. When in “swarm mode”, as shown in Figure 2.4(a), the robots
perform a random walk individually, map the environment and aim to detect power sources.
If there is a power source that is not within reach of individual robots, the robots will make
the decision to assemble and perform 3D locomotion as shown in Figure 2.4(b) to reach the

power source. [71] has introduced a behaviour-based control algorithm for REPLICATOR
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Fig. 2.3 REPLICATOR Robot finite state machine (FSM) for autonomous morphogenesis
controller. Conditions causing state transitions: 1 — docking message received; 2 — collision,
or no docking message received; 3 — docking beacon signals detected; 4 — aligned and ready
to dock; 5 — disassembly required; 6 — undocking completed; 7 — expelling message received,
or docking signals lost; 8 — docking completed; 9 — recruitment required; 10 — recruitment
completed [71]

robots, and the behaviours are selected using a finite state machine (FSM). As shown in
Figure 2.3, states are behaviours that facilitate assembling and disassembling of the robots,
and the decision-making process for transitions 1 and 5 (to dock and to disassemble) is not
autonomous. The aim of the algorithm is to assemble robots into a pre-defined configuration.
The limitations of this FSM-based control are: 1. the behaviours are more like “phases” in
the self-assembling process than what are commonly known as “swarm behaviours”. Swarm
behaviours are collective behaviours which are usually more complex and flexible; 2. robots
can not autonomously choose which configuration to morph into, or when to morph, which
makes the swarm limited to simple static tasks. [50, 51] summarised the REPLICATOR
project, showing that in the development of this self-assembling swarm, hormone-based
systems and gene-based evolutionary algorithms were used to generate pre-defined target

robot configurations, sensor-motor coordination and fusion formed the basis of the modular
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(a) Swarm mode (b) Organism mode

Fig. 2.4 Two REPLICATOR modes [64]

robotic cognitive system, and a distributed software framework was designed to achieve
distributed control. The project ended with a focus on hardware assembly and locomotion
control, leaving open questions, especially if modular robots can adaptively select which
configuration to morph into according to the given environments and tasks.

The Swarmanoid project has partially answered that question by using behaviour net-
works, while the low level control and locomotion are evolved using evolutionary algorithms
and neural networks. [32] first presented the hardware design and the self-assembling mecha-
nism of a robot swarm, “swarm-bots”. As shown in Figure 2.5(b), the robots are differential
wheeled robots with grippers to connect to other robots. Figure 2.5(a) shows the concept
design of swarm-bots connecting into a line and bridging across a gap. [31] proposed a
neural-network approach to evolve robot controllers together so they cooperatively move
forward as a connected organism, such as a “snake”, while avoiding obstacles. [30] presented
a heterogeneous swarm where foot-bots are ground-moving differential wheeled robots,
hand-bots have grippers for fetching objectives and eye-bots have cameras for navigation and
mapping. Figure 2.5(c) demonstrates a behavioural network that switches between different

robot behaviours to achieve a book-fetching task. As can be seen, this method works even
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Fig. 2.5 The swarm-bots [32]

if the target objects and obstacles are moved, or are placed in unknown positions. This is
because network conditions allow eye-bots to continuously locate the shelf and the book, so
the other robots can adaptively adjust their behaviours.

In the scope of self-assembling robotic research, autonomous docking and moving as an
assembled entity are well-researched problems. However, all the existing systems require
manual input, such as a human operator or a control station, to determine and inform the

robots when to start assembling/disassembling and what behaviour to perform for different
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problems and scenarios. This gap opens the opportunity for hyper-heuristic approach to be

used to automate the process.

2.5 Reinforcement Learning

Our study utilise reinforcement learning for heuristics learning, hence relevant literature
is reviewed in this section. Reinforcement learning learns through interacting with the
environment. A policy is to be learned for finding the maximum long term reward [126].
A learning agent in reinforcement learning is guided by a reward signal, which defines
the goal of the problem. The agent interacts with the environment to receive rewards, and
the amount of reward received by the agent is influenced by the actions the agent takes.
The goal of the reinforcement learning agent is to maximise the long term reward. Many
reinforcement learning problems have been successfully modelled by Markov Decision
Process (MDP), which has been the standard formalism for learning sequential decision
making [135]. The elements of MDP include states, actions, state transitions and a reward
function. The environment in reinforcement learning problems is the real-world or simulated
world the agent lives in, while a state s € S represents a configuration of the environment
that the agent can sense. A state can be an exact copy of the environmental information, for
example, raw images of the Atari games used in [87], or an abstract representation of the
perceived information about the environment [108].

As shown in Figure 2.6, as an agent takes an action a € A, it causes state transitions to
happen. At a given state, some actions are legal and some are illegal. By applying an action
a to state s, the system makes a transition from s to s’, the transition function is denoted as
T : S x A xS, and the transition probability is p(s’|s,a). The reward function R defines the
reward received being in a state. A policy defines how the machine learning agent takes
actions at a given state, and is denoted as 7w : § — A. The optimal polity 7w* : S — A gives the

maximum long term reward.
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Fig. 2.6 The agent-environment interaction in reinforcement learning [126]

A value function is the expected return from a state by following a policy 7, using the

infinite-horizon:

VE(s) :En{z 7/(”1+k‘5t = s} (2.2)
k=0

where 7 is the discount factor. Q-learning [137] is an important model-free reinforcement

learning algorithm, which uses the state-action value function:

0" (s,a) = Ex{) Yreikls: = s,a; = a} (2.3)
k=0

This algorithm does not require a model of the environment; in other words, the state
transition function can be unknown from the start. Q-learning relies on the agent exploring
the environment, interacting with the environment, and iteratively gaining a better estimate

of the state-action value function. The optimal value function is defined as:
Q*(s,a) = E[R(s,a) + ymax Q*(s",d’)] (2.4)
a/

The optimal policy 7*(s) is defined as the policy that would give the maximum long term

reward, and can be found using the Q*(s,a) function:

T (s) = arg max O(s,a) (2.5)
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Bellman equation [5] gives a recursive form of the Q-function which allows the Q-learning
algorithm to iteratively find the optimal value function regardless of what policy is used in

the Q-function update. Given a MDP tuple (s;, a;, 1141, St+1):

O(st,ar) «+ (1 —a)Q(ss,ar) + a(ryr1 + YmC?XQ(StHya)) (2.6)

To explore the environment and optimise the Q-function, the machine learning agent needs
to balance exploration and exploitation. A common method is using the e-greedy algorithm
for taking actions; and the Q-learning algorithm with €-greedy is detailed in Algorithm 1
with infinite horizon. The state-action value function Q(s,a) is first initialised arbitrarily. An
action is taken at each step, and the action is selected according to current policy (on-policy)
as shown in line 4 with probability (1-€), otherwise the action is selected randomly. By
taking an action, the agent is brought to the next state and receives reward r. In line 9, the
Q-function is updated with the received reward and the state information. This process is

iterative and Q(s,a) becomes more and more accurate over more training iterations.

Algorithm 1 Q-learning

1: Initialise Q(s,a) arbitrarily
2: for each step do
if randomNumber(0,1) > € then
a < argmax, Q(s,a)
else
Choose a random action a
end if
Take action a, observe r, s’
Q(s,a) < Q(s,a) + afr+ymax, Q(s',a) — O(s,a)]
10 s+
11: end for

(O8]

N A A

Q-learning has been widely used in robotic systems, including single robots and multi-
robot systems. Most explorations and successes of Q-learning have been in the domain

of single robot control. For instance, a 7-DOF robot used reinforcement learning to flip
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pancakes in the air and catch them with a frying pan [58], which showed that Q-learning is
able to cope with highly-dynamic, real-world tasks. Q-learning has also been used widely
in enabling robot mobility. [119, 57, 102] has shown that Q-learning allows legged robots
to learn gait and locomotion from scratch. [59] proposed a neural controller that uses
reinforcement learning to allow a wheeled robot to avoid collisions while navigating in an
unknown environment with obstacles. More examples of the application of reinforcement
learning on single robots include robot navigation [113, 127] and many others. However,
having success in learning for single robots does not imply that the method works for multiple
robots, therefore single robot Q-learning will not be extensively discussed.

Regarding multi-robot systems, Q-learning has been applied to a narrower range of appli-
cations than single robots. [27] presented a multi-robot Q-learning method to dynamically
adjust the team size according to the layout of obstacles. The task objective is to achieve
more coverage on a surface with obstacles, the states represent coverage efficiency, and the
three actions correspond to setting a voting parameter to three different values, where the
value of the voting parameter is the deciding factor of the team size. All robots perform a
leader-referenced flocking behaviour and move in V-shapes of different sizes. Results show
that with Q-learning for the team size, the coverage efficiency is improved by 5-10%. [72]
proposed a deep reinforcement learning method to learn collision avoidance, where robots
are trained on a shared policy with local observations. This approach follows the centralised
training, decentralised execution paradigm. [136] compared single-agent Q-learning with
Team Q-learning in a cooperative box-pushing task. The paper has shown that the total
reward is higher using single robot action space instead of a joint action space for all robots,
and each robot having its own policy gives a better performance.

In a decentralised setting, the environment is partially observable and non-stationary in
the view of each agent. [34] has shown that with the help of local communication between

robots, multilayered reinforcement learning is effective for a robot to avoid collision with
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obstacles in the environment and other moving robots. The multilayered reinforcement
learning approach follows a learning curriculum of four stages where the output of a previous
stage is passed into the next stage as inputs. The limitation of a multilayered curriculum
is that the curriculum and learning structure needs to be manually designed and it is only
applicable to the intended applications, in this case collision avoidance.

[97] presented a deep reinforcement learning method to allow robots to learn from local
experiences given shared rewards for all agents. Reusing knowledge in the learning process
through explicit or implicit communication is a common approach to yield shorter and
more reasonable training time in reinforcement learning. Agents learn from previous tasks,
demonstration, imitation and so on [25]. A multi-agent deep reinforcement learning method
for optimal link discovery and selection is mentioned in [140]. Each agent samples its training
data and pushes them to a mutual memory pool for mutual learning. Advising methods
work on asking other learning agents for advice, and avoid the need for shared memory,
reward sharing, state sharing as well as large amounts of data transfer [24]. Additionally, [18]
proposed a decentralised deep learning method for collision avoidance. Deep reinforcement
learning in multi-robot systems will be further discussed in detail in Section 2.6.

While all the above multi-agent reinforcement learning methods operate in the space
of actions, [141] proposed a multi-robot reinforcement approach that is based on learning
rules to segment the continuous state-space. In this paper, each rule is for classifying a
local region of the state-space into an action, and through interacting with the environment
and updating the rules according to reward, the robots learn to autonomously segment the
continuous state-space, and perform a cooperative carrying task. In this method, the robots
learn to cooperate from continuously predicting the other robots’ postures and use them as the
input for reinforcement learning. This means that the number of teamed-robots needs to be

known in advance, and the number can not change at any time of task execution. Moreover,
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the state-space classification method in this research is not able to handle sophisticated
cooperative behaviour in complex environments.

The assignment of rewards in a distributed robotic system is discussed in [79, 80], where
the authors find that simple local broadcasting of sensory information and reward can greatly
help distributed reinforcement learning in noisy and dynamic environments. The research

was carried out using two robots, and did not show how it scales to larger swarms.

2.6 Deep Reinforcement Learning

A recent advancement in reinforcement learning is the integration of deep learning, as deep
learning has boosted the field of machine learning, and achieved ground breaking results in
many fields such as image processing, computer vision, games and robotics. Deep learning is
a method of representation learning with multiple processing layers, typically with multilayer
neural networks, to learn representations of data with multiple levels of abstraction [63]. To
train the multiple layers of neural networks, backpropagation [115] is the common method,
where the gradient of an objective function is computed with respect to weights in each
layer, and updates weights iteratively. With sufficient data, deep neural networks are able to

automatically learn features that can be better than hand-crafted feature representations.
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Fig. 2.7 Deep Reinforcement Learning [4]

Reinforcement learning greatly benefits from deep neural networks, because they are
powerful at function approximation and representation learning [4]. In traditional reinforce-

ment learning, linear function approximators are used to model the action-value function
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O(s,a), while in deep reinforcement learning (DRL), deep neural networks are used as the
non-linear function approximator. They act as efficient and accurate policy approximators
in many reinforcement learning problems, making complex policies that were previously
expensive to represent tractable. Moreover, less or no feature engineering is required in deep
reinforcement learning with the use of deep neural networks because they are able to use raw
data as inputs and automatically learn useful feature representations.

The process of Deep Q-learning is shown in Figure 2.7. Similar to other reinforcement
learning, the machine learning agents learn to select actions according to the current state
based on a reward signal from the environment. The defining feature of deep reinforcement
learning is that it uses a neural network to output Q-values for actions while taking pre-
processed state representations as neural network inputs. In Q-learning, the optimal value
function is as defined in Equation 2.4, and deep reinforcement learning uses neural networks

as action-value function approximator, which is defined as:

O(s,a;0) ~ Q*(s,a) (2.7)

where the function approximator Q(s,a; 0) is a neural network (Q-network) with weights
0. The Q-network can be trained by minimising the loss function L;(6;) at each training

iteration i. The loss function is defined as:

Li(6) =E[(y;— O(s,a;6,))?] (2.8)

yi=E[r+ ymalle(s',a’;Gi_l)|s,a] (2.9)

The loss function represents the mean square error between the neural network prediction
and the target sequence y;.
Mnih et al. [87] has described a deep reinforcement learning algorithm, detailed in

Algorithm 2, where experience replay is used to stabilise and smooth training [65]. The
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replay memory buffer D is initialised with a fixed capacity N, and the action-value function
Q is initialised with random weights. Since the algorithm is primarily used to play Atari
games, the states are preprocessed to be a stack of 4 consecutive frames of the down-sampled
grey-scale images. The preprocessed sequence is represented as ¢, and is the input to the
neural network. For episodic tasks, the actions are selected with €-greedy exploration. Deep
Q-learning is off-policy because with probability €, actions are randomly selected instead of
following the policy. The agent then executes the action, observes the state, preprocesses
the state and stores the tuple (¢,a;,r:, ¢;11) into the experience replay memory D. The
optimisation starts when there is enough experience in the memory, and when the experience
exceeds the replay memory N, early experience is discarded. At each training step, a mini-
batch is randomly sampled from the replay memory and used to optimise the neural network
according to Equation 2.8. Since the neural network is supposed to predict the Q-values, the
target of the network is calculated using the reward r; received at the sampled iteration j and
the discounted future reward using the prediction from the current neural network. Loss L; is
the mean square error of the actual Q-values predicted by the current neural network and the
target y;. After a number of learning steps, the neural network becomes better at predicting
the Q-values. [88] improved the stability of learning by introducing a target network. The
target network is only used for estimating the target y;, and the weights are copied from the
online network every 7 steps, but in other steps remain fixed.

Research in [134] has found that the deep Q-learning algorithm in [87, 88] suffers from
substantial over-estimations (proposed in [131]) of the value of the current policy. This
overestimation causes the learning to be unstable and the performance to drop significantly.
The solution to this is to decouple action selection and action evaluation, as [134] suggested,

where the policy is evaluated by the online network, and the Q-values are evaluated by the
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Algorithm 2 Deep Q-learning with Experience Replay [87]

1: Initialise replay memory D to capacity N
2: Initialise action-value function Q with random weights
3: for each episode do

4:  Initialise sequence s; = {x] } and preprocessed sequence ¢ = ¢(s;)
5: fort=1,T do
6: With probability € select a random action a;
7: Otherwise select a; = max,Q* (¢ (s;),a; 0)
8 Execute action a; in emulator and observe reward r; and image x; |
9: Set s;41 = $¢,a;,x;+1 and preprocess @11 = @(s41)
10: Store transition (¢, a;,r;, ¢ 1) in replay memory D
11: Sample random mini-batch of transitions (¢;,a;,rj,¢;+1) from D
12: if ¢ is terminal then
13: Yji=rj
14: else
15: yj =rj+ymaxy Q(@jy1,d’;0)
16: end if
17: Perform a gradient descent step on (y; — Q(¢;,a;;6))?
18:  end for
19: end for

target network. This means the target yf)D

ON.,

yPPON —Efr+70(s' argmax O(s, @ 6,);6;-1)|5,]

(2.10)

It has been shown in various Atari games where DQN is unable to keep improving, double

DQN is able to reduce over-estimations, stabilise the learning process, and find significantly

better policies.

In solving a range of Atari games, Deep Q-networks (DQN) are able to stably represent

complex policies, and DRL has achieved super-human performance in all Atari games

[87, 88]. In the field of robotics, although the application of DRL has only started in recent

years, it has quickly been found to be effective in many applications. [127] has shown that

deep reinforcement learning can be a mapless motion planner for robot navigation. The state

representation is a 14 dimensional vector made up of raw laser range sensor readings, the

velocity and the relative position of the target point to the robot, and the network model is a
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multi-layer dense neural network. This paper has verified that with the raw sensory feedback
from the robot, deep reinforcement learning allows a robot to robustly navigate to goal points
in unknown and complex environments.

Deep Q-learning has also been applied to decentralised robot control. Chen et al. [18]
discusses multi-robot collision avoidance in a decentralised and non-communication setting.
This work trains a multi-layer fully-connected network offline using perfect information of all
agents, where the neural network inputs are vectors of all robots’ observations concatenated
into “‘joint states”. In many real-world problems, the environment is not fully observable,
therefore the assumption of perfect information is unrealistic. This is particularly the case
in multi-robot systems, because each robot only has direct access to their own observations,
and the information exchange between robots is greatly limited by bandwidth and distance.
Under the partial observability assumption, the commonly used deep reinforcement learning
paradigm for multiple agents is centralised training, decentralised execution. An example
of this is [72], where robots are trained centrally on a shared policy from all agents’ local
observations and executed in a distributed way. During both training and performing the task
of navigation, robots only have access to local observations, and the environment is unknown
before the training. Results have shown that the trained deep neural network controller is
able to develop a stable and robust collision avoidance policy for multi-robot navigation.
Centralised training benefits from sharing experience or parameters across agents [128]. In
[33], agents share deep Q-network parameters and pass gradients across agents. In learning
communication and language, this has shown to have learned better policies or have learned
faster than independent Q-learning, where each agent learns their own network parameters
and treats the other agents as part of the environment. The disadvantage of independent
Q-learning is due to poor cooperation between agents, when other agents are treated entirely

as part of the environment, independent Q-learning agents only learn to cooperate passively

[128].
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In contrast to existing approaches, heuristics facilitate cooperation and communication
between robots. When Q-learning is used to learn a heuristic-based policy, robots still
cooperate and the quality of cooperation is a deciding factor of how good a heuristic is at
a given state. Therefore, the benefit of cooperation can be preserved even though the deep

Q-learning of each robot is independent.

2.7 Summary

This chapter reviewed the hyper-heuristic method in literature and introduced the design
idea of hyper-heuristics: automatically select heuristics from a pool and apply heuristics
to solve the problem iteratively. Since the multi-robot action and state space can be huge,
no existing coordination and control method allows swarm robots, especially those that can
self-assemble, to perform complex tasks in unknown and dynamic environments without
human intervention. By reviewing the behaviour-based multi-robot coordination methods in
literature, we proposed to address this gap using hyper-heuristics, which has been proved
to be effective in many applications, but not yet in multi-robot coordination. The rest of
the thesis will explore and demonstrate how the hyper-heuristic approach can be used to
select behaviours in swarm robots and benefit the task performance in unknown and dynamic
environments.

After identifying the main research questions, this chapter gave a background of the
application area, building surface cleaning, where multiple surfaces exist. There is no existing
robotic cleaning system that has used self-assembling robots to achieve sufficient flexibility
to clean in complex environments, and a coordination method for them to work on a range of
unknown surfaces with dynamic obstructions is so far missing.

A review of machine learning methods that have been used in hyper-heuristics was also

presented as background for methods that can be used in swarm robotics.
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Swarm Robot Environment

This section introduces the robot model used in this research, and the simulation and ex-
perimental setup. The aim of the simulations is to verify if the hyper-heuristic algorithms
proposed in this thesis are applicable in real-world swarm robotic systems. The Webots
simulator developed by Cyberbotics Ltd. [84] is chosen because it supports real-physics
3D simulation of multi-robot systems. In this chapter, we introduce the simulator, the

self-assembling robots and the environments used for experiments.

3.1 Simulator

Webots simulator was developed by Cyberbotics Ltd. in 1998, and it was built based on
the OpenGL 3D library [83]. The accurate physics simulation is achieved using the Open
Dynamics Engine (ODE) library. This allows Webots to simulate robots locomotion, sensors
and compasses etc. The common elements of constructing a robot, such as sensors and
wheels, are pre-built components that can be directly used.

The Webots simulator provides an interface for constructing worlds and robots, as well
as for programming controllers for robots and the environment. As shown in Figure 3.1,

the left window lists the components included in the simulation world. The worlds in this
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research consist of a ground with boundaries, robots and lighting. Webots provides a module
“Differential Wheels” which has the physical simulation of two wheels and their motors.
This module can be installed on a robot model, and the locomotion can be programmed by
setting the motor speed. A robot is based on the “Differential Wheels”” module, and Webots
simulator provides sensor modules such as “DistanceSensor”, “Camera” and “GPS” that can
be installed on the robot. In the simulator, the simulated sensor readings can be read by the
robot control program, which imitates the way an equivalent real-world robot would operate.
The sensor readings are all simulated with real-world physics. A bounding box of each
object (for example, robots, ground and obstacles) can be defined, and collision is handled
by Webots’s ODE physics simulation which prevents simulated objects from intersecting
with each other. All the physics objects in this project are simulated as solids that cannot
intersect with each other.

The coordinate system in the simulator is (x,y,z) where the x and z axes forms the
horizontal plane of the world, and the y axis points vertically upwards. In this thesis, for
simplicity, if there are only two dimensions involved in the calculations, we will use x and z.

The middle window visualises the simulation environment, and the right window is
the programming window, which shows the program for robot and ground controllers.
The Webots simulator gives each robot a programmable controller which emulates the
microcontroller that would be installed on a real-world instance of the robot. This enables
each robot to operate individually and therefore allows distributed control of the swarm. The

programming language used for the robot controllers is C++.

3.2 The Self-assembling Robots

The robot model is based on the non-holonomic robots in [143], as shown in Figure 3.2,
and extended with cleaning and self-assembling capabilities. Each robot is equipped with

differential wheels, a dirt sensor, obstacle sensors, wireless communication, suction cups,



3.2 The Self-assembling Robots 45

Build Robol
Distance Sensor ing; i i :_pro.cpp O
@ +@EO0O @B O b > » W (0000000 -00x B OO % — D@EBBO QL T
» @ worldinfo cleaningbot_pro.cpp B3 | ground_empty_big.cpp £

» @ Viewpoint
» @ Background
» @ DirectionalLight
> @ DEF WALLS_1 Solid
» @ DEF WALLS_2 Solid
» @ DEF WALLS_3 Solid
» @ DEF WALLS_4 Solid
> @ DEF BOT1 Differentialwheels
» @ DEF BOT2 Differentialwheels
> @ DEF BOT3 Differentialwheels
> @ DEF BOTA Differentialwheels
> @ DEF BOTS Differentialwheels
v @ DEF GROUND Supervisor

@ translation 000

@ rotation0100

1#include "cleaningbot pro.h"

CoNaUaWN

10 using namespace tiny dnn;
11using namespace tiny dnn::activation;
12 using namespace tiny dnn::layers;

13

14
15 cleaningbot pro: :cleaningbot pro(): Different
16

@ scale111 IR push_back (getDistanceSensor("ir@
v @ children 17 IR.
» @ Transform 18 IR.
» @ Display 19 IR
» @ Emitter 20 IR.
@ name "supervisor” ;; s
& model 23 IR. push_back(getDistanceSensor ("ir7
2 IR.pushihacktgetD)stanceSensnr(”fmm
25 IR.push_back(getDistanceSensor ("back
DirectionalLight © @ 26 IR.push_back(getDistanceSensor("left
27 IR.push_back(getDistanceSensor (" righi
Node 28
29
o 30 ledo = getLED("ledo"); i
Console CEL]

INFO: cleaningbot pro: Starting
INFO: cleaningbot pro: Starting
INFO: cleaningbot pro: Starting

INFO: cleaningbot pro: Starting t
INFO: cleaningbot pro: Starting: “*/home/syu20/Dropbox/my project q | learnmg/controllers/cleamnghut pro/clean)nghot pro""
INFO: ground empty big: Starting: »*/home/syu26/Dropbox/my_project q_learning/controllers/ground_enpty_big/ground_enpty big"*
[cleaningbot pro] learning rate 9 std interval =

[cleaningbot pro] ROBOT: [1] : 239 EXPERTENCE. LOADED

[cleaningbot pro] learning rate = .29 std interval = 1

[cleaningbot pro] ROBOT: [2] : 239 EXPERTENCE. LOADED
[cleaningbot pro] learning rate = .29 std interval = 1
[cleaningbot pro] ROBOT: [3] : 239 EXPERIENCE LOADED
[cleaningbot pro] learning rate = .29 std interval = 1
[cleaningbot pro] ROBOT: [4] : 230 EPERTENCE  LOADED
[cleaningbot pro] learning rate = .29 std interval =
[cleaningbot pro] ROBOT: [5] : 239 EXPERIENCE LOADED
[ground_enpty_big] width = 1536 height = 1536

Fig. 3.1 The self-assembling robot state representation

cleaning wipes and a gripper arm to connect to a neighbouring robot. The robot model is as

shown in Figure 3.2(a) and Figure 3.2(b). The radius of a robot is 0.3m.

(a) Robot Model (top) (b) Robot Model (side) (c) Robots Connected

Fig. 3.2 The Self-assembling Robots

3.2.1 Robot Locomotion

The robots are differential wheel robots, which means the speed of each wheel can be set

separately. As shown in Figure 3.3(a), each wheel can move forward and backwards, the
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(b)

Fig. 3.3 (a) Differential drive: two wheels and a caster (b) The distance sensors

caster rotates passively, and the when both wheels move forward or backwards at the same
speed, the robot moves forward or backwards in a straight line. When the two wheels move
at different speeds, the robot steers. The relationship between the robot linear velocity v,

angular velocity @ and the robot left wheel speed vy, f;, robot right wheel speed v,y 1s:

2v+ oL
2v— oL
Vieft = —p (3.2)

where L is the distance between two wheels, and R is the radius of the wheels.

The simulated robot hardware configurations aim to emulate the robots in [143]. The
robots are designed to clean at the maximum speed of 0.0745m? per second. The table in
Figure 3.1 contains the configuration of the simulated robots. To model cleaning in the real
world, robots collect 14.9% of the available dirt each time when travelling at the maximum

speed of 0.5m/s.
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Table 3.1 The robot configurations

Radius 0.3m
Maximum cleaning speed 0.0745m? /s
Maximum linear velocity Vi, 0.5m/s
Maximum angular velocity Q.. 0.66rad /s
IR sensing range 0.53m
Wireless communication range 200m
Distance between two wheels L 0.4m
Radius of the wheels R 0.167m
Linear velocity multiplier V,,,,,;;i 10.0
Angular velocity multiplier €2,,,;; 6.0

The robot can be controlled by setting a target, and the control algorithm calculates the

linear and angular velocity v, @. For example, in Figure 3.4, a robot needs to reach the target

pOSition (X;qrger, Zrarger) ON the right with a given target orientation, and the difference between

the target and current orientation is 6;4,¢.,. The target position coordinates (xmrgenzmrgez)

are both relative to the robot’s current position. The robot calculates v and ® according to

Equations 3.3.
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Fig. 3.4 Reaching a target position
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\

Where V.1 and Q,,,,,;;; are linear and angular velocity multipliers that reduce the robot’s

velocity when it moves closer to its target.
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3.2.2 Robot Sensing

The robot sensing devices are listed in Figure 3.6. There are four dirt cameras on the front,
back, left and right facing sides of the robot, measuring the dirt on the ground in a circle
of radius 0.6m extending from the centre of the robot. The sensing area of the dirt cameras
are shown in Figure 3.5, where four cone shaped areas in the front, left, back and right are

covered by the cameras.

Fig. 3.5 Dirt camera sensing area and gap sensor locations

The gap sensors are located on the underside of the robots, as shown in Figure 3.5. The
locations are indicated as gy for the front gap sensor, and g, as the back gap sensor.

A gripper camera is installed on each gripper for alignment. The camera is oriented to
detect the colour of another robot’s body LED if the other robot is properly aligned. The
LED colours indicate different stages of the alignment and connecting process, which will be
detailed in later chapters.

A GPS and compass are installed on each robot for localisation and orientation measure-
ment. The GPS gives the robot coordinates in the simulator as (x,y, z), where the x and the z
axis forms the horizontal plane and the y axis points vertically upward. Twelve IR sensors
are installed for collision avoidance, the locations of which are shown in Figure 3.3(b). The

distance sensing range is 0.53m.



50 Swarm Robot Environment
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Fig. 3.6 Robot sensors

3.2.3 Robot Communication

In Webots simulator, an “Emitter” is the device that emulates a wireless transmitter, such
as an RF transmitter and a “Receiver” emulates the RF device that receives the transmitted
information. In Figure 3.6, it can be seen in the component list that two transmitter-receiver
pairs are used: the “CONTROLLER_EMITTER - CONTROLLER_RECEIVER” pair and
“HH_EMITTER - HH_RECEIVER?” pair. The reason for having two pairs is to highlight the
independence of the hyper-heuristic layer and the robot control layer. The hyper-heuristic
layer messages are assigned to “HH_EMITTER - HH_RECEIVER?”, and the robot control
messages are assigned to “CONTROLLER_EMITTER - CONTROLLER_RECEIVER”.
With this setup the low level robot control algorithms would still work even without the

hyper-heuristic control layer. The transmitted messages have fixed formats, which are shown
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in Figure 3.2. Voting messages, heuristic-score messages and Q-score messages are for hyper-
heuristic control, therefore are transmitted on different channels of the “HH_EMITTER -
HH_RECEIVER?” device. Control messages are for robot communication in low level control

algorithms. The use of each item in the message field will be explained in chapter 4.

Table 3.2 Robot Wireless Message Formats

Message Voting Heuristic-score | Q-score Control

Type Message Message Message Message

sender ID sender ID sender ID sender ID

is proposing is proposing state start
Information ) o
Field candidate heuristic byte count Q scores control state

accept/reject proposal | heuristic scores | reward | forward/backwards
weight recipient (optional)

3.2.4 Interaction with Environment

1

Fig. 3.7 The simulated visual feedback for cleaned area

When a robot moves around the surface, it constantly collects “dirt” from the surface.
This project simulates visual feedback which highlights the cleaned area over the dirty area,

as shown in Figure 3.7. Internally, the dirt is simulated to be distributed evenly as a layer on
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the ground, and the robot collects the dirt underneath as it moves on the surface. This is to
emulate the cleaning wipers and sweeping brushes on the bottom of cleaning robots.

The collected dirt is measured by counting “dirty” pixels in the image within the area
under the robot captured by the dirt cameras. When the robot is in the middle of a gap, there
is no dirt to collect, therefore the dirt measurement of that time step is 0. The robot cleaning

efficiency f(¢) can be measured from

(3.4)

where L; is the distance travelled since the last measurement, D; is the percentage of “dirty”

pixels at the time of measurement ¢, and 7 is the total time of measurement.

3.3 Environments

The simulator simulates obstacles and gaps in the environment. All environments are always
large enough for the robots to clean within the time given. This is to prevent robots from
running out of space to clean and affecting the fairness of measurement in comparisons.
While the total area of environments is subject to individual experimental requirements, the
configuration of elements in the environments have four possible types, as shown in Figure

3.8:

» Empty environment: the environment is bounded by walls, and the surface is smooth

and connected. The walls are solid and can be detected by robots’ distance sensors.

* Obstacles environment: the environment is also bounded by walls, and the surface
smooth and connected. This type of environment also has obstacles distributed on the

surface. Obstacles are all cylindrical pillars with a radius of 0.67m, and can be detected
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(a) Empty

(c) Gaps (d) Gaps and Obstacles

Fig. 3.8 The environments

by distance sensors. The number of obstacles in the environment is user-defined, and

the obstacles are approximately evenly distributed on the surface.

* Gaps environment: the environment is also bounded by walls, and the surface smooth
and connected. This type of environment also has gaps that separate the environment
into multiple surfaces. Gaps all have a width of 0.67m, which are wider than the 0.6m
width of a robot. If one robot attempts to go across the gap it will fall into the gap, but
with two or more robots connected, they will be able to move onto the surface on the
other side. The gap sensors are able to detect if there is a gap present. The number of

gaps in the environment and the distances between them are variable.
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* Gaps and Obstacles environment: the environment is also bounded by walls, and the
surface is smooth and connected. This type of environment has both obstacles and

gaps which the shapes are identical to those in the previous environment types.

3.4 Summary

This chapter introduced the robot model used in this thesis, which is a 3D simulated robot
model based on the existing non-holonomic robots in [143]. The self-assembling ability of
the robots has been demonstrated through showing the robot gripper setups. Robot sensors
including distance sensors, gap sensors and dirt cameras are set up to facilitate collision
avoidance, gap avoidance and feedback regarding cleaning progress. This chapter also
described the hardware mechanism that robots use to communicate with their neighbouring
robots.

In order to verify the algorithm’s robustness, we prepared a variety of scenarios for testing
in simulation: empty environment, obstacle environments, gaps environments, and gaps &
obstacles environment. These types of configurations cover simple environment, dynamic

environment, multiple surfaces, and complex (dynamic and multiple surfaces) environments.



Chapter 4

The Hyper-heuristic Swarm Robot

Framework

In the field of swarm robotics, manually developing control strategies can be too difficult
for complex and unknown environments. Another approach is to automatically develop
the strategy from a set of swarm robot behavioural elements, as reviewed in Chapter 2.
This chapter addresses the question of how the hyper-heuristic approach can be used to
automatically develop a strategy for swarm robots in unknown and dynamic environments.

We first introduce the methodology of our proposed hyper-heuristic framework that is
designed to coordinate decentralised swarm robot behaviours, followed by a Multi-Armed
Bandit based implementation of the framework which allows the robot group to adaptively
change behaviours, and to assemble and disassemble according to the environment.

The method is verified on the application of surface cleaning with a range of scenarios.
Through simulation and evaluations, this chapter shows that the hyper-heuristic framework is
effective in building a sequence of swarm behaviours for a given task. Online learning in the

hyper-heuristic method has also been shown to improve robot team performance over time.
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This chapter also introduces group learning strategies that can improve the swarm robot
task performance, which addresses the second research questions of how different learning

strategies can improve the hyper-heuristic framework.

4.1 Methodology

We first introduce the hyper-heuristic methodology that is proposed to coordinate behaviours
of swarm robots. Hyper-heuristics are built on heuristics. They treat heuristics as general
purpose building blocks to be simultaneously and iteratively applied to a problem [116].
Our proposed hyper-heuristic framework combines the idea of “using heuristics to choose
heuristics” with decentralised swarm robot control, and treats swarm behaviours as building
blocks for the hyper-heuristic controller.

The proposed hyper-heuristic controller continuously applies swarm robot control heuris-
tics intelligently to given tasks. The swarm robot hyper-heuristic framework aims to let a
group of robots automatically sequence behaviours in a distributed manner.

A heuristic h, € H is stored in the heuristic repository H = {HO0,H1,H2...}. Each
heuristic is a decentralised robot control algorithm that reads from sensors described in
Section 3.2.2, prepares and sends communication messages with other robots, and at each
time step outputs actions a, € A. At a time step ¢, the actions a,(t) are generated by a
heuristic, a,(t) = J#,(x;,m;), where x, represents sensor readings and m;, represents inter-
robot messages. Every robot u € U is a machine learning agent, and by executing actions a,,,
robots perform collective behaviours.

An overview of the framework structure is given in Figure 4.1. For n robots (uy,u;...u,),
each robot first performs initialisation, where a starting heuristic is chosen. Then the robot
takes actions generated by that heuristic. If the termination criteria is satisfied, meaning
the objective is accomplished, then the process stops. Otherwise the robot behaviours are

evaluated against the objective(s) using objective functions. Based on the evaluation result,
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Fig. 4.1 Overview of the hyper-heuristic methodology for swarm robots.

heuristics then are selected from the pre-defined heuristic repository to construct new ones.
It should be noted that this heuristic construction process uses the selection perturbative hyper-
heuristic approach [101]. Learning can be involved at this stage, where robots remember
and utilise previous experience to collectively improve future heuristic selections. Once a
heuristic is determined for the interval, robots will make local inter-robot communications
and update their heuristics. Robots take actions then enter the next iteration of the process
unless a termination criterion is met.

The framework is designed for multiple robots to perform hyper-heuristic coordination
and learning. There is no centralised control in this framework, and no global knowledge
is required by the hyper-heuristic algorithm. The right part of the framework in Figure
4.1 1s domain dependent, meaning that domain knowledge is used in these elements. The
steps on the left are domain independent, which means that they are common for different
problem domains and different heuristic repositories. Domain knowledge is needed to start

and stop the robot swarm, for example, turning on and turning off the robot motors. Domain
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knowledge is also used for evaluating the performance of a heuristic, since the objective
function is domain-related. In robotics, domain knowledge is usually dependent on the
available sensors and robot communication mechanisms. The heuristic repository contains a
set of low-level heuristics that has been developed from previous experience or knowledge in

the problem domain.

4.2 Multi-Armed Bandit Based Online-learning

To validate the proposed framework in Figure 4.1, we first give a Multi-Armed Bandit (MAB)
based online learning implementation. The method allows swarm robots to be adaptive to
changing environments.

The algorithm design idea follows the system architecture of cooperative multi-agent
hyper-heuristics [98], where each robot is a “Low-Level Heuristic Agent” and the hyper-
heuristic layer selects the next heuristic for robots to apply at the next decision point. All
heuristics are decentralised multi-robot control algorithms that allow robots to cooperatively
perform a task. Since all robots are fully cooperative and aim to achieve the best group
performance, a group decision making strategy is needed to determine which heuristics are
beneficial for the group and should be accepted to apply next [99].

The “Heuristic Construction and Update” part in Figure 4.1 of the proposed hyper-
heuristic methodology is the process that defines different implementations. The one we pro-
pose in this section involves the commonly used iterative heuristic selection and acceptance
combination. The selection is based on knowledge gained with an online learning method
that utilises the MAB Upper Confidence Bound (UCB) method [26] and choice-function
[103], and the acceptance method is a voting-based group decision making mechanism.
Algorithm 3 shows the pseudo-code of the process, and the rest of this section provides a
detailed explanation of the algorithm, including the method “SelectHeuristic” and the method

“GroupDecisionMaking” in Section 4.2.4.
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Algorithm 3 Multi-Armed Bandit Based Adaptive Robot Hyper-heuristic

1: Initialise heuristic scores for the heuristic repository H with k heuristics
2: Set current heuristic to the initial heuristic Hy

3: while termination criteria not met do

4.  for each robot do

5: Observe sensor data x;, read robot messages my;

6: Apply heuristic a', < 7, (x;,m;)

7: Apply action @', calculate reward f;

8: Update M} = \/(210g2§:1nj)/ni

9: Update heuristic scores /' <— 0h;_1 + (1 —0)(af; + Bf +yM))
10: H, + SelectHeuristic (H)
11 H; <— GroupDecisionMaking (H.,U)
12:  end for

13: end while

4.2.1 Initialisation

In our multi-armed bandit based algorithm, the initialisation involves initialising the heuristic
scores and choosing a initial heuristic. Heuristic scores are denoted as A, = {A},h2..., h*}
for k heuristics at time interval . When there is no prior knowledge, heuristic scores are
initialised with random values. In some scenarios, where there is prior knowledge a heuristic
is better or worse, the initial heuristic score for that heuristic can be weighted up or down
accordingly.

Each robot needs to initialise with a starting heuristic Hy € H. This initial heuristic can
be randomly selected heuristic from the repository H, or selected according to the heuristic

scores H.

4.2.2 Generating Actions

Heuristics in our system are algorithms that read the robot sensor inputs and generate actions
according to the sensed information. The detailed description of heuristics are given in
Section 4.3. By applying a selected heuristic, actions @, € A are generated and executed for

one time interval 7.
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Next, the robots check if the termination criteria are satisfied, which is determined using
problem-specific information. If the task objective is accomplished, the algorithm stops.
If the termination criteria are not satisfied, the objective function is used to evaluate the

performance of the applied heuristic.

4.2.3 Heuristic Evaluation

Performance evaluation reflects reward from the environment and is used to update the
heuristic score measures to learn the “goodness” of a heuristic. The scores H; are then used
to influence the heuristic selection.

At the heuristic evaluation stage, robots read from sensors and incoming communication
messages, and measure the performance of the applied heuristics according to the given
task objectives. In this thesis, the evaluation approach is using objective functions. The
objective value f; reflects how good a heuristic is during the last time interval. For the task
of surface cleaning, the objective function is a measure of collected dirt with respect to time.
(The details of how the collected dirt is measured is described in Section 3.2.4.) Since the

objective function is domain related, it changes from task to task.

4.2.4 Heuristic Construction and Update

This step constructs the sequence of heuristics in a decentralised manner. In this proposed
online learning implementation, the heuristic construction has two steps, heuristic selection
and group decision making.

As shown in Algorithm 3, heuristic selection is a method to choose a heuristic H. from
a robot’s own experience, and in this algorithm, the experience is represented in heuristic

scores H. The algorithm is explained as follows.



4.2 Multi-Armed Bandit Based Online-learning 61

Heuristic Scores

The heuristic scoring method is inspired by Choice Function (CF) and MAB, as described
in [103] and [26, 116] respectively. Each robot calculates the score of the last action locally

for each heuristic based on the objective function.

W=y (afi+Bf +yM) 4.1)
where

* f; is the objective function value evaluated at time step #,

. ,ij is the objective function value of heuristic i given the previous heuristic j at time

step ¢, and

 M! is the MAB term for heuristic i at time step ¢.

o, B and vy are parameters that control the weight of each term on the overall score of a
heuristic. The performance of the heuristic and the joint performance of pairs of heuristics
are measured using the objective function. For instance, in the case of cleaning tasks, f;
would be the cleaning efficiency measured from robot dirt sensors. The MAB term M! is

introduced as in Equation 4.2 to compensate for heuristics that are unexplored [26].

. 2logYk_ n;
M=/ n—f’ (4.2)
l

where k is the total number of heuristics and i represents the index of the current heuristic.
The MAB term is inversely proportional to how many times the current heuristic has been
used n;, and directly proportional to the total number of times the other heuristics have been
used ZI;-ZI n;. This ensures that unexplored heuristics are given more weight than the ones
that have been used often, which prevents the algorithm from becoming trapped in a local

optima.
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Online Learning

The scores H; = {lel , fztz,fzf } are updated at the end of each iteration according to previous

experience and current performance, as shown in Eq. 4.3.
ho=0n +(1-0)h_, (4.3)

where ﬁ;;l is the previous score of heuristic i, and 0 is the learning rate. Higher 6 values
favour recent knowledge over the accumulated knowledge.
Through the following method of online learning, the robots gradually learn more accurate

heuristic performance measurements, which helps select better heuristics.

Heuristic Selection

As shown in Algorithm 3, at each time step ¢, a robot performs local heuristic selection based
on the heuristic scores A learned in the previous iterations. The heuristic selection method in
this implementation only uses local observations.

There are different strategies that could be used to select the local candidate heuristic,
denoted as H.. As reviewed in Section 2.3, researchers have found effective heuristic selection
and acceptance methods for heuristic learning, which we will adapt and evaluate for our

proposed framework. In this section we will introduce three heuristic selection methods:

» Simple Random (SR): This method randomly selects a heuristic from the repository.

* Greedy (GR): This method selects the heuristic with the highest score.

H,. = argmax(H) 4.4)



4.2 Multi-Armed Bandit Based Online-learning 63

This method always uses the current best heuristic, and sub-optimal heuristics do not
get explored. Relatively worse heuristics would not be re-used even if it may lead to

better solutions when conditions changes.

* Roulette Wheel (RW): Roulette Wheel selection (RW) is described in [66]. The

probability of a heuristic i to be chosen is relative to its heuristic score ht:

fli
pPi= W 4.5)

Since all heuristics have a chance to be selected, there is exploration outside the current
policy. A good heuristic has greater chance to participate, while sub-optimal ones also
have the chance to be selected. This gives the selection process a chance to escape

local optima.

Since the input to the “SelectHeuristic” method is only the heuristic scores H, the decision
making is only based on the robot’s own experience. In order to make sure the final heuristic
benefits the whole group, a group decision making mechanism is designed to reject the

heuristics that are only good for one or a few robots.
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Fig. 4.2 Implementation of evaluation and group decision making.
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Group Decision Making and Update

The robots communicate to reach an agreement on which heuristic to execute next. In
software optimisation problems, after a selected heuristic is applied to the problem, hyper-
heuristics use a move acceptance method to determine if the heuristic, or the “move” should
be accepted or rejected [13]. In a robotic system, once a move is performed, it can not be
reverted, because reverting means going back to the robot’s original state (position). In the
real-world this is impractical and consumes energy.

In this multi-robot hyper-heuristic implementation, although a move is always accepted,
a locally selected heuristic needs to be accepted by the whole robot group. In this section
we introduce a voting-based decentralised group decision making strategy in which robots
collectively make decisions through communication with nearby robots.

For swarm robots, decentralised systems are more robust, scalable and flexible. No single
robot possesses the entire swarm’s knowledge of the environment. Every robot can evaluate
a heuristic based on its local knowledge, and communicate the result to its neighbours.

The decentralised strategies are similar to that in [99]. A heuristic is accepted if
N
Y d>6 (4.6)
n=1

where d,, is the robot decision on acceptance, N is the number of robot decisions received,
with "accept the heuristic" as d,, = 1, and reject as d, = 0. 0 is the acceptance threshold.
The realisation of this strategy is shown in Figure 4.2. Using the heuristic selection
method in the last section, any robot in the group can be the one to propose a heuristic, as
long as one time interval has finished. When a robot’s time counter for the heuristic has
expired, the robot proposes its candidate heuristic H, to the neighbouring robots to evaluate
by sending a voting message as described in Table 3.2. When proposing, the robot sends the

candidate heuristic index H,. in the “candidate heuristic” field, and its accumulated reward
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in the “weight” field. If multiple robots propose at the same time, the receiving robots will
compare the received accumulated rewards in the “weight” fields, and choose the one with
highest weight to evaluate. At the evaluate step, all neighbouring robots will perform a
heuristic selection step based on their own heuristic scores, and compare their local heuristic
to the candidate heuristic. If they are the same, it will return a decision d, = 1, meaning
“accept” in the return voting message, otherwise will return d,, = 0, meaning “reject”. Within
a time frame, the proposing robot collects return voting messages from neighbouring robots,
and determines if the group will accept or reject according to Equation 4.6. If the candidate
heuristic is rejected, the robot will perform another heuristic selection iteration and propose
again until the candidate heuristic is accepted.

Once a heuristic is accepted by the group, the proposing robot sends another voting
message to inform neighbouring robots the final heuristic H;. As shown in Algorithm 3,
the “GroupDecisionMaking” method takes the candidate heuristic H, as input, and needs to
interact with other agents U. After the new heuristic is received by the swarm, all the robots

will update their own heuristics to be the new heuristic, and take another action.

4.2.5 Problem Domain

As shown in Figure 4.1, the domain-dependent information is on the right hand side, which
includes the starting and stopping criteria, the evaluation function for heuristics, and the
heuristic repository. In order to validate the proposed method, we need to contextualise the
domain information.

A suitable application area is proposed in Chapter 2. We identify a gap in the current
state of robot control algorithms for building surface cleaning: no existing algorithm can
coordinate self-assembling robot behaviours for building surface cleaning in a decentralised
manner, where surfaces to be cleaned are not connected, and the environmental layout is

not previously known. In this problem domain, the starting point is when the robots are
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deployed on the surface(s), and the task termination criteria can be custom defined case by
case. For example, we give all scenarios a fixed time frame for performing a task, therefore
the termination criteria is to terminate after » iterations.

The evaluation function in the application of surface cleaning is a measurement of how
much dirt is collected, and the feedback is given by dirt cameras on robots, as explained
in Section 3.2.4. In the heuristic repository, there are algorithms that can be helpful in the
multi-surface cleaning task. Each heuristic allows the group of robots to cooperate in a way
where each of them cleans a part of the surface or moves in the environment in a coordinated
manner. The details of the heuristic repository used for this problem domain are presented in

the next section.

4.3 The Heuristic Repository

This section introduces the heuristic control algorithms that are programmed into each robot.
Heuristics are pre-defined programs that generate actions for robots to execute. In this study,
robots with identical hardware setups are used in heuristic-based learning and action-based
learning, which means that their state space and action space are the same. In the learning
process, heuristics make use of domain knowledge and reduce the search space by searching
in a known good subset of all legal actions.

Heuristics in this repository assume a fixed group size throughout the task, and it is
assumed that the group size is known by all robots in a group.

Table 4.1 shows the robot parameters of relevance to the heuristics.

Each heuristic has mechanisms for collision avoidance and gap avoidance that are pro-
grammed into the robot. The collision avoidance algorithm applies a multiplier v,,,;;; to

linear velocity, and another multiplier @,,,;;; to the robot’s angular velocity. The multipliers
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Table 4.1 Robot Parameters

Maximum Linear Velocity 0.5m/s

Maximum Angular Velocity 0.66rad /s

IR Sensing Range 0.53m
Wireless Communication Range 200m
are calculated as follows:
KriseQobs

Ravoid

Vinulti = l—e

Kw(yt/2—90bs), ifw> 06, >0
Opulri =
Ko(—m/2—6,p), otherwise

where K, and K, are control parameters to be tuned empirically, d,,;, is the distance
between obstacle and robot, and 6, is the angle between robot orientation and the obstacle.
Algorithm 4 details how the multipliers are applied to robot linear and angular speed at
each control step. The robots read from each distance sensor and find the one with shortest
distance to obstacles, as shown in line 1-6. The distance between the closest obstacle and the
robot d,, is used to calculate multiplier v,,,;;;. The direction the sensor is facing 0,;, is the
direction of the closest obstacle, and is used to calculate ®,,,;; in line 8. Next, in line 9-10,
the robot updates its linear and angular velocity to be applied at the next step.

The gap avoidance mechanism is described in Algorithm 5. When a gap sensor detects
a gap, the robot chooses a random angle 6, between /2 and 7. The robot rotates 8, and
checks if the gap is still in the way of the robot (if the front gap sensor still senses the gap). If
not, the robot moves forward, otherwise the robot rotates another random number of degrees

until the robot is no longer facing the gap.



68 The Hyper-heuristic Swarm Robot Framework

Algorithm 4 Collision Avoidance

: for all distance sensors do
Observe sensor reading d;
Store sensor reading d; in D
Store obstacle angle 6; in ©
end for
Find sensor s, «— argmin(D)
Get sensor reading d,;; and sensor angle/obstacle direction 0,
Calculate v,,,,,;;; and @)1
Robot linear speed v <— v X v,11i
Robot angular speed ® <— ® X @11

R AN AR

_
e

Algorithm 5 Gap Avoidance

1: for all gap sensors do

2:  Observe sensor reading g;
3:  Store sensor reading g; in G
4: end for

5: while any g € G > 0do
6:  Gap avoidance angle 8, = randomNumberGenerator(r/2, )
7:  Rotates 6,
8: end while
9: Move forward
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4.3.1 Sweeping

i Swarm Mode i
1
| ) . 1 ) 2 : |
i | Locate connection point » Alignment » Docking !
1
| |
S Y
! Move forward Wait !
| 6y |
| 8 : |
! Move down Disassemble 5 !
| 1
: 71 |
| Move backwards !
1
! Organism Mode |

Fig. 4.3 The sweeping heuristic: 1 - connection points located; 2 — aligned and ready
to dock; 3 — docking completed; 4 - no obstacle/gap/clean area in front of the robot; 5
— no obstacle/gap/clean area behind the robot; 6 — front obstacle/gap detected; 7 — back
obstacle/gap detected; 8 — disconnected

The sweeping algorithm is adapted from the finite state machine-based self-assembling
control algorithm in [71], shown in Figure 2.3, where robots have two modes, Swarm Mode
and Organism Mode. Swarm Mode includes states when the robots are not connected with
other robots, and Organism Mode includes states when robots are physically connected with
other robots and move as a combined organism on the surface. Robots in this thesis employ

different locomotion from [71], and the combined organism also moves differently.
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(a) Locate connection points (b) Move to align (c) Dock

(d) Move forward (e) Detected obstacle and disassemble

(f) Move backward (g) Move forward again

Fig. 4.4 The sweeping heuristic

The sweeping behaviour allows robots in a group to physically connect into a line and
move as a larger entity. In the context of cleaning, this is similar to turning a small cleaning
pad into a large cleaning pad. The FSM robot control algorithm is shown in Figure 4.3. The
aim of this FSM control algorithm is to ensure that all robots are assembled into a line and
move together.

If robots start as scattered, in “swarm mode”, they will first locate their own connection
points, and will all try to align with the centre robot. Figure 4.4(a) gives an example of the
starting positions of the robots. To move to the centre, each robot will follow the closest
robot that is vertically ahead. The centre robot stays at the same location, and rotates to the

target horizontal orientation. Once a robot reaches its target docking location and is ready
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to be connected with other robots, it changes its LED colour to green. A robot will only
connect to a robot whose LED colour is green. The robots connect one by one, and since all
the robots know how many robots there are in the group, the last robot knows there are no
more robots to connect. When the last robot is connected, it means that the assembling is
complete and it will send “Control Messages” (described in Section 3.2.3) to other robots in
the organism to inform them to start moving. The last robot determines which direction to
move by checking the distance sensors, gap sensors and dirt sensors. As shown in Figure 4.3,
transition 4 and 5, if there is no obstacle or gap in front of the robot, or if the back area is
already clean, the organism will choose to move forward, otherwise it will move backward.
When in organism mode, if any robot in the organism has detected an obstacle or gap, it will
send another “Control Message” to call for disassembling (shown in Figure 4.4(e)), and to
move down to the dirty area. The robots will re-align, dock and re-connect. This time there is
an obstacle in the front, therefore the robot goes to transition 5 and moves backwards. With
this FSM controller, the robots collectively perform a back-and-forth motion as shown in

Figure 4.4(g).

4.3.2 Bridging (horizontal and vertical)

Bridging heuristic enables the swarm to connect and form a bridge structure when gaps are
encountered, as demonstrated in Figure 4.6. This algorithm is adapted from the finite state
machine-based self-assembling control algorithm in [71]. In this section, robots have two
bridging heuristics: horizontal bridging and vertical bridging, as shown in Figure 4.6(g)
and Figure 4.6(h) respectively. When there are multiple surfaces separated by gaps, single
robots cannot cross to the other side. Similar to the sweeping heuristic, the bridging control

algorithm is a Finite State Machine, and is detaled in Figure 4.5.
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Swarm Mode

Locate connection point ! Alignment zZ , Docking
Y -
| 5 4 i
! Move forward non-stop »| Move forward Wait i
' 7y 6 y i
! 7 8 7 8 !
i v 5 Y 4 i
i | Move backwards non-stop |- Move backwards [« i
! 6 Organism Mode),

________________________________________________________________________

Fig. 4.5 The bridging heuristic: 1 — connection points located 2 - aligned and ready to dock 3
- docking completed 4 - move signal received/sent 5 - crossing a gap 6 - crossing completed 7
- front obstacle detected 8 - back obstacle detected

A robot applying this heuristic will first check if it is connected to another robot, if not, it
will observe nearby robot positions and seek to align with the robot that is horizontally or
vertically ahead, depending on if it is usiing horizontal bridging or vertical bridging heuristic.
The docking process is the same as the sweeping heuristic, where the synchronisation is
achieved by LED colours. Each robot will check the connected number of robots when it
connects, and the last robot to connect will find the number of connected robots equals to the
group size. At this point, it will send “Control Messages” to connected robots and signal all
robots to move forward, as shown in Figure 4.6(d). If a gap is detected by the gap sensor,
transition 5 (Figure 4.5) brings robot a state where it will move non-stop until the gap is no
longer detected by any robot in the group. When crossing the gap is completed, the robot
returns to original move states through transition 6. When there is an obstacle encountered,
such as a wall in Figure 4.6(f), the organism changes moving direction. Once the group is

fully assembled, it does not disassemble unless the heuristic changes.
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(a) Locate connection (b) Move to align (c) Dock (d) Move forward

points

(e) Move forward non-stop (f) Move backward after hitting obstacle

(g) Bridging (horizontal) (h) Bridging (vertical)

Fig. 4.6 The bridging heuristic

4.3.3 Exploring

Exploring is a heuristic which implements random-walk with noise. It allows robots to take
actions that scatter the group in random directions. The resulting movement is as indicated
in Figure 4.7. Each robot moves in a straight line while avoiding obstacles using Algorithm

4. Since each robot is equipped with dirt sensors on the bottom, a small amount of noise is
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introduced for the robot to change direction if the total dirt value is below a control threshold

Tdirt .

Fig. 4.7 The exploring heuristic

This heuristic allows robots to spread out on the surface, while avoiding cleaning the

cleaned area.

Algorithm 6 Heuristic: Exploring

1: while termination criteria is met do

2 Set robot linear speed v = vy

3:  Observe dirt sensor readings

4:  if Total detected dirt < Ty;,, then
5: o < @+ randomNoise(—0.1,1)
6 else

7 w=0

8: endif

9: end while
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4.3.4 Circling

Fig. 4.8 The circling heuristic

Circling is a cleaning pattern that is widely used in cleaning robots, as mentioned in [40].
Robots perform a spiral motion, following with straight lines in random directions, as shown

in Figure 4.8.

Algorithm 7 Heuristic: Circling

1: while termination criteria is met do
2 Initialise v,y = vg, @,; = )y

3 Vit = Vyr + Oy

4: v+ min(vy, Vipax)

5 @y Oy — Py

6 ® < max(w,,0)

7: end while

This heuristic as described in Algorithm 7 calculates the linear velocity v and @. v is first
initialised to a small value vy and @ is initialised to a relatively large value @. A large initial
angular velocity allows the robot to move in a small circle first. At each control step, a small
value o, is added to the linear velocity and a small @,, is reduced from the angular velocity.
This makes the robot slowly move in a growing circle and outward, as shown in Figure 4.8.
The increasing linear velocity makes the robot slowly reach the maximum speed. When the

angular speed is reduced to 0, the robot moves in a straight line. Obstacle avoidance and gap
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avoidance in Algorithm 4 and Algorithm 5 are used in this heuristic, therefore in the second

stage of the heuristic, robots perform a movement in a straight line.

4.3.5 Flocking

This local controller enables robots to follow a flocking behaviour based on the behaviour
described in [107]. This heuristic commands robots to stay relatively close to each other and
avoid obstacles, while preserving some degree of random exploration.

The rules introduced for flocking are :

1. Robots avoid collisions,
2. Robots attempt to stay close to teammates, and

3. Robots attempt to match orientation with teammates.

(a) (b) (©) (d)

(e) ® (€9)

Fig. 4.9 The flocking heuristic

Unlike other heuristics where rules are somewhat directly translated into code, these rules

are more like design guides that help shape the velocity calculations. To realise the flocking
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rules, each robot iteratively calculates its target relative position according to neighbour
positions and orientation as follows. Assume the position of the robot Py = (xg,z9). To
avoid collisions, each robot calculates a repulsion vector Ry, = (Xg,zg) from D,inops =
(Xminobss Zminobs )» Which is the direction vector of the closest obstacle detected from proximity

sensors, to let Ryep, = —Dipin:

XR = —Xminobs

ZR = —Zminobs

To make robots stay together, P(X,Z) calculates the average position of nearly flocking robots,

assuming there are n flocking teammates with coordinates {(x1,z1), (x2,22)...(xn,24) }:
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Robots also attempt to match orientation with teammates, and to achieve this, robots calculate

the average orientation of other flocking robots O.

Each robot satisfies the three rules by summing the three vectors R, P and 0. At each time

step, the next position is calculated as:

X =X+S8,-cosO+xg
_|_

S, -sinO + zg

where S, =5, =0.5.
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4.3.6 Raster Scan (Horizontal and Vertical)

o

(a) Raster Scan (horizontal) (b) Raster Scan (vertical)

Fig. 4.10 The raster scan heuristic

This heuristic allows robots to perform a raster scan-like motion in the north-south direction,
similar to the behaviour described in [106]. The control algorithm works as follows: each
robot keeps a record of its visited locations, and at every time step, the robot checks its
surrounding in the order of north, south, east and west. If there is no obstacle or gap in that
direction or the location has not been visited, the robot will add the direction to move set M.
If M = 0, the robot will move towards a random direction, otherwise the robot will choose
the first move M(0) in the move set.

The heuristic allows robots to perform movements as shown in Figure 4.10.

4.3.7 Neighbourhood Search

This heuristic performs a neighbourhood search algorithm [39] according to the amount of
dirt detected around the robot. It periodically checks the robot dirt sensors and steers the
robot in the direction where there is the highest amount of detected reward. For every step

t, the robot determines its moving direction Dr = { front, right left,back} from dirt sensor
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Algorithm 8 Heuristic: Raster Scan

1: read the robot position sensor, initialise available move set Dy, map of visited locations

My
2:1=0
3: while robot position changed do
4: i+ i+1
5:  update map M,
6:  check in the order of north, south, east, west direction:
7. if no obstacle or gap in that direction OR location has not been visited then
8: add direction to available move set D;
9: endif
10:  if D; is empty then
11: move towards a random direction
12:  else
13: select the first element in D; and perform that move
14:  end if

15: end while

Fig. 4.11 The neighbourhood search heuristic

readings Dy

argmax(Ds(t)), if r,(t) < threshold
Dr(t) =

Dr(t—1), otherwise.

The heuristic behaviour is shown in Figure 4.11.
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Algorithm 9 Heuristic: Neighbourhood Search

1: for every time step do
2 if obtained reward R; < Tyzjg;, then X
3 read from dirt sensors, update expected rewards R
4: move towards the direction d; <— argmax Ry

5:  else

6 di < d;i_

7:  endif

8: end for

4.4 Group Learning of Heuristics

In the previous section of this chapter we have presented an MAB-based hyper-heuristic
method which has validated the effectiveness of the proposed hyper-heuristic framework
over a range of environments. The robots learn individually using their local observations
and rewards, and whether the group should accept a heuristic that is beneficial for the whole
group is determined through a voting-based decision making mechanism as described in
Section 4.2.4. This section discusses how other means of group decision making can improve
the learning of heuristics. While the voting mechanism in Section 4.2.4 only shares robots’
proposal and votes with other robots, which is good for systems with limited communication
capacity, this section introduces methods that makes decisions through sharing knowledge
using local robot communication.

Ozcan et al. [99] has found that group decision making strategies can act as good move
acceptance methods in hyper-heuristic algorithms where multiple moves are available. In our
proposed multi-robot hyper-heuristic framework, group decision making is used to determine
the acceptance of heuristics.

Recall in Section 4.2.4, we introduced a group voting mechanism that chooses the
heuristic that is preferred by the majority of the group. Since robots explore the environment
and continuously learn which heuristics are best from local observations and rewards, their

preference is related to their own benefit.
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In the voting mechanism, a heuristic is accepted if

N
Y d,>6
n=1

where d,, is the robot decision on acceptance, N is the number of robot decisions received,

with “accept the heuristic” as d,, = 1, and reject as d, = 0. 0 is the acceptance threshold.

4.4.1 Methodology of Group Learning with Knowledge Sharing

In this section, we discuss methods that allow robots to share a part of their heuristics scores
to help other robots select heuristics. Robots iteratively learn their own heuristic score
table according to the applied heuristics’ past performances. After updating the heuristic
score table for the robot swarm, each individual robot may have a different score. Hence a
collective decision making strategy is proposed to determine the best heuristic for the whole
swarm for the next time interval. Similar to the voting mechanism, which requires each
robot to vote on a candidate heuristic, this section proposes two other strategies which are
also inspired by social decision making [124], to identify the heuristic that reflects the group
interest.

For a group of N robots and K heuristics, the heuristic score matrix of the swarm is:

hll h12 ]',\113 ]fllK

]fl21 ]’,‘l22 }Al23 ]fl2K

A
I

ilNl ilNZ fZN3 iZNK
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The first strategy calculates the sum of each heuristic score across all robots in the group,

and the heuristic with maximum total score is selected:

N
Tnk
kselected = argmax Z h" (47)
1<k<K =]

This strategy aims to maximise the total group performance score for the next iteration, so is
named MAX-SUM.

The second strategy is named MAX-MIN as it finds the heuristic with the best minimum
score. If the minimum score of each heuristic, and selects the heuristic that has the maximum
minimum score.

Kselectea = argmax{arg min 7"} (4.8)
1<k<K 1<n<N

In this way, the selection of heuristics utilises not only the preference of each robot, but
also their own evaluations of heuristics. The MAX-SUM strategy aims to maximise the
overall performance of all robots, while the MAX-MIN aims to make sure no single robots

are behaving very badly.

4.4.2 Implementation with Swarm Robots

With the proposed MAB-based hyper-heuristic algorithm in Section 4.2, robots start with
an initial heuristic, and the same score izf) for each heuristic in the repository. This is based
on the assumption that the environment is unknown, which means there is no knowledge of
which heuristic is better. The robots perform actions for a period of time guided by the initial
heuristic, and learn heuristic scores online according to the method described in Section
4.2.4.

With the voting mechanism in Section 4.2.4, any robot can propose a candidate heuristic
for the next time interval to the group, and the robots send communication messages to each

other as described the diagrams in Figure 4.2. A robot first sends a candidate heuristic to



4.4 Group Learning of Heuristics 83

neighbouring robots. The neighbouring robots then run RW selections according to their
locally kept heuristic scores and compare their selections with others. If they match, the
neighbour will inform the proposing robot of its acceptance. If the majority of the group
accepts the proposed heuristic, the group will collectively decide to accept the candidate
heuristic and will apply that heuristic for the next iteration. If the candidate heuristic is
rejected, another proposal will be made, and the process repeats until a candidate is accepted
by the group.

To integrate the knowledge sharing decision-making with the decentralised robot group,
after the heuristic scores are updated, any robot can request heuristic scores from other
robots to determine the next heuristic. In order to physically achieve the collective decision
process described in Section 4.4.1, the robots send communication messages to each other
following the diagrams in Figure 4.12. When a robot has received a request for scores, they
will send the line in their heuristic score table [A!, 2%, 43...hK] which indicates the score for
each heuristic after the heuristic in the last time interval has been applied. After a robot has
collected heuristic scores of neighbouring robots in the group, it uses the MAX-SUM or

MAX-MIN method to select a heuristic and update the other robots.

(1) Request Heuristic Scores

!

[AY, h?, A% .. RK] (2) Send Score Table

!

Robot , D
‘\\Rob()“é' W Group Decision
@ / .%‘ Making
/ Robot l
Robot Update

(@) (b)

Fig. 4.12 Implementation of Group Decision Making.
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4.5 Experiments and Results

This section introduces the swarm robot experiments in 3D simulation in order to verify
the effectiveness of the proposed hyper-heuristic algorithm. The application area is surface
cleaning where multiple surfaces exist. To move from surface to surface, robots need to
physically connect to move each other across surfaces. To clean the surface efficiently, robots
may sweep, crowd or scatter on the surface according to the environmental layout. No
single behaviour is able to clean multiple surfaces, so the problem requires combinations of
heuristics. In the real-world, cleaning of multiple surfaces such as the outer surfaces of a
building is often complex and large. It is usually costly to build a map of each surface for
robot cleaners. Even if a map is built, during the cleaning process, the changes caused by
windows opening/closing or decorations will make the map become outdated and inaccurate.
In such a dynamic environment, swarm behaviours need to be adaptive and decentralised.

In the experiments conducted in this section, the robots are each programmed with
the multi-armed bandit based online-learning robot hyper-heuristic algorithm described in
Section 4.2. The robot hardware, simulator and environmental setups are described in Chapter
3.

The hyper-parameter tuning for the robotic system involves two independent stages. The
heuristic parameters are tuned individually as separate control algorithm units, in order to
achieve better performance by themselves. The hyper-parameters are tuned with the whole
system integrated. In this application, the Iterated Racing (irace) tuning method is used
because it is effective and prunes the space of parameter value combinations that have to be
checked, and the details to the method can be found in [74]. The tuning results are shown in

Table 4.2, and are used as the parameters in all experiments.
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Table 4.2 Tuned values of hyper-parameters and controller parameters.

(a) Heuristic Parameters (b) Hyper-parameters
flocking: Sy 0.5 Learning rate 0 0.29
flocking: S, 0.5 Choice Function o 0.99
Kiise 1.0 Choice Function 8 0.01
Ko 10.0 Choice Function y 0.9
R,void 0.46m Group acceptance O 0.5
Time interval length 7' || 40s

4.5.1 Robustness In Different Environments

Four different layouts of facade surfaces are used in the experiments as shown in Fig. 4.13.
Environment (a) is a flat surface with the dimensions 8m x 8m, bounded by four barriers;
environment (b) is the same size, with 50 obstacles; (c) has four gaps on the surface, which
single robots cannot cross; (d) has four gaps and 30 obstacles.

The positions of obstacles and gaps are randomly generated, thus different in each
experimental run. Robots have no prior knowledge about the surfaces.

Figure 4.13 shows the cleaning progress of the robots using the hyper-heuristics at 5,
25 and 50 iterations. Since the purpose of the experiments is not to show the completeness
of cleaning, but the effectiveness of behaviour sequence construction, 50 iterations are
adequate to show the characteristics of the performance curve, as detailed in the resulting
plots. Therefore the termination criteria of the algorithm is terminating after 50 iterations. It
can be seen that the robots are able to perform the cleaning task continuously and robustly for
50 iterations, as the area cleaned over the four environments is continuously increasing. In
environments (c) and (d), robots are able to automatically assemble to move across surfaces,
and disassemble on new surfaces. This shows the feasibility of the proposed hyper-heuristic

methodology on self-assembling robots, and that it can be applied in real-world applications.
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Fig. 4.13 Cleaning progress of the swarm at 5, 25 and 50 iterations in four types of environ-
mental layouts: (a) flat empty surface, (b) surface with obstacles (indicated by red blobs), (¢)
five surfaces separated by gaps (black stripes), and (d) five separated surfaces with obstacles.
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4.5.2 Comparison of Heuristic Selection Methods

In this part we compare three different heuristic selection methods as discussed in Section
4.2.4: Roulette Wheel selection, Greedy selection and Simple Random selection, which
randomly samples heuristics from the repository. The robots are simulated cleaning at the
maximum speed of 2.98m? per time interval of 40s, which for simplicity, we define as one
unit area. Each group performs cleaning tasks for 200 runs across the four types of layouts

(Fig. 4.13). Fig. 4.15 plots the performance distribution grouped by environment types.

| i I Roulette Wheel | |
5 = H ¢ — [ ]Greedy
o + ' 4 [Isimple Random
8 30 E ) E | ) ]
© | ! L H T ! .
8 25F 1 D l Lo E [ T o 1
L + |
<_£ 20 + | l-_LI 1 E D T |
e l + I ! : D
|
P 15| L Loy -
+ + + 1]
10 = L L 1 L i
Empty Obstacles Gaps Obstacles and Gaps

Types of Environmental Layout
Fig. 4.15 Comparing three hyper-heuristic selection methods: Roulette Wheel, Greedy and
Simple Random over four types of environments.

Through Mann-Whitney U tests [81], it can be confirmed that both RW and Greedy
methods have statistically better performance than Simple Random. Greedy has the best
performance in empty and obstacles environments, while RW outperforms Greedy in envi-
ronments that have gaps. RW also gives 48.19% less variance in performance over the four
environments. This is because RW selection hyper-heuristic is quick to explore the heuristics
that have not performed the best, but could lead to better performance later, therefore is
more adaptive in complex environments. Greedy hyper-heuristic is very effective in simple
environments, such as the empty surface, but if the user requires robustness in different

environment types, RW is a better option.
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4.5.3 Learning Comparing to No Learning

We further investigate the performance in each environment in Figure 4.14. For comparison,
a hyper-heuristic with no learning is implemented, where heuristics are randomly sampled
from the repository at each decision point. To reach all surfaces, and move effectively in
environments with many obstacles, the swarm needs to learn the heuristics that perform
better in these scenarios. Comparison results with the baseline method shows that the online
learning hyper-heuristic is successful in finding sequences that perform better, based on the
improvement of 28.86%, 37.34%, 21.51% and 18.86% in each environment, and overall
improvement of 27.52%.

We also plot the efficiency improved by learning in each iteration:

XA

t NL )
i=1 i

e(t)

where fl-L and fiN L are the areas cleaned (objective values) at iteration ¢ by the swarms with
and without learning respectively. It can be observed from the results shown in Fig. 4.16 that
in the majority of the cases, the behaviour construction with learning is superior (95% of the
points are above 0). Also the method gets better with time, as shown by the blue solid line
representing the trend, indicating that our method continuously improves at learning the best

behaviour.



4.5 Experiments and Results 89

0-6 T T T T
X -
++ X
X X
0.4 F i & L X0 P
o Hb ¥
=X X +Xx
8 0.2 + X 4
5 ;
()] +
E OB = x Oo o & ]
) x  Empty
02+ Gaps J
+ Obstacle
Gaps and obstacles
-04 1 1 1 1
0 10 20 30 40 50

Iteration
Fig. 4.16 Performance difference for every iteration between online learning hyper-heuristics
and no learning.

This demonstrates that without knowing each particular layout, the robots are able to
learn the suitable heuristics and autonomously clean multiple surfaces. This offers the
advantage of performing tasks without prior knowledge of the environment, and without
human supervision. It means that in a real-world scenario, human workers will only need
to transport the robot cleaners from building to building and install them on the starting
surface, without providing prior knowledge of the building facade layout. Very little or no
re-programming of the robots is required between tasks, and no human intervention is needed

during the cleaning process.

4.5.4 Comparison of Group Learning Strategies

The aim of experiments in this section is to compare the group learning strategies proposed
in Section 4.4. We first discuss the robustness of the strategies in different scenarios.

The same environments and environmental setups as used in previous sections are
used again for consistency, and five robots are used in experiments. The hyper-heuristic

implementation is tested in four types of environments shown in Fig. 4.17. To refresh,
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Fig. 4.17 Cleaning progress of the swarm at 5, 25 and 50 iterations in four types of environ-
mental layouts: (a) flat empty surface, (b) surface with obstacles (indicated by red blobs), (¢)
five surfaces separated by gaps (black stripes), and (d) five separated surfaces with obstacles.

Environment (a) is a flat surface that is 8m x 8m, bounded by four barriers; environment
(b) is the same size, with 50 obstacles; (c) has four gaps on the surface, which single robots
cannot cross; (d) has four gaps and 30 obstacles. The obstacles and gaps are randomly
placed in the environment, and are different in each experimental run. Robots have no prior
knowledge of which heuristics are suitable for a specific environment.

Results from Scenarios (a) and (b) show that the robots are able to perform the cleaning
task continuously and robustly with the presence of walls and obstacles, and those from (c)
and (d) show that robots are able to move across surfaces to clean.

To show the effectiveness of the collective decision making, we compared the results
with the benchmark method in Section 4.2.4 where iterative voting is used to determine the

best heuristic over 30 runs under each experimental condition. The benchmark method uses
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Table 4.3 Comparing Mean and Std MAX-SUM, MAX-MIN with Voting in surface cleaning

over 30 runs

Environment | Strategy Iteration | Iteration | Iteration | Iteration | Std
5 10 25 50
Voting 3.5190 6.6389 16.0767 29.5652 2.6209
Empty MAX-SUM | 3.9862 & | 7.8382 %+ | 18.7146 £ | 34.8393 £ | 2.0073
MAX-MIN | 3.7504 | 7.4416 = | 19.0949 & | 35.1158 i | 1.8367
Voting 3.2409 6.4697 15.0475 28.0052 3.1566
Obstacles MAX-SUM | 39173 & | 7.5398 £ | 17.8297 & | 32.8875 £ | 2.3756
MAX-MIN | 3.7029 £ | 6.7881 © | 17.2879 % | 32.2359 % | 2.0985
Voting 2.5055 49182 11.4324 21.9716 3.2797
Gaps MAX-SUM | 3.0322 % | 59019 £ | 14.3134 % | 25.3342 1 | 2.4588
MAX-MIN | 2.7628 | 5.8101 £ | 12.7129 % | 23.8899 % | 2.1364
Voting 2.4350 4.8998 11.0722 19.8920 2.8743
Gaps and
Obstacles MAX-SUM | 258126 5.6010 £ | 13.2607 £ | 24.4293 % | 3.6064
MAX-MIN | 2.5870© | 5.5249 © | 12.6025 % | 23.8831 & | 1.9721
Voting 2.9251 5.7317 13.4072 24.8585 5.0173
Overall MAX-SUM | 3.3792 & | 6.7203 = | 16.0296 % | 29.3726 & | 5.2839
MAX-MIN | 3.2008 £ | 6.3912 & | 15.4245 % | 28.7812 £ | 5.4000

the Roulette Wheel selection method because experiments in Section 4.5.2 indicate that RW

selection with the voting algorithm has the best performance so far overall. Table 4.3 detailed

the performance increase with MAX-SUM hyper-heuristics and MAX-MIN hyper-heuristics.

The performance are measured from the total number of unit area cleaned, as mentioned

in Section 4.5.2. Mann-Whitney U tests have been performed on the results. A i symbol

indicates a p value < 0.05 comparing to voting, while & indicates a p value > 0.05.

In this part we used the voting method in Section 4.2.4 as a benchmark, and compare the

two proposed group learning strategies MAX-SUM and MAX-MIN with it. The benchmark

method requires a candidate heuristic to be selected and proposed to the group, and according
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Fig. 4.18 Comparing mean performance of MAX-SUM, MAX-MIN and the benchmark
method over 30 experimental runs

to each robot’s acceptance criteria, the heuristic accepted by the majority of the swarm will
be the group heuristic.

Each group performs cleaning tasks for 30 runs under each of the four types of layouts.
Fig. 4.18 plots the mean performance of the proposed group decision making strategies

compared to benchmark for every iteration, where the objective is to maximise the area
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cleaned by the robot swarm. Both MAX-SUM and MAX-MIN outperform the benchmark in
all four environments, overall by 18% and 15.8% respectively.

After applying Mann-Whitney U tests on MAX-SUM performances and MAX-MIN
overall performances over 30 runs, we have found that under the environment with gaps,
the p value is 0.0096 < 0.05, indicating that MAX-SUM is better than MAX-MIN. For the
three other environments there are no statistical differences between these two approaches,
although the average performances of MAX-SUM is slightly better. Therefore we conclude
that knowledge sharing group learning strategies outperform the voting-based strategy, and
MAX-SUM performs the best among the three strategies.

In Figure 4.19, we plot the performance improvements from our methods compared
with no learning during the task execution process. No learning means randomly selecting
heuristics at all decision points. The Y-axis of Figure 4.19 is the performance difference at

each iteration calculated from
t L ¢NL
i (i =)

t NL
i=1 i

where fiL is the total area been cleaned at iteration ¢ by the swarms with learning, and fiN Lis

without learning. It can be seen that for the majority (97%) of iterations, the differences are
greater than 0. Furthermore, the differences increase over time, as indicated by the blue line
which represents the trend. By the end of 50 iterations, both MAX-SUM and MAX-MIN

have achieved approximately 67% improvement over the no-learning counterparts.

4.6 Summary

This chapter addressed the first research question and proposed a novel hyper-heuristics
methodology combined with online learning to coordinate swarm robots, in particular,
self-assembling robots. Building surface cleaning is used as a case study to evaluate the

framework. The task was carried out on a real-physics robot simulator, and a range of
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Fig. 4.19 No-learning vs. MAX-SUM and MAX-MIN on four scenarios.

environment types were used as test scenarios. The experiments verify that the robot swarm
can adapt in different unseen and dynamic scenarios and automatically find appropriate
actions to fulfil the given task without manual programming and centralised control. The
experiments also show that the performance of the robot swarm can be improved through
online learning of heuristic scores.

Hence we conclude that hyper-heuristics are effective and advantageous in coordinating

swarm robots in complex tasks. With the proposed approach, robots can construct and adjust
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behaviours based on a repository of heuristics. Combined with online learning, robots can
adapt to different environments and different types of tasks. This feature is particularly
beneficial for dynamic environments and complex tasks where prior programming is often
difficult.

This chapter also integrated novel group learning of heuristics for the proposed multi-
robot hyper-heuristic framework. The group learning is achieved through local communica-
tion between robots, and the selection of heuristics is based on relevant knowledge sharing
by other robots. Through simulations and experiments, significant improvements have been
achieved across all scenarios comparing to the benchmark MAB-based hyper-heuristics in

Section 4.2.






Chapter 5

Learning Heuristics with Q-Learning

The previous chapter described the novel MAB-based hyper-heuristic approach for sequenc-
ing distributed swarm behaviours, and the enhancements achieved by adapting various group
learning strategies. The online learning method allows decentralised robot swarms to be
adaptive in dynamic and unknown environments, and demonstrated the effectiveness of the
use of the hyper-heuristic framework in coordinating swarm robots. This chapter describes
how we further improve the hyper-heuristic method with Q-learning of heuristics, which by
utilising local observations in the selection of heuristics, improves the heuristic construction
and the learning capability.

In the MAB-based hyper-heuristic algorithm in Section 4.2, the learning of heuristics
is based purely on feedback from the objective function. Although the heuristics utilise all
the sensor data and environmental information to select actions, in the selection heuristics,
no other environment-related information is involved in the decision-making. Most hyper-
heuristic algorithms have this design idea of minimising “domain knowledge” in the hyper-
heuristic layer, in order for the hyper-heuristic algorithms to be generalisable to a wider range
of problems and scenarios. In the domain of robotics, however, the sensor and communication
setup for a robot does not usually change from task to task. It can be controlled by different

heuristics or perform different tasks, but the set of sensory readings available to the robot is
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universal for all tasks and scenarios, the only difference being some sensory information is
useful and some is not. Therefore, utilising observations of the environment should not harm
the generality of hyper-heuristics for robots. Therefore, reinforcement learning, where the
decisions are made according to “states”’, which consist of observations of the environment,
can be an applicable method to further improve the hyper-heuristic framework.

Notice in the MAB-based hyper-heuristic implementation, each heuristic operates on the
swarm level, which requires the participation of all robots. This method does not accom-
modate for robots separating into sub-groups or rejoining a larger group. Reinforcement
learning, however, can fully take advantage of the fact that each robot can act as an intelligent
agent and form its own policies to act upon while maintaining cooperation with other robots
on a hyper-heuristic level.

In order to plan for each robot in a decentralised manner, multi-agent Q-learning is a
good option because the information of neighbouring robots can be embedded in the state
representations and the policy. For each robot, the policy it develops allows it to act according
to its own local observation, and the policy can be different from other robots.

Q-learning hyper-heuristics proposed in this chapter, however, allow robots that use
different heuristics to learn together and develop policies that cooperate across different
groups of robots. The cooperation comes from the self-organised teaming mechanism that
will be introduced in this chapter. The Q-learning-based hyper-heuristic makes the robot
group achieve better performance.

We consider an environment that can not be monitored or observed globally. A set of
robots U is equipped with on-board processing, sensing and communication devices for local
information. The robots aim to fulfil a collaborative task. There is no central “brain” for
all robots, thus each robot is considered an independent machine learning agent. A robot
only relies on its on-board sensors to observe its local environment, making the environment

non-stationary in the view of each robot. There is noise in robot sensor readings and the
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inter-robot communication capacity is limited, which prohibits sharing memory or large

amounts of experience data.
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Fig. 5.1 The self-assembling robot state representation

Reinforcement Learning (RL) considers tasks that can be modelled with Markov Decision
Process (MDP). Machine learning agents interact with the environment and receive rewards
from the environment. Reinforcement learning aims to maximise the long-term reward.

In action-based reinforcement learning, the choice of state representations is usually
problem-specific. For learning heuristics, abstract states are often used to make the learning
algorithm more generalisable to a range of problems. In the domain of robotics, the feedback
from the environment comes only from sensors and communication devices installed on
the robot. The hardware sensing range and communication capability constrain the state
space for each learning agent, where states are representations of features extracted from
sensor readings. Here we introduce our state, action, heuristic and reward definitions in the

Q-learning hyper-heuristic framework:

* States. In this study, the state representation is formed from raw data sampled pe-
riodically from the robot hardware. At each time step, a robot observes the local

environment state s, € S. The set of robot states

S:{SM:(DMPJ‘?GS?Cvnr)} (51)
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where Dy denotes the dirt sensing camera observations, P is the array of proximity
sensor readings, G; is the gap sensor reading, ¢ denotes the number of neighbouring
robots that are physically connected with the current robot. nr € {0, 1} where 0 for no

reachable robot and 1 for having at least one reachable robot around.

In this study, given self-assembling robots with sensory arrangements shown in Figure
5.1, the robot has 4 dirt sensing cameras installed, therefore Dy = {d;,d>,d3,ds}. An
array of 4 proximity sensors is equipped to face robot front, left, back and right to
avoid collision. Py = {p1,p2,p3,pa}. Gap sensors G; = {gr, g} are at the bottom
front and bottom back of the robot. The robot has two axial gripper arms and two side

arms. ¢ € {0, 1}, which represents if the robot is physically connected to other robots.

Action. The action space is defined by single robot control actions. For any robot

uecl,s, €S, the set of actions

A(sy) ={an=vyo,mg)lveV,oe QmeM,g € G} (5.2)

where v € V denotes the robot linear velocity and the set of allowed velocity V €
[Vinin, Vimax)- The set of robot angular velocity Q € [@pin, Omax|, and the set of inter-
robot messages M € {my,my, ...} and physical robot gripper connect/disconnect action

set G €4{0,1,2}.

Heuristic. The set of heuristics H is a collection of robot control algorithms. For any
h, € H, h, selects an action a, € A given a robot local environment state s, € S. Let
robot u € U, a,(t) = 74,(s",) where 7, represents the algorithm of heuristic £, that

outputs the action a, € A for every ¢.

Rewards. As robots interact with the environment, apart from observing the state,
they also have sensors that receive feedback about the task progress, which makes up

the reward r, in reinforcement learning. In the application of surface cleaning, robots
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sample from the dirt sensor continuously on the bottom of the robot and calculate
collected dirt d,, during every time interval with length 7. The reward received in each

time interval is:

T
ru=Y,du/t (5.3)
t=0

5.1 Action Based Learning

We first give the background of commonly used multi-agent reinforcement learning, which
learns action-based policies [68]. At each time step ¢, in the set of agents U, agent u € U
observes its local environment state s, € S and takes an action a, € A to interact with
the environment and other agents, and obtains reward r, from the environment, as . The
environment advances to the next state s, € S at time 7 + 1, following a state transition
probability p(s)|su,a,). The policy for agent u is denoted 7, : S — A. Reinforcement
learning aims to find the optimal policy 7, : S — A. This study considers infinite horizon,

and the state-value function is defined as

On(5urtta) = El Y 77450 = shocty = (5.4)
=0

Estimates of the optimal values can be learned using Q-learning. Agents explore in the

environment and Q-values are iteratively updated by every agent using the Bellman Equation:

Q(su,ay) < (1 — ) x Q(sy,a,) + o (r, + y+*max Q(s,,a,)) (5.5)

ay

where 7y denotes the discount factor for future rewards and « is the learning rate, and r,, is

defined in Equation 5.3.
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To balance exploration and exploitation when agents interact with the environment, &-
greedy algorithm controls the agent to choose a random action with probability €, otherwise
T = argn}laxQ(su,au).

In the domain of robotics, the state space and action space are both continuous. In this
section, we use the reinforcement learning with the bins method to transform the state and

action space respectively into discrete and finite space. All dimensions are divided into “bins’

according to the lower and upper limits, then a tabular method can be applied. The Q-table

Q(Suaau)'

Algorithm 10 Decentralised Reinforcement Learning over Actions

1: for Vu e U do

2:  Initialise Q(sy,a,)

3 while task is not terminated do
4 if probability > € then

5: al, argmax (s, ay)
6

7

8

9

else
Select a random action a/,

end if

Apply action d,
10: Observe state sifl, obtain reward r,,
11: O(s',d,) + (1—a)*«Q(s",a,) + ax* (r, + y* n}laxQ(sffl,au))
12: t+—t+1 '
13:  end while
14: end for

It is known in general that learning independent Q models proves to be inefficient in multi-
robot coordination because from the perspective of a given agent, the remaining environment
is non-stationary. In the next section, we address this problem by introducing the learning of

heuristics.
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5.2 Heuristics Based Learning

Standard reinforcement learning agents explore the environment and obtain State, Action
and Reward tuples, while this section proposes learning on State, Heuristic and Reward.
Fig. 5.2 shows the structure of the decentralised multi-robot learning framework, and the
rest of this section describes the robot-environment interaction model, policy optimisation,

self-organised teaming and rewards sharing in detail.

Self-organised teaming

Reward sharing between teamed robots

™
+ Inter-robot communication
Environment
. /

Fig. 5.2 The framework of decentralised multi-robot learning on heuristics

At each time step ¢, agent u € U observes the local environment state s, € S and obtains
reward r, from the environment. Robots choose a heuristic /!, at each time step from the
heuristic set H, apply the heuristic to the current state and generate an action a,(t) = J¢,(s’,).
The robot performs the action to interact with the environment and obtains reward r,,. Each
robot performs policy optimisation independently and locally. Implementation-wise, the
robot’s on-board processor is loaded with control programs that take s, as input and outputs
ay according to the selected heuristic. The algorithm descriptions used in this study are given
at the end of this section.

Algorithm 11 is a Q-learning implementation of the above framework. It is executed in

parallel in each robot. While the task is not finished, at each time step ¢, a robot selects a

heuristic. With the selected /!, the robot applies the corresponding heuristic and generates
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Algorithm 11 Decentralised Reinforcement Learning over Heuristics
1: for Vu € U do

2:  Initialise Q(s,, hy)
3:  while task is not terminated do
4: if probability > € then
5: hl, + arg max (s, hy)
6: else '
7: Select a random heuristic 7,
8: end if
9: Apply heuristic d', < J4,(s")
10: Observe state s;“, obtain reward r,,
11: if there is collaborating robot with heuristic /!, then
12: Send r, to collaborating neighbouring agents, receive r; from n connected neigh-
bours
13: ra < (ru+ X ri)/(n+1)
14: O(si,, h,) < (1—a) «Q(s!,, 1) + ot (rg + % max (st hy))
15: else '
16: O(si,, h,) « (1—a) «Q(s!,, 1) + ot (ry, + 7 max (st hy,))
17 endif '
18: t+—t+1
19:  end while
20: end for

a',. The environment advances to the next state after the robots have executed their actions.

Then the robots perform the following:

* Self-organised teaming In the heuristic repository, there are heuristics that requires
collaboration and communication between multiple robots, for example, the bridging
heuristic that control robots to physically connect and help each other move across gaps.
If a robot has selected a heuristic h; it will seek to form a team with nearby robots
that have selected the same cooperative heuristic. A simple handshake is implemented
in which the robot broadcasts its heuristic to neighbouring robots, then it listens
for agreement messages returned from robots that have selected the same heuristic.
Robots that are self-organised into the same team share the reward. At each time step,

teamed robots broadcast their local rewards r,, within the team and each robot replaces
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its reward for learning with the average team reward r, < (r, + Y7, ri)/(n+1).
The collaboration and communication mechanisms are embedded in all cooperative
heuristics. A robot automatically leaves the team when a different heuristic is selected
according to the current policy. In the scenarios where the robots are connected and

moving together, the leaving robot automatically disconnects from the team.

If there are reachable robots that are applying the same heuristic, the averaged team
reward r, is used for policy optimisation, otherwise the robot uses its raw obtained

reward r,,.

* Policy optimisation To balance the exploration and exploitation, the heuristics are
selected using €-greedy selection, as shown in Algorithm 11 lines 4-8. At every step ¢,
Q-values are updated from each robot’s {s,, h,r,s,,}, where r can take the value of r,

or r, as discussed above. Robot Q-function is updated iteratively as follows:

O(sy,hy) < (1 — )« Q(sy,hy) + ax (r,+y* n}lax (s, hy,)) (5.6)

u

This process is distributed without inter-robot communication. With a probability &,
the robot randomly selects a heuristic from H, otherwise selects the heuristic with

maximum Q(s, ).

The inter-robot communication in this process is quick and brief since it is only at the
hardware control command level. In other words, this decentralised framework does not
require sending past experience, sharing states or sharing rewards. This makes the multi-robot
system feasible in environments that can only allow for low communication capacity.

The reason for the improvement Q-learning of heuristics brings over the MAB-based
online learning is that Q-learning utilises the environmental observations in selecting heuris-
tics, while the MAB-based hyper-heuristic only uses the heuristic evaluation value. Unlike

the MAB-based adaptive hyper-heuristic algorithm which treats robots performing different
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heuristics as part of the environment, the Q-learning hyper-heuristic method in this chapter
allows robots to cooperate and learn together with robots using different heuristics. This is
achieved through the state-heuristic learning model, which allows robots to take the status of
other robots as well as the environmental state into account in the decision making of heuris-
tics selection. On the other hand, the MAB-based adaptive hyper-heuristic algorithm treats a
robot group as a whole at all times and optimising a robot’s own reward does not equate to
optimising the group reward. The experiments comparing the two types of hyper-heuristics

are given in Section 5.5.

5.3 Group Learning with Advising

In Q-learning hyper-heuristics, each robot learns independently and maintains its own Q-table.
This section introduces a method that allows robots to learn faster through communication.

In solving both small-scale and complex problems, reinforcement learning agents are
known to take a large number of learning iterations to reach convergence in policy. When
multiple agents exist, learning independently in parallel is less efficient than sharing some
knowledge and learning collaboratively. While many approaches exist to address this, they
either need an expert in the system such as a teacher [130], or require a large amount of
communication such as episode sharing. The multi-agent advising framework [24], however,
allows multiple agents to advise each other while learning together in the same environment.
Any robot can seek advice when it is not sure about what to do, and any other robot that is
more confident can give advice.

In [24], authors have identified scenarios where the advising mechanism is useful:

1. A learning agent is in a new state, but the state has been explored by another reachable

agent.
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2. A learning agent joins a system in which other agents have been learning for some

time.

3. A learning agent’s learning approach is less efficient than another reachable agent.

Since this thesis only concerns robot swarms that use the same learning algorithm, the

proposed advising method is useful in the first two scenarios.

- A
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Environment

Self-organised teaming

Reward sharing between teamed robots

+ Inter-robot communication

Policy
optimisation

Policy
optimisation
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Importance advising

Policy
optimisation

Inter-robot communication

Fig. 5.3 The framework of multi-robot learning with importance advising

Figure 5.3 shows where importance advising lies in the Q-learning hyper-heuristic

framework. After the policy optimisation step, described in lines 12-17 in Algorithm 11, the
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Algorithm 12 Heuristic Selection with Importance Advising
1: for Vu € U do

2:
3:  Policy optimisation
4:  if state s’, has never been observed then
5: Send request for advice to reachable robots
6:  else
7: Calculate ask probability P,(s’,) = (14v) VN0
8: if probability < P, (s!,) then
9: Send request for advice to reachable robots
10: end if
11:  endif
12:  if there is request sent then
13: I, <0
14: for all receive answers An(s’,) do
15: 1, «+ I, UAn(s')
16: end for
17: if IT, # 0 then
18: Perform e-greedy selection on I1,
19: else
20: Perform the usual €-greedy selection
21: end if
22:  else
23: Perform the usual €-greedy selection
24:  end if
25: end for

importance advising strategy allows a robot to communicate with neighbouring robots, ask
and give advise about which heuristic to select next. The pseudo-code for the importance
advising algorithm is shown in Algorithm 12. This process happens after lines 12-17 in
Algorithm 11, for all robot learning iterations. For a robot u € U, if the current state observed
by the robot s/, is a new state, the robot will send robot messages to neighbouring robots
asking for advice. Otherwise, as shown in lines 6-11 of Algorithm 12, if the current state has

been observed before, the probability of asking other robots for advice is defined by

Py(st,) = (1+v) VNG (5.7)
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where N(s') is the number of visits of state s, and v is the scaling factor that controls
the probability of asking for advice. Robots send query requests to reachable robots with
probability P, (s’).

After the asking stage, if the robot has asked for advice, it will listen for answers from
replied robots. For all neighbouring robots that have received an advising request, they

calculate the importance I(s')) as:

I(s') = max Q(s!,,h) — min Q(s’ , ) (5.8)

The advising robot prepares the answer An(s,) according to the calculated I(s’,), as shown

in Equation 5.9, and transmits the answer back to the advisee.

n(st,), ifI(s') > threshold
An(sl) = (5.9)

0, otherwise

The advisee robot u proceeds with the algorithm at line 13, where it initialises an advised
policy IT, = 0 for storing received answers. For each answer An(s’,) the robot has collected,
which can be an empty set or the policy 7(s’,) given by the advising robot, it is stored in
I1,. If the advising policy I, is not empty, the robot selects the heuristic that has found to
have the maximum expected reward for the state with a probability of 1 — &, while selecting
a random heuristic with a probability €. If no advice has been received, or the robot has
decided not to ask for advice after line 11, the robot performs the usual e-greedy heuristic

selection strategy on Q(s’,, ).

5.4 The Updated Heuristic Repository

The heuristic repository in Section 4.3 is re-used here with some modifications. The sweeping

and bridging heuristics in the last chapter assume the behaviours are all on the swarm level,



110 Learning Heuristics with Q-Learning

which means all robots participate to perform the heuristic. Those heuristics determine if
assembling is completed simply by counting the number of connected robots. In this chapter,
the group size can be varied, and the previous way of determining when the self-assembling
is completed is no longer applicable.

In order to evaluate the dynamic grouping and regrouping procedure, this section updates
the original heuristic repository with new sweeping and bridging heuristics. These heuristics
are able to deal with self-assembling robots leaving or joining the group. In this repository,
the “swarm mode” heuristics are the same as the heuristics in Section 4.3: Exploring, Circling,
Flocking, Raster Scan and Neighbourhood Search.

The heuristics all include the same collision avoidance (Algorithm 4) and gap avoidance

(Algorithm 5) mechanisms as described in Section 4.3.

5.4.1 Sweeping

As shown in Figure 5.4, the sweeping heuristic controls the robot to physically connect with
other robots that are open for connection to form a vertical line. This heuristic has two parts:
the robot control algorithm for when the robot is connected to other robots, and the algorithm
when the robot is moving by itself. This heuristic utilises distributed control and robots are

coordinated only through LED signals.
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(a) Move in a straight line (b) Change direction

AN\

(c) Move to align (d) Align (e) Connect and move

]

(f) Move as a line (g) Sensed obstacle (h) Changed direction (i) Move forward

Fig. 5.4 The sweeping heuristic

Disassembled Control: Finite-State Machine Assembled Control: Rule-based

1. Robots are connected 180° to each other, therefore
neighbouring robots move in opposite directions to move
together, move in the same directions to rotate.

2. Ifthe robot is moving forward, its LED colour is set to green

3.  Ifthe robot is moving backward, its LED colour is set to
blue

4. Ifthe robot is connected at the end of the line, it observes
the neighbor LED colour, move in the opposite direction and

\ set its LED to the corresponding colour

: 5. Ifthe robot is connected to robots on both side and both side

1 has the same colour, it sets its movement to the opposite

' direction.

1 6. If an obstacle is sensed in the moving direction, change the

i

1

1

Sweeping robot within
detection range

moving direction
7.  Ifagapis sensed in the moving direction, change the
moving direction

Fig. 5.5 The sweeping heuristic
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Figure 5.5 summarises the sweeping heuristic. For each robot that applies the sweeping
heuristic, it observes the gripper sensor at every control loop. If the robot is not connected to
any robot, it uses a finite-state machine controller as shown in Figure 5.5. The robot moves
in a straight line if no obstacle or gap is sensed. If the proximity sensors or gap sensors have
sensed obstacles or gaps ahead, the robot will change direction to avoid the obstacle/gap.
Once the obstacle/gap is no longer observed by sensors, the robot goes back to the “Move in
a straight line” state. From the “Move in a straight line”” or “Change direction” state, when
there is a robot performing the sweeping heuristic within the detection range, the robot will
seek to assemble with it. To do so, the robot calculates the connecting position and moves
towards it, aligns the grippers and assembles.

Once the robot is connected to other robots, it uses a rule-based controller. When robots
are connected, they need to move together and coordinate their movements. In this heuristic,
the robots are connected 180° to each other, therefore if neighbouring robots’ speeds are in
opposing directions, the connected line of robots is able to move in a straight line. The robots
match neighbouring robots’ speed through robot LED colours. Since each robot has cameras
that can observe neighbouring robots’ LED colours, and sweeping heuristic rules regulate
robots to use their LED colours to indicate their movement direction, robots do not need to

use inter-robot messages to coordinate motions.

5.4.2 Bridging (Horizontal and Vertical)

The bridging heuristic algorithm is shown in Figure 5.7. When this heuristic is selected, if
the robot is not connected to any others, it moves around in a straight line, avoids obstacles
and looks for other bridging robots. The obstacle avoidance mechanism is described as
in Algorithm 4. Each bridging robot continuously broadcasts its choice of heuristic and

its location to nearby robots, while listening to other robot messages. If there is a match
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(a) 5 robots (b) Nearby robots as-(c) Head and(d) All robots con-
semble middle robots nected
connected

(e) Move forward non-stop (f) Move forward non-stop (g) Move forward

(h) An unconnected bridging
robot

Fig. 5.6 The bridging heuristic

in heuristic, the robots calculate their own docking locations according to the other robot

positions. For each robot with location (x;, z;), the alignment rules are:

1. Depending on if it is horizontal bridging or vertical bridging heuristic, a robot compares
its own x; or z; against its neighbours. If the robot has minimum x or z, it is the head

robot
2. If a robot has the maximum x or z, it is a tail robot
3. If a robot is neither head or tail robot, it is a middle robot

4. A head robot rotates at the same position (xy,z;) and orients itself in the horizontal or

vertical direction
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i 1 Swarm Mode i
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Fig. 5.7 The bridging heuristic: 1 - Obstacle detected; 2 - Oriented away from the obstacle;
3 - bridging robot detected - connection location reached; 4 - connection points located; 5 -
aligned and ready to dock; 6 - docking completed; 7 - all nearby bridging robots connected;
8 - crossing a gap; 9 - crossing completed; 10 - front obstacle detected; 11 - back obstacle
detected

5. A middle robot or a tail robot finds its rank r; in the horizontal or vertical direction,
and calculates its target location (xj, + r; * dgock, z5,) for horizontal alignment, and (x,

Zp + ri % dgoer) for vertical alignment

6. After its own docking has been completed, the robot sets its LED colour to green,

otherwise sets it to red
7. A robot only connects to robots with LED colour green
8. When a tail robot is docked, it sends move signals to connected robots

9. The tail robot decides whether to move forward or backwards: if there is dirt behind,

move backwards, otherwise randomly choose a moving direction

10. A robot starts to move when a move signal is received
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When each robot executes these rules in parallel, the robots collectively connect into
a line, as shown in Figure 5.6. This connection process describes the behaviour up to the
transition 7 in Figure 5.7. When each robot moves forward or backwards with a pre-defined
fixed speed, the the new connected-robot organism moves forward or backwards together. If
a gap is encountered, condition 8 is satisfied, which means that the organism is on top of a
gap, and should not be allowed to change heuristic during this time. This condition brings the
organism to the Move forward/backwards non-stop states. In these states, the hyper-heuristic
controller is aware that the bridging heuristic should keep being re-selected. When the gap
crossing 1s finished (condition 9), the organism returns to move forward/backwards states.
When there is an obstacle detected in the way of the robots, as condition 10 and 11 show, the

organism changes direction.

5.5 Experiments and Results

To verify that using Q-learning to learn heuristics i1s more effective than learning actions,
the proposed hyper-heuristic algorithm is evaluated on multiple types of environments. The
robots and simulator are described in Chapter 3. In this section, we first compare the tabular
Q-learning on heuristics, as proposed in Section 5.2, and the tabular Q-learning on actions,
which is described in Algorithm 10 [136], Section 5.1. Then we compare performance with
and without group learning, as well as comparisons with the MAB-based hyper-heuristic
proposed in Chapter 4. For easy reference, in the rest of this section, we use the “Q-heuristic
method’ to refer to the decentralised Q-learning over heuristics in Section 5.2, and the
“Q-action method” refers to the decentralised Q-learning over actions (Algorithm 10).

The features used as inputs to the reinforcement learning algorithms are binary represen-
tations of sensor values, as shown in Table 5.1. Four bits are used to represent dirt sensor
values, as shown in Figure 5.1, the four bits correspond to whether there is dirt in region

dy,dr,d3 and d4. A “1” represents that there is dirt in the region and a “0” represents that



116 Learning Heuristics with Q-Learning

there is no dirt in the region. The obstacle and gap representations follow the same principle,
“1”’s for where there are obstacles and gaps in that direction and “0”’s for where there are no
obstacles or gaps. A “1” for the connection status bit indicates that the robot is in organism
mode and is connected to other robots, while a “0” means the robot is in swarm mode,

moving as an individual robot.

Table 5.1 Feature representation for Q-learning hyper-heuristics

Features Number of bits
Dirt: front, left, right, back 4
Obstacle: front, left, right, back 4
Gap: front, back 2
Connection status: organism mode, swarm mode 1
Number of neighbours : 0, 1, 2, >2 2

The experiments are conducted in three types of environments shown in Figure 5.8:
1. Empty: Single surface, static environment

2. Obstacle: Environment with obstacles that change positions every 300 iterations
3. Gap: Environment with gaps

The first environment is a simple stationary environment for the purpose of demonstrating
the trend. The second environment is dynamic, since the positions of the obstacles change
randomly. The gap environment is for demonstrating the performance on multiple surfaces
which can be difficult for the swarm. These scenarios are chosen to demonstrate the char-
acteristics of Q-learning hyper-heuristics in this section, and more complex and dynamic

scenarios and comparisons are given in later Section 6.2.3.
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(a) Empty

(c) Obstacle

Fig. 5.8 Environments

5.5.1 Comparing Learning Heuristics to Learning Actions

This section compares the decentralised Q-learning on heuristics (Algorithm 11) with the
Q-learning on actions (Algorithm 10). The termination criteria for each run is terminating
after 5880 iterations for empty environment, and 14,700 iterations for obstacle and gaps
environment. Each experiment is repeated 30 times. The figures 5.9, 5.10 and 5.11 show
the distributions of team reward collected by 5 robots. The y-axes show the area cleaned in
m?, which is the measurement taken from the robot dirt camera, and each time interval is 1
second.

The parameters for Q-learning Hyper-heuristics are shown in Table 5.2. The parameters

are preliminarily values that were tuned with pilot runs.
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Table 5.2 Parameters for Q-learning hyper-heuristics

Learning rate o 0.01
Discount factor y 0.7
Initial exploration factor € 0.5
€ decay rate 0.2 per 200 iteration
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Fig. 5.9 Empty environment: team reward with Q-learning

It can be seen that in all tested scenarios, learning heuristics produces higher average
rewards than the approach of learning actions. Figure 5.9 compares the performance of the
action based Q-learning and Q-learning hyper-heuristic with the tabular implementation in
the empty environment as Figure 5.8(a). Figure 5.10 shows the comparison of Q-heuristic
method and Q-action method in the obstacle environment as Figure 5.8(c). The obstacle

locations change every 300 iterations, therefore is a dynamic environment. Figure 5.11
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Fig. 5.10 Obstacle environment: team reward with Q-learning

compares the Q-heuristic method and Q-action method in the gaps environment as Figure
5.8(b).

From the experimental results, it can be seen that the Q-learning method is effective for
both learning actions and heuristics in the sense that the team performances are improved over
the task iterations. However, it is also clear that learning heuristics have both better starting
performance and learned policies than learning over actions. In the empty environment,
learning on heuristics gives the multi-robot system a head start, with an average reward of
29.83 over 30 repetitions, which is 2.14 times the action-based average reward of 13.91.
In the obstacles environment, the improvement in the first 300 iterations from learning
heuristics instead of actions is 57.25%, with an average reward of 24.77 from learning actions

and average reward of 38.95 from learning heuristics. Learning over heuristics in the gaps



120 Learning Heuristics with Q-Learning

24 IIIIII\IIIIIIIIIIII?TIaIcIItIIRII.IIIIIIIIIIIIII\IIIII 24 IIIIIIIIIII\\IIII?\-hIeILIjIrIIﬁtIIICII\\IIIIII\IIIIII\
2| ] 2} - ]
S -
) oy . ! .
20t 1 20} . L T R I
1 T b 1 IT |||' |
ol ‘|T|‘||”;|'h_m' mﬂ' '
i |I“_IIII|‘I |III II;H | !
5 18¢ T o 1BF  npnp ST 1
1] [ ity ‘ ! |
& 5 o
216} . z 161,
3 1 T 3 !
= . | P SR P = by
< 1 T ,ri|]nT|\'I", < 14 'l IR Bk
i 'I[ | | Ty 1Ly | (R I\ll_ I
il - i l':"|||“|'-| ||1‘||:~"'|'\|'|—|
Ly e byt e
12%9@ R2p e T
I’I ° | . 1 )
|l||:l'i|:'-i|:'1::l|\:ll' - ’ !
00y e 10} ! ]
Lro ‘
8 LUl LU L L L L L L L L L L L L L L L L) 8 LUl LU L L LU LU L L L L L L L L L L L)
O O H O OB O H O DO O O O O H
Q7 AQ° Q7 AD° A0 WD QY AQ° O A0 Q¥ A7 Q7 A0 00 WD Q4D Q0 A0
ARV AT AT QT VSN AR DA AR G SRR AN
lteration lteration
(a) Tabular Q-learning on actions (b) Tabular Q-learning on heuristics

Fig. 5.11 Gaps environment: team reward with Q-learning

environment has a starting average team reward of 13.71, and learning over actions has an
average reward of 11.63. The difference at the start is 17.93%.

In the empty environment, the Q-action learning converges to a team reward of about
23.83 over 4560 iterations, and the Q-heuristic reward converges to approximately 35.83
over 3960 iterations. In this regard, the learned heuristic policy is 50.36% better than the
learned action policy. In the obstacle environment, learning over heuristics gives a significant
improvement in the team performance. In 2700 iterations, the average robot team reward
converges to around 53.34 using Q-learning over heuristics. When learning over actions,
the average reward converges in 14700 iterations to a value of 36.95. The heuristic policy
found in the obstacle environment is improved by 44.36% from the action-based policy. It
can be seen that learning actions in this dynamic environment is not every effective, which

agrees the established knowledge that traditional Q-learning is not suitable for distributed
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Fig. 5.12 Comparing the learned heuristic-based policy and the action-based policy

and dynamic environments. The problem of the environment being dynamic all the time
for each robot is addressed by incorporating multi-robot collaboration and coordination in
heuristics. The collective behaviours brought by the heuristics make the environment less
“dynamic” in the view of each heuristic. Therefore the learning of policy is more stable and
more effective. This can also be seen more clearly in the gaps environment, where Q-action
fails to learn to cross onto other surfaces. The initial performance of the Q-action method
is 11.63, and does not exceed an average of 12.75 over 14700 iterations. With heuristics,
the “bridging” behaviour is pre-programmed into robots, so that the test robots already know
how to cross gaps, and the learning process is for learning when and where to cross gaps. It
can be seen that within 8700 iterations the Q-heuristic method converges to an average team
reward of 16.67, and that this improvement is from cleaning multiple surfaces. We have also

performed Mann-Whitney U tests on the performances of the learned policies, comparing
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Q-heuristic and Q-action methods, and the p-values are all approximately 0, indicating that
the advantage of learning over heuristics is statistically significant in all scenarios.
In conclusion, learning heuristics is significantly more efficient and more effective than

learning actions with Q-learning.

5.5.2 With and Without Group Learning

This section aims to explore the effectiveness of the importance advising mechanism, which
is the group learning method for Q-learning hyper-heuristics, by comparing the performance
of Q-learning with group learning described in Section 5.3 and the performance of robots
without learning from each other. The algorithm is tested on five robots in the environments
detailed in Chapter 3, and each experiment is repeated 30 times.

Q-heuristic With Group Learning Q-heuristic Without Group Learning
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Fig. 5.13 Comparing with and without the importance advising mechanism: Empty environ-

ment
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Fig. 5.14 Comparing with and without the importance advising mechanism: Obstacle envi-
ronment

Figure 5.13 shows the comparison of Q-learning hyper-heuristic with importance advising
and Q-learning hyper-heuristic without importance advising in the empty environment. It can
be seen that in the trained policy after 5880 iterations, the average reward over 30 repetitions
with importance advising is 37.20, which is higher than an average reward of 36.67 given
by the Q-learning hyper-heuristic without importance learning. To further confirm that the
differences are statistically significant, Mann-Whitney U test is used, and the p-value is
0.035 < 0.05. The reward obtained with importance advising in the first 300 iterations is
also higher than the reward without importance advising, with values of 29.83 > 29.12.
When performing the Mann-Whitney U test, the p-value is 0.033 < 0.05. This means that
there is 95% confidence that the importance advising mechanism improves the Q-learning

hyper-heuristic in empty environment.
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Q-heuristic With Group Learning Q-heuristic Without Group Learning
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Fig. 5.15 Comparing with and without the importance advising mechanism: Gaps environ-
ment

Figure 5.14 shows the performance comparison in the environment with changing ob-
stacles, and the change cycle is every 300 iterations. The plots show that the policy with
the importance advising mechanism has greatly improved the Q-learning hyper-heuristic.
After 5880 training iterations, the average reward obtained without importance advising is
46.74, while the average reward for Q-learning hyper-heuristic with importance advising
is 54.81. After having applied the Mann-Whitney U test on the data of 30 repetitions, the
p-value is 0.01 < 0.05. At the beginning of the training, the average rewards of the first 300
iterations are 33.46 and 38.93 for Q-learning hyper-heuristic without importance advising
and with advising respectively. The p-value of the Mann-Whitney U test on the two datasets
is close to 0. The statistical tests show that the importance advising is very effective in the

environment with dynamic obstacles.
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The results in the gaps environment are shown in Figure 5.15. After 14500 training
iterations, the average reward of the learned policy with importance advising Q-learning
hyper-heuristic is 16.46, and the reward without importance advising is 15.79. At the
beginning of the training, the average reward for the first 300 iterations is 13.62 and 13.06
for with and without importance advising respectively. However, when the Mann-Whitney U
test is performed, the p-values for the end and beginning of the training are 0.209 > 0.1 and
0.236 > 0.1. This means that although the mean reward for the importance advising method
is higher, the differences across 30 repetitions are not statistically significant.

It is worth noting that although the difference between Q-learning hyper-heuristics with
importance advising and without in the empty environment is statistically significant, it is
not very large. And in the gaps environment, although the average reward of having the
importance advising method is better, the difference is not statistically significant. On the
other hand, in the environment with dynamic obstacles, the importance advising mechanism
has dramatically improved Q-learning hyper-heuristic performance, both in terms of learning
speed and the learned policy. Both the empty and gaps environments are static, therefore
during learning, each robot’s observations are similar at any time and the learning processes
are almost in synchronisation. Advising is not very useful in these scenarios because all
robots are roughly at the same level of learning and even if advice is given to peers, they
are not substantially superior. On the other hand, when the obstacles are dynamic, the
observations from each robot can be very different because of the random distribution of
obstacles. In this case, some robots might have explored many more states than others, and
are good advisers. The results verified that the presence of these good advisers in the group

makes the advising mechanism more effective.
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Fig. 5.16 Comparing hyper-heuristic methods in the empty environment

5.5.3 Comparing MAB-based Learning and Q-Learning

This section aims to verify that the Q-learning hyper-heuristic is an improvement from the
MAB-based adaptive hyper-heuristic method described in Chapter 4.

The Q-learning method enables robots to automatically form teams that apply the appro-
priate heuristics, collaborate across teams, and achieve better rewards. Figures 5.16, 5.17
and 5.18 show the comparisons between the Q-learning method and the MAB-based hyper-
heuristic on a swarm of five robots using the same heuristic repository and environments. For
fair comparison of the two machine learning methods, the MAB-based online learning has
been adjusted to have the same time interval length as the Q-learning hyper-heuristic and the
same reward averaging mechanism among cooperating robots. The baseline method, Simple

Random heuristic selection is also shown in the graphs.
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Fig. 5.17 Comparing hyper-heuristic methods in the dynamic obstacles environment

In the empty environment, the baseline method gives an average total reward of 23.47,
and it can be seen in Figure 5.16, the two hyper-heuristic methods have both dramatically
increased the cleaning ability of robot cleaners. It can be seen that the Q-learning hyper-
heuristic has better performance than the MAB-based hyper-heuristic. The Q-learning
method has an average reward of approximately 35.83 by the end of the learning, and the
MAB-based hyper-heuristic gives 34.72. After performing the Mann-Whitney U test, the
p-value is 0.0001 < 0.05. Therefore the Q-learning hyper-heuristic method outperforms the
MAB-based method in empty environment.

In the environment with dynamic obstacles, the baseline reward given by Simple Random
heuristic selection is 34.94, and the hyper-heuristic methods all have much better performance.
The Q-learning hyper-heuristic and MAB-based hyper-heuristic has similar performance:

both gives total reward of approximately 53.34. After performing the Mann-Whitney U test
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Fig. 5.18 Comparing hyper-heuristic methods in the gaps environment

on the performance of the learned policies, the p-value is 0.0901 > 0.05, indicating that
statistically, there is no significant difference at the end of the learning. This shows that
when the environment is dynamic, the MAB-based hyper-heuristic is effective because of its
adaptiveness. The MAB-based hyper-heuristic also learns faster than the tabular Q-learning
hyper-heuristic. As can be seen in Figure 5.17, it takes the MAB-based hyper-heuristic 1200
iterations to reach a reward of 53.12 while the tabular Q-learning method used 2130 iterations
to reach the same performance.

The comparison of algorithms in the gaps environment is shown in Figure 5.18. The
Simple Random heuristic selection baseline is 36.28. In this environment, the MAB-based
adaptive heuristic has better performance than the baseline, giving a reward of 43.84. The
Q-learning based methods are both significantly more effective than the MAB-based method,

achieving rewards of approximately 50.93, which is 16.17% higher than the MAB-based
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adaptive method. The Mann-Whitney U test statistically confirms the advantage with a
p-value of 0.0001. Although results confirmed that both the MAB-based hyper-heuristics and
Q-learning hyper-heuristics outperforms the baseline methods, Q-learning hyper-heuristic
has better performance. This is because the MAB-based hyper-heuristic controller does not
take environmental conditions into account in selecting heuristics, and uses the objective
value as the single feedback. The MAB-based policy is purely adaptive. On the other hand,
the Q-learning hyper-heuristic policy is more sophisticated because the knowledge is stored
in the Q-table.

In conclusion, results across a range of environments show that the Q-learning of heuris-
tics has significantly improved the overall task performance over the MAB-based hyper-

heuristic.

5.6 Summary

This chapter answered the second research question, how can different learning strategies
improve the swarm robot hyper-heuristic method, and introduced a Q-learning based hyper-
heuristic. The Q-learning of heuristics allows robots to learn their own policies while
maintaining cooperation with other robots in the swarm. We verified that Q-learning of
heuristics can integrate well into the hyper-heuristic framework, and it is significantly more
effective than action-based Q-learning.

It has also been shown that with the group learning strategy (the importance advising
mechanism) robots can learn faster and find better policies.

Comparisons with the MAB-based hyper-heuristics have been made in simulation, and
results show that the Q-learning of heuristics has achieved a significant improvement over

MAB-based hyper-heuristics.






Chapter 6

Learning Heuristics with Deep

Reinforcement Learning

Previous chapters have shown that the hyper-heuristic framework can facilitate MAB-based
online learning and Q-learning of heuristics. In recent years, researchers have found that neu-
ral networks can boost a lot of the existing machine learning algorithms. A typical example
is Deep Q-learning, where Deep Q-Networks (DQN) are used as function approximators
for the state-action value function, and have achieved state-of-the-art performance in many
robotics applications. In this chapter, we verify if our proposed Q-learning hyper-heuristic
framework (shown in Fig. 5.3) can incorporate deep learning and further improve. Since we
have demonstrated the success in learning heuristics using Q-learning, deep Q-learning is a

good candidate to provide improvement to the framework.

6.1 Methodology

In reinforcement learning, the state space can be so large that the Q-table may not fit into
memory. Approximation methods compress the amount of space needed to represent Q,

and neural networks are universal function approximators. In this section, we demonstrate
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the use of deep reinforcement learning in hyper-heuristics, compare the heuristic-based
deep reinforcement learning with action-based deep reinforcement learning and show the
advantage in learning heuristics.

We consider tasks in which reinforcement learning agents, in this case robots, interact
with the environment in a sequence of actions, observations and rewards. At each step, the
robot selects an action a; from a set of legal actions A, and by applying that action, the state
of the environment changes. No robot observes the complete environment state, instead it
observes a vector of sensor readings ;.

Neural networks are able to approximate non-linear functions Q(s,a) ~ Q(s,a; 0), with

the Q-network parameterised with 6.

Algorithm 13 Double Deep-Q Learning over Actions

1: for Vu € U do

2:  Initialise replay memory E to capacity N

3:  Initialise action-value function Q with random weights
4:  while task is not terminated do

5 Observe state s,

6: Policy m, < predict using the neural network model
7.

8

9

if probability > € then
al, arg max O(s,,a,;6,)

else

10: Select a random action d/,

11: end if

12: Apply action d,

13: Observe state s;“, obtain reward r,,

14: Store transition {s’,,a’,, r,,s',"1} in experience buffer E

15: Sample a mini-batch from experience buffer £

16: Calculate target for each transition Y, = r + v %
max, Q(S;,argmax, Q(S'*!,a:6/);6,)

17: Perform one gradient descent training step on the loss function L,(6,) = (/, —
O(sl,, ali; 6u))°

18: t—t+1

19:  end while
20: end for
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Algorithm 14 Double Deep-Q Learning over Heuristics

1: forVue U do

2:  Initialise replay memory E to capacity N
3:  Initialise action-value function Q with random weights
4:  while task is not terminated do
5: Observe state s,
6: Policy &, < predict using the neural network model
7 if probability > € then
8 ., argmax (s, hu; Oy)
9: else ’
10: Select a random heuristic /2,
11: end if
12: Apply heuristic a, + 7,(s")
13: Observe state sffl, obtain reward r,,
14: if there is collaborating robot with heuristic 4/, then
15: Send r, to collaborating neighbouring agents, receive r; from n connected neigh-
bours
16: ry < (ru+Yr ri)/(n+1)
17: end if
18: Store transition {s’, 4’ r,,s'"1} in experience buffer E
19: Sample a mini-batch from experience buffer £
20: Calculate target for each transition Y, = r + v x
maxy, Q(S;,argmaxy, Q(S;11,h;6,);06),)
21: Perform one gradient descent training step on the loss function L,(6,) = (¥, —
Q(sty, 1y 04))?
22: t+—t+1
23:  end while
24: end for

The deep reinforcement learning hyper-heuristic algorithm is detailed in Algorithm 14.

In order to stabilise the learning process, double Q-learning is used to learn heuristics [134].

The standard deep-Q learning updates the parameters after the agent has taken an action a’

and observed the next state S;

61 =0+ (Y, — O(S1,A1;6,))Ag, O(S1,A1: 6;)) (6.1)
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where « 1s the step size and the target Y is defined as
YV =R+ ymax O(S1,A1:6,)) (6.2)

With double Q-learning, the action selection and evaluation are untangled by using two
neural networks. Using the standard Q-learning, the learning process is noisy and unstable,
especially in complex environments where there are gaps in the surfaces. With double
Q-learning, the training is stabilised and robots are able to learn and improve steadily. The

ddgn

target ¥, " is defined as

ddgn

Y = Ry +}/ml?xQ(S,,argmfo(S,H,a;Ot);9,’)) (6.3)

When applied to distributed robots, the algorithm is described in Algorithm 13. Each robot

trains its own neural network model locally.

To select heuristics instead of actions, the target Y,ddqn

is defined as
Ytddqn =R+ }/m}?x Q(S;,arg max 0(Si+1,h;6,);8))) (6.4)
The loss function for each robot is given as
L(6) = E[(r+ymax Q(s',a’;0) — O(s,a; 6))] (6.5)
When learning heuristics, the loss function that is to be minimised is:

L(6) = E[(r+ ymax Q(s',/'; ) — Q(s,1:6))] (6.6)

In optimising the neural network, calculating the cost over all experience E is computationally

inefficient. Instead, the algorithm uses stochastic gradient descent (SGD), which samples
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mini-batches from the stored experience E and performs one gradient descent training step

per training iteration.

6.2 Experiments

With the same environmental setups in Chapter 5, this section aims to verify that deep
Q-learning can also be used with the hyper-heuristic framework, and that robots are able to

effectively use deep learning with heuristics in a decentralised setting.

in | 13x 1x1 (data) | 13x64x 1 (weight)
out l 64x 1x 1(data)

fully-connected

y
in [ 64x 1x 1(data)

out | 64x1x1(data)

relu-activation

v
in | 64xlx1(data) | 64x64xI(weight) | 64x1x1(bias)

out ‘ 64x1x1(data)

fully-connected

v
in | 64xIxI(data)

out [ 64x1x1(data)

relu-activation

¥
in | 64xIx1(data) | 64x64x1(weight) | 64xIx1(bias)

out | 64x1x 1 (data)

fully-connected

Y
in | 64x1x1(data)

out | 64x 1x1(data)

relu-activation

in ‘ 64x 1x I (data) | 64x8x I (weight)

fully-connected
out I 8x1x1(data)

Y
in | 8xIxl(data)

out | 8xlx1(data)

sigmoid-activation

Fig. 6.1 The neural network architecture for DDQN learning
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Table 6.1 Parameters for Q-learning hyper-heuristics

Optimizer Adam
Learning rate o 0.001
Adam parameter 3 0.9
Adam parameter 3, 0.999
Adam parameter f3{ 0.9
Adam parameter f3} 0.999
Discount factor y 0.99
Initial exploration factor € 0.5
€ decay rate 0.2 per 200 iteration
Batch size 32
Maximum stored experience number 15,000
Minimum experience to start training 400

The state representation used as the input to the neural networks is the same as the tabular
method for fair comparison, and is described in Table 5.1. The output of the neural networks
is predicted Q-values of the heuristics. Through some primary tuning, the neural network
architecture is shown in Figure 6.1. Since the state representation has 13 bits, the input to the
neural network has a dimension of “13 x 1 x 1. The input layer is connected to a hidden
layer that has 64 neurons, with ReLU activation [90]. There are four such hidden layers
with the same dimensions and activation function. The output neurons have a dimension of
“8 x 1 x 17, which agrees with the number of heuristics in the repository.

The parameters for DDQN Hyper-heuristics are empirically tuned for best performance,

and are shown in Table 6.1. The optimizer used in the neural network training is Adam [55].
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Fig. 6.2 Empty environment: team reward

6.2.1 Comparing Learning Heuristics to Learning Actions

Figures 6.2, 6.3 and 6.4 show the distribution of team rewards over 30 repetitions of experi-
ments. It can be seen that with DDQN, robots learn actions more effectively than learning
actions with the tabular method, however the learning heuristics still has a significant advan-
tage in all environments, especially in the environment with gaps. In the empty environment,
the action-based policy is able to achieve a reward of 33.2 and the heuristic-based policy
has a reward of 37.93 with the same number of training iterations, which has a 14.25%
improvement. The improvement in the obstacle environment is less than the empty environ-
ment, 5.9%, where the total reward gained by action-based DDQN policy is 55.95 and by
the reward of heuristic-based policy is 59.24. This is because the locations of the obstacles
changes every 300 iterations, therefore the policy is harder to learn. In the gaps environment,

the difference between heuristic-based policy and the action based policy is the largest. It
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Fig. 6.3 Obstacle environment: team reward

can be seen in Figure 6.4 that the action-based DDQN has learned very little, with almost
no improvement in performance. When looking into the robots’ behaviour, the action-based
policy has not learned to assemble and cross gaps in the 14400 iterations of training. On the
other hand, learning on heuristics is much more effective, which gives an average reward
of 50.59, which is 60.35% better than the reward 31.55 given by the action-based policy.
With the heuristic-based policy, it can be seen from experiments that the robots use the
bridging heuristic to move across multiple surfaces, which drastically increased the group
performance.

DDQN-based hyper-heuristics also have great advantage at the start of the training. The
average reward of the first 300 iterations of learning actions is 10.9, while learning heuristics
gives 27.45 at the start of the training. This means that without any learning, selecting
heuristics gives a reward that is 2.52 times higher than selecting actions. At the start of the

training in the obstacle environment, the average reward of the first 300 iterations is 38.47
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Fig. 6.4 Gaps environment: team reward

for learning heuristics and 24.73 for learning actions, which means that learning heuristics
gives a head start of 55.56% more reward. In the gaps environment, the difference is the
largest, where the heuristic-based policy is already better than action-based policy in the
first 300 iterations. The average reward at the start of the training is 41.25 for learning with
heuristics, which is already higher than the best reward achieved by action-based learning
(31.55). Learning on actions gives a starting reward of 28.07. This agrees with the fact that
learning on heuristics is much more efficient in environments that have multiple surfaces.
To further compare the learning of heuristics and actions, Figure 6.5 shows the trained
neural network performance on heuristics and actions with the same number of iterations.
It can be seen that not only does the DDQN-based heuristic learning method outperform
the action-based DDQN in all three scenarios, but that the hyper-heuristic method is also

more stable than action-based DDQN. The standard deviations of heuristic-based policies are
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Fig. 6.5 Comparing the learned heuristic-based policy and the action-based policy

lower than action-based policies. After performing Mann-Whitney U test on the data set, we
have found that the p value of the heuristic-based and action-based method in all scenarios
are close to zero, which confirms that the advantage of learning heuristics is statistically

significant.

6.2.2 Comparing Deep Q-learning with Q-learning

This section compares the deep Q-learning hyper-heuristic with the tabular Q-learning hyper-
heuristic method described in Chapter 5. For better comparison, we also plot the MAB-based
hyper-heuristic results in the plots. Figure 6.6, 6.7 and 6.8 show the comparison between the
deep Q-learning hyper-heuristic and the Q-learning hyper-heuristic.

In the empty environment, it can be seen that the deep Q-learning method is the best
performing method among the three, and the MAB-based hyper-heuristic is the worst. The

policy deep Q-learning has learned achieves an average performance of 37.45 after 6000
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iterations, which has improved 4.4% from the tabular Q-learning, whose reward is 35.88. In
the environment with dynamic obstacles, as shown in Figure 6.7, although tabular Q-learning
did not achieve a significant improvement on the MAB-based hyper-heuristic method, the
deep Q-learning hyper-heuristic outperforms the two. The deep Q-learning method gives
an average reward of 59.41, while the other two methods’ performance are both 53.34.
The deep Q-learning method has an improvement of 11.37% comparing to the Q-learning
hyper-heuristic and the MAB-based hyper-heuristic. The comparison of algorithms in the
gaps environment is shown in Figure 6.8. In the previous comparison in Section 5.5.3,
the Q-learning hyper-heuristic is significantly more effective than the MAB-based method.
Comparing deep Q-learning to Q-learning of heuristics, there is no significant difference.
Across all three environments, the deep Q-learning hyper-heuristic performs the best

among the three learning methods, as can be seen in Fig. 6.9, showing that the deep Q-
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network is an effective function approximator of the state-heuristic value function. The deep
Q-learning method matches or improves the learning performance over Q-learning in all
scenarios, showing that deep learning of heuristics is better at finding good policies.
However, does this mean that the deep Q-learning method should always be preferred?
In real-world robotics applications, a robot may have limited computational power, and
does not support the training and evaluation of neural networks, or does them slowly. The
tabular Q-learning hyper-heuristic approach requires less computational power, and can be
performed on most commercial robot micro-controllers. Therefore, although deep Q-learning
of heuristics can yield better results, it does have higher requirements on the robot hardware,

which can increase the cost of building the robots.
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6.2.3 Dynamically Changing Environments

This section compares the performance of the Deep Q-learning hyper-heuristic in two types of
dynamically changing environments, and for comparison we include the previously proposed
MAB-based hyper-heuristics and Q-learning heuristic. Additionally, the action-based Q-
learning is used as a baseline to show improvements of the heuristic-based methods. The aim
is to verify if Q-learning hyper-heuristics are able to perform consistently well in changing
environments.

We test the DDQN hyper-heuristic, Q-learning hyper-heuristic, and the MAB hyper-

heuristic under these environments:

» Environment I, which consists of multiple surfaces separated by gaps. Its obstacles

change positions every 600 iterations
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» Environment II, random environments selected from empty, obstacles and gaps

The robots have to continuously learn in these ever-changing environments, and aim to
maximise the total reward. The results obtained from 30 runs are plotted in Figures 6.10
and 6.11. Since decentralised reinforcement learning agents observe the local state, they
have the ability to transfer knowledge into new types of environments as long as some
features in the new environment have been seen before. This can be seen from the fact that
both methods are able to adapt and improve in both dynamic environments. In terms of
the total reward, heuristic-based learning robots outperform action-based learning robots in
both scenarios. This indicates that learning on heuristics is more effective in re-using and
transferring knowledge into unknown and dynamic environments.

In Environment I, the obstacle positions change every 600 iterations, and Figure 6.10
plots 14000 iterations. It can be seen that the deep Q-learning hyper-heuristic has better

performance than Q-learning and MAB-based hyper-heuristics, which agrees with the results
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from previous experiments. The performance of deep Q-learning and Q-learning hyper-
heuristic learning methods are 31.0% and 28.9% better than the action-based Q-learning.
MAB-based hyper-heuristic is 18.3% better respectively than the action-based Q-learning.

Mann-Whitney U test [81] is performed on the dataset. The difference between the
deep Q-learning and tabular Q-learning hyper-heuristic is not significant, with a p value
of 0.18684. When compared with the MAB-based hyper-heuristic, the p value of deep
Q-learning is 0.01684, which is significantly better with 95% confidence. Performing the
Mann-Whitney U test on the Q-learning hyper-heuristic and MAB-based hyper-heuristic,
the p value is 0.00016, indicating that Q-learning hyper-heuristic is significantly better with
more than 99% confidence.

In Environment II, the methods all use the same random seed in the experiments. It
can be seen in Figure 6.11 that the trend is very similar to Environment I. The performance
difference between deep Q-learning and tabular Q-learning hyper-heuristics is negligible,
and they are both significantly more effective than MAB-based hyper-heuristic in random
environments.

Mann-Whitney U test [81] has been performed on the data. The p value of deep Q-
learning and Q-learning hyper-heuristics is 0.90448, which shows that the performances are
almost identical. Comparing MAB-based hyper-heuristic to deep Q-learning hyper-heuristic
and Q-learning hyper-heuristic, the p values are 0.01596 and 0.01684 respectively, showing
that there is a significant improvement with more than 95% confidence.

Results show that across all scenarios, the deep Q-learning of heuristics has either equal
or higher reward than the tabular Q-learning. In addition, both deep-Q learning and Q-
learning hyper-heuristic perform significantly better than the MAB-based hyper-heuristic in

dynamically changing environments.
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6.3 Summary

This chapter proposed and verified the use of deep Q-learning in the learning of heuristics for
decentralised swarm robots. The deep Q-learning of heuristics has been shown in simulation
to learn more quickly than action-based deep Q-learning, and has achieved significant
improvements on task performance in various environments comparing to the methods in
previous chapters. The results from experiments in this chapter lead us to conclude that, for a
swarm robotic system, if the robots have enough on-board computational power for deep
learning, the deep Q-learning hyper-heuristic approach would yield the best performance.
If instead the robots do not have enough computational power but have a relatively large
memory, the Q-learning hyper-heuristic approach becomes the preferred option in terms of
the overall performance in complex environments. At last, if neither the computational power
nor the memory on the robot are large and the task objective is complex, the MAB-based
hyper-heuristic is recommended because it requires much less computational resources than
the Q-learning methods, and still allows robots to adapt to changes in the environment.
Therefore we answered the research question of how deep learning can further improve
the hyper-heuristic framework, and confirmed that deep Q-Networks can be integrated in
our proposed hyper-heuristic framework and can achieve the aforementioned significant

improvements.






Chapter 7

Analysis and Discussion

In the previous chapters we have shown the benefits of the hyper-heuristic framework,
especially learning heuristics versus learning actions. However, the proposed hyper-heuristic
approach has more serendipitous benefits such as explainability and scalability, which we

analyse in this chapter.

7.1 Explainable Policies

One advantage of learning heuristics is that both the learning process and the policy are easier
for humans to comprehend than learning on actions. This is because the basic heuristics are
hand-coded algorithms that have explainable logic, and the effects of parameters are very
clear. For example, the collision avoidance mechanism used in the swarm robot heuristics has
a parameter R,,,;; that controls the radius of activating the collision avoidance mechanism,
and changing this parameter will directly affect how sensitive the robot responds to obstacles.
With the hyper-heuristic framework, it is easy to fine tune particular robot behaviours without
re-designing the hyper-heuristic algorithm or the other heuristics in the repository. On the

other hand, learning actions from scratch without heuristics introduces many “black boxes’

in the learned policy, especially when the learned behaviour is complex. Taking the previous
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collision avoidance as an example, if the learned policy, for instance a deep Q-network based
policy, works just as intended but a human operator prefers the robots to maintain a further
safety distance, the Q-learning algorithm needs to be re-designed to suit the extra requirement.
This characteristic of the hyper-heuristic approach makes it easy to explain and potentially
analyse the learning process. The following sections demonstrate how the hyper-heuristic
learning in this thesis, namely the MAB-based adaptive hyper-heuristics and the Q-learning

based hyper-heuristics can be explained and analysed using different statistics.

7.1.1 The MAB-based Hyper-heuristics

This section analyses the MAB-based adaptive hyper-heuristic described in Chapter 4. The
common method of understanding a learned strategy is through observing the robot be-
haviours, however with hyper-heuristics, we are able to examine the policy at a lower level,
that is which heuristic or combinations of heuristics are used, and make sense of the learned
strategy. This can potentially help developers in verifying and modifying the algorithms.
To demonstrate that the MAB-based hyper-heuristic is explainable, we compare two
sets of heuristics on the same environments and experimental settings. Through examining
the times a heuristic has been used in 30 repetitions, the learning process and the learned
strategy can be easily analysed. Fig. 7.1 plots heuristics used during cleaning tasks in the four
different environments. The colour bar indicates the number of times the heuristic has been
used in that iteration. It can be seen in Fig. 7.1(a) and Fig. 7.1(b) that in empty environments
and environments with obstacles, Flocking is found to be a good heuristic to start with, but in
later explorations, Exploring and Neighbourhood Search become the better heuristics to use.
In the two environments with gaps, Flocking is quickly found to be ineffective from the start,
and quickly transitions to other heuristics. The reason behind this is that in environments
without gaps, Flocking behaviour is able to rapidly cover a large area when there is a lot

of dirt to collect, and as there is less reward in the environment, Exploring allows robots to
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Fig. 7.1 Comparing heuristic distributions using a set of 9 and 5 heuristics
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scatter into unexplored areas and obtain more reward. In the environments with gaps, each
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surface is narrower, and since Flocking made the robots stay together, it is less efficient than
Exploring which allows robots in the group to explore different directions.

In environments (c) and (d), Bridging (horizontal) is used more frequently than in
environments without gaps, which agrees with the intuition that forming bridges is effective
in navigating unconnected surfaces. This confirms that without re-programming or re-tuning,
the same hyper-heuristic algorithm is able to pick out the better performing subsets of
heuristics in different environments.

Like all the hyper-heuristic approaches, the performance of the system is largely influ-
enced by the quality of the heuristic repository. This is because hyper-heuristic methods
search in the space of heuristics, and rely on the resulting heuristics to generate a solution. If
none of the heuristics in the given repository is effective or relevant for the given problem
or scenario, the overall algorithm will have close to no capability of generating a solution.
To show the robustness of our proposed hyper-heuristic method over different selections
of heuristic repository, we investigate the heuristics used given a repository of 9 heuristics
and a repository of 5 heuristics in Fig. 7.1. The 9 heuristics are described in Section 4.3,
and the 5 heuristics repository comprises Exploring, Simple Sweeping, Flocking, Bridging
(horizontal) and Circling. In the empty and the obstacles environment, the robots learned to
use Neighbourhood Search together with Exploring when Neighbourhood Search is available.

It is also interesting to notice that Raster Scan is not selected as much as we expected
when the behaviour is added to the repository. The behaviour as we observed requires the
robots to stop and turn 90 degrees whenever an obstacle or another robot is encountered, and
turning 90 degrees on the same spot is slow for two wheeled robots like those used in our
experiments. A similar example is in most commercial floor cleaning robots: they usually
perform Exploring like motions when cleaning a room rather than raster-scan motion because
there are too many obstacles in rooms, which could cause robots to perform slow turning

motions all the time. Without previous knowledge of how useful this heuristic is, the proposed
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hyper-heuristic algorithm learned to automatically avoid this poorly-performing behaviour.
Another example is Bridging (vertical) and Simple Sweeping, neither of them are selected
frequently by robot cleaners, which agrees with the intuition that the gaps presented in the
experiments are horizontal so the vertical movement is not effective, and Simple Sweeping
gives too much overhead in re-positioning when obstacles and gaps are encountered.

The heuristics that are found to be inefficient in the cleaning task are still given the chance
to be explored occasionally, balancing the exploitation of learned knowledge of heuristics.

Table 7.1 gives the detailed percentage of the heuristics used after their heuristic scores
are stabilised. When the heuristic repository size is 9, heuristic H7 Neighbourhood Search is
found to be the best in environments with no gaps and slightly less used in environments with
gaps. In the environments with no gaps, HO and H8 are used the least, both with a percentage
of less than 2, because they are designed for bridging across surfaces. In the environments
with gaps, the usage of HO is increased to 5.6% and 5.33% because it is the relevant bridging
behaviour for the given gaps. H8 was still explored occasionally, but was used much less
than HO. This shows that the proposed method adapts to different environments by favouring

different heuristics.

7.1.2 The Q-learning Method

The policy 7, as described in Chapter 5 in reinforcement learning is a probability distribution
over actions given states, while the hyper-heuristic reinforcement learning is a probability
distribution over heuristics given states. In the swarm robotics domain, state-heuristic policies
tend to be more explainable than state-action policies because heuristics represent specific
behaviours with logic and reasoning. This section analyses the learning outcome through
examining the percentage of heuristics used over a number of learning iterations. Eight
heuristics are used: Bridging, Raster Scan (horizontal and vertical), Circling, Local Search,

Flocking, Sweeping and Exploring.
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Table 7.1 Heuristic Percentage

Heuristic?
Environment HO | HI | H2 H3 H4 | H5 | H6 | H7 | HS8
Empty: 9 heuristics 1.47 | 3.20 | 28.80 | 16.67 | 4.27 | 1.60 | 1.20 | 41.33 | 1.47
Empty: 5 heuristics 240 | 6.27 | 54.53 | 29.33 | 747 — — — —
Obstacle: 9 heuristics 1.87 | 1.87 | 26.00 | 1893 | 6.53 | 2.13 | 2.13 | 38.93 | 1.60
Obstacle: 5 heuristics 240 | 2.67 | 64.40 | 19.60 | 1093 | — — - -
Gaps: 9 heuristics 5.60 | 2.67 | 34.00 | 14.53 | 11.07 | 1.33 | 1.47 | 26.40 | 2.93
Gaps: 5 heuristics 6.67 | 3.60 | 57.47 | 18.13 | 14.13 | — — — —
Gaps and Obstacles: 9 heuristics | 5.33 | 2.27 | 29.73 | 12.67 | 17.47 | 2.40 | 1.60 | 25.73 | 2.80
Gaps and Obstacles: 5 heuristics | 9.07 | 5.47 | 47.20 | 20.27 | 18.00 | — — — —

2HO: Bridging (horizontal), H1: Simple Sweeping, H2: Exploring, H3: Flocking,

H4: Circling, HS: Raster Scan (horizontal), H6: Raster Scan (vertical),

H7: Neighbourhood Search, H8: Bridging (vertical)
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Fig. 7.2 Used heuristics by deep Q-learning hyper-heuristic in empty environment
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Figure 7.2 plots the percentage of each heuristic used in the empty environment with

30 repetitions using the deep Q-learning hyper-heuristics, Figure 7.3 plots the same using

Q-learning hyper-heuristics, and Figure 7.4 plots the MAB-based hyper-heuristics method.

The percentage is calculated as the number of times a heuristic is used every 120 learning
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Fig. 7.3 Used heuristics by Q-learning hyper-heuristic in empty environment
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Fig. 7.4 Used heuristics by MAB-based hyper-heuristic in empty environment

iterations by 5 robots with 30 repetitions divided by 120 iterations x 5 robots x 30 repetitions
x 8 heuristics. It should be noted that the plots only show the trends and proportion, not the
exact policy. With all three methods, it can be seen that the heuristic Exploring is the most
frequently used heuristic, but all the heuristics have been used in the learned policy. With the
deep Q-learning hyper-heuristics, the algorithm found Circling and Exploring to be a good
combination to use at the start, then transited to a combination of Flocking and Exploring
with a heavy weight of 76.4% on Exploring. The Q-learning hyper-heuristic method uses the
heuristics with similar proportions at the start, and then only found Raster Scan and Circling
to be ineffective. The MAB hyper-heuristic method finds a similar combination of effective
heuristics, but with slightly different weights. The MAB-based hyper-heuristic used more

Flocking, while the Q-learning hyper-heuristic used more Sweeping than the MAB-based
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hyper-heuristic. From the previous performance evaluation as plotted in Figure 6.6, it is
known that the deep Q-learning hyper-heuristic has significantly better performance than the
other two methods, and it is the result of the distinctly different policy learned by the deep

Q-learning method.
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Fig. 7.5 Used heuristics by the deep Q-learning hyper-heuristic in obstacle environment
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Fig. 7.6 Used heuristics by the Q-learning hyper-heuristic in obstacle environment

Figure 7.5, 7.6, 7.7 plots the heuristic percentage of the deep Q-learning hyper-heuristic,
the Q-learning hyper-heuristic and the MAB-based hyper-heuristic every 300 iterations. In
this scenario, the three algorithms all learned different strategies. With the deep Q-learning
hyper-heuristic method, the starting heuristics are Circling, Raster Scan and Exploring, and
the learned policy is a combination of Local Search at 23.02%, Flocking at 24.04% and

Exploring at 29.79%. The Q-learning hyper-heuristic method finds the same heuristics, but
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Fig. 7.7 Used heuristics by MAB-based hyper-heuristic in obstacle environment

with different weights on each heuristic. Starting from similar weights on each heuristic, the
algorithm quickly optimises to use mainly Exploring at 24.15% together with Bridging, Local
Search, Flocking and Sweeping. As can be seen in Table 7.2, the deep Q-learning Hyper-
heuristic has used 13.2% more Exploring and 10.31% less Bridging. From the performance
plot in Figure 6.7, it is known that the deep Q-learning hyper-heuristic has a better policy,
and the fact that less Bridging leads to a better policy in obstacles environments agrees with
the intuition. The MAB-based hyper-heuristic has a similar performance with the Q-learning
hyper-heuristic in obstacles environments, and the policy composition is quite different. This

shows that different policies can have similar performance.
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Fig. 7.8 Used heuristics by deep Q-learning based hyper-heuristic in gaps environment
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Fig. 7.9 Used heuristics by Q-learning based hyper-heuristic in gaps environment
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Fig. 7.10 Used heuristics by MAB-based hyper-heuristic in gaps environment

Figure 7.8 shows the heuristic percentage used every 600 iterations with the deep Q-
learning hyper-heuristic method. The most used heuristics are Bridging and Local Search,
which is different from the other environments, especially Bridging which is used much more,
at 24.79%. From the performance evaluation, the Q-learning hyper-heuristic has a similar
performance as the deep Q-learning hyper-heuristic. As shown in Figure 7.9, Bridging is
the most used heuristic, and the rest of the heuristics distribution is similar to the deep Q-
learning hyper-heuristic. Figure 7.10 shows the heuristics percentage using the MAB-based

hyper-heuristic. It can be seen that the learned policy is similar to the other two methods, but
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Bridging is used 22.25% of the time, and it is less than the other two methods, which are
24.79% and 27.46%. This lack of Bridging has been reflected in the performance evaluation,

making it the worse method in gaps environment.

Table 7.2 Q-learning Heuristic Percentage

Heuristic®
Environment HO | HI | H2 H3 H4 | H5 Hé6 H7
Empty: deep-Q HH 225 (095|098 | 3.19 | 1.09 | 14.04 | 1.94 76.37
Empty: Q HH 185 | 1.36 | 2.65 | 203 | 1.28 | 15.66 | 14.69 | 26.33

Empty: MAB HH 13.72 | 3.46 | 5.18 | 20.84 | 1.79 | 19.54 | 12.47 | 23.83
Obstacles: deep-Q HH | 11.52 | 0.86 | 1.87 | 23.02 | 1.28 | 24.04 | 7.93 29.79
Obstacles: Q HH 23.10 | 1.68 | 3.50 | 17.94 | 2.76 | 15.82 | 15.60 | 16.59
Obstacles: MAB HH | 12.79 | 2.55 | 830 | 18.86 | 2.41 | 18.85 | 12.42 | 24.15
Gaps: deep-Q HH 2479 | 1.79 | 430 | 26.99 | 2.25 | 12.99 | 9.39 17.66
Gaps: Q HH 27.46 | 3.59 | 5.27 | 15.44 | 3.30 | 13.90 | 14.32 | 16.90
Gaps: MAB HH 2225 | 7.27 | 8.11 | 1451 | 7.19 | 13.65 | 13.87 | 13.32

4HO: Bridging, H1: Raster Scan (horizontal), H2: Circling, H3: Neighbourhood Search,
H4: Raster Scan (vertical), H5: Flocking, H6: Sweeping, H7: Exploring

7.2 Scalability

The last section showed that the heuristic policy and learning can be explainable, and another
benefit of the hyper-heuristic framework is that it is easily scalable. More robots can be added
to the system, which makes the hyper-heuristic approach suitable for applications of different
sizes. This section discusses the issues that can arise in the MAB-based hyper-heuristic

system and the Q-learning hyper-heuristic system when there are more robots in the swarm.
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7.2.1 The MAB hyper-heuristic

Table 7.3 Comparing the time to reach consensus in the collective decision making

Num of Robots | MAX-SUM & MAX-MIN | Voting

5 0.256s 4s
10 0.256s 32s
20 0.256s 65s

As the scale of the swarm increases, the time spent performing online learning depends
heavily on the collective decision making strategy, as the initial individual learning is
independent of other robots. We compare the time to reach consensus during the collective
decision making process. Table 7.3 shows the comparison of robot swarms with size 5, 10 and
20 robots respectively. As can be seen, using MAX-SUM and MAX-MIN, the decision time
i1s much faster and does not increase with the number of robots. In contrast, the time used for
voting is longer even in a small swarm and increases quite rapidly with the number of robots.
That means the complexity of voting is higher than that of MAX-SUM and MAX-MIN. For

large scale swarm robots, MAX-SUM and MAX-MIN would be advantageous.

7.2.2 Q-learning hyper-heuristic

It has been shown in the previous section that the MAB-based hyper-heuristic method can
scale to large numbers of robots, and this section demonstrates how the Q-learning hyper-
heuristics behave with more robots. Since robots with Q-learning hyper-heuristics mostly
learn by themselves without much communication, the communication latency is not a
major factor that would affect the scalability of the system. Instead, since Q-learning robots
cooperatively learn their policies, this section aims to find out if the learning is still effective

when new robots are introduced to the swarm.
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Fig. 7.11 Five experienced robots + five new robots in empty environment: learning from
other robots (knowledge sharing) and learning by themselves

In these experiments, we introduce 5 new robots to a group of 5 robots that had been
exploring in the environment for a while, then examine if the hyper-heuristic coordination
is still effective, and if robots are still able to learn to improve the performance over time.
The first 5 robots are taken from the Q-learning hyper-heuristic experiments in Section
5.5.1, and after the good policies are found, 5 robots with no experience are placed into the
environment. Each experiment is repeated 30 times for statistical significance. In this set
of experiments, we demonstrate the performance of the Q-learning hyper-heuristic with the
importance advising mechanism in Section 5.3 as well as the scenario when new robots learn
independently (without asking and receiving knowledge from other robots).

Results of the 10 robots group performance are plotted in Figure 7.11. It can be seen that

with 10 robots in the group, they are able to continuously learn to improve their performance
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Fig. 7.12 Five experienced robots + five new robots in obstacles environment: learning from
other robots (knowledge sharing) and learning by themselves

both with the assistance from experienced robots and from scratch. Within 1800 iterations,
the group reward improves from 60.95 in the first 120 iterations to 64.80 and from 60.27 to
63.50 in the scenarios with and without knowledge sharing respectively. In the previous ex-
periments in Section 6.2.2 with five robots in the empty environment, the group performance
is approximately 35.83 at the end of 6000 iterations. With double the number of robots, the
total reward increased by 80%. Although the performance did not double with double the
robots, the heuristic learning is still effective because all robots started at the same place,
and when there are more robots, they are more likely to encounter obstructions which make
them waste more time dealing with collisions rather than cleaning. Comparing performance
with and without group learning (knowledge sharing between old and new robots), robots

with the importance advising mechanism learn faster than those learning independently, as
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Fig. 7.13 Five experienced robots + five new robots in gaps environment: learning from other
robots (knowledge sharing) and learning by themselves

the reward with knowledge sharing is consistently higher in the first 600 iterations. After
600 iterations of learning, the independent learning robots catch up in performance, and
the two groups’ performance trends merge to be similar. This experiment shows that the
hyper-heuristic framework can operate normally when more robots are added to the group in
the empty environment.

Figure 7.12 shows the 10 robot hyper-heuristic learning in environment with obstacles.
With knowledge sharing, the total reward obtained by 10 robots in the first 300 iterations
is 89.14, and after 5700 iterations of training, the performance has improved to 102.28. In
the previous experiments in Section 6.2.2 with five robots in the obstacles environment, the
learning enabled the performance to rise from 39.10 to 53.34, which means that adding five
more robots, the group performance was able to improve over time and improve 91% when

the robot number is doubled. Without learning from experienced robots, the initial reward



164 Analysis and Discussion

is 88.41, and improved to be 101.17 at the end of 5700 iterations. The improvements show
that the Q-learning hyper-heuristics are effective with 5 new robots added to the group in the
obstacles environment. Furthermore, the importance advising mechanism does speed up the
learning since the performance of group learning robots is higher than independent learning
robots in the first 2400 iterations.

Similar trends can be found in the gaps environment, as shown in Figure 7.13. The
group performance in the first 300 iterations with new robots in the system is 78.30 for both
scenarios, and the learned policy has given a reward of approximately 90.8. In the previous
experiments in Section 6.2.2 with five robots in the empty environment, the learning enabled
the performance to rise from 40.49 to 50.91. This shows that with ten robots in the group,
the overall performance can be improved 78.3%. The new robots can also improve their
own policy through reinforcement learning of heuristics. When robots learn from each other
using the knowledge sharing method, it can be seen that they can learn significantly faster in
this environment. After 600 learning iterations, the robots with advising in learning reach a
group reward of 85.15, while independent learning robots have a reward of 80.05, and the
advantage stays until iteration 1500.

In summary, when new robots are added to the Q-learning hyper-heuristic group, new
robots are able to integrate with the old system and the group improves as a whole. This
makes the system scalable to larger groups of robots. The newly added robots also can

accelerate their learning by the advising mechanism described in Section 5.3.

7.3 Summary

This chapter has shown more benefits of the framework. The policies generated by learning
heuristics are explainable, and the framework is still effective with scalable group sizes.
We analysed how the policies learned by the proposed hyper-heuristic swarm robot

controllers can be explainable, and that they are more explainable than the traditional action-
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based policies. By analysing which heuristics are used at each stage of learning, it is easy to
see how the policies evolve through hyper-heuristic online learning, and the policy can be
understood intuitively by researchers and users. This chapter also compared the performances
of different hyper-heuristic methods in ever changing environments, and has shown that the
Q-learning hyper-heuristic methods are best at finding good policies. This chapter has also
compared the benefits and drawbacks of the proposed hyper-heuristic methods in terms of

scalability.






Chapter 8

Conclusions

The central theme of this thesis has been to address the integration of the hyper-heuristic
methodology with swarm robot behaviour coordination in performing tasks in complex and
dynamic environments. Based on the research within, we hereby list the contributions and
conclude the investigation in this final chapter.

Recall the research questions posed in Section 1.1. We will summarise how our research

has addressed these questions below:

* How can hyper-heuristic approaches be formulated to coordinate swarm robots
without centralised control, so swarm robots can better cope with unknown or

dynamic environments?

Based on our study, we conclude that a hyper-heuristic framework can be established
for swarm robot coordination, and the proposed swarm robot hyper-heuristic framework
is effective across a range of unknown and dynamic environments. Our study shows
that the hyper-heuristic learning is beneficial for the task performance, in particular,

heuristic-based learning is more effective than action-based learning.

* How can the learning of heuristics be improved by introducing different learning

strategies?
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Q-learning can be introduced as a heuristic learning strategy under the hyper-heuristic

framework and can improve its performance further.

Group learning, which allows robots to communicate knowledge and learn as a group,
can also be beneficial and support learning. Group learning strategies can be applied to

both MAB-based learning and Q-learning of heuristics.

* How can state-of-the-art deep Q-learning be integrated to further improve the

hyper-heuristic learning?

Our study confirmed that deep Q-learning can further improve the hyper-heuristic
learning. More importantly, it also demonstrates that learning heuristics is better than

learning actions, even when utilising deep learning.

Our study has also shown additional benefits of the proposed hyper-heuristic framework.
The solutions generated are more explainable. The framework is also scalable and continues
to perform well when more robots are integrated into the system.

Therefore, based on this study, we conclude that the hyper-heuristic learning in our frame-
work is beneficial for swarm robot coordination under complex and dynamic environments,
and the contribution of this study is significant.

This study has established a new framework and many further future work can be extended

based on this work. We believe that it can open a new research area into many directions.

8.1 Future Works

The following research directions can be further explored in the future:

* Genetic Programming is a widely used hyper-heuristic for heuristic generation [14],
and is not explored in this work. As mentioned in Chapter 2, existing methods are not

ideal for multi-robot systems because the framework for evolving heuristics needs to
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be redeveloped for each task. How can Genetic Programming method be integrated
into the hyper-heuristic framework in a way that is beneficial for performing swarm

robotics tasks?

* A wide range of environmental setups and scenarios in the application of cleaning
multiple surfaces with self-assembling robots have been studied, what other gaps in

multi-robot applications can be addressed with the hyper-heuristic framework?

* Chapter 6 presented a deep Q-learning based hyper-heuristic method for decentralised
swarm robots, can the performance be further improved by using different deep

reinforcement learning strategies or neural network architectures?

* Transfer learning allows machine learning agents to transfer the knowledge learned
from one problem domain to a new one [132]. Can transfer learning be used with the

hyper-heuristic framework to further improve the adaptability of the swarm robots?
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Appendix A

Source Code

The source code of this project can be found on https://drive.google.com/open?id=1Nk-i-

mRdevmEt_6rydCnwk_0WiaNNSNL.
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