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## Abstract

A finite $p$-group is a group whose order is a power of a prime $p$. The classification of finite $p$-groups by order is a difficult problem mainly because the number of groups (up to isomorphism) grows rapidly with order. Besides the order, the (nilpotency) class is a natural invariant, however finite $p$-groups of class $\geq 2$ defy classification in a sense they are as complicated as all finite groups. Leedham-Green and Newman (1980) suggested to classify finite $p$-groups by another invariant called coclass; the coclass of a finite $p$ group of order $p^{n}$ and nilpotency class $c$ is $n-c$. Blackburn (1958) classified the 2and 3 -groups of coclass 1 , but a classification for primes greater than 3 is significantly more difficult. A useful feature is that finite $p$-groups of coclass $r$ can be visualised by a graph, the so called coclass graph $\mathcal{G}(p, r)$.
The coclass graph : The vertices of $\mathcal{G}(p, r)$ are the isomorphism types of finite $p$-groups of coclass $r$. Two vertices are connected, say, $G \rightarrow H$ if and only if $G \cong H / \gamma(H)$ where $\gamma(H)$ is the last non-trivial term of the lower central series of $H$. It is a deep result that $\mathcal{G}(p, r)$ consists of finitely many infinite trees, so-called coclass trees, and finitely many groups outside these trees. Each coclass tree contains a unique infinite path (mainline) starting at its root. Since coclass trees are the building blocks of coclass graphs, they have become one of the main interests in coclass theory. In this thesis we concentrate on two avenues for obtaining more insight into the structure of coclass trees.

Uniserial p-adic space groups : The inverse limit of the groups on the mainline of a coclass tree in $\mathcal{G}(p, r)$ is an infinite pro- $p$-group of coclass $r$ and, conversely, any such pro- $p$-group defines an infinite path in $\mathcal{G}(p, r)$. As a result, these pro- $p$-groups, specially the uniserial p-adic space groups play an important role in coclass theory. For odd primes a constructive classification of such space groups is given by Eick (2008), however prime 2 poses severe complications. In this thesis we provide the theoretical description for determining all uniserial 2-adic space groups up to isomorphism. This completes the constructive classification of uniserial $p$-adic space groups for all primes $p$.

Skeleton groups : Coclass graphs have in general a very intricate structure. One possible way to look into these graphs is to restrict attention to the subgraph spanned by the so-called skeleton groups. Unlike other groups in $\mathcal{G}(p, r)$, skeleton groups can be conveniently parametrised by certain homomorphisms. For some special cases, this structure has been successfully used in the literature. In this thesis we develop, for the first time, a systematic treatment of skeleton groups and show that almost every group in $\mathcal{G}(p, r)$ is close to a skeleton group. Being parametrised by certain homomorphisms, a crucial problem is to decide when two homomorphisms define isomorphic groups. We investigate this problem and provide complete solutions for two important cases. Along the way, we also identified and corrected gaps in two proofs in a recent paper on $\mathcal{G}(3,2)$. We utilise our results to derived some new structure results for coclass trees.

## Publications

- Parts of Chapters 4 and 5 (skeleton groups and their isomorphism problem) are published in :

Heiko Dietrich and Subhrajyoti Saha.
A note on skeleton groups in coclass graphs.
International Journal of Algebra and Compututation, 29(1):127-146, 2019.

- The content of Chapter 7 (constructive classification of uniserial p-adic space groups) is currently prepared for publication.
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## Chapter 1

## Introduction

Groups arise in different areas of science, for example, in quantum theory, crystallography and cryptography. Group theory originated from the works of Lagrange [15], Ruffini [81] and Galois [38] around 1800 when they studied the solvability of algebraic equations by radicals. For this purpose they investigated the permutations of the roots of an equation. At that time no formal definition of a group was introduced but they studied what we now know as permutation groups. A very first definition of an abstract group was given by Cayley [8] in 1878. He also used a table to illustrate the laws of operations of group elements, the so-called multiplication table. He further tried to visualise these laws in a graph, see [9], which led to the so-called Cayley graph. Years later, the work of von Dyck [27] made group theory more popular when he formally introduced presentations of groups. Thereafter the scope and applications of group theory grew gradually and at the beginning of the 20th century group theory flourished with the works of many mathematicians.

A prominent theme in group theory is the classification of finite groups. The aim of classification of a given class of groups is to find an explicit list of isomorphism type representatives such that no two groups in the list are isomorphic and every group in the given class is isomorphic to a group in the list. For example, the famous Classification Theorem of finite simple groups accounts for all finite simple groups. Every finite group can be constructed as an iterative extension of finite simple groups, however, this process is highly non-trivial and rarely leads to a practical classification of finite groups. In this thesis we restrict our attention to finite $p$-groups, that is, finite groups of $p$-power order for a prime $p$. It is known that $p$-groups play an important role in group theory. For example Cauchy's Theorem tells us that every finite group whose order is divisible by $p$ contains a subgroup which is a non-trivial $p$-group. A stronger result is given by Sylow's Theorem [85].

Theorem 1.1 (Sylow's Theorem). Let $G$ be a finite group of order $|G|=p^{a} m$ where $p$ is a prime and $p \nmid m$. Then $G$ has a subgroup $P$, called a Sylow-p-subgroup of $G$, of order $p^{a}$ and every subgroup of $G$, which is a p-group, is conjugate to a subgroup of $P$.

The aim of classifying finite $p$-groups by order is to find an explicit list of isomorphism type representatives of groups of order $p^{n}$ where we have fixed a prime $p$ and a positive integer $n$. There have been many attempts to classify finite $p$-groups by order. A notable investigation is done by Besche, Eick and O'Brien (see [1]). In fact their results were used for parts of the small groups library for the computer algebra system GAP [39]. Some other recent works are carried out by Newman, O'Brien and Vaughan-Lee [46, 47] where they classified the groups of order dividing $p^{7}$. Another famous example is the PORC (polynomial on residue classes)-conjecture by Higman [46, 47] which claims that for fixed $n$ there exists a polynomial in $p$ which depends only on the residue class of $p$ modulo some fixed integer $N$ such that the number of $p$-groups of order $p^{n}$ is given by this polynomial. This conjecture is still open, however recent works by VaughanLee $[86,87]$ shed more light into the conjecture and provide a deeper insight into the structure of finite $p$-groups.

Table 1: Number of 2-groups.

| Order | Number of groups |
| :--- | :--- |
| 2 | 1 |
| 4 | 2 |
| 8 | 5 |
| 16 | 14 |
| 32 | 51 |
| 64 | 267 |
| 128 | 2328 |
| 256 | 56092 |
| 512 | 10494213 |
| 1024 | 49487365422 |
| 2048 | $>1774274116992170$ |

Higman and Sims [84] also showed that there are $p^{2 n^{3} / 27+O\left(n^{8 / 3}\right)}$ isomorphism types of groups of order $p^{n}$. All these works show that finite $p$-groups have a very intricate structure and for a fixed prime the number of groups of order $p^{n}$ grows very fast when $n$ increases, see Table 1; details can be found in [25, 46, 47, 84]. For larger exponents, the sheer number of groups of a fixed prime-power order $p^{n}$ makes the classification of finite $p$-groups by order seem impossible. For example, there is no explicit classification of the 49487365422 groups of order $2^{10}$. The above discussion indicates that it might be useful to classify $p$-groups by some invariant other than the order. Besides the order, the (nilpotency) class is thus a natural invariant. Finite $p$-groups of class $\leq 1$ are abelian, and easily described. However, finite $p$-groups of class $\geq 2$ defy classification, as in a
sense they are as complicated as all finite groups, and because intractable problems, like determining simultaneous canonical forms of two endomorphisms of a vector space, are hard to be reformulated within their realm.

### 1.1 Coclass and coclass graphs

A different approach to classifying finite $p$-groups is to consider all such groups of a fixed coclass (see definition below); this invariant has been formulated by Leedham-Green and Newman [60] in 1980 and, since then, has led to a new area called Coclass Theory. We first recall the definition of the lower central series of a group.

Definition 1.2. Let $G$ be a group.
a) The lower central series (or descending central series) of $G$ is the descending series of subgroups

$$
G=\gamma_{1}(G) \geq \gamma_{2}(G) \geq \ldots \geq \gamma_{n}(G) \geq \ldots,
$$

where each $\gamma_{n+1}(G)=\left[\gamma_{n}(G), G\right]$, the subgroup of $G$ generated by all commutators $[x, y]=x^{-1} x^{y}=x^{-1} y^{-1} x y$ with $x$ in $\gamma_{n}(G)$ and $y$ in $G$.
b) If the lower central series of $G$ terminates in the trivial subgroup, say $\gamma_{n}(G)>$ $\gamma_{n+1}(G)=1$, then $G$ is nilpotent of (nilpotency) class $\mathrm{c}(G)=n$.

Coclass describes the relation between the order of a finite $p$-group and its class.
Definition 1.3. The coclass of a finite $p$-group $G$ of order $p^{n}$ is $\operatorname{cc}(G)=n-\mathrm{c}(G)$.
One of the first major results in coclass theory is due to Blackburn [25] who obtained a full classification of the 2 - and 3 -groups of maximal class. These groups can be defined by "parametrised presentations"; these are group presentations whose defining relations have exponents which are arithmetic expressions containing finitely many indeterminate integers as parameters. For example we note from [25] that the isomorphism types of 2groups of maximal class with order $2^{n}$ and $n \geq 4$ are given by the following parametrised presentations of dihedral, semi-dihedral, and generalised quaternion groups respectively.

$$
\begin{align*}
D_{2^{n}} & =\left\langle a, b \mid a^{2^{n}-1}=1, b^{2}=1, a^{b}=a^{-1}\right\rangle \\
S D_{2^{n}} & =\left\langle a, b \mid a^{2^{n}-1}=1, b^{2}=1, a^{b}=a^{2^{n-2}-1}\right\rangle  \tag{1.1}\\
Q_{2^{n}} & =\left\langle a, b \mid a^{2^{n}-1}=1, b^{2}=a^{2^{n-2}}, a^{b}=a^{-1}\right\rangle
\end{align*}
$$

Any such classification for $p \geq 5$ and coclass 1 is still not available but many deep results on the structure of these groups are obtained during the investigation of $p$-groups of
maximal class, for example see [18-20, 56-59]. In fact, inspired by Blackburn's approach to the groups of maximal class, Leedham-Green and Newman [60] started the more general classification by coclass project. Together with Definition 1.3, Leedham-Green and Newman proposed five conjectures, known as Conjectures A - E, on the structure of the $p$-groups of a fixed coclass, we give more details in Section 3.1. These conjectures were investigated over the past decades and finally the strongest one, Conjecture A, was proved independently by Leedham-Green [52] and Shalev [83]. Both proofs used a wide range of theories involving pro-p-groups and Lie algebras. A detailed account of the proofs including further details and references is given in the book of Leedham-Green and McKay [53]. The other conjectures, Coclass Conjectures B - E can be deduced from Coclass Conjecture A, though this is not obvious; a discussion is included in Section 3.2. Since all Coclass Conjectures have been proved, we call them Coclass Theorems. Along the way coclass theory has delivered significant insight into the structure of the $p$-groups of a fixed coclass. For example, Eick and Leedham-Green [35] introduced certain infinite sequences of $p$-groups of fixed coclass, so-called infinite coclass sequences. It was then proved that for each infinite coclass sequence the groups in this sequence can be described by a parametrised presentation. An advantage of coclass sequences is that they allow one to prove results for an infinite family of groups; results of this flavour have been obtained for automorphism groups, Schur multipliers, character degrees, etc. For example, Eick used these sequences in [31] to investigate the order of the automorphism groups of finite 2 -groups of fixed coclass. It is thus believed that the coclass project is capable of producing a detailed description of finite $p$-groups. We note from [21] that an important conjecture underpinning the coclass project is the following.

Conjecture 1.4. Let $p$ be a prime and let $r$ be a positive integer. The finite $p$-groups of coclass $r$ can be divided into finitely many periodicity classes such that the structure of the groups in a periodicity class can be described in a uniform way. In particular all groups in a periodicity class can be defined by a single parametrised presentation.

Conjecture 1.4 is vague since it has no precise definition of periodicity class. Later investigations and research in this direction identified what a periodicity class could be, we give more details in Section 2.2. In particular, we mention that Conjecture 1.4 is proved for $p=2$ and arbitrary $r$; Section 2.2.1 explains why the case $p>2$ is significantly more difficult. One can observe that if Conjecture 1.4 is true, then a classification of $p$ groups by coclass is possible and that would be a powerful step towards understanding of $p$-groups. However, there is only partial evidence available in full support for the above conjecture. We refer to $[17-20,34,35,53]$ for details, also see Section 2.2 for a brief discussion. In particular, Newman, Leedham-Green and McKay [35, 53] suggested that $p$-groups of coclass greater than 1 are more difficult to classify. In fact, there is still no classification available even for maximal class. We refer to the book [53] for more details
and references. We now discuss one of the most important tools in coclass theory, that is, the coclass graph.

The coclass graph $\mathcal{G}(p, r)$ associated with the finite $p$-groups of coclass $r$ is an infinite (directed) graph which is defined as follows.

Definition 1.5. The vertices of $\mathcal{G}(p, r)$ are the isomorphism types of finite $p$-groups of coclass $r$ where a vertex is identified with a group representing its isomorphism class. Two vertices $G$ and $H$ are connected $G \rightarrow H$ if and only if $G \cong H / \gamma_{\mathrm{c}(H)}(H)$.

When visualising (parts of) $\mathcal{G}(p, r)$, groups of the same order are normally pictured on the same level and smaller groups above larger ones. This way, the direction of an edge is always from top to bottom, so we can leave out arrows. One of the easiest and best known examples is given in Figure 1, the coclass graph $\mathcal{G}(2,1)$ : this graph consists of the Klein 4 -group $V_{4}$, the cyclic group $C_{4}$ of order 4, the groups $D_{8}$ and $Q_{8}$, and the groups in (1.1).


Figure 1: The coclass graph $\mathcal{G}(2,1)$.
Towards Conjecture 1.4, the structure of coclass graphs has been studied in detail and along the way many useful results were obtained. Many explicit computations of parts of coclass graphs have revealed surprising periodic patterns, which in some cases have been proved (on a group-theoretic level). It is one of those important results that says that a coclass graph can be partitioned into a finite subgraph, and finitely many infinite trees, so-called coclass trees, each having exactly one infinite path (mainline) starting at its root; a detailed description and properties of coclass graphs are discussed in Chapter 2.

Since the general structure of $\mathcal{G}(p, r)$ is determined by the structure of its coclass trees, the main aim of coclass theory in recent years is to understand these trees in more detail. There are two promising approaches to investigate coclass trees. First, one attempts to study the mainline groups via so-called infinite pro-p-groups: there is a one-one correspondence between the mainlines of coclass trees and certain infinite pro-$p$-group of coclass $r$, see Section 3.1. In particular, for a fixed coclass tree, the groups
on its mainline are the nilpotent quotients of the associated infinite pro-p-group. One important kind of such pro- $p$-groups is the uniserial $p$-adic space group; a brief discussion is given in Section 1.2. Second, the structure of the groups in a coclass tree can be studied by investigating the so-called skeleton groups. Those groups played an important role in the investigation of some special coclass graphs, such as $\mathcal{G}(3,2)$ in [34].

It is the aim of this thesis to enhance coclass theory by exploiting both of these approaches; the next sections give an outline of our contributions.

### 1.2 Uniserial $p$-adic space groups

Let $\mathbb{Q}_{p}$ and $\mathbb{Z}_{p}$ be the field of $p$-adic numbers and the ring of $p$-adic integers respectively. The additive group of $p$-adic integers $\left(\mathbb{Z}_{p},+\right)$ is a classic example of pro-p-groups; these groups are inverse limits of finite $p$-groups; details are provided in Example 3.2. For example, $\mathbb{Z}_{p}$ is the inverse limit of the groups $\mathbb{Z} / p^{n} \mathbb{Z}$ with $n \in \mathbb{N}$, where the homomorphisms $\mathbb{Z} / p^{i} \mathbb{Z} \rightarrow \mathbb{Z} / p^{j} \mathbb{Z}$ are defined by $z+p^{i} \mathbb{Z} \mapsto z+p^{j} \mathbb{Z}$ for all $j \leq i$. As a result, the elements of $\mathbb{Z}_{p}$ can be considered as sequences $\left(a_{n}\right)_{n \in \mathbb{N}}$ such that each $a_{n} \in \mathbb{Z} / p^{n} \mathbb{Z}$ and $a_{i} \equiv a_{j} \bmod p^{j} \mathbb{Z}$ for $j \leq i$ and the addition is done pointwise.

The definition of coclass can be extended to infinite pro- $p$-groups: the coclass of an infinite pro- $p$-group $S$ with nilpotent quotients $S_{j}=S / \gamma_{j}(S)$ for $j \geq 2$ is defined as $\operatorname{cc}(S)=r$ if there is an integer $t$ such that $S_{j}$ is a finite $p$-group of coclass $r$ for all $j \geq t$. Any such pro-p-group will define an infinite path $S_{t} \rightarrow S_{t+1} \rightarrow \ldots$ in the coclass graph $\mathcal{G}(p, r)$. On the other hand, the inverse limit of the groups on the infinite path of a coclass tree in $\mathcal{G}(p, r)$ is an infinite pro- $p$-group of coclass $r$. For example the inverse limit of the groups in the mainline of $\mathcal{G}(2,1)$ is the infinite dihedral group; that is $D_{8} \rightarrow D_{16} \rightarrow \cdots$ yields $\lim _{\leftarrow} D_{2^{n}}=\lim _{\leftarrow} C_{2} \ltimes C_{2^{n}}=C_{2} \ltimes \mathbb{Z}_{2}$ with $C_{2}$ acting via inversion on $\mathbb{Z}_{2}$.

Interestingly, Coclass Theorem D shows that there are only finitely many isomorphism types of infinite pro- $p$-groups of coclass $r$. It is known that such pro- $p$-groups are closely related to uniserial p-adic space groups. A detailed description of such groups is given in Section 3.1. Here we briefly discuss the definition. We denote $d$ copies of the abelian group $\left(\mathbb{Z}_{p},+\right)$ and $\left(\mathbb{Q}_{p},+\right)$ by $\mathbb{Z}_{p}^{d}$ and $\mathbb{Q}_{p}^{d}$ respectively for any positive integer $d$. We start with the definition of uniserial action from [53, Section 7.4]. A finite $p$-group $P$ acts uniserially on a $\mathbb{Z}_{p} P$-module $T$ if $\left[T: T_{i}\right]=p^{i}$ for all $i \geq 0$ where $T_{0}=T$ and $T_{i}=$ $\left[T_{i-1}, P\right]$ for all $i \geq 1$. Here $\left[T_{i-1}, P\right]$ is the subgroup of $T_{i-1}$ generated by the elements $-t+t^{g}$ where $t \in T_{i-1}$ and $g \in P$. The linearly ordered series $T=T_{0}>T_{1}>T_{2}>\ldots$ is the uniserial series for this action. A uniserial $p$-adic space group $S$ of dimension $d$ is an extension of $T \cong \mathbb{Z}_{p}^{d}$ by a finite $p$-group $P$ where $P$ acts faithfully and uniserially on
$T$. For such a uniserial $p$-adic space group, $P$ is called the point group and $T$ is called the translation subgroup of $S$. Since these uniserial $p$-adic space groups are important, a constructive classification for determining these groups is thus considered to be an important tool for the investigation of $\mathcal{G}(p, r)$. For odd primes there is an algorithm, given by Eick [30] to determine these space groups. However the case $p=2$ remained open and only special instances of point groups were considered in [44]. One aim of this thesis is to fill this gap and to complete the constructive classification of uniserial $p$-adic space groups for all primes; details are given in Chapter 7 .

### 1.3 Skeleton groups

Since the structure of coclass trees is in general very intricate, one possible way to look into these trees is to first restrict attention to certain subgraphs. One such important subgraph is the graph spanned by skeleton groups. These groups are twisted finite quotients of the pro- $p$-group associated with the coclass tree. It is to be noted that the main difficulty towards proving Conjecture 1.4 is that so far there is no method known to take account of the groups in a coclass tree which are far away from a mainline group. Skeleton groups can provide a meaningful approach to overcome this difficulty. Since Conjecture 1.4 is proved for $p=2$, we assume that $p$ is an odd prime in the following. Motivated by the results in [53], we prove in Theorem 4.19 that almost every group in the graph $\mathcal{G}(p, r)$ is close (of distance bounded in $p$ and $r$ ) to a skeleton group. Skeleton groups therefore determine the general structure of coclass graphs. These groups are studied in [17-20, 34] for special cases motivated by so-called constructible groups defined in [53, Section 8.4]. One aim of this thesis is to introduce a systematic treatment of the skeleton groups of any coclass. To define skeleton group in a coclass tree, one starts with the associated uniserial pro-p-group $S$. If $S$ has translation subgroup $T$ and point group $P$, then the skeleton groups are defined as extensions of a twisted quotient of $T$ (twisted by a $\mathbb{Z}_{p} P$-module homomorphism $\gamma: T \wedge T \rightarrow T$ ) by the point group $P$. The detailed description is provided in Chapter 4. An immediate problem is to decide when two homomorphisms lead to isomorphic skeleton groups. Only special instances of this problem are discussed in current literature, for example see [18, 20, 34]. One aim of this thesis is to study this isomorphism problem in a more general context. An isomorphism between skeleton groups induced by the automorphism of $S$ is called an orbit isomorphism in [34]; this situation is particularly interesting since it means that the construction of skeleton groups up to isomorphism depends solely on the structure of $S$. However, it is also shown in [34] that there exist exceptional isomorphisms between skeleton groups which are not induced by automorphisms of $S$. We investigate some cases where all isomorphisms between skeleton groups can be realised by orbit isomorphisms,
see Chapter 5. These results will be utilised in Chapter 6 to derive some new structure results for coclass trees. The contents of the Chapters 4 and 5 are published in [22].

### 1.4 Outline of the thesis

- Chapters 2 and 3 are dedicated towards preliminary definitions and results. In these chapters we will also introduce the notations required to describe coclass graphs and pro- $p$-group of coclass $r$. These chapters contain the background for the rest of the thesis.
- Chapter 4 is about skeleton groups. As mentioned before, we introduce a systematic description of skeleton groups; for example:
- We define skeleton groups for general coclass $r$, see Definitions 4.4 and 4.7.
- We show that almost every group in a coclass graph is close to a skeleton group, see Theorem 4.19.
- The isomorphism problem of skeleton groups was investigated in special cases, for example, $p=3$ and $r=2$ (see [34]) or $p \geq 3$ and $r=1$ (see [20]). In Chapter 5 we study the isomorphism problem in a more general situation; for example:
- We provide a complete solution of the isomorphism problem in two important cases (pro- $p$-groups with cyclic or meta-cyclic point groups), see Section 5.2.2.
- We identified and corrected gaps in two proofs in [34] related to the isomorphism problem, see Remarks 5.2, 5.7 and 5.13.

Contents of Chapters 4 and 5 are published in [22].

- In Chapter 6 we discuss some properties and applications of skeleton groups which do not admit exceptional isomorphisms. Based on our results in Chapter 5, we improve a known periodicity result for coclass graphs, see Theorem 6.4. In Theorem 6.43 we also provide a family of examples that shows that a conjectured periodicity result in [18] (about "periodic parents") cannot be true. This illustrates that despite the existence of several periodic patterns in $\mathcal{G}(p, r)$, it still remains a challenge to use periodicity towards a proof of Conjecture 1.4 for odd $p$.
- In Chapter 7 we discuss uniserial 2-adic space groups. A theoretical insight into these groups is important to understand the coclass trees in $\mathcal{G}(2, r)$. The results of this chapter are motivated by the constructive classification of space groups for odd primes given by Eick [35]. The case $p=2$ is more complicated, because of the existence of so-called quaternion point groups. Our main result is a constructive classification similar to the odd prime case.


## Chapter 2

## The Coclass Graph $\mathcal{G}(p, r)$

In this chapter, we discuss some known structural results for coclass graphs. A detailed account of these results can be found in $[18,19,34,53]$. Recall the definition of coclass and coclass graph from Chapter 1. A few more notations are needed for further discussion. A group $H$ in $\mathcal{G}(p, r)$ is a descendant of a group $G$ if $G=H$ or if there is a path from $G$ to $H$ in $\mathcal{G}(p, r)$. If this path has length 1 , then $H$ is an immediate descendant of $G$ and $G$ is called the parent of $H$. A group $G$ in a coclass graph is called terminal if it has no descendant except $G$ itself. If this is not the case then $G$ is called capable. One example of a coclass graph is given in Figure 1. Another example of $\mathcal{G}(2,2)$ is given in Figure 2. However, structures of these graphs are relatively easy compared to the general structure of coclass graphs. In order to understand the full scale of the complicacy one can observe that except for few graphs like $\mathcal{G}(2,1), \mathcal{G}(3,1)$ and $\mathcal{G}(5,1)$ it currently seems impossible to sketch significant parts of other coclass graphs. As mentioned in Chapter 1 , with finitely many exceptions, every group in $\mathcal{G}(p, r)$ lies in a coclass tree; we first give a formal definition of these trees.

### 2.1 Coclass trees

The descendant tree of a group $G$ in $\mathcal{G}(p, r)$ is the subtree of $\mathcal{G}(p, r)$ which is induced by all descendants of $G$.

Definition 2.1. A coclass tree of $\mathcal{G}(p, r)$ is a descendant tree which is maximal with respect to the property that its root is the initial vertex of exactly one infinite path. This unique maximal path is the mainline of the coclass tree.

For example, the coclass graph $\mathcal{G}(2,1)$ has only one coclass tree and its mainline starts from $V_{4}$, see Figure 1. $\mathcal{G}(2,2)$ has five coclass trees, see Figure 2 where the roots of the coclass trees are indicated by the boxes.

As mentioned in the Introduction, coclass trees are uniquely associated with infinite pro- $p$-groups of finite coclass; this relationship will be described in Chapter 3. Here we only concentrate on the graph-theoretic structures and hence refrain from giving any details on the related pro- $p$-groups.

The next theorem, which was obtained in the course of proving the Coclass Theorems, describes the general structure of coclass graphs. Details can be found in [53, Corollary 11.2.3]. Since the proof involves structural results of pro- $p$-groups, we give a brief proof in Theorem 3.5 and Lemma 3.6.

Theorem 2.2. The graph $\mathcal{G}(p, r)$ consists of finitely many coclass trees and finitely many groups not lying in any coclass tree.


Figure 2: The coclass graph $\mathcal{G}(2,2)$ and the roots of its coclass trees.

We now need some more notation to describe coclass trees. The depth of a vertex in a rooted tree is its distance from the root, and the depth of a rooted tree is the maximum depth of a vertex in the tree. The width of a rooted tree is the maximum number of vertices at the same depth.

Definition 2.3. Let $\mathcal{T}$ be a coclass tree with mainline $S_{1} \rightarrow S_{2} \rightarrow \ldots$
a) The $j$-th branch $\mathcal{B}_{j}$ of $\mathcal{T}$ is the subtree of $\mathcal{T}$ induced by all descendants of $S_{j}$ which are not descendants of $S_{j+1}$. For a positive integer $k$, denote by $\mathcal{B}_{j}[k]$ the subtree of $\mathcal{B}_{j}$ induced by the groups of depth at most $k$ in $\mathcal{B}_{j}$.
b) For a positive integer $k$, the shaved coclass graph $\mathcal{G}_{k}(p, r)$ is the subgraph of $\mathcal{G}(p, r)$ induced by the mainline groups of the coclass trees in $\mathcal{G}(p, r)$ and their descendants of distance at most $k$.

Thus, by construction, the branches of a coclass tree are finite subtrees which are pairwise disjoint and connected via the mainline, see Figure 3.


Figure 3: Branches of a coclass tree.

Theorem 2.2 describes the general structure of a coclass graph, but it remains to describe the structure of its coclass trees. For example, it is known that $\mathcal{G}(p, 1)$ has only one coclass tree; if $p \geq 7$, then the set of widths of its branches is unbounded, see [20, Corollary 1.2]. In fact, the size of the branches increases too fast for a reasonable amount of computational examination. Even the branches of the coclass tree of $\mathcal{G}(5,1)$ are much more complicated then the branches we have seen in $\mathcal{G}(2,1)$ and $\mathcal{G}(2,2)$; Figures 4 and 5 display the branches $\mathcal{B}_{14}$ and $\mathcal{B}_{18}$ of $\mathcal{G}(5,1)$ having roots of order $5^{14}$ and $5^{18}$; in these figures, a vertex labelled with an integer $m$ stands for $m$ terminal immediate descendants of the corresponding parent; we refer to [17, Chapter 10] for more details.

Many computer experiments suggest that significant parts of the branches in a coclass tree exhibit periodic patterns; this is well illustrated in the graphs shown in Figures 1 and 2; see also Figures 4 and 5. A good deal of current research, for example [17, 18, 20], is now concentrated on studying periodicity results. We discuss some of these results in the following sections.

### 2.2 Periodicities

Motivated by the observed periodic patterns and the success for $p=2$, one aims to find a finite description of coclass graphs for all prime and coclass. This will also allow to draw conclusions from these graph-theoretic structures to the structure of the groups


Figure 4: $\mathcal{B}_{14}$ of the coclass tree in $\mathcal{G}(5,1)$.


Figure 5: $\mathcal{B}_{18}$ of the coclass tree in $\mathcal{G}(5,1)$.
involved. Towards this aim one considers the following conjecture, see [17, Section 1.1.2]; this is a weaker version of Conjecture 1.4.

Conjecture 2.4. Let $p$ be a prime and $r$ be a positive integer. The coclass graph $\mathcal{G}(p, r)$ can be described by a finite subgraph and periodic patterns.

Newman and O'Brien examined the coclass graph $\mathcal{G}(2, r)$ in detail and suggested that Conjecture 2.4 is true for $\mathcal{G}(2, r)$, see [73]. They proposed Conjecture P which is proved independently by du Sautoy [25] and later by Eick and Leedham-Green [35]. Since Conjecture P is now proved, we denote this as Theorem P .

Coclass Theorem P. If $\mathcal{T}$ is a coclass tree of $\mathcal{G}(2, r)$ with branches $\mathcal{B}_{1}, \mathcal{B}_{2}, \ldots$, then there exists an integer $d=d(\mathcal{T})$ such that, up to finitely many exceptions, for $j \geq 1$ the branches $\mathcal{B}_{j}$ and $\mathcal{B}_{j+d}$ are isomorphic as rooted trees.

Theorem P is the first evidence towards Conjecture 2.4. The proof was first completed by du Sautoy [25] using zeta functions and model theory. This proof was a qualitative version of the conjecture and was non-constructive in the sense that one cannot obtain any information of the groups involved. The constructive proof by Eick and LeedhamGreen [35] is based on an explicit group-theoretic construction. In fact, the results of du Sautoy, Eick and Leedham-Green not only hold only for $p=2$, but also for any shaved coclass tree for any prime $p$ and fixed coclass $r \geq 1$. These results lead to what is now known as periodicity of type I.

### 2.2.1 Periodicity of type I

The periodicity of type I deals with shaved coclass trees $\mathcal{G}_{k}(p, r)$. It says that for a chosen depth $k$ and for all large enough $n$, the shaved branch $\mathcal{B}_{n}[k]$ repeats itself in some subsequent branches. We first state the result here, see also Figure 6.

Theorem 2.5. If $\mathcal{T}$ is a coclass tree in $\mathcal{G}(p, r)$ with branches $\mathcal{B}_{1}, \mathcal{B}_{2}, \ldots$ then for every positive integer $k$, there exist integers $f=f(\mathcal{T}, k)$ and $d=d(\mathcal{T})$ such that, for every $n \geq f$, there is a graph isomorphism $\pi_{n}: \mathcal{B}_{n}[k] \rightarrow \mathcal{B}_{n+d}[k]$.

Theorem 2.5, also known as the periodicity of type I, shows that the shaved coclass graph $\mathcal{G}_{k}(p, r)$ can be described by a finite subgraph and periodic patterns. The constructive proof in [35] is based on an explicit group-theoretic construction and describes the groups in a coclass tree $\mathcal{T}$ as suitable group extensions and then uses cohomology theory to deduce the required graph isomorphisms. In this approach, detailed information on the periodicity is uncovered. Importantly, the explicit description of the graph isomorphisms helps to describe the structure of the groups involved. The proof also provides explicit


Figure 6: Periodicity of type I.
bounds for the parameters mentioned in Theorem 2.5. As a result of these explicit bounds, the periodicity of type I tells us that if there is an upper bound for the depths of all branches of a particular coclass tree, then the whole coclass tree can be constructed from a finite subtree with finitely many calculations using periodicity of type I. The latter holds for all coclass tree if $p=2$. Consequently it is shown in [35] that the 2 -groups of coclass $r$ can be described by finitely many parametrised presentations with one integer parameter, similar to the groups in (1.1). This proves Conjecture 1.4 for $p=2$ and generalises (1.1). However the case $p \geq 3$ is widely open because in general there is no bound for the depths of all branches of a particular coclass tree.

The periodicity of type I is significantly improved in the case of coclass 1 by Dietrich [19]. We briefly summarise the results related to this improvement; details can be found in [17-19]. Fix a prime $p \geq 7$ and consider the graph $\mathcal{G}(p, 1)$ (the case $p \geq 5$ is similar but needs some technical adjustments). Let $e_{n}=\max \{0, n-2 p+8\}$ and $c_{p}=4 p-19$. The following results have been proved in [17, Theorem 2.6] and [19, Theorem 1.1]; see Figure 7 for an illustration.

Theorem 2.6. Using the notation of the previous paragraph the following hold.
a) If $n \geq p+1$, then $\mathcal{B}_{n}\left[e_{n}\right] \cong \mathcal{B}_{n+p-1}\left[e_{n}\right]$ as rooted trees.
b) The depth of $\mathcal{B}_{n}$ is at least $e_{n}$ and at most $e_{n}+c_{p}$.

Eick and Leedham-Green [35] determined an upper bound for the parameter $f$ mentioned in Theorem 2.5. Using these bounds for coclass 1 , one can show that a shaved subtree of $\mathcal{B}_{n}$ of depth approximately $n / 6 d$ can be embedded into $\mathcal{B}_{n+d}$ where $d=p-1$. In contrast, the periodicity result in Theorem 2.6 embeds the subtree of $\mathcal{B}_{n}$ of depth $e_{n} \approx n$


Figure 7: Periodicity of type I for coclass 1 where $d=p-1$.
into $\mathcal{B}_{n+p-1}$. Thus Theorem 2.6 is a stronger version of the periodicity of type I as given in Theorem 2.5. In this thesis we demonstrated a similar improvement for a special class of skeleton groups see Theorem 6.4 for details.

In general, it is not possible to describe whole coclass graph in general using the periodicity of type I. The difficulties are two-fold. One problem is that the number of coclass trees in $\mathcal{G}(p, r)$ grows quickly as $r$ grows. Eick [30, Section 6 ] showed that $\mathcal{G}(3,3), \mathcal{G}(3,4)$, and $\mathcal{G}(5,3)$ already have more than $10^{3}, 10^{11}$, and $10^{16}$ coclass trees respectively; this makes an explicit classification nearly impractical with a few exception like $p=2$. Another problem is that for odd primes the set of depths of the branches in a coclass tree is usually unbounded. In fact from [35, Remark 4] we can see that there exists an integer $k$ such that almost all vertices of $\mathcal{G}(p, r)$ are contained in $\mathcal{G}_{k}(p, r)$ only if either $p=2$, or both $p=3$ and $r=1$. This explains why not all coclass graphs can be described using the periodicity of type I: for odd primes, it is necessary to consider the unbounded growth of the branches. The aim is to use a second periodic pattern to describe the growth of the branches. It seems to be true that descendant tree of a group deep enough in a branch is isomorphic to the descendant tree of a group in a previous branch. In order to describe the coclass tree by a finite calculation, we need a description of the said isomorphisms. The periodicity results that take account such branches are known as periodicity of type II. Currently this is investigated by considering periodic parents, see $[18,20]$ for details. But there is still not enough evidence to support Conjecture 1.4. However, partial evidence is available for special cases, see [20, 34] for details. We briefly discuss these in the next section.

### 2.2.2 Periodicity of type II

Let us fix a coclass tree $\mathcal{T}$ with branches $\mathcal{B}_{n}$ for $n \geq 1$. Let $k$ be an integer and define the $k$-step descendant tree $\mathcal{D}_{k}(G)$ of a group $G$ in $\mathcal{B}_{n}$ as the subtree of $\mathcal{B}_{n}$ induced by the descendants of distance at most $k$ from $G$. Let the depth of the branch $\mathcal{B}_{n}$ in $\mathcal{T}$ be $M_{n}$. Also suppose $m_{n}$ is as large as possible such that $\mathcal{B}_{n}\left[m_{n}\right] \cong \mathcal{B}_{n+d}\left[m_{n}\right]$. So by Theorem 2.5, for suitably chosen $n$, the shaved branch $\mathcal{B}_{n+d}\left[m_{n}\right]$ can be constructed from $\mathcal{B}_{n}\left[m_{n}\right]$. Let $r_{n}=M_{n+d}-m_{n}$; we recall from Theorem 2.6 that for a fixed prime $p$ and coclass 1, we have $r_{n}=p-1$ (a constant in $p$ ) which might not be true in general. So, if the branches have unbounded depths (there is no upper bound for all $M_{n}$ ), then in order to describe the coclass tree, we need to describe the groups in $\mathcal{D}_{r_{n}}(G)$ for every group $G$ at depth $m_{n}$ in $\mathcal{B}_{n+d}$. Computer experiments [18] suggest that for $r=1$ and $p=5,7,11$, almost always the unique ancestor $H$ at distance $p-1$ from $G$ satisfies $\mathcal{D}_{p-1}(G) \cong \mathcal{D}_{p-1}(H)$, see Figures 4 and 5 . Hence, one expects that, in general, for a given group $G$ at depth $m_{n}$, there is a group $H$ at depth $m_{n}-r_{n}$ such that $\mathcal{D}_{r_{n}}(H) \cong \mathcal{D}_{r_{n}}(G)$ in $\mathcal{B}_{n+d}$, see Figure 8. In [18], such a group $H$ is called a periodic parent of $G$.


Figure 8: Periodic parent.

Computer experiments for $p \geq 7$ suggest that there are infinitely many groups (deep within the branches) for which the ( $p-1$ )-step parent is not a periodic parent; in fact, we prove in Theorem 6.43 that there is an infinite family of groups in $\mathcal{G}(7,1)$ where this fails. However, a modified result for coclass 1 is obtained in [18, Theorem 1.2].

Theorem 2.7. Consider $\mathcal{G}(p, 1)$ with $p \geq 5$ and $p \equiv 5 \bmod 6$. Write $d=p-1$. There is an integer $n_{0}=n_{0}(p)$ such that, for all $n \geq n_{0}$, the following holds. Let $G$ be a group
at depth $e_{n}$ in $\mathcal{B}_{n+d}$ having immediate descendants and let $H$ be the d-step parent of $G$. If the automorphism group of $H$ is a p-group, then $H$ is a periodic parent of $G$.

In addition to Theorem 2.7, a stronger yet partial result for periodic parents in $\mathcal{G}(p, 1)$ has been proved in [18, Theorem 1.3]. One can observe from [18] that the condition $p \equiv$ 5 mod 6 plays an essential role for these results to be true. Our results in Theorem 6.43 suggests that the statement of Theorem 2.7 is not true for $p \equiv 1 \bmod 6$.

Computer experiments for coclass greater than 1 also suggested some other interesting periodic patters. Conjecture W [34] is one of them; it proposes a new periodicity that could be used to describe the branches with unbounded depth, see Figure 9. We state Conjecture W after introducing some required notation. Recall from Section 1.3 that the skeleton groups are defined via some homomorphisms. Let $\Gamma_{j, k}$ be the subgraph induced by the skeleton groups of depth $k$ in the branch $\mathcal{B}_{j}$ of a coclass tree. One can verify that the periodicity of type I (as in Theorem 2.5) induces a bijection between the skeleton trees $\Gamma_{j, k}$ and $\Gamma_{j+i d, k}$ for each $i \geq 0$. If $G \in \Gamma_{j+i d, k}$ then let $\bar{G}$ be its image in $\Gamma_{j, k}$ under this bijection.

Conjecture W. Let $\mathcal{T}$ be a coclass tree in $\mathcal{G}(p, r)$. Then there exist integers $d=d(\mathcal{T})$ and $l=l(\mathcal{T})$ such that if $\mathcal{B}_{l+i d}$ for $i=0,1, \ldots$ is a sequence of branches in $\mathcal{T}$ of unbounded depth then there exist integers $k \geq d$ and a map $\nu: \Gamma_{l, k} \rightarrow \Gamma_{l, k-d}$ that satisfies the following: if $G$ is in $\Gamma_{l+i d, k}$, and $H$ is in $\Gamma_{l+(i-1) d, k-d}$ such that $\nu(\bar{G})=\bar{H}$, then the descendant trees of $G$ and $H$ are isomorphic.


Figure 9: Conjecture W.

Following Theorem 2.5, for every $k$ one can arrange the infinitely many branches of a coclass tree into $d$ sequences such that $\mathcal{B}_{n}[k]=\mathcal{B}_{n+i d}[k]$ for $i \geq 0$ and large enough $n$. The theorem then completely describes a sequence of branches of bounded depth $k$. Recall from Section 1.3 that almost every group in the graph $\mathcal{G}(p, r)$ is close (of distance bounded in $p$ and $r$ ) to a skeleton group. Hence, Conjecture W, if true, along with this fact is capable of describing a sequence of branches of unbounded depth. We briefly illustrate how this can be done; we refer [34, Section 9] for details. Consider a coclass tree $\mathcal{T}$ with branches $\mathcal{B}_{1}, \mathcal{B}_{2}, \ldots$ having unbounded depth. We first choose an explicit value of $k$. The periodicity of type I implies that, for fixed $l \geq f(\mathcal{T}, k)$, the graphs $\mathcal{B}_{l+i d}[k]$ are all isomorphic for all $i \geq 0$, and hence may be constructed using finite calculations, see Theorem 2.5. If Conjecture W is true then the descendant tree of $G \in \Gamma_{l+d, k}$ is isomorphic to the descendant tree of the image $H$ of $\nu(\bar{G}) \in \Gamma_{l, k-d}$ in $\Gamma_{l+(i-1) d}$. Thus the subgraph of $\mathcal{B}_{l+d}$ containing both the skeleton groups of depth at most $k$ and the descendants of groups at depth $k$ may be constructed. Now the subgraph of $\mathcal{B}_{l+2 d}$ containing both the skeleton groups of depth at most $k$ and the descendants of groups at depth $k$ can be constructed from the corresponding subgraph of $\mathcal{B}_{l+d}$ and the map $\nu$ using Theorem 2.5. The corresponding subgraphs of $\mathcal{B}_{l+i d}$ for all $i>0$ can be constructed recursively in the same way. Thus, the complete graphs $\mathcal{B}_{l+i d}$ for all $i>0$ may be constructed by a finite calculation using Theorem 2.5 provided Conjecture W is true. We note from [34] that the central difficulty in proving Conjecture W is finding a description for the map $\nu$. The investigations of $\mathcal{G}(3,2)$ and $\mathcal{G}(5,1)$ suggest that $\nu$ can be defined by taking the $d$-step parent of a given group.

The periodicity of type I and the results related to periodic parents in case $p \equiv 5 \bmod 6$ produced a great insight into the structure of $\mathcal{G}(5,1)$; see $[18,19]$. We recall some of the related results from $[18,19]$, a brief historical description can also be found in [20, Appendix A]. The investigation of the structure of $\mathcal{G}(5,1)$ started with the work of Newman [72]. Later Dietrich, Eick and Feichtenschlager [21], did extensive computer experiments which suggest in $\mathcal{G}(5,1)$ the following might be true: $\mathcal{B}_{n}[n-1] \cong \mathcal{B}_{n+4}[n-1]$ and $\mathcal{B}_{n+4} \backslash \mathcal{B}_{n+4}[n-1] \cong \mathcal{B}_{n} \backslash \mathcal{B}_{n}[n-5]$ for all large enough $n$. Afterwards Dietrich [18] proved that $\mathcal{B}_{n}[n-4] \cong \mathcal{B}_{n+4}[n-4]$ and $\mathcal{B}_{n+4}[n] \backslash \mathcal{B}_{n+4}[n-4] \cong \mathcal{B}_{n}[n-4] \backslash \mathcal{B}_{n}[n-8]$ for all large enough $n$. These periodicity results describe $\mathcal{G}(5,1)$ almost completely except the groups which are at the last 4 levels in the branches, see also Figures 4 and 5 .

The structure of the branches in $\mathcal{G}(p, r)$ is still wide open and very little is known about these graphs. Conjecture $W$, if true, will be a powerful tool to investigate the branches with unbounded depth. This is because of the fact that almost every group in a branch, however deep, is at a bounded distance (in terms of $p$ and $r$ ) from a skeleton group; we will elaborate this result in Chapter 4. Recently a fair amount of research work has been done on skeleton groups and often periodicity results are first investigated for the
skeleton subgraphs. The recent investigation in [20] (for odd $p$ and $r=1$ ) illustrates this well; it provides the first evidence supporting Conjecture W for coclass trees with branches of unbounded widths. Motivated by these results, we discuss skeleton groups in Chapters 4 and 5.

## Chapter 3

## Infinite Pro- $p$-Groups of Coclass $r$

This chapter aims to introduce the results related to infinite pro-p-groups of fixed coclass that play an important role in the structure of coclass graphs. The results in this chapter can be found in $[23,30,51,53-55,65]$

### 3.1 Infinite pro-p-groups and coclass graphs

The inverse limit of the groups in the mainline of any coclass tree is a special type of infinite pro-p-group. Here we give a detailed description of these groups. For further details we refer to the book by Dixon, du Sautoy, Mann and Segal [23, Chapter 10].

Definition 3.1. a) A partially ordered set $(I, \leq)$ is said to be inductively ordered if for all $i, j \in I$ there exists $k \in I$ such that $i \leq k$ and $j \leq k$.
b) Let $(I, \leq)$ be an inductively ordered set and $\left\{G_{i} \mid i \in I\right\}$ be a family of groups with surjective homomorphisms $\left\{\theta_{i j}: G_{i} \rightarrow G_{j} \mid j \leq i\right\}$ such that $\theta_{j k} \circ \theta_{i j}=\theta_{i k}$ for all $k \leq j \leq i$. Then $\left(\left\{G_{i}\right\}_{i \in I},\left\{\theta_{i j}\right\}_{j \leq i}\right)$ is called an inverse system of groups. Its inverse limit is defined as the subgroup $G$ of $\prod_{i \in I} G_{i}$ consisting of the elements $\left(g_{k}\right)_{k \in I}$ such that if $j \leq i$ then $\theta_{i j}\left(g_{i}\right)=g_{j}$. We write $G=\lim G_{i}$.
c) A pro- $p$-group is the inverse limit of an inverse system of finite $p$-groups.

If every $G_{i}$ in the above definition is a finite group, then we can furnish $\prod_{i \in I} G_{i}$ with the product topology of discrete spaces. In this way, the inverse limit with the induced topology becomes a topological group, that is, a group which is a topological space such that group multiplication and inversion are continuous. In this thesis, we will not focus on the topological structure of a pro-p-group but the notion of closed or open subgroups of any such group will be followed according to the said definition of topological group, we refer to $[53$, Section 7.1] and [23, Chapter 1].

We can see from Definition 3.1 that any finite $p$-group is a pro- $p$-group. The classical infinite example is the additive group of $p$-adic integers $\mathbb{Z}_{p}$.

Example 3.2. Let $p$ be a prime and for all $n \geq 1$ let $\mathbb{Z} / p^{n} \mathbb{Z}$ be the additive group of integers modulo $p^{n}$. Consider $\mathbb{N}$ as an inductively ordered set with natural order $\leq$ and let $\mathcal{F}=\left(\left\{\mathbb{Z} / p^{i} \mathbb{Z}\right\}_{i \in I},\left\{\theta_{i j}\right\}_{j \leq i}\right)$ be the inverse system of groups where $\theta_{i j}: \mathbb{Z} / p^{i} \mathbb{Z} \rightarrow$ $\mathbb{Z} / p^{j} \mathbb{Z}$ is defined by $z+p^{i} \mathbb{Z} \mapsto z+p^{j} \mathbb{Z}$ for $j \leq i$. Then the inverse limit of $\mathcal{F}$ is $\mathbb{Z}_{p}$. Every integer $m$ defines a $p$-adic integer by defining a sequence $\left(m \bmod p^{n}\right)_{n \in \mathbb{N}}$.

Remark 3.3. Following Example 3.2, it can be seen from [23, Lemma 1.24 and Definition 1.25] that for every pro- $p$-group $G$, there is a natural $\mathbb{Z}_{p}$-action where each $z \in \mathbb{Z}_{p}$ acts on $g \in G$ as $g^{z}=\lim g^{z_{n}}$ with $z_{n}=z \bmod p^{n}$. Note that, if $g, h \in G$ commute and $y, z \in \mathbb{Z}_{p}$, then $g^{y+z}=g^{y} g^{z},\left(g^{y}\right)^{z}=g^{y z}$, and $(g h)^{z}=g^{z} h^{z}$. In particular, if $G$ is abelian, then $G$ is a $\mathbb{Z}_{p}$-module. We note that a group $G$ is finitely generated as a pro- $p$-group (that is as a topological group), if there exists a finite subset $X \subseteq G$ such that the only open subgroup of $G$ containing $\langle X\rangle$ is $G$. For example, $\left(\mathbb{Z}_{p},+\right)$ is generated (topologically) by $\{1\}$, whereas $\langle 1\rangle=(\mathbb{Z},+)$ as abstract groups. In this context we note from [23, Chapter 1] that if $G$ and $H$ are pro- $p$-groups and $G$ is finitely generated, then every abstract group homomorphism $G \rightarrow H$ is continuous. This means every homomorphism from a finitely generated pro- $p$-group $G$ to a pro- $p$-group $H$ is compatible with the $\mathbb{Z}_{p}$-action. In particular, the identity map $G \rightarrow G$ is continuous and, hence, the topology of $G$ is determined uniquely by the group structure, see also [17, Section 5.2].

The definition of coclass can be extended to infinite pro-p-groups, see [53, Definition 7.4.1].

Definition 3.4. A pro- $p$-group $S$ with nilpotent quotients $S_{j}=S / \gamma_{j}(S)$ has coclass $\operatorname{cc}(S)=r$ if there is an integer $t$ such that $S_{j}$ is a finite $p$-group of coclass $r$ for all $j \geq t$. This is equivalent to saying that $S_{t}$ is a finite $p$-group of coclass $r$ and $\gamma_{i}(S) / \gamma_{i+1}(S)$ has order $p$ for all $i \geq t$.

By definition, every infinite pro- $p$-group $S$ of coclass $r$ yields an infinite path $S_{t} \rightarrow$ $S_{t+1} \rightarrow \ldots$ in the coclass graph $\mathcal{G}(p, r)$; in the following, the label of the branch $\mathcal{B}_{n}$ is usually chosen such that $\mathcal{B}_{n}$ has root $S_{n}=S / \gamma_{n}(S)$. On the other hand, the inverse limit of the groups on an infinite path in $\mathcal{G}(p, r)$ is an infinite pro- $p$-group of coclass $r$. For constructing these pro- $p$-groups, up to isomorphism, the inverse limit does not depend on the chosen epimorphisms, see [23, Chapter 10]. The following is one of the central theorems in coclass theory which relates the isomorphism types of infinite pro- $p$-groups of coclass $r$ with the coclass trees in $\mathcal{G}(p, r)$. Given the importance of these pro- $p$-groups, we include a proof as given in [23, page 267].

Theorem 3.5. There is a one-one correspondence between the isomorphism types of the infinite pro-p-groups of coclass $r$ and the coclass trees of $\mathcal{G}(p, r)$.

Proof. First consider a mainline $G_{1} \rightarrow G_{2} \rightarrow \ldots$ in $\mathcal{G}(p, r)$. Since $G_{n+1}$ and $G_{n}$ are connected in the coclass graph $\mathcal{G}(p, r)$, we can form a family of surjective homomorphisms $\phi_{n}: G_{n+1} \rightarrow G_{n}$. Taking the inverse limit, $G=\lim _{\leftarrow} G_{n}$ is an infinite pro- $p$-group. Note that each $\left|G_{n}\right|=p^{c+n-1+r}$ where $c=\mathrm{c}\left(G_{1}\right)$. As a result we have ker $\phi_{n}=$ $\gamma_{c+n}\left(G_{n+1}\right)$. We first show that the infinite pro- $p$-group $G$ is independent of the chosen epimorphisms. Suppose there is is a second family of epimorphisms $\psi_{n}: G_{n+1} \rightarrow G_{n}$, and and let $G_{\phi}$ and $G_{\psi}$ be the inverse limits with respect to $\phi_{n}$ and $\psi_{n}$, respectively. Using [23, p. 267; Excercise 1(i)], for every $f_{n} \in \operatorname{Aut}\left(G_{n}\right)$ we find $f_{n+1} \in \operatorname{Aut}\left(G_{n+1}\right)$ such that $\phi_{n} \circ f_{n+1}=f_{n} \circ \psi_{n}$. This produces an inverse system of groups given by $\ldots \rightarrow \operatorname{Aut}\left(G_{n+1}\right) \rightarrow \operatorname{Aut}\left(G_{n}\right) \rightarrow \ldots$ and since $\phi_{n} \circ f_{n+1}=f_{n} \circ \psi_{n}$ for all $n$, we deduce $G_{\phi} \cong G_{\psi}$, see [23, p. 267; Excercise 1(ii)]. This shows that $G$ is independent of the chosen epimorphisms. In order to show that $G$ has coclass $r$, we consider the natural projections $\pi_{n}: G \rightarrow G_{n}$. Suppose $K_{n}=\operatorname{ker} \pi_{n}$. Since $\left|G_{n}\right|=p^{c+n-1+r}$ and $\operatorname{ker} \phi_{n}=\gamma_{c+n}\left(G_{n+1}\right)$, there is some $N$ such that $\left|G: K_{n} \gamma_{i+1}(G)\right|=p^{i+r}$ for all $i \geq 1$ and $n \geq N$. This in turn shows that $G / \gamma_{n}(G)$ is a finite $p$-group and it has coclass $r$ for all $n \geq N$. Hence $G$ has coclass $r$.

Conversely, let $G$ be an infinite pro- $p$-group of coclass $r$; let $m \geq 1$ be as small as possible such that $\left|G / \gamma_{i+1}(G)\right|=p^{i+r}$ for all $i \geq m$. We take $H_{i}=G / \gamma_{m+i}(G)$ for $i \geq 1$ with the natural projection maps. By definition each $H_{n}$ is a finite $p$-group of coclass $r$ and, by [23, p. 267; Excercise 2], it follows that $G=\lim _{\leftarrow} H_{n}$. Thus the groups $\left\{H_{n} \mid n \in \mathbb{N}\right\}$ form a mainline in $\mathcal{G}(p, r)$ which corresponds to the infinite pro- $p$-group $G$ of coclass $r$.

Coclass Theorem D (see Section 3.2 for the statement) shows that there are only finitely many isomorphism types of infinite pro- $p$-group of fixed coclass $r$. Recall that Theorem 2.2 tells us that there are finitely many coclass trees and finitely many groups outside these trees in any coclass graph. In view of Theorem 3.5, to complete the proof of Theorem 2.2 , it now remains to show that there are only finitely many groups outside the coclass trees of a coclass graph. The proof below is based on the results provided in [53, Chapter 4].

Lemma 3.6. In any coclass graph $\mathcal{G}(p, r)$, there are only finitely many groups outside the coclass trees.

Proof. Let $\mathcal{S}$ be a family of pairwise non-isomorphic finite $p$-groups of coclass $r$ such that no group in $\mathcal{S}$ is part of any coclass tree in $\mathcal{G}(p, r)$. We show that $\mathcal{S}$ is finite. Assume for a contradiction that $\mathcal{S}$ is infinite. Now let $\mathcal{S}_{1}=\mathcal{S}$ and $X_{1}=\langle 1\rangle$. By
assumption, the groups $G / \gamma_{2}(G)$ with $G \in \mathcal{S}_{1}$ all have order at most $p^{r+1}$. Hence the groups $\left\{G / \gamma_{2}(G) \mid G \in \mathcal{S}_{1}\right\}$ fall into a finite number of isomorphism classes. Thus, there are infinite subset $\mathcal{S}_{2} \subseteq \mathcal{S}_{1}$ and a group $X_{2}$ such that $\mathcal{S}_{2}=\left\{G \in \mathcal{S}_{1} \mid G / \gamma_{2}(G) \cong X_{2}\right\}$. Inductively we can form a chain of infinite subsets $\mathcal{S}_{1} \supseteq \mathcal{S}_{2} \supseteq \ldots$ of $\mathcal{S}$ and a sequence of groups $X_{1}, X_{2}, \ldots$ such that $G / \gamma_{i}(G) \cong X_{i}$ for all $G \in \mathcal{S}_{i}$. As a consequence we have $X_{i+1} / \gamma_{i}\left(X_{i+1}\right) \cong X_{i}$. Thus the inverse limit of the groups $X_{i}$ forms an infinite pro- $p$ group, say $R$. In addition, for all $i>1$ there is $G \in \mathcal{S}$ such that $G / \gamma_{i}(G) \cong R / \gamma_{i}(R)$. Since every $G \in \mathcal{S}$ has coclass $r$ it follows from [53, Corollary 11.1.5] that $R$ has coclass $r$. Theorem 3.5 shows that $R$ corresponds to coclass tree, say $\mathcal{T}_{R}$, and there will be some group $H \in \mathcal{S}_{1}$ such that $H \in \mathcal{T}_{R}$, a contradition. Hence, $\mathcal{S}$ is finite.

Theorem 3.5 and Theorem D tell us that there are only finitely many coclass trees in a coclass graph. By Lemma 3.6 we see that there are finitely many groups outside these coclass trees; this completes the proof for Theorem 2.2.

### 3.1.1 Structure of infinite pro-p-groups

In this section we briefly discuss some of the important structural results for an infinite pro- $p$-group of finite coclass. We start with the definition of uniserial action.

Definition 3.7. A finite $p$-group $P$ acts uniserially on a $\mathbb{Z}_{p} P$-module $T$ if $\left[T: T_{i}\right]=$ $p^{i}$ for all $i \geq 0$ where $T_{0}=T$ and $T_{i}=\left[T_{i-1}, P\right]$ for all $i \geq 1$. Here $\left[T_{i-1}, P\right]$ is the subgroup of $T_{i-1}$ generated by the elements $-t+t^{g}$ where $t \in T_{i-1}$ and $g \in P$. The linearly ordered series $T=T_{0}>T_{1}>T_{2}>\ldots$ is the uniserial series for this action.

The following lemma connects certain subgroups of an infinite pro-p-group with the terms of its lower central series. The proof this lemma relies on many topological arguments, so we refrain from giving the details here, rather we refer to [53, Section 7.4$]$ for a complete proof. This lemma will be used in the proof of many subsequent results.

Lemma 3.8. Let $G$ be an infinite pro-p-group of finite coclass such that $\gamma_{i}(G) / \gamma_{i+1}(G)$ is of order $p$ for all $i \geq u$ for some integer $u$. Then
a) $G$ is finitely generated as a pro-p-group.
b) If $j \geq u$ then $G / \gamma_{j}(G)$ acts uniserially on $\gamma_{u}(G) / \gamma_{j}(G)$, and if $N \triangleleft G$ and $\gamma_{u}(G) \geq$ $N \geq \gamma_{j}(G)$, then $N=\gamma_{i}(G)$ for some $j \geq i \geq u$.

The following, from [53, Lemma 7.4.10], is a structural result related to uniserial action.

Lemma 3.9. Let $P$ be a finite p-group acting uniserially on a $\mathbb{Z}_{p} P$-module $T$ where the terms of the uniserial series are given by $T_{i}$ for $i \geq 0$. If $N$ is non-trivial $\mathbb{Z}_{p} P$-submodule of $T$ then there is $j \geq 0$ such that $N=T_{j}$. Further if $T \cong \mathbb{Z}_{p}^{d}$ for some positive integer $d$ then $T_{i+d}=p T_{i}$ for all $i \geq 0$.

Proof. We first show that $\bigcap T_{i}$ is trivial. Note that for any $t>0$, the quotient $T / p^{t} T$ is finite and so $T_{i} \leq p^{t} T$ for some large enough $i$. This shows that $\bigcap_{i} T_{i} \leq \bigcap_{t} p^{t} T$ which is trivial. Now let $N$ be a non-trivial $\mathbb{Z}_{p} P$-submodule of $T$. So $N$ contains an element of $T_{i} \backslash T_{i+1}$ for some $i$. As $N$ is closed and $T_{i} / T_{i+1}$ is cyclic, it follows that $N$ contains $T_{i}$. Since $N$ contains an element of $T_{i} \backslash T_{i+1}$, we have $N=T_{j}$ for some $j \leq i$. This also proves the last assertion of the statement as $p T_{i}$ is a $\mathbb{Z}_{p} P$-submodule and $\left|T_{i}: p T_{i}\right|=\left|T_{i}: T_{i+d}\right|$ for all $i \in \mathbb{Z}$.

Many structural results of an infinite pro-p-group depend on its hypercentre.
Definition 3.10. The upper central series of a group $G$ is the sequence of subgroups $1=Z_{0} \triangleleft Z_{1} \triangleleft \cdots \triangleleft Z_{i} \triangleleft \cdots$, where each successive group is defined by $Z_{i+1} / Z_{i}=Z\left(G / Z_{i}\right)$. The hypercentre $Z_{\infty}(G)$ of $G$ is defined as the union of the upper central series of $G$.

The next result, from [53, Lemma 7.4.4], describes the hypercentre of an infinite pro- $p$ group of finite coclass.

Lemma 3.11. Let $G$ be an infinite pro-p-group $G$ of coclass $r$ and let $u$ be an integer such that $\gamma_{i}(G) / \gamma_{i+1}(G)$ has order $p$ for all $i \geq u$. Then the hypercentre $H$ of $G$ has finite order $p^{h}$ for some $h<r$, contains every finite normal subgroup of $G$ and intersects $\gamma_{u}(G)$ trivially. Additionally, $G / H$ is a group of coclass $r-h$ with trivial hypercentre.

Proof. Following the definition of the hypercentre, it is sufficient to prove that the centre $Z$ of $G$ has finite order $p^{z}$ with $z<r$, has non-trivial intersection with every non-trivial finite normal subgroup of $G$ and intersects $\gamma_{u}(G)$ trivially, and that $G / Z$ has coclass $r-z$. By Lemma 3.8 we find that $G / \gamma_{j}(G)$ acts uniserially on $\gamma_{u}(G) / \gamma_{j}(G)$ for all $j \geq u$. Note that the quotients $\gamma_{i}(G) / \gamma_{i+1}(G)$ are all cyclic for all $i \geq u$ and hence $\gamma_{u}(G)$ must intersect $Z$ trivially; otherwise $G / \gamma_{j}(G)$ can not act uniserially on $\gamma_{u}(G) / \gamma_{j}(G)$. Since $\gamma_{u}(G)$ has finite index, $Z$ is of finite order $p^{z}$; otherwise $\gamma_{u}(G)$ can not intersect $Z$ trivially. Now let $N$ be a non-trivial finite normal subgroup of $G$. Then $N$ is a finite union of conjugacy classes, each of order $p^{i}$ for some $i$. By the Orbit-Stabiliser Theorem, we find that the number of conjugacy classes with just one element must be a multiple of $p$ and so $N$ intersects $Z$ non-trivially. Consider now $j \geq u$; since $\gamma_{u}(G)$ intersects $Z$ trivially, $\left|G: \gamma_{j}(G) Z\right|=\left|G: \gamma_{j}(G)\right| p^{-z}$. Since $G / \gamma_{j}(G) Z$ has nilpotency class at most $j$, we have $G / Z$ has coclass $r-z$ where $z<r$.

We conclude this section with the following two lemmas which will be used later in the proof of Theorem 3.16.

Lemma 3.12. Let $G$ be a pro-p-group of finite coclass which has trivial centre. Then $G$ contains a unique subgroup which is maximal with respect to being open normal selfcentralising abelian; this subgroup is a free $\mathbb{Z}_{p}$-module of finite rank.

Proof. We describe the proof as given in [53, Corollary 7.4.5 and Lemma 7.4.8]. Since $G$ has finite coclass, there is a positive integer $u$ such that $\gamma_{i}(G) / \gamma_{i+1}(G)$ has order $p$ for all $i \geq u$. Now Coclass Theorem C (see Section 3.2 for the statement) shows that $G$ is soluble, and so the last non-trivial term $A$ of the derived series of $\gamma_{u}(G)$ is an open abelian normal subgroup of $G$. Let $T$ be a maximal open abelian normal subgroup of $G$. The topological argument in [53, Lemma $7.2 .2(\mathrm{v})$ ] shows that $T$ is finitely generated; hence the torsion subgroup $\widehat{T}$ of $T$ is a finite normal subgroup of $G$. So by Lemma 3.11 we see that $\widehat{T}$ is trivial. This shows that $T$ is a free $\mathbb{Z}_{p}$-module of finite rank. Let $C=C_{G}(T)$. Since $T$ is an open normal subgroup, $G / T$ is a finite $p$-group (see [23, Proposition 1.2]), hence the normal subgroup $C / T \unlhd G / T$ intersects $Z(G / T)$ nontrivially (see [80, 5.2.1]). Thus, there exists $a \in C \backslash T$ with $a T \in Z(G / T)$; now $\langle T, a\rangle$ is an abelian normal open subgroup of $G$, contradicting the maximality of $T$. This proves that $C=T$, and $T$ is self-centralising. Let $U$ be any other open abelian normal subgroup of $G$. Then $U \cap T$ is open in $T$ and hence contains $p^{k} T$ for some $k$. Since $T$ is self-centralising, $G / T$ acts faithfully on $T$, and so also on $U \cap T$; recall that $p^{k} T \leq U \cap T$. If $u \in U$, then $u T$ acts trivially on the abelian group $U \cap T$, and so $u \in T$ since $G / T$ acts faithfully on $U \cap T$. This proves that $U \leq T$, and the uniqueness of $T$ follows from the maximality.

Lemma 3.13. Let $G$ be a pro-p-group of finite coclass $r$. If $G$ has trivial centre, then $G$ has an open normal subgroup $T \cong \mathbb{Z}_{p}^{d}$, where $d=(p-1) p^{s-1}$ where $1 \leq s \leq r$ for odd $p$ and $1 \leq s \leq r+2$ for prime 2 .

Proof. We describe the proof as given in [53, Theorem 7.4.12]. From Lemma 3.12 we see that $G$ contains an open normal self-centralising abelian subgroup $T$ which is a free $\mathbb{Z}_{p}$-module of finite rank, say $d$; hence $G / T$ acts faithfully on $T$. Let $u$ be an integer such that $\gamma_{i}(G) / \gamma_{i+1}(G)$ has order $p$ for all $i \geq u$. Then by definition, $G$ acts uniserially on $\gamma_{u}(G)$ and hence acts on $T$ by Lemma 3.11. For any group $H$ we denote by $H^{[p]}$, the group generated by the $p$-th power of the elements in $H$. Note that, $G / \gamma_{i}(G)$ is a finite $p$-group of coclass $r$ for all $i \geq u$, and so by applying [53, Theorems 6.3.8 and 6.3.9] for large $j$, there exists $w$ such that if $j \geq w$ then $\gamma_{j}(G)^{[p]}=\gamma_{j+d}(G)$ and has index $p^{d}$ in $\gamma_{j}(G)$ where $d=(p-1) p^{s-1}$ with $1 \leq s \leq r$ for odd $p$ and $1 \leq s \leq r+2$ for prime 2.

Lemma 3.13 gives rise to the important class of infinite pro-p-groups of coclass $r$ with trivial centre. Such groups are called uniserial p-adic space groups. We discuss the structure of these groups in the subsequent sections.

### 3.1.2 Uniserial $p$-adic space groups

In this section we discuss some properties of uniserial $p$-adic space groups and how they are related to infinite pro- $p$-groups. The results in this section are based on [53, Section 7.4]. We note from [53, Lemma 10.4.1] that if $T=\mathbb{Z}_{p}^{d}$ then the uniserial series for $T$ can be extended "to the left" as $\ldots \geq T_{-2}>T_{-1}>T_{0}>T_{1}>T_{2}>\ldots$ where $T_{-i}=p^{-1} T_{-i+d} \leq \mathbb{Q}_{p}^{d}$ for all $i>0$.

Definition 3.14. a) A $p$-adic pre-space group $S$ of dimension $d$ is an extension of a $d$-dimensional $\mathbb{Z}_{p}$-module $T$ by a finite $p$-group $P$. If $P$ acts faithfully on $T$ then $S$ is called a $p$-adic space group.
b) Let $T$ be a normal subgroup in a $p$-adic pre-space group $S$. If $T$ is maximal with respect to being open, abelian, torsion-free, and normal, then $T$ is a translation subgroup of $S$ with corresponding point group $S / T$.
c) A $p$-adic pre-space group $S$ is called split if there is a translation subgroup $T$ such that $S$ is a split extension of $T$ by a suitable point group; otherwise, $S$ is called non-split.
d) A $p$-adic pre-space group $S$ is uniserial if there exists a translation subgroup on which the corresponding point group acts uniserially. In addition, if the point group acts faithfully, then $S$ is a uniserial $p$-adic space group.

We now give an example of a uniserial $p$-adic space group. Before providing the details, we briefly recall what a semidirect product of groups is. Given two groups $N$ and $H$ such that $H$ acts on $N$ via a group homomorphism $\phi: H \rightarrow \operatorname{Aut}(N)$, we can construct a new group $H \ltimes_{\phi} N$, called the (outer) semidirect product of $N$ and $H$ with respect to $\phi$, whose underlying set is $H \times N$ and the group operation is defined as $\left(h_{1}, n_{1}\right)\left(h_{2}, n_{2}\right)=\left(h_{1} h_{2}, \phi\left(h_{2}\right)\left(n_{1}\right) n_{2}\right)$. If the action of $H$ on $N$ is clear from the context then we usually drop $\phi$ in the notation and simply write $H \ltimes N$. For the following example we take $\theta$ to be a primitive $p^{s}$-th root of unity over $\mathbb{Q}_{p}$ for some $s \geq 1$ so that the $p^{s}$-th local cyclotomic field is $\mathbb{Q}_{p}(\theta)$ and its valuation ring is defined as $\mathbb{Z}_{p}[\theta]=\left\{\sum_{i=0}^{d_{s}-1} a_{i} \theta^{i} \mid a_{i} \in \mathbb{Z}_{p}\right\}$ where $d_{s}=p^{s-1}(p-1)$, a detailed description of these structures are given in Section 4.1.2. The following is an illustration of [53, Example 7.4.14(ii)]. This will also serve as a standard example in later chapters.

Example 3.15. Let $p$ be an odd prime, $s \geq 1$ and $T=\left(\mathbb{Z}_{p}[\theta],+\right)$. So $T$ is a $\mathbb{Z}_{p}$-module of dimension $p^{s-1}(p-1)$. Let $\kappa=\theta-1$ and denote by $\mathfrak{p}$ the ideal of $\mathbb{Z}_{p}[\theta]$ generated
by $\kappa$. Then $\mathfrak{p}$ is the unique maximal ideal of the principal ideal domain $\mathbb{Z}_{p}[\theta]$ and the residue class field $\mathbb{Z}_{p}[\theta] / \mathfrak{p}$ of $\mathbb{Q}_{p}(\theta)$ is isomorphic to $\mathbb{F}_{p}$, the field of order $p$. For $z \in \mathbb{N}$ define $\mathfrak{p}^{z}=\left\{\kappa^{z} t \mid t \in T\right\}$. Let $P$ be a cyclic group of order $p^{s}$ and generated by $g$. We define an action of $P$ on $T$ via multiplication by $\theta$, that is, $t^{g^{i}}=\theta^{i} t$. Let $T_{0}=T$ and following Definition 3.7 we have $T_{1}=\langle-t+\theta t \mid t \in T\rangle=\mathfrak{p}$ and one can show by induction that $T_{n}=\mathfrak{p}^{n}$ for all $n \geq 1$. We note that $\mathfrak{p}^{z} / \mathfrak{p}^{z+1}$ and $T / \mathfrak{p}$ are both cyclic of order $p$ for all $z \geq 1$ and hence they are isomorphic. Thus $\left|T: T_{i}\right|=p^{i}$ for all $i \geq 1$. This shows that the action of $P$ on $T$ is uniserial. Also, we find that if $t^{g^{i}}=t$ for all $t \in T$, in particular $1^{g^{i}}=1$. Thus $\theta^{i}=1$ which shows that $i \equiv 0 \bmod p^{s}$. So the action is also faithful. Hence $S=P \ltimes T$ is a uniserial $p$-adic space group.

We now state one of the central theorems on the structure of infinite pro-p-groups, see [23, Theorem 10.1] and [53, Theorem 7.4.12].

Theorem 3.16. Let $G$ be an infinite pro-p-group of coclass $r$ which has trivial centre. Then $G$ is a uniserial p-adic space group which has an open normal subgroup $T \cong \mathbb{Z}_{p}^{d}$, where $d=(p-1) p^{s-1}$ with $1 \leq s \leq r$ for odd $p$ and $1 \leq s \leq r+2$ for prime 2 . Moreover, $G / T$ has coclass $r$.

The proof of Theorem 3.16 can be found in [53, Section 7.4] and [23, Chapter 10]. Here we briefly discuss the proof using Lemmas 3.12 and 3.13. We can now complete the proof of Theorem 3.16.

Proof of Theorem 3.16. By Lemma 3.11, we see that $G$ has a finite hypercentre $H$ and $G / H$ is a pro- $p$-group with trivial centre and of coclass less than $r$. Lemma 3.13 shows that $G / H$ has an open normal subgroup $\tilde{T}$ which satisfies the conditions listed in the theorem. Let $u$ be an integer such that $\gamma_{i}(G) / \gamma_{i+1}(G)$ has order $p$ for all $i \geq u$. Then the pre-image in $G$ of $\tilde{T}$ contains $T=\tilde{T} \cap \gamma_{u}(G)$ and from the proof of Lemma 3.11 we see that $T$ is a free uniserial $\mathbb{Z}_{p} P$-module of dimension $d$.

The following result, which is an easy corollary of Theorem 3.16 and Lemma 3.13, summarises the relation between the uniserial $p$-adic (pre)space groups and infinite pro-$p$-groups, see [53, Theorem 7.4.12] and [53, Corollary 7.4.13] also for details.

Corollary 3.17. Every infinite pro-p-group $G$ of finite coclass $r$ is a uniserial p-adic pre-space group of dimension $d_{s}=(p-1) p^{s-1}$ where $1 \leq s \leq r$ for odd $p$ and $1 \leq s \leq r+2$ for prime 2. If $G$ has trivial hypercentre, then $G$ is a uniserial p-adic space group.

In general a translation subgroup and the corresponding point group is not unique for a pre-space group. However, the uniqueness holds for uniserial space groups. This follows from Lemma 3.12 and Corollary 3.17. Thus we have the following, see [53, Lemma 7.4.8] for details.

Lemma 3.18. Every uniserial p-adic space group has a unique characteristic translation subgroup and so each term of its uniserial series is also characteristic.

Notation 3.19. Unless mentioned otherwise, for the rest of the chapter, we will abbreviate "uniserial $p$-adic (pre)space group" by " $p$-adic (pre)space group" or simply "(pre)space group" if the prime $p$ is clear from context.

A large amount of research, for example [30,51, 52, 60], has contributed towards the determination of the structure of these space groups. A systematic description of these results is given in [53, Chapters 7 and 10]. We provide some of those structural results in the following sections. By definition, every space group is an extension of its translation subgroup by its point group. We discuss these point groups in Section 3.1.3. Coclass of a space group will be discussed in Section 3.1.4. It is an important result that every non-split space group can be embedded into some split space group. We discuss these in Section 3.1.5. This discussion will also prepare the background for Chapter 7 where we will provide a constructive classification of uniserial 2-adic space groups.

### 3.1.3 Point groups

The aim of this section is to give an overview of the construction of possible point groups for a space group. Results of this section are mainly from [53, Chapters 2, 4 and 10]. For a group $H$ and a non-empty set $\Omega$, the multiplicative group $H^{\Omega}$ is defined as the set of maps from $\Omega$ to $H$ with pointwise multiplication $f_{1} f_{2}(\omega)=f_{1}(\omega) f_{2}(\omega)$ for all $f_{1}, f_{2} \in H^{\Omega}$ and $\omega \in \Omega$.

Definition 3.20. Let $H$ be a group, and let $G$ be a finite group acting on a non-empty finite ordered set $\Omega=\left(\omega_{1}, \ldots, \omega_{m}\right)$. For $g \in G$ and $f=\left(f\left(\omega_{1}\right), \ldots, f\left(\omega_{m}\right)\right) \in H^{\Omega}$, define $f^{g} \in H^{\Omega}$ by $f^{g}(\omega)=\left(f\left(\omega_{1}^{g^{-1}}\right), \ldots, f\left(\omega_{m}^{g^{-1}}\right)\right)$ for all $\omega \in \Omega$. Given $\Omega$, the (permutational) wreath product $H \imath G$ is defined as the split extension $G \ltimes H^{\Omega}$. The subgroup $H^{\Omega}$ of $H \imath G$ is the base group of the wreath product and can be identified with the direct product of $|\Omega|$ copies of $H$.

Remark 3.21. We consider Definition 3.20 in the case when $G$ is isomorphic to the cyclic group $C_{p^{s}}$ of order $p^{s}$. In this case we take the regular (permutation) representation of $C_{p^{s}}$, or equivalently assume that the fixed generator of $G$ acts on the set $\Omega=\left\{1, \ldots, p^{s}\right\}$ as the $p^{s}$-cycle $\left(1,2, \ldots, p^{s}\right)$. As a result, for a finite group $H$, the wreath product $C_{p^{s}}$ \} $H$ can then be formed according to Definition 3.20. The base group of $C_{p^{s}}$ \& $H$ will be the $p^{s}$-fold direct product of $H$.

Notation 3.22. For the rest of this chapter we fix an odd prime $p$ and write

$$
d_{s}=p^{s-1}(p-1)
$$

The point groups of a space group have a well-understood structure and it follows from [53, Section 10.2] that, up to conjugacy in $\operatorname{GL}\left(d_{s}, \mathbb{Q}_{p}\right)$, the possible point groups in dimension $d_{s}$ can be realised as subgroups of $\mathrm{GL}\left(d_{s}, \mathbb{Z}_{p}\right)$. For odd primes, it can further be shown that up to conjugacy in $\mathrm{GL}\left(d_{s}, \mathbb{Q}_{p}\right)$ it is enough to consider subgroups of $\operatorname{GL}\left(d_{s}, \mathbb{Z}\right)$. These kind of point groups are called rational point groups. For $p=2$ and $s>1$, the situation is more complicated: in addition to the rational point groups, there are point groups which are subgroups of $\mathrm{GL}\left(2^{s}, \mathbb{Q}_{2}\right)$ but not of $\mathrm{GL}\left(2^{s}, \mathbb{Q}\right)$, and these point groups cannot be conjugated into $\mathrm{GL}\left(2^{s}, \mathbb{Q}\right)$. It is known these point groups are isomorphic to certain subgroups of the iterated wreath product of $Q_{16}$ and $s-2$ copies of $C_{2}$, where $Q_{16}$ is the generalised quaternion group of order 16 .

The above discussion shows that there is a significant difference between odd primes and prime 2 for constructing space groups. For odd primes, Eick [30] has given a constructive classification of uniserial $p$-adic space groups. The case $p=2$ remained mostly open. We will investigate this case in Chapter 7 and will provide the theoretical description needed for the required constructive classification.

For odd $p$, we know from [53, Section 10.2] that the point groups of $p$-adic space groups of dimension $d_{s}$ can be represented by some subgroups of $W(s, p)$ where $W(1, p)$ is a cyclic subgroup of $\mathrm{GL}(p-1, \mathbb{Z})$ and $W(s, p)=W(s-1, p) \imath\left\langle M_{s}\right\rangle$ for some cyclic subgroup $M_{s} \leq \mathrm{GL}\left(d_{s}, \mathbb{Z}_{p}\right)$ for $s \geq 2$.

Definition 3.23. The cyclic group $W(1, p) \leq \mathrm{GL}(p-1, \mathbb{Z})$ is generated by the matrix

$$
A_{1}=\left(\begin{array}{ccccc}
0 & 1 & 0 & \ldots & 0 \\
0 & 0 & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 1 \\
-1 & -1 & -1 & \ldots & -1
\end{array}\right)
$$

and for $s \geq 2$, the group $W(s, p) \leq \mathrm{GL}\left(d_{s}, \mathbb{Z}\right)$ is generated by the matrices in the set $\left\{M_{s}\right\} \cup\left\{A^{*} \mid A \in W(s-1, p)\right\}$ where

$$
M_{s}=\left(\begin{array}{ccccc}
0 & I & 0 & \ldots & 0 \\
0 & 0 & I & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & I \\
I & 0 & 0 & \ldots & 0
\end{array}\right) \quad \text { and } \quad A^{*}=\left(\begin{array}{ccccc}
A & 0 & 0 & \ldots & 0 \\
0 & I & 0 & \ldots & 0 \\
0 & 0 & I & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & I
\end{array}\right) .
$$

with $I$ and 0 being the identity and zero matrices, respectively, of dimension $d_{s-1}$.

For the purpose of constructing point groups, an alternative definition of $W(s, p)$ is given in [30] for odd $p$; the following is shown in [30, Theorem 17].

Theorem 3.24. Let $U \in \operatorname{GL}\left(d_{s}, \mathbb{Z}_{p}\right)$ be a point group of a uniserial p-adic space group. If $p$ is odd then $U$ is conjugate in $\mathrm{GL}\left(d_{s}, \mathbb{Q}_{p}\right)$ to a subgroup of $W(s, p) \leq \mathrm{GL}\left(d_{s}, \mathbb{Z}\right)$.

The statement of Theorem 3.24 is not true for $p=2$. We consider this case in Section 7.4.

### 3.1.4 Coclass of space groups

The results mentioned in this section can be found in [53, Section 10.5]. Recall that the $p$-adic valuation $\nu_{p}: \mathbb{Q} \rightarrow \mathbb{Z} \cup\{\infty\}$ can be defined by $\nu_{p}(0)=\infty$ and, for $x \neq 0$, by the formula

$$
x=p^{\nu_{p}(x)} \frac{a}{b}, \quad p \nmid a b \text { for some } a, b \in \mathbb{Z},
$$

see Section 4.1 for further details. The following result describes the coclass of a space group, see [30, Theorem 1] for details.

Theorem 3.25. Let $G$ be a p-adic space group with point group $P$ and $p$ odd. Then $s \leq \operatorname{cc}(G) \leq p^{s-1}+\ldots+p+1$ and the dimension of $G$ is at most $(p-1) p^{\operatorname{cc}(G)-1}$. If $G$ is split then the coclass of $G$ is $\nu_{p}(|P|)$.

We conclude this section by giving an example of a space group of finite coclass.
Example 3.26. Let $p$ be an odd prime. We show that the space group $S$ obtained in Example 3.15 is of finite coclass. We retain the notations used in Example 3.15 and take $\gamma_{1}(S)=S$. We now calculate $\gamma_{2}(S)$. An arbitrary generator of $\gamma_{2}(S)$ is given by $\left(g^{i}, x\right)^{-1}\left(g^{j}, y\right)^{-1}\left(g^{i}, x\right)\left(g^{j}, y\right)$ where $x, y \in T$ and $i, j \in \mathbb{Z}$. A technical but straightforward calculation shows that $\gamma_{2}(S)$ is generated by $\{(1, \kappa t) \mid t \in T\}$. By induction we can prove that $\gamma_{n}(S)$ is generated by $\left\{\left(1, \kappa^{n-1} t\right) \mid t \in T\right\}$ for any $n \geq 2$. Thus the terms of the lower central series of $S$ are given by $\gamma_{1}(S)=S$ and $\gamma_{i}(S)=\mathfrak{p}^{i-1}$ for all $i \geq 2$. It is easy to see that $S / \kappa T \cong P \ltimes T / \kappa T$. Hence we deduce that $|S / \kappa T|=$ $p^{s+1}$. This shows that $S / \gamma_{2}(S)$ is a group of finite coclass. Finally, $\left|\gamma_{i}(S) / \gamma_{i+1}(S)\right|=$ $\left|\mathfrak{p}^{i-1} / \mathfrak{p}^{i}\right|=p$ for all $i \geq 2$. We conclude that $S$ has finite coclass.

### 3.1.5 Embedding

It is an important result that any non-split (pre)space group can be embedded into some split (pre)space group. In this section we discuss this and some related results. The content of this section is from [53, Section 10.4]. We begin with an example of a non-split space group.

Example 3.27. This is discussed in [34, p. 1250]. Let $K=\mathbb{Q}_{3}(\theta)$ be the ninth cyclotomic number field where $\theta$ is a primitive ninth root of unity. Write $T=\left(\mathbb{Z}_{3}[\theta],+\right)$ which is a $\mathbb{Z}_{3}$-module of rank 6 generated by $1, \theta, \ldots, \theta^{5}$. Let $W$ be the group of order 81 generated by the permutations $a=\left(1, \theta, \ldots, \theta^{8}\right)$ and $y=\left(1, \theta^{3}, \theta^{6}\right)$. The action of $W$ on $T$ is understood from the permutational structure of the elements of $W$. A straightforward calculation shows that the action is faithful and uniserial with the uniserial series $T>\mathfrak{p}^{1}>\mathfrak{p}^{2}>\ldots$ where $\mathfrak{p}^{n}=(\theta-1)^{n} T$. Let $b=\left(\theta, \theta^{4}, \theta^{7}\right)\left(\theta^{2}, \theta^{8}, \theta^{5}\right) \in W$. Hence $D=\langle a, b\rangle$ and $T$ both can be regarded as subgroups of $W \ltimes T$. Let $S=\langle a, b(\theta-1)\rangle$. Clearly $\mathfrak{p}$ is the kernel of the natural map from $S$ onto $D$ and hence $S$ is a uniserial 3 -adic space group which is not a split extension of $T$ by $D$. Then $S$ can be embedded into the split-space group $D \ltimes \mathfrak{p}=\langle a, b,(\theta-1)\rangle$.

Recall that if $T \cong \mathbb{Z}_{p}^{d}$ is a translation subgroup of a space group then the terms of uniserial series for $T$ are given by $T_{i}$ for all $i \in \mathbb{Z}$ with $T_{-i}=p^{-1} T_{-i+d} \leq \mathbb{Q}_{p}^{d}$ for all $i>0$. If $P$ is a point group of a pre-space group with a translation subgroup $T$ then the action of $P$ on $T$ can be extended to an action on $p^{-i} T$ for all $i \geq 0$.

Theorem 3.28. Let $G$ be a p-adic pre-space group with a translation subgroup $T$ and corresponding point group $P$. Then there exists a smallest integer $i \geq 0$ such that $G$ embeds into the split extension $G^{*}$ of $T_{-i}$ by $P$ with $G^{*} \cap T_{-i}=T$.

The group $G^{*}$ in Theorem 3.28 is called the minimal super-split pre-space group of $G$ corresponding to $T$. This group will play an important role in Chapters 4 and 5 .

### 3.2 The Coclass Theorems

We first state the Coclass Theorems by sorting them in order of strength, that means, Coclass Theorem B can be deduced from Coclass Theorem A and so on. The discussion in this section is motivated from [36, Section 2.3]. We start with Coclass Theorem E, which was the first one to be proved.

Coclass Theorem E. Given $p$ and $r$, there are only finitely many isomorphism types of infinite soluble pro-p-groups of coclass $r$.

Coclass Theorem E was first proved by Leedham-Green, McKay and Plesken in [54] for odd primes and in [55] for $p=2$.

The next in strength are Coclass Theorems D and C.
Coclass Theorem D. Given $p$ and $r$, there are only finitely many isomorphism types of infinite pro-p-groups of coclass $r$.

Coclass Theorem C. Every pro-p-group of finite coclass is soluble.
Coclass Theorem C was first proved in 1987 by Donkin [24] for $p>3$. His proof uses results related to the automorphism group of a simple Lie algebra over a local field. Later Shalev and Zel'manov [82] provided a proof that is valid for all primes.

Coclass Theorem B. There is an integer $g=g(p, r)$ such that every $p$-group of coclass $r$ has soluble length at most $g$.

For a proof of Coclass Theorem B (by Leedham-Green) see [53, Corollary 6.4.6]. The function $g(p, r)$ mentioned in Coclass Theorem B turned out to be $4+\log _{2}\left((p-1) p^{r-1}-1\right)$ for odd $p$ and $r+4$ for $p=2$. The strongest one is Coclass Theorem A.

Coclass Theorem A. There is an integer $f=f(p, r)$ such that every p-group of coclass $r$ has a normal subgroup of class 2 with index at most $p^{f}$.

The proof of Coclass Theorem A (see [53, Theorem 6.4.3 and Theorem 6.4.5]) is one of the major achievements in the coclass theory and numerous papers are contributed to the ultimate proof. We mention a few highlights from [23, p. 265]. We also refer to [53] and [17, Appendix A.2] for background and further references. Theorem A was first proved by Leedham-Green, see [52], though only for $p>3$. This proof relies on Donkin's proof of Coclass Theorem C for $p>3$. Later Shalev and Zel'manov [82] gave a self-contained proof, for all primes, of the results used in Donkin's proof for Theorem C. Afterwards Shalev gave an independent proof of Coclass Theorem A in [83] which is valid for all primes. We note that Leedham-Green's proof uses the concept of uniserial action and the application of Lie methods, whereas Shalev's proof uses the theory of Lie algebras. An interesting read in this context is the featured online review of these two papers written by Mann [63]. The function $f(p, r)$ mentioned in Coclass Theorem A turned out to be $p^{2(p-1) p^{r-1}+r-3}$ for odd $p$ and $2^{3.2^{r+1}+r-2}$ if $p=2$.

We conclude this section by recalling some brief proofs of Coclass Theorems B-E as consequences of stronger Coclass Theorems. Recall that a group $G$ is soluble if the derived series $G \geq G^{(1)} \geq G^{(2)} \geq \ldots$ eventually reaches the trivial subgroup of $G$ where we define $G^{(0)}=G$ and $G^{(i)}=\left[G^{(i-1)}, G^{(i-1)}\right]$.

Proof of Theorem B. Let $G$ be a $p$-group of coclass $r$. Note that $G^{(i)} \leq \gamma_{2^{i}}(G)$. Now it follows from the proof of Theorem A, see [53, Section 6.4], that $G$ has derived length at most $i+2$ if $2^{i} \geq 2(p-1) p^{r-1}-2$ for odd $p$, and if $2^{i+1} \geq 3 \cdot 2^{r+1}-1$ for $p=2$.

Proof of Theorem C. Let $G$ be a pro- $p$-group of coclass $r$. Then by definition $G / \gamma_{i}(G)$ is a finite $p$-group of coclass at most $r$ for all $i>1$. By Theorem B we have $G / \gamma_{i}(G)$ is
soluble of length at most $g$ where $g$ only depends on $p$ and $r$ and hence independent of $i$. Thus from the proof of Lemma 3.9, we get $G^{(g)}<\bigcap_{i} \gamma_{i}(G)=1$ and so $G$ is soluble.

Proof of Theorem D. We note from Theorem 3.16 that an infinite pro-p-group $G$ of coclass $r$ has an open normal subgroup $A \cong \mathbb{Z}_{p}^{k}$, where $k=(p-1) p^{s}$ for some $s<r$ if $p$ is odd, $k=2^{s}$ for some $s<r+1$ if $p=2$. Moreover, see [23, Theorem 10.1] we deduce that $G / A$ has coclass $r$ and $[G: A]=p^{r+p^{r}}$ if $p$ is odd, and $[G: A]=2^{r+(r+1)^{2++1}}$ if $p=2$. As shown in [23, Section 10.4], the proof of this assertion relies on Theorem C. Finally from [23, Theorem 5.8], there are only finitely many isomorphism types of extensions of the pro- $p$-group $\mathbb{Z}_{p}^{k}$ by a finite $p$-group.

Theorem E is a direct consequence of Theorem D.

## Chapter 4

## Skeleton Groups

We have seen in Section 2.2 that large parts of coclass graphs exhibit periodic patterns and it is conjectured that these patterns are sufficient to reconstruct the coclass graph from a finite subgraph. Theorems 2.2 and 3.5 explain that it is sufficient to study this conjecture for coclass trees. Many deep and rich results have been proved for these coclass trees; the book [53] has a detailed description and references. A brief summary of known periodicity results is also given in [20, Appendix A.2]. However, there are still many open questions related to the structure of coclass trees; see Section 2.2 for a detailed discussion. An unfortunate characteristic of previous work on $\mathcal{G}(p, r)$ is that proofs often become quite technical, frequently involving $p$-adic number theory. It has also become apparent that a more feasible approach for investigating $\mathcal{G}(p, r)$ is to first focus skeleton groups for reasons explained below.

While the precise structure of the groups in a coclass tree $\mathcal{T}$ is very intricate, skeleton groups are notable exceptions: these groups can informally be described as twisted finite quotients of the space group associated with $\mathcal{T}$; the twisting is induced by certain $\mathbb{Z}_{p} P$ module homomorphisms where $P$ is the point group of the space group associated with $\mathcal{T}$. We show in Theorem 4.19 that almost every group in $\mathcal{T}$ has bounded distance to such a skeleton group. This justifies saying that these groups indeed form the 'skeleton' of $\mathcal{G}(p, r)$ and hence the structure of $\mathcal{G}(p, r)$ is mostly determined by the subtree(s) induced by all skeleton groups. In conclusion, we will see that skeleton groups not only have a direct and a well-understood construction, conveniently parametrised by certain $\mathbb{Z}_{p} P$ homomorphisms, they also determine the broad structure of the graph $\mathcal{G}(p, r)$. This makes them an interesting and important object to study in coclass theory.

In this chapter we introduce the systematic treatment of skeleton groups. Our work is based on the technical definition of "constructible groups" given in [53, Definition 8.4.9]. Some variations have been studied for special cases in [18-20, 34], but with a very
succinct discussion and proof. Motivated by previous work, we elaborate a less technical definition and prove that skeleton groups are same as the groups defined in [53]; we give definitions and proofs in Section 4.4. Some results of this chapter are published in [22].

Notation 4.1. Throughout this chapter let $G$ be a uniserial $p$-adic space group of dimension $d$ and coclass $r$, with point group $P$, translation subgroup $T$, and extended uniserial series $\ldots>T_{-1}>T_{0}=T>T_{1}>\ldots$. In this chapter, from Section 4.3 onwards, we assume that $p$ is an odd prime.

### 4.1 Some number theory

The aim of this section is to briefly recall the number theory required for this chapter. These results are standard and can be found in [42, 45, 69, 70].

### 4.1.1 $p$-adic numbers

The $p$-adic valuation of $\mathbb{Q}$ is the map $\nu_{p}: \mathbb{Q} \rightarrow \mathbb{Z} \cup\{\infty\}$ which is defined as follows.

$$
\nu_{p}(n)= \begin{cases}v & \text { if } n \in \mathbb{Z} \backslash\{0\} \text { and } p^{v} \mid n \text { but } p^{v+1} \nmid n \\ \nu_{p}(a)-\nu_{p}(b) & \text { if } n=\frac{a}{b} \in \mathbb{Q} \text { where } a, b \in \mathbb{Z} \backslash\{0\} \\ \infty & \text { if } n=0 .\end{cases}
$$

In fact, recall from Section 3.1.4 that the $p$-adic valuation $\nu_{p}: \mathbb{Q} \rightarrow \mathbb{Z} \cup\{\infty\}$ can be defined by $\nu_{p}(0)=\infty$ and, for $x \neq 0$, by the formula

$$
x=p^{\nu_{p}(x)} \frac{a}{b}, \quad p \nmid a b \text { for some } a, b \in \mathbb{Z} .
$$

The above definition produces a $p$-adic absolute value $|\cdot|_{p}$ on $\mathbb{Q}$ which is defined by $|x|_{p}=p^{-\nu_{p}(x)}$ if $x \neq 0$ and $|0|_{p}=0$. The field of $p$-adic numbers $\mathbb{Q}_{p}$ is defined as the completion of $\mathbb{Q}$ under the $p$-adic absolute value. We note that $\mathbb{Q}_{p}$ consists of equivalence classes of Cauchy sequences. The following description is given from [42, Chapter 3]. Let us define

$$
\mathcal{C}_{p}(\mathbb{Q})=\left\{\left(x_{n}\right)_{n \in \mathbb{N}} \mid\left(x_{n}\right)_{n \in \mathbb{N}} \text { Cauchy sequence in } \mathbb{Q} \text { with respect to }|\cdot|_{p}\right\}
$$

and

$$
\mathcal{N}_{p}(\mathbb{Q})=\left\{\left.\left(x_{n}\right)_{n \in \mathbb{N}} \in \mathcal{C}_{p}(\mathbb{Q})\left|\lim _{n \rightarrow \infty}\right| x_{n}\right|_{p}=0\right\} .
$$

It can be shown that $\mathcal{N}_{p}(\mathbb{Q})$ is a maximal ideal of $\mathcal{C}_{p}(\mathbb{Q})$ and the field of $p$-adic numbers can be defined by the quotient

$$
\mathbb{Q}_{p}=\mathcal{C}_{p}(\mathbb{Q}) / \mathcal{N}_{p}(\mathbb{Q}) .
$$

The $p$-adic absolute value can be extended to $\mathbb{Q}_{p}$ via $|x|_{p}=\lim _{n \rightarrow \infty}\left|x_{n}\right|_{p}$ where $\left(x_{n}\right)_{n \in \mathbb{N}}$ is a Cauchy sequence in $\mathbb{Q}_{p}$ representing $x$. It can also be shown that $\mathbb{Q}_{p}$ is complete with respect to $|\cdot|_{p}$. Every $x \in \mathbb{Q}_{p}$ can uniquely be written as

$$
x=\sum_{n \geq n_{0}} b_{n} p^{n}, \quad b_{n} \in\{0, \ldots, p-1\} \text { and } n_{0}=\nu_{p}(x) .
$$

The ring of $p$-adic integers $\mathbb{Z}_{p}$ is the valuation ring $\left\{\left.x \in \mathbb{Q}_{p}| | x\right|_{p} \leq 1\right\}$ and can be regarded as

$$
\mathbb{Z}_{p}=\left\{\sum_{i=0}^{\infty} a_{i} p^{i} \mid 0 \leq a_{i} \leq p-1, a_{i} \in \mathbb{N}\right\}
$$

Note that

$$
\mathbb{Q} \cap \mathbb{Z}_{p}=\left\{\left.\frac{a}{b} \in \mathbb{Q} \right\rvert\, p \nmid b\right\}
$$

and for each $n \in \mathbb{N}$ we have $\mathbb{Z}_{p} / p^{n} \mathbb{Z}_{p} \cong \mathbb{Z} / p^{n} \mathbb{Z}$.
The group of $p$-adic units consists of the elements in $\mathbb{Z}_{p}$ which are invertible in $\mathbb{Z}_{p}$ and equals $\mathbb{Z}_{p}^{\star}=\left\{\left.x \in \mathbb{Q}_{p}| | x\right|_{p}=1\right\} ;$ we have $\mathbb{Q} \cap \mathbb{Z}_{p}^{\star}=\{a / b \in \mathbb{Q} \mid p \nmid a b\}$.

Using Hensel's Lemma, see [42, Section 3.3], it can be deduced that the only roots of unity in $\mathbb{Q}_{2}$ are $\{1,-1\}$; moreover if $p$ is odd then the $(p-1)$-th roots of unity are contained in $\mathbb{Q}_{p}$, and these are the only roots of unity.

### 4.1.2 Cyclotomic fields

We refer to [69, Section II, Chapters 5 and 7] for the results mentioned in this section.
Let $\theta$ be a primitive $p^{s}$-th root of unity over $\mathbb{Q}_{p}$ for some $s \geq 1$. The $p^{s}$-th local cyclotomic field is defined as $\mathbb{Q}_{p}(\theta)$, that is,

$$
\mathbb{Q}_{p}(\theta) \cong \mathbb{Q}_{p}[X] /\left(1+X+\ldots+X^{p^{s}-1}\right) \mathbb{Q}[X] .
$$

The field extension $\mathbb{Q}_{p}(\theta) / \mathbb{Q}_{p}$ is of degree $d_{s}=p^{s-1}(p-1)$ and $\mathbb{Q}_{p}(\theta)$ has a $\mathbb{Q}_{p}$-basis $\left\{1, \theta, \ldots, \theta^{d_{s}-1}\right\}$.

The $p$-adic absolute value on $\mathbb{Q}_{p}$ extends to $\mathbb{Q}_{p}(\theta)$ and, with respect to this absolute value, $\mathbb{Q}_{p}(\theta)$ is complete. The valuation ring of $\mathbb{Q}_{p}(\theta)$ is $\left\{\left.x \in \mathbb{Q}_{p}(\theta)| | x\right|_{p} \leq 1\right\}$ and
equals

$$
\mathbb{Z}_{p}[\theta]=\left\{\sum_{i=0}^{d_{s}-1} a_{i} \theta^{i} \mid a_{i} \in \mathbb{Z}_{p}\right\} .
$$

The invertible elements in $\mathbb{Z}_{p}[\theta]$ are $\left\{\left.x \in \mathbb{Q}_{p}(\theta)| | x\right|_{p}=1\right\}$; we denote this group of units by

$$
\mathcal{U}_{p^{s}}=\left(\mathbb{Z}_{p}[\theta]^{\star}, \cdot\right) .
$$

The element

$$
\kappa=\theta-1
$$

is a prime in $\mathbb{Q}_{p}(\theta)$ and generates the unique maximal ideal

$$
\mathfrak{p}=\left\{\left.x \in \mathbb{Q}_{p}(\theta)| | x\right|_{p}<1\right\}
$$

in the principal ideal domain $\mathbb{Z}_{p}[\theta]$. For any $z \in \mathbb{Z}$ we define $\mathfrak{p}^{z}=\left\{\kappa^{z} t \mid t \in \mathbb{Z}_{p}[\theta]\right\}$. The ideals $\mathfrak{p}^{0}, \mathfrak{p}^{1}, \mathfrak{p}^{2}, \ldots$ are all the non-zero ideals of $\mathbb{Z}_{p}[\theta]$, and each quotient $\mathfrak{p}^{j} / \mathfrak{p}^{j+1}$ is isomorphic to $\mathbb{Z} / p \mathbb{Z}$.

The Galois group

$$
G_{\theta}=\left\{\alpha \in \operatorname{Aut}\left(\mathbb{Q}_{p}(\theta)\right) \mid \alpha(x)=x \text { for all } x \in \mathbb{Q}_{p}\right\}
$$

is cyclic of order $d_{s}$ and generated by an automorphism defined by $\theta \mapsto \theta^{k}$ for some primitive root $k \in\left\{2, \ldots p^{s}-1\right\}$ modulo $p^{s}$. For any such $k$, the Galois automorphism defined by $\theta \mapsto \theta^{k}$ is denoted by $\sigma_{k}$.

We now recall the structure of the group of units $\mathcal{U}_{p^{s}}$. If $\omega \in \mathbb{Z}_{p}$ is a primitive ( $p-1$ )-th root of unity, then

$$
\mathcal{U}_{p^{s}}=\langle\omega\rangle \times(1+\mathfrak{p}) ;
$$

every $u \in \mathcal{U}_{p^{s}}$ can be written uniquely as $u=\omega^{a}(1+t)$ with $a \in\{0, \ldots, p-2\}$ and $t \in \mathfrak{p}$. The group of $i$-th one-units with $i \geq 1$ is defined as $\mathcal{U}_{p^{s}}^{(i)}=1+\mathfrak{p}^{i}$.

### 4.2 Exterior square

Let $V$ be the $\mathbb{Z}_{p}$-submodule of $T \otimes T$ generated by $\{a \otimes a \mid a \in T\}$ where $T$ is a $\mathbb{Z}_{p}$-module. The exterior square of $T$ is

$$
T \wedge T=(T \otimes T) / V
$$

which is the $\mathbb{Z}_{p}$-module generated by the symbols $s \wedge t$ with $s, t \in T$ subject to the relations $(z s) \wedge t=s \wedge(z t)=z(s \wedge t),(s+t) \wedge u=(s \wedge u)+(t \wedge u)$ and $s \wedge t=-(t \wedge s)$ for
all $s, t, u \in T$ and $z \in \mathbb{Z}_{p}$. We consider $T \wedge T$ as a $\mathbb{Z}_{p} P$-module where $P$ acts diagonally on $T \wedge T$, and write $T_{i} \wedge T$ for the $\mathbb{Z}_{p} P$-submodule of $T \wedge T$ generated by all $s \wedge t$ with $s \in T_{i}$ and $t \in T$.

### 4.3 Twisted groups

In the following, let $\gamma: T \wedge T \rightarrow T$ be a $\mathbb{Z}_{p} P$-module homomorphism. Recall that $T$ has $\mathbb{Z}_{p}$-rank $d$.

Lemma 4.2. There exists $0 \leq j \leq k$ such that $\gamma(T \wedge T)=T_{j}$ and $\gamma\left(T_{j} \wedge T\right)=T_{k}$; in particular, $k \geq 2 j-d$.

Proof. Since $\gamma$ is a $\mathbb{Z}_{p} P$-homomorphism, for any $a, b \in T$ and $g \in P$ we have that $\gamma(a \wedge b)^{g}=\gamma\left(a^{g} \wedge b^{g}\right) \in \gamma(T \wedge T)$. This shows that $\gamma(T \wedge T)$ is a $P$-invariant subgroup of $T$, hence by Lemma 3.8 we have $\gamma(T \wedge T)=T_{j}$ for some $j \geq 0$. By a similar argument we can show $\gamma\left(T_{j} \wedge T\right)=T_{k}$ for some $k \geq 0$. Clearly $k \geq j$ since $T_{k}=\gamma\left(T_{j} \wedge T\right) \subseteq$ $\gamma(T \wedge T)=T_{j}$. For the last claim, write $T_{j}=p^{y} T_{i}$ with $0 \leq i \leq d-1$ and note that $\gamma\left(T_{j} \wedge T\right) \leq p^{y} T_{j} \leq T_{2 j-d}$.

We now assume that

$$
\gamma(T \wedge T)=T_{j} \quad \text { and } \quad \gamma\left(T_{j} \wedge T\right)=T_{k}
$$

If $m \in\{j, j+1, \ldots, 2 j-d\}$, then $T_{k} \leq T_{m} \leq T_{j}$, and so $\gamma$ induces a well-defined surjective $P$-homomorphism $\left(T / T_{j}\right) \wedge\left(T / T_{j}\right) \rightarrow T_{j} / T_{m}$ which maps $\left(a+T_{j} \wedge b+T_{j}\right)$ to $\gamma(a \wedge b)+T_{m}$. For remainder of the chapter, let us fix these $j, k$ and $m$.

The definition of $T_{\gamma, m}$ in the following proposition depends on the fact that $p$ is odd, hence 2 is invertible in $\mathbb{Z}_{p}$.

Proposition 4.3. Let $T_{\gamma, m}=\left(T / T_{m}, \circ_{\gamma}\right)$ where

$$
\left(a+T_{m}\right) \circ_{\gamma}\left(a+T_{m}\right)=a+b+\frac{1}{2} \gamma(a \wedge b)+T_{m}
$$

Then $T_{\gamma, m}$ is a group of order $p^{m}$ with central derived subgroup $T_{j} / T_{m}$.

Proof. Since, $T_{m} \subseteq T_{j}$ and $\gamma\left(T_{j} \wedge T\right)=T_{k} \subseteq T_{m}$, the operation $\circ_{\gamma}$ is well defined. We now show that $T_{\gamma, m}$ is a group. Clearly $0+T_{m}$ is the identity and $-a+T_{m}$ is the inverse
of $a+T_{m}$ for any $a \in T$. To show associativity, we note that $T_{k} \leq T_{m}$ and if $a, b, c \in T$ then

$$
\begin{aligned}
& \left(\left(a+T_{m}\right) \circ_{\gamma}\left(b+T_{m}\right)\right) \circ_{\gamma}\left(c+T_{m}\right) \\
= & \left(\left(a+b+\frac{1}{2} \gamma(a \wedge b)\right)+T_{m}\right) \circ\left(c+T_{m}\right) \\
= & \left(a+b+\frac{1}{2} \gamma(a \wedge b)+c+\frac{1}{2} \gamma\left(\left(a+b+\frac{1}{2} \gamma(a \wedge b)\right) \wedge c\right)\right)+T_{m} \\
= & a+b+c+\frac{1}{2} \gamma(a \wedge b)+\frac{1}{2} \gamma((a+b) \wedge c)+T_{m} \\
= & a+b+c+\frac{1}{2}(\gamma(a \wedge b)+\gamma(a \wedge c)+\gamma(b \wedge c))+T_{m} .
\end{aligned}
$$

Similarly we can show that
$\left(a+T_{m}\right) \circ_{\gamma}\left(\left(b+T_{m}\right) \circ_{\gamma}\left(c+T_{m}\right)\right)=a+b+c+\frac{1}{2}(\gamma(b \wedge c)+\gamma(a \wedge b)+\gamma(a \wedge c))+T_{m}$.

Clearly $T_{\gamma, m}$ has order $p^{m}$ and if $a, b \in T$ then

$$
\begin{aligned}
& {\left[a+T_{m}, b+T_{m}\right] } \\
= & \left(-a+T_{m}\right) \circ_{\gamma}\left(-b+T_{m}\right) \circ_{\gamma}\left(a+T_{m}\right) \circ_{\gamma}\left(b+T_{m}\right) \\
= & \left(\left(-a-b+\frac{1}{2} \gamma(-a \wedge-b)\right)+T_{m}\right) \circ_{\gamma}\left(\left(a+b+\frac{1}{2} \gamma(a \wedge b)\right)+T_{m}\right) \\
= & \gamma(a \wedge b)+T_{m}
\end{aligned}
$$

Since the derived subgroup $T_{\gamma, m}^{\prime}$ is generated by all such commutators and $\gamma$ has image $T_{j}$, we deduce $T_{\gamma, m}^{\prime}=T_{j} / T_{m}$. If $a \in T$ and $b \in T_{j}$, then $\left[a+T_{m}, b+T_{m}\right]=\gamma(a \wedge b)+T_{m}=$ $0+T_{m}$, so $T_{j} / T_{m}$ is central in $T_{\gamma, m}$.

### 4.4 Skeleton groups

We continue using Notation 4.1 and assume that $p$ is odd. Moreover, when considering a twisted group $T_{\gamma, m}$, we implicitly assume that all parameters are chosen appropriately, that is, if $\gamma(T \wedge T)=T_{j}$ and $\gamma\left(T_{j} \wedge T\right)=T_{k}$, then $j \leq m \leq 2 j-d$.

### 4.4.1 The split case

We first consider the case when $G=P \ltimes T$ is split since this allows a direct construction. We consider a $\mathbb{Z}_{p} P$-homomorphism $\gamma: T \wedge T \rightarrow T$ and the associated twisted group

$$
T_{\gamma, m}=\left(T / T_{m}, \circ_{\gamma}\right)
$$

Since $\gamma$ is a $\mathbb{Z}_{p} P$-homomorphism, we can now make the following definition.

Definition 4.4. Let $\gamma: T \wedge T \rightarrow T_{j}$ be a surjective $\mathbb{Z}_{p} P$-homomorphism and choose $m$ such that $j \leq m \leq 2 j-d$. The skeleton group defined by $\gamma$ and $m$ is

$$
G_{\gamma, m}=P \ltimes T_{\gamma, m}
$$

with multiplication $\left(g, a+T_{m}\right)\left(h, b+T_{m}\right)=\left(g h, a^{h}+b+\frac{1}{2} \gamma\left(a^{h} \wedge b\right)+T_{m}\right)$.
The definition of $G_{\gamma, m}$ depends on the choice of the translation subgroup, which is implicitly encoded in $\gamma$, but it is independent of the chosen complement $P$.

### 4.4.2 The general case

Now we consider the general case, that is, the extension $G$ of $P$ by $T$ is not necessarily split. The approach here is to embed $G$ into some split pro- $p$-group $G^{*}$, to construct skeleton groups for $G^{*}$ as in Section 4.4.1, and then to translate these groups back to groups defined over $G$. We describe these three steps in the following.
(1) By Theorem 3.28, there exists a smallest integer $x \geq 0$ such that if $T^{*}=p^{-x} T$, then $G$ can be embedded into the pro-p-group $G^{*}=G T^{*}$, where $G \cap T^{*}=T$ and $G^{*}$ is a split extension of $T^{*}$ by $P$. We note that $G$ has coclass $r$. Now $x \leq r$ follows from Lemma 3.17 and Section 3.1.5, cf. the proof of [53, Theorem 11.3.9]. To abbreviate notation, for an integer $j$ it will be convenient to define

$$
\begin{equation*}
j^{*}=j-2 x d ; \tag{4.1}
\end{equation*}
$$

recall that $d$ is the dimension of $G$. In the following we write

$$
G=P . T=\{(g, t) \mid g \in P, t \in T\} \quad \text { and } \quad G^{*}=P . T^{*}=\left\{(g, t) \mid g \in P, t \in T^{*}\right\}
$$

for the underlying sets of $G$ and $G^{*}$, respectively, so that the embedding given by $\phi: G \hookrightarrow G^{*}$ maps $(g, t)$ to $(g, t)$. Let $P^{*}$ be a complement to $T^{*}$ in $G^{*}$; since $P^{*} \subseteq P . T^{*}$, write

$$
P^{*}=\left\{h_{g} \mid g \in P\right\} \quad \text { where each } \quad h_{g}=\left(g, t_{g}\right) \in P . T^{*} .
$$

(2) Let $\gamma: T \wedge T \rightarrow T_{j}$ be a surjective $\mathbb{Z}_{p} P$-homomorphism with $\gamma\left(T_{j} \wedge T\right)=T_{k}$ and $j \geq 2 x d$; recall that $k \geq 2 j-d$. Multiplication by $p^{-x}$ translates $\gamma$ to a surjective $\mathbb{Z}_{p} P$-homomorphism $T^{*} \wedge T^{*} \rightarrow T_{j^{*}}$, which, by abuse of notation, is also denoted by $\gamma$. If $m$ satisfies $j^{*} \leq m \leq 2 j^{*}+(x-1) d$, then $\gamma\left(T_{j^{*}} \wedge T^{*}\right) \leq T_{m}$, and we can
define the skeleton group $G_{\gamma, m}^{*}$ as in Section 4.4.1 by

$$
G_{\gamma, m}^{*}=P^{*} \ltimes T_{\gamma, m}^{*} .
$$

(3) Note that $T_{j^{*}} / T_{m}$ is a normal subgroup of $G_{\gamma, m}^{*}$ with quotient group $G^{*} / T_{j^{*}}$; denote by $\pi$ the associated natural projection. We now define $G_{P^{*}, \gamma, m}$ to be the full preimage under $\pi$ of the embedding of $G / T_{j^{*}}$ into $G^{*} / T_{j^{*}}$ via $\phi$.

Proposition 4.5. Writing the elements of $P^{*} \ltimes T_{\gamma, m}^{*}$ as $\left(h_{g}, t+T_{m}\right)$, we have

$$
G_{P^{*}, \gamma, m}=\left\{\left(h_{g}, t-t_{g}+T_{m}\right) \mid g \in P, t \in T\right\} \subseteq P^{*} \ltimes T_{\gamma, m}^{*} .
$$

Proof. By abuse of notation, $\phi$ yields an embedding $\phi: G / T_{j^{*}} \rightarrow G^{*} / T_{j^{*}}$ which maps $u=\left(g, t+T_{j^{*}}\right) \in P .\left(T / T_{j^{*}}\right)$ to $\phi(u)=\left(h_{g}, t-t_{g}+T_{j^{*}}\right) \in P^{*} \ltimes T^{*} / T_{j^{*}}$; recall that each $(g, 0) \in P . T^{*}$ can be written as $\left(h_{g},-t_{g}\right) \in P^{*} \ltimes T^{*}$. Thus the full preimage of $\phi(u)$ under $\pi$ consists of all $\left(h_{g}, t+s-t_{g}\right) \in P^{*} \ltimes T / T_{m}$ with $s \in T_{j^{*}}$. It follows that $G_{P^{*}, \gamma, m}$ is indeed the set given in the proposition.

Remark 4.6. We give a direct proof that the set in Proposition 4.5 is a subgroup of $G_{\gamma, m}^{*}$. If $g, k \in P$, then $h_{g k}=\left(g k, t_{g k}\right)$ and $h_{g} h_{k}=\left(g k, t_{g}^{k}+t_{k}+\delta(g, k)\right) \in P^{*}$ where $\delta \in Z^{2}(P, T)$ is the 2-cocycle defining the extension $G$ of $T$ by $P$; in particular, $h_{g k}=h_{g} h_{k}$ and so $t_{g k}=t_{g}^{k}+t_{k}+\delta(g, k) \equiv t_{g}^{k}+t_{k} \bmod T$. This can be used to verify that the product in $P^{*} \ltimes T_{\gamma, m}^{*}$ of two elements in $G_{P^{*}, \gamma, m}$ lies indeed in $G_{P^{*}, \gamma, m}$. It follows from $t_{g}^{\left(g^{-1}\right)}+t_{g^{-1}}=0$ that $G_{P^{*}, \gamma, m}$ is closed under inversion.

In the following, let $x \geq 0, T^{*}=p^{-x} T, P^{*}$, and $h_{g}=\left(g, t_{g}\right) \in P^{*}$ for $g \in P$ be as above. Since $P \cong P^{*}$ and each $h_{g} \in P^{*}$ acts on $T^{*}$ as $g \in P$, we can define:

Definition 4.7. Let $\gamma: T \wedge T \rightarrow T_{j}$ be a surjective $\mathbb{Z}_{p} P$-homomorphism such that $j^{*}=j-2 x d \geq 0$, and let $m$ be such that $j^{*} \leq m \leq 2 j^{*}+(x-1) d$. The skeleton group defined by $\gamma$ and $m$ and the chosen complement $P^{*}$ is

$$
G_{P^{*}, \gamma, m}=\left\{\left(g, t-t_{g}+T_{m}\right) \mid g \in P, t \in T\right\} \subseteq P \ltimes T_{\gamma, m}^{*} .
$$

A group is a skeleton group if it is isomorphic to $G_{P^{*}, \gamma, m}$ for certain $P^{*}, \gamma$, and $m$.
The projection $G_{P^{*}, \gamma, m} \rightarrow P$ has kernel $\left\{\left(1, t+T_{m}\right) \mid t \in T\right\} \cong T_{\gamma, m}$ and is surjective, so $G_{P^{*}, \gamma, m}$ is an extension of $T_{\gamma, m}$ by $P$. Moreover, if $G$ splits, then $T=T^{*}$ and we can choose $P=P^{*}$ and $t_{g}=0$ for all $g \in P$; in this case $G_{P^{*}, \gamma, m}=P \ltimes T_{\gamma, m}$ as in Section 4.4.1. We also note the following, cf. [53, Lemma 8.4.11].

Remark 4.8. The projection from $G_{\gamma, m}$ onto $P^{*} \cong P$ is surjective with the kernel $\left\{\left(1, t+T_{m}\right) \mid t \in T\right\} \cong T_{\gamma, m}$. This shows that $G_{\gamma, m}$ is an extension of $P$ by $T_{\gamma, m}$. In
particular if $G$ splits over $T$, then $T^{*}=T$ and $G=P \ltimes T$, so we can choose $t_{g}=0$ for all $g \in P$, and $G_{\gamma, m}=\left(\left\{\left(g, t+T_{m}\right) \mid t \in T, g \in P\right\}, \cdot{ }_{\gamma}\right)=P \ltimes T_{\gamma, m}$. From the construction of skeleton group $G_{\gamma, m}$, it can be seen that $G_{\gamma, m}$ lies at depth $m-j$ in the branch with root $P \ltimes T / T_{j}$.

The following shows that the skeleton group $G_{P^{*}, \gamma, m}$ lies in the branch $\mathcal{B}_{j}$.
Corollary 4.9. Let $j_{0}=\max \{k, d+1\}$ where $\gamma_{c+1}(G)=T_{k}$ and $c$ is the nilpotency class of $P$. Let $\gamma$ be a surjective $\mathbb{Z}_{p} P$-homomorphism $T \wedge T \rightarrow T_{j}$ with $j^{*}>j_{0}$, and choose $m$ such that $j^{*} \leq m \leq 2 j^{*}+(x-1) d$. Then $G_{P^{*}, \gamma, m}$ has coclass $r$ and $G / T_{j^{*}}$ as a quotient. If $x=0$, then $G_{P^{*}, \gamma, m}$ does not have $G / T_{j^{*}+1}$ as a quotient.

Proof. Since $P$ acts uniserially on $T$, the group $G / T_{j}$ has coclass $r$ for all $j \geq j_{0}$. It follows from $\gamma\left(T^{*} \wedge T^{*}\right) \leq T_{j^{*}}$ and $\gamma\left(T_{j^{*}} \wedge T^{*}\right) \leq T_{m}$ that $N=T_{j^{*}} / T_{m}$ is a normal subgroup of $S=G_{P *, \gamma, m}$. Since $\iota:\left(g, t+T_{j^{*}}\right) \rightarrow\left(g,-t_{g}+t+T_{j^{*}}\right)$ is an isomorphism between $G / T_{j^{*}}$ and $S / N$, see Remark 4.6, the latter groups have coclass $r$ by assumption. Thus, if $G / T_{j^{*}}$ has order $p^{u}$, then $T_{j^{*}}=\gamma_{u-r+1}(G)$ and $\gamma_{u-r+1}(S) \leq N$. Note that $S / N$ acts uniserially on $N$ and $\gamma_{u-r+1}(S) \leq N$ is $S / N$-invariant. Thus, $S$ has coclass $r$ if $\gamma_{u-r+1}(S)=N$, which holds if $\gamma_{u-r+1}(S) \nsubseteq T_{j^{*}+1} / T_{m}$, see Lemma 3.8. To prove the latter, we first use $\iota$ to deduce that $\gamma_{u-r}(S / N)=T_{j^{*}-1} / T_{j^{*}}$. This allows us to choose $\left(1, t+T_{m}\right) \in \gamma_{u-r}(S)$ and $\left(g,-t_{g}+T_{m}\right) \in S$ with $t \in T_{j^{*-1}}$ and $t-t^{g} \notin T_{j^{*}+1}$, so that in $S$

$$
\left[\left(g,-t_{g}\right)\left(1, t+T_{m}\right)\right]=\left(1, t-t^{g}-\frac{1}{2} \gamma\left(t^{g} \wedge t\right)+\gamma\left(t^{g} \wedge t_{g}\right)+T_{m}\right) \notin T_{j^{*}+1} / T_{m}
$$

note that $\frac{1}{2} \gamma\left(t^{g} \wedge t\right)+\gamma\left(t^{g} \wedge t_{g}\right) \in T_{j^{*}+1}$ since $T_{j^{*}-1} \leq p T$. Thus $\gamma_{u-r+1}(S)=N$. If $x=0$, then the quotient of $T_{\gamma, m}$ by $T_{j+1} / T_{m}$ is not abelian whereas $G / T_{j+1}$ is abelian and thus the claim follows.

### 4.4.3 Skeleton groups are constructible groups

Skeleton groups are motivated by the definition of constructible groups as in [53, Definition 8.4.9]. We first recall the latter from [53, Chapter 8] by first introducing results related to pull-backs and Baer sums, see [53, Section 2.2]. We finally show that every constructible group is a skeleton group and vice versa.

Definition 4.10. Let $L, H$ and $K$ be groups, and $\alpha: L \rightarrow K$ and $\beta: H \rightarrow K$ be homomorphisms; then the pull-back, $\left(X, \alpha^{\prime}, \beta^{\prime}\right)$ of $(\alpha, \beta)$ is the subgroup of $L \times H$ given by

$$
X=\{(g, h) \mid g \in L, h \in H \text { and } \alpha(g)=\beta(h)\},
$$

together with the maps $\alpha^{\prime}, \beta^{\prime}$ which are the projections from $X$ into $H$ and $L$ respectively. In other words, the following is a commutative diagram,


Lemma 4.11. Let $\mathcal{E} \equiv 0 \longrightarrow A \xrightarrow{\alpha} E \xrightarrow{\pi} B \longrightarrow 1$ be an extension of an abelian group $A$ by a group $B$. If $\phi: B_{1} \rightarrow B$ is a homomorphism, then there exists an extension $\mathcal{E} \phi \equiv 0 \longrightarrow A \xrightarrow{\alpha^{\prime}} E_{1} \xrightarrow{\pi^{\prime}} B_{1} \longrightarrow 1$ and a homomorphism, $\phi^{\prime}: E_{1} \rightarrow E$ such that the following diagram commutes:


If $\phi$ is surjective, then so is $\phi^{\prime}$.
Lemma 4.12. Let $\mathcal{E} \equiv 0 \longrightarrow A \xrightarrow{\alpha} E \xrightarrow{\pi} B \longrightarrow 1$ be an extension of an abelian group $A$ by a group $B$. If $A_{2}$ is a $B$-module and $\phi: A \rightarrow A_{2}$ is a $B$-module homomorphism, then there exists an extension $\phi \mathcal{E} \equiv 0 \longrightarrow A_{2} \xrightarrow{\alpha^{\prime \prime}} E_{2} \xrightarrow{\pi^{\prime \prime}} B \longrightarrow 1$ and a homomorphism, $\phi^{\prime \prime}: E \rightarrow E_{2}$ such that the following diagram commutes:


If $\phi$ is injective, then so is $\phi^{\prime \prime}$.
Definition 4.13. Let $A$ be an abelian group, and let

$$
\mathcal{E} \equiv 0 \longrightarrow A \xrightarrow{\alpha} E \xrightarrow{\pi} B \longrightarrow 1
$$

and

$$
\mathcal{E}^{\prime} \equiv 0 \longrightarrow A \xrightarrow{\beta} E_{1} \xrightarrow{\rho} B_{1} \longrightarrow 1
$$

be two extensions inducing the same action of $B$ on $A$; then the Baer sum $\mathcal{E}+\mathcal{E}^{\prime}$ of the two extensions is constructed as follows. Let ( $S, \pi^{\prime}, \rho^{\prime}$ ) be the pull-back of $(\pi, \rho)$, and let $N=\{(\alpha(a),-\beta(a)) \mid a \in A\}$, which is a normal subgroup of $S$. Define $E^{*}=S / N$, and a surjection $\pi^{*}: E^{*} \rightarrow B$ by $\left(e, e^{\prime}\right) N \mapsto \pi(e)$ for all $\left(e, e^{\prime}\right) \in S$, and define an injection $\alpha^{*}: A \rightarrow E^{*}$ by $a \mapsto(\alpha(a), 0) N$. Then $\alpha^{*}(A)$ is the kernel of $\pi^{*}$. Now $\mathcal{E}+\mathcal{E}^{\prime}$ is the extension $0 \longrightarrow A \xrightarrow{\alpha^{*}} E^{*} \xrightarrow{\pi^{*}} B \longrightarrow 1$.

The following definition is from [53, Section 8.1]. Recall that for any prime $p$, an abelian group $H$ is $p$-divisible if for every $h \in H$, there exists $y \in H$ such that $p y=h$, or equivalently, an abelian group $H$ is $p$-divisible if and only if $p H=H$.

Definition 4.14. Let $A$ and $B$ be $Q$-modules for some group $Q$; for reasons that will become apparent later, we write $A$ additively and $B$ multiplicatively. If $\gamma \in \operatorname{Hom}_{Q}\left(\wedge^{2} B, A\right)$ and the image of $\gamma$ is 2 -divisible, then the group $R(\gamma)$ is defined as follows. The underlying set of $R(\gamma)$ is the direct product of the sets $B$ and $A$, and multiplication on $R(\gamma)$ is defined by

$$
\left(b_{1}, a_{1}\right)\left(b_{2}, a_{2}\right)=\left(b_{1} b_{2}, a_{1}+a_{2}+\frac{1}{2} \gamma\left(b_{1} \wedge b_{2}\right)\right)
$$

for all $a_{1}, a_{2} \in A$ and $b_{1}, b_{2} \in B$. The realisation of $\gamma$ is the extension given by the natural exact sequence

$$
\mathcal{R}_{\gamma} \equiv 0 \longrightarrow A \longrightarrow R(\gamma) \longrightarrow B \longrightarrow 1 .
$$

We now recall the very first step to define constructible groups; see [53, Definition 8.4.3].
Definition 4.15. The following data will be used to construct a group $G_{\gamma}$.
a) An extension $\mathcal{E} \equiv 0 \longrightarrow B \xrightarrow{\mu} E \xrightarrow{\pi} Q \longrightarrow 1$ where $B$ is abelian and $Q$ is a finite $p$-group.
b) An $Q$-embedding $\theta$ of $B$ in a $Q$-module $B_{0}$ with a given splitting $\tau$ of $\theta \mathcal{E}$.
c) An extension $\mathcal{D} \equiv 0 \longrightarrow A \xrightarrow{\nu} K \xrightarrow{\pi} E \longrightarrow 1$ where $A$ is abelian of odd order and is centralised by $\mu(B)$, and so is a $Q$-module.
d) $\gamma \in \operatorname{Hom}_{Q}\left(\wedge^{2} B_{0}, A\right)$.

The group $G_{\gamma}$ is constructed as follows. From a) and b) there exists an embedding $\phi: E \rightarrow Q \ltimes B_{0}$ such that $\phi \mu=\eta \theta$ where $\eta: B_{0} \rightarrow Q \ltimes B_{0}$ is the natural map. Now the homomorphism $\gamma$ in d) gives rise to the following central $Q$-extension

$$
\mathcal{R}_{\gamma} \equiv 0 \longrightarrow A \longrightarrow R(\gamma) \longrightarrow B \longrightarrow 1 .
$$

This gives rise to the extensions

$$
\mathcal{F}_{\gamma} \equiv 0 \longrightarrow A \longrightarrow Q \ltimes R(\gamma) \longrightarrow Q \ltimes B_{0} \longrightarrow 1
$$

and

$$
\mathcal{F}_{\gamma} \phi \equiv 0 \longrightarrow A \longrightarrow Y \longrightarrow E \longrightarrow 1,
$$

and, using c), the group $G_{\gamma}$ is defined by the Baer sum

$$
\left(\mathcal{D}+\mathcal{F}_{\gamma} \phi\right) \equiv 0 \longrightarrow A \xrightarrow{\nu_{\gamma}} G_{\gamma} \xrightarrow{\rho_{\gamma}} E \longrightarrow 1 .
$$

We will now state the definition of constructible group as in [53, Definition 8.4.8]. Recall from Section 3.1.5 that if $G$ is a pre-space group with a translation subgroup $T$ and corresponding point group $P$ then there is a split pre-space group $G^{*}$ containing $G$ with a translation subgroup $T^{*}$ and corresponding point group $P$. We note from [53] that for an odd prime $p$ the concept behind constructible group is to construct, from a space group $G$ with $G$-module $U<V$ of its translation subgroup $T$, a new group out of $G / U$ by 'twisting' the image $T / U$ of $T$ in such a way that the twisted version of $T / U$ is a central extension of $V / U$ by $T / V$.

Definition 4.16. Let $G$ be a pre-space group with a translation subgroup $T$ and corresponding point group $P$. Let $U<V$ be $P$-modules of $T$, and $T^{*}$ be the minimal supergroup of $T$ over which $G$ splits, and let $\tau_{0}: P \rightarrow T^{*} G$ be a splitting. Let $\alpha \in \operatorname{Hom}_{P}\left(\wedge^{2} T, V\right)$ induce $\gamma \in \operatorname{Hom}_{P}\left(\wedge^{2}\left(T^{*} / V\right), V / U\right)$. Then the group $(G, U, V, \alpha)$ is defined to be the group $G_{\gamma}$ constructed using Definition 4.15 where $K, E, A, B, B_{0}, Q$ are respectively $G / U, G / V, V / U, T / V, T^{*} / V, P$ with $\gamma$ as given here, and $\tau$ is the composite of $\tau_{0}$ and the natural projection from $T^{*} G$ to $T^{*} G / V$.

Definition 4.17. [53, Definition 8.4.9] A finite $p$-group of coclass $r$ is called constructible if it is isomorphic to a group ( $G, U, V, \alpha$ ) as given in Definition 4.16 with $G$ a uniserial $p$-adic space group of coclass at most $r$.

We now establish the following:
Proposition 4.18. Every constructible group is a skeleton group, and every skeleton group for a uniserial p-adic space group is a constructible group.

Proof. Let $G=P . T$ be a uniserial $p$-adic space group of coclass $r$, with point group $P$, translation subgroup $T$, and extended uniserial series with terms $T_{i}, i \in \mathbb{Z}$.

Let $G^{*}=P . T^{*}=P^{*} \ltimes T^{*}$ be as defined in Section 3.1.5, with embedding $\phi: G \rightarrow G^{*}$. By abuse of notation, for $i \geq 0$ we denote the induced embeddings $G / T_{i} \rightarrow G^{*} / T_{i}$ also by $\phi$. Let $\alpha: T \wedge T \rightarrow T_{j}$ be a surjective $\mathbb{Z}_{p} P$-homomorphism, inducing a surjective $\mathbb{Z}_{p} P$-homomorphism $\gamma:\left(T^{*} / T_{j^{*}}\right) \wedge\left(T^{*} / T_{j^{*}}\right) \rightarrow T_{j^{*}} / T_{m}$ where $j^{*}=j-2 x d$ as in (4.1); this requires $\alpha\left(T_{j^{*}} \wedge T^{*}\right) \leq T_{m}$. Use this homomorphism $\gamma$ to define

$$
R(\gamma)=\left(T^{*} / T_{j^{*}} \times T_{j^{*}} / T_{m}, \circ_{\gamma}\right)
$$

where $(a, c) \circ_{\gamma}(b, d)=\left(a+b, c+d+\frac{1}{2} \gamma(a \wedge b)\right)$; note that $R(\gamma)$ is an extension

$$
\mathcal{R}_{\gamma} \equiv 0 \rightarrow T_{j^{*}} / T_{m} \rightarrow R(\gamma) \rightarrow T^{*} / T_{j^{*}} \rightarrow 1
$$

which has the same commutator structure as the twisted group $T_{\alpha, m}^{*}$ defined in Section 4.4.1. In fact, $T_{\alpha, m}^{*}$ can be defined by the Baer sum $\mathcal{R}_{\gamma}+\mathcal{E}$ where

$$
\mathcal{E} \equiv 0 \rightarrow T_{j^{*}} / T_{m} \rightarrow T^{*} / T_{m} \rightarrow T^{*} / T_{j^{*}} \rightarrow 1
$$

is the natural extension of $T_{j^{*}} / T_{m}$ by $T^{*} / T_{j^{*}}$ describing $T^{*} / T_{m}$. Since $\gamma$ is compatible with the action of $P$, one can define an extension $\mathcal{F}_{\gamma}$ as follows, and then use $\phi$ and a pull-back construction to define a group $Y$ via $\mathcal{F}_{\gamma} \phi$ :


In cohomological terms, if $\delta$ is the cohomology class defining $P^{*} \ltimes R(\gamma)$ as an extension of $T_{j^{*}} / T_{m}$ by $G^{*} / T_{j^{*}}$, then the restriction of $\delta$ to $\phi\left(G / T_{j^{*}}\right)$ describes $\phi^{\prime}(Y)$ as an extension of $T_{j^{*}} / T_{m}$ by $\phi\left(G / T_{j^{*}}\right)$; now $Y$ is the preimage of that extension under the embedding. Lastly, describe $G / T_{m}$ as the extension

$$
\mathcal{D} \equiv 0 \rightarrow T_{j^{*}} / T_{m} \rightarrow G / T_{m} \rightarrow G / T_{j^{*}} \rightarrow 1 .
$$

The constructible group $G_{\gamma}$ is now defined via the Baer sum

$$
\mathcal{D}+\mathcal{F}_{\gamma} \phi \equiv 0 \rightarrow T_{j^{*}} / T_{m} \rightarrow G_{\gamma} \rightarrow G / T_{j^{*}} \rightarrow 1 .
$$

This completes the description of constructible groups as given in [53, Section 8.4]; we now investigate this further.

If $G$ splits over $T$, then the construction of $G^{*}=P^{*} \ltimes T=P \cdot T=G$ amounts to choosing a complement $P^{*}$. The corresponding embedding $\phi: G \rightarrow G^{*}$ is an isomorphism, and working through the above details shows that the constructible group $G_{\gamma}$ is isomorphic to the skeleton group $G_{\gamma, m}=P \ltimes T_{\gamma, m}$, as defined in Section 4.4.1. In particular, the isomorphism type of $G_{\gamma}$ is independent of the chosen complement and embedding; moreover, starting with $G=P \ltimes T$, we can assume that $\phi$ is the identity, and so $G_{\gamma, m}$ can be defined via the Baer sum $\mathcal{D}+\mathcal{F}_{\gamma}$.

Now suppose that $G$ does not split over $T$. To understand the group defined by $\mathcal{D}+\mathcal{F}_{\gamma} \phi$, we make a detour via $G^{*}=P^{*} \ltimes T^{*}$. As explained in the previous paragraph, the constructible group $G_{\gamma}^{*}$ can be constructed as $G_{\gamma, m}^{*}=P^{*} \ltimes T_{\gamma, m}^{*}$, which is realised via the Baer sum $\tilde{\mathcal{D}}+\mathcal{F}_{\gamma}$, where

$$
\tilde{\mathcal{D}} \equiv 0 \rightarrow T_{j^{*}} / T_{m} \rightarrow P^{*} \ltimes T^{*} / T_{m} \rightarrow P^{*} \ltimes T^{*} / T_{j^{*}} \rightarrow 1 .
$$

Note that $\mathcal{D} \equiv \tilde{\mathcal{D}} \phi$ and $\mathcal{D}+\mathcal{F}_{\gamma} \phi \equiv \tilde{\mathcal{D}} \phi+\mathcal{F}_{\gamma} \phi \equiv\left(\tilde{\mathcal{D}}+\mathcal{F}_{\gamma}\right) \phi$, see [53, Exercise 2.2(3)(iii)], so we have

$$
\begin{aligned}
& \tilde{\mathcal{D}}+\mathcal{F}_{\gamma} \equiv 0 \longrightarrow T_{j^{*}} / T_{m} \longrightarrow P^{*} \ltimes T_{\gamma, m}^{*} \xrightarrow{\pi} P^{*} \ltimes T^{*} / T_{j^{*}} \longrightarrow 1 \\
& \left(\tilde{\mathcal{D}}+\mathcal{F}_{\gamma}\right) \phi \equiv 0 \longrightarrow T_{j^{*}} / T_{m} \longrightarrow{ }^{\phi^{\prime \prime} \uparrow} G_{\gamma} \longrightarrow G / T_{j^{*}} \longrightarrow 1
\end{aligned}
$$

In cohomological terms, if $\delta$ is the cohomology class defining $G_{\gamma}^{*}=P^{*} \ltimes T_{\gamma, m}^{*}$ as an extension of $T_{j^{*}} / T_{m}$ by $G^{*} / T_{j^{*}}=P^{*} \ltimes T^{*} / T_{j^{*}}$, then the restriction of $\delta$ to $\phi\left(G / T_{j^{*}}\right)$ describes $\phi^{\prime \prime}\left(G_{\gamma}\right)$ as an extension of $T_{j^{*}} / T_{m}$ by $\phi\left(G / T_{j^{*}}\right)$; now $G_{\gamma}$ is the preimage of that extension under the embedding. In other words, $\phi^{\prime \prime}\left(G_{\gamma}\right) \cong G_{\gamma}$ is the full preimage under $\pi: G_{\gamma}^{*} \rightarrow G^{*} / T_{j^{*}}$ of the embedding of $G / T_{j^{*}}$ into $G^{*} / T_{j^{*}}$ via $\phi$. This proves that $G_{\gamma}$ is a skeleton group as defined in Section 4.4.2.

Conversely, the above construction also shows that every skeleton group (defined for a space group) is constructible. In fact, our construction of skeleton groups is motivated by an analysis of the definition of constructible groups.

We argue that for split space groups, we can choose the embedding $\phi$ to be the identity, as done in the proof of Proposition 4.18. To see this we refer back to [53, Definition 8.4.3] and use the notation in the proof of Proposition 4.18. Suppose $G=P \ltimes T$ is split. Writing the elements of $G$ as $(g, t)$ with $g \in P, t \in T$ we choose a splitting $\tau: P \rightarrow G$, $(g, t) \mapsto h_{g}=\left(g, t_{g}\right)$ with $t_{g} \in T$ for each $g \in P$; its image is $\tilde{P}=\left\{h_{g} \mid g \in P\right\}$. If, in cohomological terms, $G$ is defined by a 2 -cocycle $\delta$ (in fact, a 2-coboundary since $G$ is split), then $t_{g k}=t_{g}^{k}+t_{k}+\delta(g, k)$ for all $g, k \in P$. We now take the embedding $\phi: G / T_{j} \rightarrow \tilde{P} \ltimes T / T_{j}$ defined by

$$
\left(g, t+T_{j}\right) \mapsto\left(h_{g}, t-t_{g}+T_{m}\right)
$$

Note that, since $G / T_{j}$ and $\tilde{P} \ltimes T / T_{j}$ have same order, $\phi$ is an isomorphism with inverse given by $\left(h_{g}, t+T_{j}\right) \mapsto\left(g, t+t_{g}+T_{j}\right)$. For a $P$-module homomorphism $\gamma$, the group $R(\gamma)$ has underlying set $T / T_{j} \times T_{j} / T_{m}$ and multiplication

$$
\left(a+T_{j}, c+T_{m}\right)\left(b+T_{j}, d+T_{m}\right)=\left(a+c+T_{j}, b+d+\frac{1}{2} \gamma(a \wedge c)+T_{m}\right)
$$

We now recall the following exact sequences.

$$
\begin{gathered}
\mathcal{F}_{\gamma} \equiv 0 \longrightarrow T_{j} / T_{m} \xrightarrow{\alpha} \tilde{P} \ltimes R(\gamma) \xrightarrow{\beta} \tilde{P} \ltimes T / T_{j} \longrightarrow 1 \\
\| \\
\mathcal{F}_{\gamma} \phi \equiv 0 \longrightarrow T_{j} / T_{m} \xrightarrow{\alpha^{\prime}} \phi^{\prime} \uparrow \tilde{Y} \longrightarrow \beta^{\prime} \longrightarrow \begin{array}{l}
\phi \uparrow \\
G / T_{j} \longrightarrow
\end{array}
\end{gathered}
$$

where $\alpha$ and $\beta$ are given by $\left(t+T_{m}\right) \mapsto\left(1,\left(0+T_{j}, t+T_{m}\right)\right)$ and $\left(h_{g},\left(a+T_{j}, b+T_{m}\right)\right) \mapsto$ $\left(h_{g}, a+T_{j}\right)$ respectively for $g \in P, t \in T_{j}, a \in T, b \in T_{j}$. The group $Y$ is constructed using the pull-back as described in the beginning of Section 4.4.3. Following the definition of pull-backs, as a set $Y$ is given by
$\left\{\left(\left(h_{g},\left(a+T_{j}, b+T_{m}\right)\right),\left(k, t+T_{j}\right)\right) \mid\left(h_{g}, a+T_{j}\right)=\left(h_{k}, t-t_{k}+T_{j}\right)\right\} \leq(\tilde{P} \ltimes R(\gamma)) \times\left(G / T_{j}\right)$.

Thus $Y=\left\{\left(\left(h_{g},\left(a+T_{j}, b+T_{m}\right)\right),\left(g, a+t_{g}+T_{j}\right)\right) \mid g \in P, a \in T, b \in T_{j}\right\}$, and so $Y$ is indeed isomorphic to $\tilde{P} \ltimes R(\gamma)$; this means that $\phi^{\prime}$ can be regarded as the identity. This allows us to take $\alpha^{\prime}=\alpha$ and $\beta^{\prime}$ is defined by $\left(h_{g},\left(a+T_{j}, b+T_{m}\right)\right) \mapsto\left(g, t_{g}+a+T_{j}\right)$. Now consider the exact sequence

$$
\mathcal{D} \equiv 0 \rightarrow T_{j} / T_{m} \rightarrow G / T_{m} \rightarrow G / T_{j} \rightarrow 1
$$

and take the Baer sum

$$
\mathcal{D}+\mathcal{F}_{\gamma} \phi \equiv 0 \rightarrow T_{j} / T_{m} \rightarrow G_{\gamma} \rightarrow G / T_{j} \rightarrow 1
$$

To understand this Baer sum, we note that $G_{\gamma}=S / N$ where

$$
S=\left\{\left(\left(h_{g},\left(a+T_{j}, b+T_{m}\right)\right),\left(g, t_{g}+a+s+T_{m}\right)\right) \mid g \in P, a \in T, b \in T_{j}, s \in T_{j}\right\}
$$

and

$$
N=\left\langle\left\{\left(\left(1,\left(0+T_{j}, u+T_{m}\right)\right),\left(1,-u+T_{m}\right)\right) \mid u \in T_{j}\right\}\right\rangle
$$

Now we observe that the group $T_{\gamma, m}$ can be realised as the Baer sum of two exact sequences, one representing $R(\gamma)$ as an extension of $T / T_{j}$ by $T_{j} / T_{m}$ and the other representing $T / T_{m}$ as an extension of $T / T_{j}$ by $T_{j} / T_{m}$. Hence $T_{\gamma, m} \cong \tilde{S} / \tilde{N}$ where

$$
\tilde{S}=\left\{\left(\left(a+T_{j}, b+T_{m}\right), a+s+T_{m}\right) \mid a \in T, b, s \in T_{j}\right\}
$$

and

$$
\tilde{N}=\left\langle\left\{\left(\left(0+T_{j}, u+T_{m}\right),-u+T_{m}\right) \mid u \in T_{j}\right\}\right\rangle \cong N
$$

Now consider $\widehat{P}=\left\{\left(\left(h_{g},\left(0+T_{j}, 0+T_{m}\right)\right),\left(g, t_{g} T_{m}\right)\right) \mid g \in P\right\} \cong P$ and note that

$$
\begin{aligned}
& \left(\left(h_{g},\left(a+T_{j}, b+T_{m}\right)\right),\left(g, t_{g}+a+s+T_{m}\right)\right) \\
= & \left(\left(h_{g},\left(0+T_{j}, 0+T_{m}\right)\right),\left(g, t_{g} T_{m}\right)\right)\left(\left(1,\left(a+T_{j}, b+T_{m}\right)\right),\left(1, a+s+T_{m}\right)\right)
\end{aligned}
$$

for all $g \in P, a \in T$, and $s, b \in T_{j}$. Hence irrespective of the chosen embedding $\phi$, we have

$$
G_{\gamma, m}=G_{\gamma}=S / N=(\widetilde{P} \ltimes \tilde{S}) / N=\widehat{P} \ltimes(\tilde{S} / N)=\tilde{P} \ltimes T_{\gamma, m} \cong P \ltimes T_{\gamma, m}
$$

Hence without loss of generality we may take the embedding $\phi$ to be identity.

As mentioned before, in [53] constructible groups are only defined for uniserial p-adic space groups. However, if $G_{\gamma, m}$ is a skeleton group for a uniserial $p$-adic pre-space group $G$, then there is a finite normal subgroup $H \unlhd G_{\gamma, m}$, isomorphic to the hypercentre $Z$ of $G$, such that $G_{\gamma, m} / H$ is a constructible group for the uniserial $p$-adic space group $G / Z$, see Lemma 3.11. In particular, [53, Theorem 11.3.9] can be formulated for skeleton groups.

Theorem 4.19. Almost every finite p-group $H$ of coclass $r$ has a normal subgroup $N$ such that $H / N$ is a skeleton group and $|N| \leq p^{(p-1) p^{r-1}\left(7 p^{r-1}+7 r+4\right)}$.

Remark 4.20. In conclusion, skeleton groups are important for two reasons:

- In contrast to an arbitrary $p$-group of coclass $r$, skeleton groups are easy to construct and to work with: they are "twisted" finite quotients of the associated pro-$p$-group, conveniently parametrised by certain $\mathbb{Z}_{p} P$-homomorphisms $T \wedge T \rightarrow T$.
- Theorem 4.19 shows that, with finitely many exceptions, every group in the graph $\mathcal{G}(p, r)$ has bounded distance to a skeleton group. This shows that skeleton groups in $\mathcal{G}(p, r)$ form indeed the "skeleton" of the graph.

Since understanding the skeleton subgraph of $\mathcal{G}(p, r)$ is a crucial and more feasible first step toward understanding the general structure of $\mathcal{G}(p, r)$, it is of interest to study skeleton groups. To determine the structure of the subgraph spanned by skeleton groups (and to possibly identify periodic patterns in the graph), it is important to decide when two homomorphisms parametrise isomorphic skeleton groups. We investigate this in the next chapter.

## Chapter 5

## Isomorphism Problem of Skeleton Groups

Let $G$ be an infinite pro- $p$-group of coclass $r$ and dimension $d$, with point group $P$ and translation subgroup $T$; we assume that $p$ is an odd prime. Throughout in this chapter, we assume that $T$ is characteristic in $G$; this holds, for example, if $G$ is a space group. We denote by

$$
G^{*}=P \cdot T^{*}=P^{*} \ltimes T^{*} \quad \text { with } \quad T^{*}=p^{-x} T
$$

the minimal split supergroup, as discussed in Theorem 3.28. In particular, throughout this chapter, $x$ is defined by this property. The results of this chapter appear in [22].

### 5.1 Preliminary results

Lemma 5.1. Let $G_{\gamma, m}$ and $G_{\gamma^{\prime}, m}$ be skeleton groups defined with respect to $P^{*}$ as in Definition 4.7. Let $\alpha \in \operatorname{Aut}(G)$ be such that

$$
\begin{equation*}
\alpha(\gamma(t \wedge s)) \equiv \gamma^{\prime}(\alpha(t) \wedge \alpha(s)) \bmod T_{m+2 x d} \quad \text { for all } s, t \in T \tag{5.1}
\end{equation*}
$$

a) If $G$ is split, then $G_{\gamma, m} \cong G_{\gamma^{\prime}, m}$.
b) If $G$ is non-split and $G_{\gamma^{\prime}, m} \cong G_{\alpha\left(P^{*}\right), \gamma^{\prime}, m}$, then $G_{\gamma, m} \cong G_{\gamma^{\prime}, m}$.

Proof. By assumption, $T \leq G$ is characteristic, so $\alpha$ induces automorphisms of $T$ and $P \cong G / T$ which, by abuse of notation, are also denoted by $\alpha$ in the following.
a) Note that $\alpha$ maps $(g, t) \in P \ltimes T$ to $(\alpha(g), \phi(g)+\alpha(t))$ for some map $\phi: P \rightarrow T$. Then $G \rightarrow G,(g, t) \mapsto(\alpha(g), \alpha(t))$, is also an automorphism satisfying (5.1), hence we
assume $\phi=0$ in the following. The next map is well-defined

$$
\Phi: P \ltimes T_{\gamma, m} \rightarrow P \ltimes T_{\gamma^{\prime}, m}, \quad\left(g, t+T_{m}\right) \mapsto\left(\alpha(g), \alpha(t)+T_{m}\right) ;
$$

together with (5.1), it follows that $\Phi$ is a group isomorphism:

$$
\begin{aligned}
& \Phi\left(\left(g, a+T_{m}\right) \circ_{\gamma}\left(h, b+T_{m}\right)\right) \\
= & \Phi\left(g h, a^{h}+b+\frac{1}{2} \gamma\left(a^{h} \wedge b\right)+T_{m}\right) \\
= & \left(\alpha_{1}(g h), \alpha\left(a^{h}\right)+\alpha(b)+\frac{1}{2} \alpha\left(\gamma\left(a^{h} \wedge b\right)\right)+T_{m}\right) \\
= & \left(\alpha(g) \alpha(h), \alpha(a)^{\alpha(h)}+\alpha(b)+\frac{1}{2} \gamma^{\prime}\left(\alpha(a)^{\alpha(h)} \wedge \alpha(b)\right)+T_{m}\right) \\
= & \Phi\left(\left(g, a+T_{m}\right)\right) \circ_{\gamma^{\prime}} \Phi\left(\left(h, b+T_{m}\right)\right)
\end{aligned}
$$

b) We extend $\alpha$ to an automorphism of $G^{*}$; now $\alpha\left(P^{*}\right)$ is also a complement to $T^{*}$ in $G^{*}$ as $\alpha\left(T^{*}\right)=T^{*}$. Write the elements of $P^{*}$ and $\alpha\left(P^{*}\right)$ as $h_{g}$ and $k_{g}$, respectively, with $g \in P$, such that $\alpha$ maps $\left(h_{g}, t\right) \in P^{*} \ltimes T^{*}$ to $\left(k_{\alpha(g)}, \alpha(t)\right) \in \alpha\left(P^{*}\right) \ltimes T^{*}$. Recall that

$$
\begin{aligned}
G_{\gamma, m} & =\left\{\left(g, t-t_{g}+T_{m}\right) \mid g \in P, t \in T\right\}, \\
G_{\alpha\left(P^{*}\right), \gamma, m} & =\left\{\left(g, t-s_{g}+T_{m}\right) \mid g \in P, t \in T\right\},
\end{aligned}
$$

where $s_{g}, t_{g} \in T^{*}$ are defined by expressing $(g, 0) \in P . T$ as $\left(h_{g},-t_{g}\right) \in P^{*} \ltimes T^{*}$ and as $\left(k_{g},-s_{g}\right) \in \alpha\left(P^{*}\right) \ltimes T^{*}$. As $\alpha$ maps $\left(h_{g},-t_{g}\right)$ to $\left(k_{\alpha(g)},-\alpha\left(t_{g}\right)\right) \in \alpha\left(P^{*}\right) \ltimes T^{*}$, this image element also lies in $G$ since $\alpha(G)=G$. So we deduce $\alpha\left(t_{g}\right) \equiv s_{\alpha(g)} \bmod T$ for all $g \in P$. A direct calculation shows that the following is an isomorphism:

$$
\Phi: G_{\gamma, m}^{*} \rightarrow G_{\gamma^{\prime}, m}^{*}, \quad\left(g, t+T_{m}\right) \mapsto\left(\alpha(g), \alpha(t)+T_{m}\right) .
$$

In particular, $\Phi$ maps $\left(g, t-t_{g}+T_{m}\right) \in G_{\gamma, m}$ to $\left(\alpha(g), \alpha(t)-\alpha\left(t_{g}\right)+T_{m}\right)$, and the latter lies in $G_{\alpha\left(P^{*}\right), \gamma^{\prime}, m}$ since $\alpha\left(t_{g}\right) \equiv s_{\alpha(g)} \bmod T$. Thus, $\Phi$ induces an isomorphism between $G_{\gamma, m}$ and $G_{\alpha\left(P^{*}\right), \gamma^{\prime}, m}$, and $G_{\alpha\left(P^{*}\right), \gamma^{\prime}, m} \cong G_{\gamma^{\prime}, m}$ by assumption.

Remark 5.2. Lemma 5.1 is a modified version of the result given in [34, Lemma 3.3]. The modification is needed because the statement and proof given in [34] does not seem correct: for example, in the non-split case, [34, Lemma 3.3] states (5.1) with "mod $T_{m}$ ", whereas it must be $" \bmod T_{m+2 x d}$ ".

An isomorphism between skeleton groups that arises from an automorphism of $G$ (as described in Lemma 5.1) is called orbit isomorphisms in [34]; if two isomorphic skeleton group do not admit any orbit isomorphism, then any isomorphism is called exceptional, see [34, p. 1249]. It is shown in [34, p. 1269] that in $\mathcal{G}(3,2)$ exceptional isomorphisms exist and that it can happen that $G_{\gamma, m}^{*} \cong G_{\gamma^{\prime}, m}^{*}$, but $G_{\gamma, m}$ and $G_{\gamma^{\prime}, m}$ are not isomorphic.

In [34] and [53] it is not discussed to what extent the isomorphism type of a skeleton group depends on the chosen translation subgroup $T$, point group $P$, and complement $P^{*}$. For example, if one fixes a complement $P^{*}$, is every skeleton group isomorphic to some $G_{P^{*}, \gamma, m}$ ? In fact, [34, Theorem 3.4] seems to imply that this is true because skeleton groups in [34] are defined with respect to a fixed complement. Unfortunately no justification is given, and to us it seems that the answer to this question is not easy in general. We concentrate on the split case in the following.

### 5.2 Isomorphism problem

In this section, we assume that $G$ is split. We study twisted groups $T_{\gamma, m}$ and $T_{\gamma^{\prime}, m}$ with surjective homomorphisms $\gamma, \gamma^{\prime}: T \wedge T \rightarrow T_{j}$; recall that $j \leq m \leq 2 j-d$ by Definition 4.7. The next lemma shows how twisted groups are related to the abelian quotients of $T$.

Lemma 5.3. Consider $T_{\gamma, m}$ and $T_{\gamma^{\prime}, m}$ with $\gamma, \gamma^{\prime}: T \wedge T \rightarrow T_{j}$ surjective.
a) Every automorphism of $T / T_{m}$ lifts to an automorphism of $T$.
b) If $\beta: T_{\gamma, m} \rightarrow T_{\gamma^{\prime}, m}$ is an isomorphism, then $\beta \in \operatorname{Aut}\left(T / T_{m}\right)$.
c) The groups $T_{\gamma, m}$ and $T_{\gamma^{\prime}, m}$ are isomorphic if and only if there is $\alpha \in \operatorname{Aut}(T)$ satisfying $\alpha\left(T_{m}\right)=T_{m}$ and (5.1) with $x=0$.

Proof. a) Let $\beta \in \operatorname{Aut}\left(T / T_{m}\right)$, let $\left\{t_{1}, \ldots, t_{d}\right\}$ be a (topological) generating set of $T$, and identify $\operatorname{Aut}(T)=\operatorname{GL}_{d}\left(\mathbb{Z}_{p}\right)$. Choose a $d \times d$ matrix $A=\left(a_{i, j}\right)$ over $\mathbb{Z}_{p}$ such that each $\beta\left(t_{j}+T_{m}\right)=a_{j, 1} t_{1}+\ldots+a_{j, d} t_{d}+T_{m}$. If $m \geq d$, then $T_{m} \leq p T \leq T$ and so $A \bmod p$ describes the restriction of $\beta$ to $T / p T$. This proves $p \nmid \operatorname{det}(A)$, so $\operatorname{det}(A)$ is a unit in $\mathbb{Z}_{p}$, and hence $A \in \mathrm{GL}_{d}\left(\mathbb{Z}_{p}\right)$ by [26, Theorem 11.30]. Clearly, $A$ induces $\beta$. Suppose now $m<d$. In this case $T / T_{m}$ is elementary abelian, so $T / T_{m} \cong C_{p}^{m}$ where $C_{p}$ is the cyclic group of order $p$. Let $V=T / p T \cong C_{p}^{d}$ and $U \leq V$ such that $V / U \cong T / T_{m}$. We choose a basis $\left\{r_{1}, \ldots, r_{d}\right\}$ of $V$ such that $\left\{r_{m+1}, \ldots, r_{d}\right\}$ is a basis of $U$. Let $\alpha \in \operatorname{Aut}\left(T / T_{m}\right)$ and choose a matrix $B \in \mathrm{GL}_{m}(\mathbb{Z} / p \mathbb{Z})$ that represents $\alpha$ with respect to $\left\{r_{1}+U, \ldots, r_{m}+U\right\}$. Then $\hat{B}=\operatorname{diag}\left(B, I_{d-m}\right) \in \mathrm{GL}_{d}(\mathbb{Z} / p \mathbb{Z}) \cong \operatorname{Aut}(T / p T)$. As in the case $m \geq d$, we see that $\hat{B}$ lifts to an automorphism $\tilde{B}$ of $T$ which clearly induces $\alpha$.
b) Note that $T_{\gamma, m}, T_{\gamma^{\prime}, m}$, and $T / T_{m}$ have the same underlying set. Let $\alpha: T \rightarrow T$ be a map such that $\beta\left(t+T_{m}\right)=\alpha(t)+T_{m}$ for all $t \in T$. Since $\beta$ is an isomorphism and $\left[s+T_{m}, t+T_{m}\right]=\gamma(s \wedge t)+T_{m}$ in $T_{\gamma, m}$ for all $s, t \in T$, we deduce that $\alpha(\gamma(s \wedge t)) \equiv$ $\gamma^{\prime}(\alpha(s) \wedge \alpha(t)) \bmod T_{m}$. In the following let $e=s+t$ and $f=\frac{1}{2} \gamma(s \wedge t)$; note that $\gamma(e \wedge f)=0$. Now $\alpha(s+t)+T_{m}=\alpha(s)+\alpha(t)+T_{m}$ follows from $\beta\left(\left(s+T_{m}\right) \circ_{\gamma}\left(t+T_{m}\right)\right)=$
$\alpha(s)+\alpha(t)+\frac{1}{2} \alpha(\gamma(s \wedge t))+T_{m}$ and

$$
\begin{aligned}
\beta\left(\left(s+T_{m}\right) \circ_{\gamma}\left(t+T_{m}\right)\right) & =\beta\left(\left(e+T_{m}\right) \circ_{\gamma}\left(f+T_{m}\right)\right) \\
& =\left(\alpha(e)+T_{m}\right) \circ_{\gamma^{\prime}}\left(\alpha(f)+T_{m}\right) \\
& =\alpha(e)+\alpha(f)+\frac{1}{2} \gamma^{\prime}(\alpha(e) \wedge \alpha(f))+T_{m} \\
& =\alpha(s+t)+\frac{1}{2} \alpha(\gamma(s \wedge t))+T_{m}
\end{aligned}
$$

This implies $\beta\left(s+t+T_{m}\right)=\beta\left(s+T_{m}\right)+\beta\left(t+T_{m}\right)$ for all $s, t \in T$, as claimed.
c) If $\beta: T_{\gamma, m} \rightarrow T_{\gamma^{\prime}, m}$ is an isomorphism, then $\beta \in \operatorname{Aut}\left(T / T_{m}\right)$ by b), and therefore $\beta\left(t+T_{m}\right)=\alpha(t)+T_{m}$ for some $\alpha \in \operatorname{Aut}(T)$ with $\alpha\left(T_{m}\right)=T_{m}$ by a). Since $\beta$ is an isomorphism, $\alpha$ satisfies (5.1) with $x=0$. Conversely, if $\alpha$ is as given in the lemma, then $\beta: T_{\gamma, m} \rightarrow T_{\gamma^{\prime}, m}, t+T_{m} \mapsto \alpha(t)+T_{m}$ is an isomorphism.

The following proposition gives a partial converse of Lemma 5.1a).
Proposition 5.4. An isomorphism $\phi: G_{\gamma, m} \rightarrow G_{\gamma^{\prime}, m}$ with $\phi\left(T_{\gamma, m}\right)=T_{\gamma^{\prime}, m}$ induces an automorphism of $G / T_{j}=P \ltimes T / T_{j}$ defined by

$$
\beta:\left(g, t+T_{j}\right) \mapsto\left(\phi(g), \phi\left(g+T_{j}\right)\right) ;
$$

here we also write $\phi$ for the induced automorphisms of $P \cong G_{\gamma, m} / T_{\gamma, m}$ and $T / T_{j}$. If $j>d$ and $\beta$ lifts to an automorphism $\alpha$ of $G$, then $\alpha$ satisfies (5.1) with $x=0$.

Proof. An isomorphism $\phi$ as in the proposition maps $(g, 0),\left(1, t+T_{m}\right) \in P \ltimes T_{\gamma, m}$ to $\left(\phi(g), \phi^{\prime}(g)\right)$ and $\left(1, \Phi(t)+T_{m}\right)$, respectively, for some map $\phi^{\prime}: P \rightarrow T_{\gamma^{\prime}, m}$ and $\Phi \in \operatorname{Aut}(T)$ with $\Phi(\gamma(s \wedge t)) \equiv \gamma^{\prime}(\Phi(s) \wedge \Phi(t)) \bmod T_{m}$ for all $s, t \in T$, see the proof of Lemma 5.3. Since $\phi$ maps the derived subgroup $T_{j} / T_{m}$ of $T_{\gamma, m}$ to that of $T_{\gamma^{\prime}, m}$, the $\operatorname{map} t+T_{j} \mapsto \Phi(t)+T_{j}$ is an automorphism of $T / T_{j}$. Recall the definition of $\circ_{\gamma}$ from Proposition 4.3. Since $\phi$ is an isomorphism, evaluating the image of $\left(1, t+T_{m}\right) \circ_{\gamma}(g, 0)$ implies $\Phi\left(t^{g}\right) \equiv \Phi(t)^{\phi(g)} \bmod T_{j}$ for all $g \in P$ and $t \in T$. Thus, $\beta:\left(g, t+T_{j}\right) \mapsto$ $\left(\phi(g), \Phi(t)+T_{j}\right)$, is an automorphism of $G / T_{j}$; clearly, $\Phi(t)+T_{j}=\phi\left(t+T_{j}\right)$.

Now suppose $\beta$ lifts to $\alpha \in \operatorname{Aut}(G)$, which maps $(g, t)$ to $\left(\alpha(g), \alpha^{\prime}(g)+\alpha(t)\right)$ for some $\operatorname{map} \alpha^{\prime}: P \rightarrow T$. Note that $\alpha^{\prime}(P) \leq T_{j}$ and $\alpha(t) \equiv \Phi(t) \bmod T_{j}$ for all $t \in T$ since $\beta$ induces $\alpha$. Recall that $j \leq m \leq 2 j-d$ and write $j=y d+i$ with $i \in\{0, \ldots, d-1\}$ and $y \geq 1$. Then $j \geq y d$ and $j+y d=2 y d+i \geq 2 j-d \geq m$, that is, $T_{j} \leq p^{y} T$ and $p^{y} T_{j} \leq T_{m}$. This shows that $\alpha(t) \equiv \Phi(t) \bmod T_{m}$ for all $t \in T_{j}$, and therefore $\alpha$ satisfies (5.1) with $x=0$.

### 5.2.1 Lifting automorphisms

We continue with the assumption that $G=P \ltimes T$ is split and $T \leq G$ is characteristic.
In view of the proof of Proposition 5.4, it is of interest to know when an automorphism of $G / T_{j}$ (which can be assumed to have the form $\left(g, t+T_{j}\right) \mapsto\left(\alpha(g), \beta(t)+T_{j}\right)$ with $\alpha \in \operatorname{Aut}(P)$ and $\beta \in \operatorname{Aut}(T))$ lifts to an automorphism of $G$. Such automorphisms are closely related to compatible pairs, see [48, Page 55]: for $A \in\left\{T, T / T_{j}\right\}$ the group of compatible pairs $\operatorname{Comp}(P, A)$ consists of all $(\alpha, \beta) \in \operatorname{Aut}(P) \times \operatorname{Aut}(A)$ such that $\beta\left(a^{g}\right)=\beta(a)^{\alpha(g)}$ for all $g \in P$ and $a \in A$. It is easy to verify that every such pair yields an automorphism of $P \ltimes A$ via $(g, a) \mapsto(\alpha(g), \beta(a))$.

We now investigate when $(\alpha, \beta) \in \operatorname{Comp}\left(P, T / T_{j}\right)$ with $j \geq d$ can be lifted to an element in $\operatorname{Comp}(P, T)$. Here we consider the case $T_{j}=T_{y d}=p^{y} T$. Note that if $(\alpha, \beta) \in \operatorname{Comp}(P, A)$, then $\alpha \in \operatorname{Aut}(P)$ and $\beta \in \operatorname{Hom}_{P}\left(A, A_{\alpha}\right)$ where $A_{\alpha}=A$ is the $P$-module where $g \in P$ acts as $a \mapsto a^{\alpha(g)}$. Thus our question is: which elements of $\operatorname{Hom}_{P}\left(T / T_{j},\left(T / T_{j}\right)_{\alpha}\right)$ lift to elements in $\operatorname{Hom}_{P}\left(T, T_{\alpha}\right)$ ? In the following we write $\mathbb{Z}_{p}^{a \times b}$ for the set of all $a \times b$ matrices over $\mathbb{Z}_{p}$.

Proposition 5.5. Let $\alpha \in \operatorname{Aut}(P)$ and $T_{y d}=p^{y} T$ with $y \geq 1$. We can decompose

$$
\operatorname{Hom}_{P}\left(T / T_{y d},\left(T / T_{y d}\right)_{\alpha}\right)=L_{y d} \oplus N_{y d},
$$

where $L_{y d}=\left\{t+T_{y d} \mapsto f(t)+T_{y d} \mid f \in \operatorname{Hom}_{P}\left(T, T_{\alpha}\right)\right\}$ are exactly the liftable homomorphisms, and the property $N_{y d}=0$ or $N_{y d} \neq 0$ is independent of $y$. In particular, we have $N_{(u+1) d}=p N_{u d}$ for all large enough $u$.

Thus, every element in $\operatorname{Hom}_{P}\left(T / T_{y d},\left(T / T_{y d}\right)_{\alpha}\right)$ is liftable if and only if $N_{y d}=0$; the detailed construction of $N_{y d}$ is technical and only given in the proof.

Proof. Fix a basis of $T=\mathbb{Z}_{p}^{d}$ to identify $\operatorname{Aut}(T)=\mathrm{GL}_{d}\left(\mathbb{Z}_{p}\right)$ and $\operatorname{End}(T)=\mathbb{Z}_{p}^{d \times d}$. Let $P=\left\langle g_{1}, \ldots, g_{m}\right\rangle$ and let $\rho_{1}, \rho_{2}: P \rightarrow \mathrm{GL}_{d}\left(\mathbb{Z}_{p}\right)$ be the two $\mathbb{Z}_{p} P$-module actions on $T$; write $T^{\{i\}}$ for the $P$-module $T$ whose action is defined by $\rho_{i}$. Now define the $\mathbb{Z}_{p}$-linear $\operatorname{map} \psi=\psi\left(\rho_{1}, \rho_{2}\right)$ from $\operatorname{End}(T)$ to $\mathbb{Z}_{p}^{d \times m d}$ by the matrix

$$
\psi(A)=\left[\begin{array}{ll|l}
A \rho_{1}\left(g_{1}\right)-\rho_{2}\left(g_{1}\right) A \mid & \ldots & A \rho_{1}\left(g_{m}\right)-\rho_{2}\left(g_{m}\right) A
\end{array}\right]
$$

so that $\operatorname{ker} \psi=\operatorname{Hom}_{P}\left(T^{\{1\}}, T^{\{2\}}\right)$, which is the group we are interested in.
Choosing the canonical $\mathbb{Z}_{p}$-basis of $\operatorname{End}(T)=\mathbb{Z}_{p}^{d \times d}$, we identify $\psi$ with a $d^{2} \times m d^{2}$ matrix over $\mathbb{Z}_{p}$. Since $\mathbb{Z}_{p}$ is a principal ideal domain, there exist invertible matrices $R$ and $C$
such the Smith-Normal-Form of $\psi$ is

$$
\operatorname{Snf}(\psi)=R \psi C=\left[\operatorname{diag}\left(\alpha_{1}, \ldots, \alpha_{u}, 0, \ldots, 0\right) \mid 0\right] \in \mathbb{Z}_{p}^{d^{2} \times m d^{2}}
$$

with $\alpha_{1}, \ldots, \alpha_{u} \neq 0$ and each $\alpha_{i} \mid \alpha_{i+1}$. Define $\mathfrak{m}(\psi)=\left(m_{1}, \ldots, m_{u}\right) \in \mathbb{Z}^{u}$ where each $m_{i}$ is the largest $p$-power dividing $\alpha_{i}$. Since the nonzero diagonal entries of $\operatorname{Snf}(\psi)$ are uniquely defined up to multiplication by elements of the unit group $\mathbb{Z}_{p}^{*}$, the vector $\mathfrak{m}(\psi)$ is uniquely defined by $\psi$.

Now define the same for $\bar{T}=T / p^{y} T$, that is, let $\bar{\psi}=\left(\bar{\rho}_{1}, \bar{\rho}_{2}\right)$, where each of the maps $\bar{\rho}_{i}: P \rightarrow \mathrm{GL}_{d}\left(\mathbb{Z} / p^{y} \mathbb{Z}\right)$ is induced by $\rho_{i}$. In this case ker $\bar{\psi}=\operatorname{Hom}_{P}\left(\bar{T}^{(1)}, \bar{T}^{(2)}\right)$. Let $\operatorname{Snf}(\bar{\psi})=\bar{R} \bar{\psi} \bar{C}$ with nonzero diagonal entries $\bar{\alpha}_{1}, \ldots, \bar{\alpha}_{v}$. Since $\operatorname{Snf}(\psi) \bmod p^{y}$ is also a Smith-Normal-Form of $\bar{\psi}$, we can assume that $\bar{R} \bar{\psi} \bar{C}=R \psi C \bmod p^{y}$.

Note that $\operatorname{ker}(R \psi C)=\left\langle e_{u+1}, \ldots, e_{d^{2}}\right\rangle$ where each $e_{i}$ is the standard basis element with 1 in position $i$, thus

$$
\operatorname{Hom}_{P}\left(T^{\{1\}}, T^{\{2\}}\right)=\operatorname{ker} \psi=\left\langle e_{u+1} R, \ldots, e_{d^{2}} R\right\rangle
$$

Similarly, $\alpha_{i} \bmod p^{y} \neq 0$ if and only if $y>m_{i}$, and so $\bar{R} \bar{\psi} \bar{C}=R \psi C \bmod p^{y}$ yields $\operatorname{Hom}_{P}\left(\bar{T}^{\{1\}}, \bar{T}^{\{2\}}\right)=\operatorname{ker} \bar{\psi}=L_{y d} \oplus N_{y d}$ where $L_{y d}=\left\langle e_{u+1} \bar{R}, \ldots, e_{d^{2}} \bar{R}\right\rangle$ and

$$
N_{y d}=\left\langle p^{\max \left\{y-m_{1}, 0\right\}} e_{1} \bar{R}, \ldots, p^{\max \left\{y-m_{u}, 0\right\}} e_{u} \bar{R}\right\rangle
$$

If each $m_{i}=0$, then $N_{y d}=0$ follows from $p^{y} \bar{R}=0$. Conversely, suppose $N_{y d}=0$. If there exists $m_{i} \geq y$, then $e_{i} \bar{R} \in N_{y d} \neq 0$, which is a contradiction, hence $y>m_{i}$ for all $i$. Since $\bar{R}=R \bmod p^{y}$ is invertible, $p \nmid \operatorname{det}(\bar{R})$ for all $y$, and so each $e_{i} \bar{R}$ has at least one entry not divisible by $p$. Since each $p^{y-m_{i}} e_{i} \bar{R} \in N_{y d}=0$ by assumption, we deduce that each $m_{i}=0$. The claim follows.

### 5.2.2 Two special cases

We now discuss the isomorphism problem for special types of skeleton groups. Both the cases are motivated by [34] and generalises some results given there.

## Cyclic point groups

We first consider space groups with cyclic point groups and show that in this case isomorphic skeleton groups always admit orbit isomorphisms. We start with a preliminary lemma.

Lemma 5.6. Let $G=P \ltimes T$ be a uniserial p-adic space group where $P$ has nilpotency class $c$ and $\gamma_{c+1}(G)=T_{k}$. Let $\gamma, \gamma^{\prime}: T \wedge T \rightarrow T_{j}$ with $j>\max \{k, d+1\}$ be surjective $\mathbb{Z}_{p} P$-module homomorphisms. If $C_{P}\left(T_{k} / T_{j}\right)=1$, then every isomorphism $G_{\gamma, m} \rightarrow G_{\gamma^{\prime}, m}$ between skeleton groups maps $T_{\gamma, m}$ to $T_{\gamma^{\prime}, m}$.

Proof. Let $S=G_{\gamma, m}$ and $N=T_{j} / T_{m}$. The proof of Corollary 4.9 shows $G / T_{j} \cong S / N$ and, if $\left|G / T_{j}\right|=p^{u}$, then $\gamma_{u-r+1}(S)=N$, where $r$ is the coclass of $G$. Moreover, $T_{k} / T_{j}=\gamma_{c+1}\left(G / T_{j}\right)=\gamma_{c+1}(S / N)$, which yields $\gamma_{c+1}(S)=T_{k} / T_{m}$. Let $C$ be the centraliser in $S$ of $\gamma_{c+1}(S) / \gamma_{u-r+1}(S)$. By assumption, $C \cap P=1$, so $C=T_{\gamma, m}$.

Remark 5.7. At the end of the proof of [34, Lemma 5.8] it is claimed that a certain compatible pair of $P$ and $T / T_{j}$ lifts to a compatible pair of $P$ and $T$. In view of Proposition 5.5 it is not clear to us why this is true. However, the statement of [34, Lemma 5.8] is covered by our Proposition 5.8.

Proposition 5.8. Let $G=P . T$ be a uniserial p-adic space group with cyclic point group P. Let $G_{P^{*}, \gamma, m}$ and $G_{P^{*}, \gamma^{\prime}, m}$ be skeleton groups with $\gamma, \gamma^{\prime}: T \wedge T \rightarrow T_{j}$ for some $j>d$. Every isomorphism between $G_{P^{*}, \gamma, m}$ and $G_{P^{*}, \gamma^{\prime}, m}$ is an orbit isomorphism, induced by some automorphism of $G$ which satisfies (5.1) with $x=0$.

Proof. By [40, Lemma 11], for every $s \geq 1$ there is, up to isomorphism, a unique uniserial $p$-adic space group with cyclic point group of order $p^{s}$ : We can assume that $G=P \ltimes T$ where $T=\left(\mathbb{Z}_{p}[\theta],+\right)$ for a primitive $p^{s}$-th root of unity $\theta$ over $\mathbb{Q}_{p}$, and $P=\langle\mu\rangle$ acts on $T$ by multiplication by $\theta$, see Example 3.15. The uniserial series of $T$ has terms $T_{i}=(\theta-1)^{i} T$ for all $i$, and each $T_{i}$ is characteristic in $G$. In particular, $T_{i}=\gamma_{i+1}(G)$ for each $i \geq 1$, and so $G$ has coclass $s$.

If $\alpha \in \operatorname{Aut}(G)$ satisfies (5.1) with $x=0$, then $G_{\gamma, m} \cong G_{\gamma^{\prime}, m}$ by Lemma 5.1. Conversely, consider an isomorphism $\phi: G_{\gamma, m} \rightarrow G_{\gamma^{\prime}, m}$. We now apply Lemma 5.6: if $\mu^{\left(p^{i}\right)} \in P$ centralises $T_{1} / T_{j}$, then $\left(\theta^{\left(p^{i}\right)}-1\right) t \in T_{j}$ for all $t \in T_{1}$, so $\theta^{p^{i}}-1 \in T_{j-1}$. Since $T_{j}>p T$, this forces $\mu^{p^{i}}=1$; it follows that $\phi\left(T_{\gamma, m}\right)=T_{\gamma^{\prime}, m}$. Proposition 5.4 now shows that $\phi$ induces an automorphism $\beta$ of $G / T_{j}=P \ltimes T / T_{j}$ of the form $\left(\mu, t+T_{j}\right) \mapsto\left(\mu^{k}, \phi\left(t+T_{j}\right)\right)$, where $\phi$ also denotes the induced automorphisms of $P$ and $T / T_{j}$. Since $j>d$, Proposition 5.4 proves the claim once we have shown that $\beta$ lifts to $\operatorname{Aut}(G)$. Recall that $t^{\phi(\mu)}=t^{\left(\mu^{k}\right)}=$ $\theta^{k} t=\sigma_{k}(\theta) t$ for all $t \in T$. Write $\phi\left(1+T_{j}\right)=v_{0}+T_{j}$ for some $v_{0} \in T$; note that $v_{0} \in \mathcal{U}_{p^{s}}$ since otherwise $\phi$ would not be an automorphism of $T / T_{j}$. Together, if $i \geq 1$, then

$$
\phi\left(\theta^{i}+T_{j}\right)=\phi\left(1^{\left(\mu^{i}\right)}+T_{j}\right)=\phi\left(1+T_{j}\right)^{\phi\left(\mu^{i}\right)}=v_{0} \sigma_{k}\left(\theta^{i}\right)+T_{j}
$$

this implies that $\phi\left(t+T_{j}\right)=v_{0} \sigma_{k}(t)+T_{j}$ for all $t \in T$. Now define $\Phi \in \operatorname{Aut}(T)$ by the map $t \mapsto v_{0} \sigma_{k}(t)$. Clearly, $\Phi\left(t^{\mu}\right)=\Phi(t)^{\phi(\mu)}$, and so $\alpha:(\mu, t) \mapsto(\phi(\mu), \Phi(t))$ is an automorphism of $G$. By construction, $\alpha$ induces $\beta$, so $\alpha$ is a lift of $\beta$.

## Some metacyclic point groups

The second case is motivated by [34, Theorem 6.8] and the gap we have identified in its proof, see Remark 5.13. As a slight generalisation, we consider $G=P \ltimes T$ for

$$
P=\langle\mu, \sigma\rangle \quad \text { and } \quad T=\left(\mathbb{Z}_{p}[\theta],+\right)
$$

where $\theta$ is a primitive $p^{s}$-th root of unity over $\mathbb{Q}_{p}$, and $\mu$ and $\sigma$ are automorphisms of $T$ such that $t^{\mu}=\theta t$ is multiplication by $\theta$, and $t^{\sigma}=\sigma_{v}(t)$ is the Galois automorphism defined by $\theta \mapsto \theta^{v}$. We assume that $\theta^{\sigma} \neq \theta$ since otherwise $P$ is cyclic; we also assume that $P$ is a $p$-group. Note that $T$ has dimension $d=p^{s-1}(p-1)$ and $G$ is a uniserial $p$-adic space group, with uniserial series terms $T_{j}=(\theta-1)^{j} T$ for all $j \geq 0$. Suppose $|\sigma|=p^{i}$ with $1 \leq i \leq s-1$, so that $P$ has order $p^{i+s}$ and nilpotency class $\lceil s /(s-i)\rceil \leq s$. Since the Galois group of $\mathbb{Q}_{p}(\theta)$ is cyclic and $\left|\sigma_{1+p^{s-i}}\right|=p^{i}$, we can assume $v=1+p^{s-i}$. Note that $\sigma$ fixes $\eta=\theta^{\left(p^{i}\right)}$ and, in fact, $Z(P)=\left\langle\mu^{\left(p^{i}\right)}\right\rangle$ has order $p^{s-i}$. It follows from [2, Theorem 3.1] that $|\operatorname{Aut}(P)|=(p-1) p^{s+2 i-1}$ if $2 i \leq s$, and $|\operatorname{Aut}(P)|=(p-1) p^{2 s-1}$ otherwise. The previous notation is retained in the remainder of this section. We note that in [34, Theorem 6.3] the case $(p, s, i)=(3,2,1)$ is considered, hence the following lemma applies.

Lemma 5.9. If $2 i \leq s$ then $\operatorname{Aut}(G)$ maps onto $\operatorname{Aut}(P)$.

Proof. Recall from Section 4.1 that the generator $\sigma_{k}$ of the Galois group of $\mathbb{Q}_{p}(\theta)$ induces automorphisms of $G$ and $P$ of order $p^{s-1}(p-1)$. Since $\left\langle\sigma_{k}\right\rangle \cap P=\langle\sigma\rangle$ and $|Z(P)|=p^{s-i}$, the order of $J=\left\langle\sigma_{k}, \operatorname{Inn}(P)\right\rangle \leq \operatorname{Aut}(P)$ is $(p-1) p^{s+i-1}$. Clearly, $J$ is induced by automorphisms of $G$. Considering $\sigma$ and $\mu$ as permutations of $\left\{1, \theta, \ldots, \theta^{p^{s}-1}\right\}$, both $\mu$ and $\sigma \mu$ are $p^{s}$-cycles, and $\mu^{w}=\sigma \mu$ for the permutation $w$ which maps each $\theta^{j}$ to $\theta^{1+v+\ldots+v^{j-1}}$. Our claim is that $\left\langle w, \sigma_{k}, \operatorname{Inn}(P)\right\rangle=\operatorname{Aut}(P)$ is induced by $\operatorname{Aut}(G)$. We first prove $\sigma^{w}=\sigma$. Note that $w \sigma$ and $\sigma w$ send $\theta^{j}$ to $e_{1}=\theta^{v+v^{2}+\ldots+v^{j}}$ and $e_{2}=\theta^{1+v+\ldots+v^{j v-1}}$, respectively. Now $v j-1>j$, so $e_{1}=e_{2}$ follows if $y=1+v^{j+1}+v^{j+2}+\ldots+$ $v^{j v-1} \equiv 0 \bmod p^{s}$. Since $i \leq s / 2$, we have $v^{a} \equiv 1+a p^{s-i} \bmod p^{s}$ for all $a \geq 0$, thus $y \equiv j(v-1)+((j+1)+(j+2)+\ldots+(j v-1)) p^{s-i} \bmod p^{s}$, and $y \equiv 0 \bmod p^{s}$ follows from evaluating this sum. Thus, conjugation by $w$ induces an automorphism $\alpha$ of $P$ which maps $\mu$ and $\sigma$ to $\sigma \mu$ and $\sigma$, respectively. Since $\mu^{\left(w^{j}\right)}=\sigma^{j} \mu$ for all $j$, this implies that $\left\langle w, \sigma_{k}, \operatorname{Inn}(P)\right\rangle$ has order $(p-1) p^{s+2 i-1}$, and therefore equals $\operatorname{Aut}(P)$. We now show
that $\alpha$ is induced by an automorphism of $G$. Recall that $w$ permutes $\left\{1, \theta, \ldots, \theta^{p^{s}-1}\right\}$. Since $w$ maps each $\theta^{j}$ to $\theta^{1+v+\ldots+v^{j-1}}$, we have

$$
\left(\theta^{j p^{s-1}}\right)^{w}=\theta^{1+v+\ldots+v^{j p^{s-1}-1}}=\theta^{j p^{s-1}}
$$

for all $0 \leq j \leq p-1$. Since $T$ is generated by $\left\{1, \theta, \ldots, \theta^{p^{s}-1}\right\}$ subject to the relation $\theta^{p^{s-1}(p-1)}+\theta^{p^{s-1}(p-2)}+\ldots+\theta^{p^{s-1}}+1=0$, this proves that $w$ defines an automorphism $\beta$ of $T$. By construction, $(\alpha, \beta)$ is a compatible pair of $P$ and $T$, hence it defines an isomorphism of $G$ inducing $\alpha$.

For the following lemma recall the definition of $i, s, \eta$ from above.
Lemma 5.10. Let $y \in \mathbb{Z}, \ell \in\left\{0,1, \ldots, p^{i}-1\right\}$, and $j>d$.
a) If $\theta^{y} \neq 1$, then $\theta^{y}-1 \notin T_{p^{s-1}+1}$.
b) If $w=w_{0}+\theta w_{1}+\ldots+\theta^{\ell} w_{\ell} \in T_{j}$ with each $w_{j} \in \mathbb{Z}_{p}[\eta]$, then each $w_{a} \in T_{j-p^{i}+1}$.

Proof. a) We can assume $1 \leq j<p^{s}$, and writing $j=c p^{u}$ with $p \nmid c$ and $u \leq s-1$ yields $\theta^{i}-1=\left(\theta^{\left(p^{u}\right)}-1\right)\left(1+\theta^{\left(p^{u}\right)}+\theta^{2\left(p^{u}\right)}+\ldots+\theta^{(c-1)\left(p^{u}\right)}\right)$. The second factor is congruent $c$ modulo $T_{1}$, hence lies in $T \backslash T_{1}$. By the binomial formula, the first factor satisfies $\theta^{\left(p^{u}\right)}-1 \equiv(\theta-1)^{\left(p^{u}\right)} \bmod p T$. Thus $\theta^{j}-1 \in T_{p^{u}} \backslash T_{p^{u}+1}$.
b) Every $w \in T$ admits unique $w_{0}, \ldots, w_{p^{i}-1} \in \mathbb{Z}_{p}[\eta]$ such that

$$
w=w_{0}+\theta w_{1}+\ldots+\theta^{p^{i}-1} w_{p^{i}-1}
$$

The proof of a) yields $\eta-1 \in T_{p^{i}} \backslash T_{p^{i}-1}$, so $T_{j}=(\eta-1)^{x} T_{y}$ for some $0 \leq y \leq p^{i}-1$ and we can write $w=(\eta-1)^{x} w^{\prime}$ for some $w^{\prime} \in T_{y}$. Decomposing $w^{\prime}$ as above implies that each $w_{a}=(\eta-1)^{x} w_{a}^{\prime} \in T_{x p^{i}} \leq T_{j-p^{i}+1}$, as claimed.

Definition 5.11. For $n \in \mathbb{Z}$ with $n \not \equiv 0,1 \bmod p$ let $\nu_{n}: T \wedge T \rightarrow T$ be defined by

$$
\nu_{n}(t \wedge s)=\sigma_{n}(t) \sigma_{1-n}(s)-\sigma_{n}(s) \sigma_{1-n}(t)
$$

A $\mathbb{Z}_{p} P$-homomorphism $\gamma: T \wedge T \rightarrow T$ is called a 1-parameter homomorphism if $\gamma=z \nu_{n}$ for some $z \in T$ and $n \in \mathbb{Z}$.

All skeleton groups in $\mathcal{G}(p, r)$ for $(p, r) \in\{(3,1),(3,2),(5,1)\}$ are defined by 1-parameter homomorphisms. In these cases, a solution to the isomorphism problem of skeleton groups is within reach, cf. [34]. For skeleton groups defined by non-1-parameter homomorphisms, the isomorphism problem is much more complicated, even for $p$-groups of maximal class (cf. the analysis in $[18,20]$ ). This is the reason why the next result focuses
on 1-parameter homomorphisms. This proposition closes the gap we have identified in the proof of [34, Theorem 6.8], see Remark 5.13.

Proposition 5.12. Let $G=P \ltimes T$ be as above with $2 i \leq s$. Let $G_{\gamma, m}$ and $G_{\gamma^{\prime}, m}$ be skeleton groups with $\gamma, \gamma^{\prime}: T \wedge T \rightarrow T_{j}$ onto such that $d<j \leq m \leq 2 j-d$. If $\gamma^{\prime}$ is a 1-parameter homomorphism and $G_{\gamma, m} \cong G_{\gamma^{\prime}, m}$, then there is also an orbit isomorphism, induced by some automorphism of $G$ satisfying (5.1) with $x=0$.

Proof. Write $S=G_{\gamma, m}$. Let $c$ be the nilpotency class of $P$, so $\gamma_{c+1}(S)=T_{k} / T_{m}$ with $k \leq s$ and $T_{j} / T_{m}=\gamma_{c+1+j-k}(S)$, cf. the proof of Lemma 5.6. Let $C$ be the centraliser in $S$ of $T_{k} / T_{j}$; we show that $P \cap C=1$. If $c=\sigma^{a} \mu^{b} \in P \cap C$, then $\theta^{b} \sigma_{v^{a}}(t)-t \in T_{j}$ for all $t \in T_{k}$. For $t=(\theta-1)^{y}$ with $k \leq y \leq j$ this yields $\theta^{b}\left(1+\theta+\ldots+\theta^{v^{a}-1}\right)^{y}-1 \in T_{j-i}$. Subtracting the equations for $y=k$ and $y=k+1$ eventually forces $\theta^{v^{a}-1}-1 \in T_{j-k}$. Since $j-k>d-s \geq p^{s-1}$, Lemma 5.10a) yields $\theta^{v^{a}-1}=1$, and so $c=\mu^{b}$. This implies $\theta^{b}-1 \in T_{j-k}$, and $\theta^{b}=1$ again by Lemma 5.10a). This proves $c=1$, and so $P \cap C=1$ and $C=T_{\gamma, m}$.

Thus, if $\phi: G_{\gamma, m} \rightarrow G_{\gamma^{\prime}, m}$ is an isomorphism, then $\phi\left(T_{\gamma, m}\right)=T_{\gamma^{\prime}, m}$. In particular, there exist a map $\phi^{\prime}: P \rightarrow T$ and $\Phi \in \operatorname{Aut}(T)$ such that $\phi$ maps $\left(h, 0+T_{m}\right)$ and $\left(1, t+T_{m}\right)$ to $\left(\phi(h), \phi^{\prime}(h)+T_{m}\right)$ and $\left(1, \Phi(t)+T_{m}\right)$, respectively; here we identify $\phi$ with the induced automorphism of $P$. Now Proposition 5.4 shows that this yields an automorphism $\beta:\left(h, t+T_{j}\right) \mapsto\left(\phi(h), \Phi(t)+T_{j}\right)$ of $G / T_{j}$, with $\Phi\left(t^{h}\right) \equiv \Phi(t)^{\phi(h)} \bmod T_{j}$ for all $h \in P$ and $t \in T$.

By Lemma 5.9, the automorphism $\phi$ is induced by some $\alpha \in \operatorname{Aut}(G)$. Since $\alpha(T)=T$, we can assume that $\alpha$ maps ( $h, t$ ) to $(\phi(h), \alpha(t))$ with $\alpha\left(t^{h}\right)=\alpha(t)^{\phi(h)}$ for all $h \in P$ and $t \in T$, which yields an automorphism $\beta_{1}:\left(h, t+T_{j}\right) \mapsto\left(\phi(h), \alpha(t)+T_{j}\right)$ of $G / T_{j}$. Note that $\beta_{2}=\beta \circ \beta_{1}^{-1}$ is an automorphism of $G / T_{j}$ of the form $\left(h, t+T_{j}\right) \mapsto\left(h, \tau(t)+T_{j}\right)$ for some $\tau \in \operatorname{Aut}(T)$ with $\tau\left(t^{h}\right) \equiv \tau(t)^{h} \bmod T_{j}$ for all $h \in P$ and $t \in T$. Since $\mu \in P$ acts by multiplication by $\theta$ on $T$, it follows that $\tau(t) \equiv u t \bmod T_{j}$ for some unit $u \in \mathcal{U}_{p^{s}}$; since $\sigma \in P$, it follows that $\sigma(u) \equiv u \bmod T_{j}$. In conclusion, the automorphism $\beta=\beta_{2} \circ \beta_{1}$ of $G / T_{j}$ induced by the isomorphism $\phi$ is of the form

$$
\beta:\left(h, t+T_{j}\right) \rightarrow\left(\phi(h), \Phi(t)+T_{j}\right)=\left(\phi(h), u \alpha(t)+T_{j}\right) .
$$

In general, $\sigma(u) \neq u$ and $\beta$ cannot be lifted to $\operatorname{Aut}(G)$. Motivated by [34, Lemma 6.7], we now modify $\beta$ in a suitable way. First, we examine the unit $u$.

Write $u=\sum_{k=0}^{p^{i}-1} \theta^{k} u_{k}$ with each $u_{k} \in \mathbb{Z}_{p}[\eta]$ fixed by $\sigma$. Now $\sigma(u)-u \in T_{j}$ translates to $\sum_{k=1}^{p^{i}-1} \theta^{k} u_{k}\left(\theta^{k p^{s-i}}-1\right) \in T_{j}$, so $u_{k}\left(\theta^{k p^{s-i}}-1\right) \in T_{j-p^{i}+1}$ for each $k \geq 1$ by Lemma 5.10. The proof of Lemma 5.10a) yields $\theta^{k p^{s-i}}-1 \notin T_{p^{s-1}+1}$ for $0<k<p^{i}$, so
$u_{k} \in T_{j-p^{i}-p^{s-1}+1} \leq T_{j-d}$ for $k \geq 1$. Since $j>d$ and $u$ is a unit, this forces $u_{0} \in T \backslash T_{1}$. Thus $u_{0}$ is a unit and $u=u_{0} v$ for $v=1+\left(\sum_{k=1}^{p^{2}-1} \theta^{k} u_{k}\right) u_{0}^{-1} \in 1+T_{j-d}$. Since $\sigma\left(u_{0}\right)=u_{0}$ and $\alpha\left(t^{g}\right)=\alpha(t)^{\phi(g)}$ for all $t \in T$ and $g \in P$, we obtain an automorphism

$$
\beta^{\prime}: G \rightarrow G, \quad(h, t) \mapsto\left(\phi(h), u_{0} \alpha(t)\right) .
$$

We now prove that $\beta^{\prime}$ satisfies (5.1) with $x=0$; then Lemma 5.1 proves the claim. By assumption $\gamma^{\prime}=z \nu_{n}$ for some $z \in T$ and $n \in \mathbb{Z}$, which implies $\gamma^{\prime}(u s \wedge u t)=u \rho_{n}(u) \gamma^{\prime}(s \wedge t)$ with $\rho_{n}(u)=u^{-1} \sigma_{n}(u) \sigma_{n-1}(u)$ for all $s, t \in T$. Since $\phi$ is an isomorphism, a direct calculation shows that

$$
u \alpha(\gamma(t \wedge s)) \equiv \gamma^{\prime}(u \alpha(t) \wedge u \alpha(s)) \equiv u \rho_{n}(u) \gamma^{\prime}(\alpha(t) \wedge \alpha(s)) \bmod T_{m}
$$

Since $\rho_{n}: \mathcal{U}_{p^{s}} \rightarrow \mathcal{U}_{p^{s}}$ is a homomorphism, $\gamma^{\prime}$ has image $T_{j}$, the unit $u$ satisfies $u=u_{0} v$ with $v \in 1+T_{j-d}$, and $m \leq 2 j-d$, the above equivalence yields

$$
u_{0} \alpha(\gamma(t \wedge s)) \equiv u_{0} \rho_{n}\left(u_{0}\right) \gamma^{\prime}(\alpha(t) \wedge \alpha(s)) \equiv \gamma^{\prime}\left(u_{0} \alpha(t) \wedge u_{0} \alpha(s)\right) \bmod T_{m} .
$$

This proves that $\beta^{\prime}$ satisfies (5.1); as explained above, this completes the proof.

As said above, when proving the above results we identified and corrected some gaps in [34]; the following remark provides details.

Remark 5.13. In [34, Theorem 6.8] the following situation is considered; we partly adapt the notation of that theorem. Let $G=G_{j-3}$ be a non-split uniserial 3-adic space group of coclass 2 with split supergroup $H=H_{j-3}=P \ltimes T$. We have $P=\left\langle\mu, \sigma_{4}\right\rangle$ and $T=\mathbb{Z}_{3}[\theta]$ as above, for a primitive 9 -th root of unity $\theta$. In particular, $\operatorname{Aut}(H)$ maps onto $\operatorname{Aut}(P)$. Let $A=H_{j-3, \gamma, m}$ and $B=H_{j-3, \gamma^{\prime}, m}$ be skeleton groups for $H$, and let $\phi: A \rightarrow B$ be an isomorphism. In the proof of [34, Theorem 6.8] it is said that, since $\operatorname{Aut}(H)$ maps onto $\operatorname{Aut}(P)$, one can assume that $\phi$ acts as the identity on the common quotient $P$ of $A$ and $B$, respectively. We claim that this assumption cannot be made, for two reasons.

First, in GAP [39], we have constructed two such skeleton groups which are isomorphic, but which do not admit an isomorphism between them which acts as the identity on the common quotient $P$. These two skeleton groups $A=H_{j-3, \gamma_{1}, 13}$ and $B=H_{j-3, \gamma_{2}, 13}$ are constructed via 1-parameter homomorphisms $\gamma_{1}, \gamma_{2}: T \wedge T \rightarrow T_{9}$ defined by $\gamma_{i}=$ $t_{i}\left(\theta^{3}-1\right)^{3} \nu_{2}$ with $t_{1}=-2+3 \theta^{3}$ and $t_{2}=1+\theta^{3}$, respectively. We constructed an explicit isomorphism $\phi$ between these skeleton groups, which acts on $P$ as $\alpha:\left(\mu, \sigma_{4}\right) \mapsto$ $\left(\sigma_{4}^{2} \mu^{8}, \sigma_{4} \mu^{6}\right)$, and we have verified there is no automorphism of $B$ inducing $\alpha$ on $P$. Thus the claim in the proof of [34, Theorem 6.8] is not correct.

A second line of argument (not presented in the proof of [34, Theorem 6.8]) is to redefine $B$ with respect to the point group $\phi(P) \leq B$. Then the isomorphism between $A$ and $B$ would act as the identity on the common quotient isomorphic to $P$. However, it is not clear whether this construction will allow us to lift the isomorphism $\phi$ to an automorphism of $H=P \ltimes T$, which is the ultimate aim in the proof of [34, Theorem 6.8].

We note that these problems in the proof of [34, Theorem 6.8] are solved with our slightly more general Proposition 5.12.

## Chapter 6

## Orbit Isomorphic Skeleton Groups

In this chapter, $p$ is an odd prime. We use Notation 3.19 and consider a split space group $G=P \ltimes T$ of dimension $d$ and coclass $r$, with point group $P$, translation subgroup $T$, and extended uniserial series $\ldots>T_{-1}>T_{0}=T>T_{1}>\ldots$ Let $\mathcal{T}_{G}$ be the coclass tree in $\mathcal{G}(p, r)$ defined by $G$; its branches are labelled such that $\mathcal{B}_{j}$ has root $G_{j}=P \ltimes T / T_{j}$. The shaved branch $\mathcal{B}_{j}[k]$ is the subgraph of $\mathcal{B}_{j}$ consisting of the groups of depth at most $k$ in $\mathcal{B}_{j}$. For any $j \geq 1$, we write

$$
H_{j}=\operatorname{Hom}_{P}\left(T \wedge T, T_{j}\right)
$$

and

$$
L_{j}=\left\{\gamma \in H_{j} \mid \gamma \text { is surjective }\right\} .
$$

Let $\gamma \in L_{j}$ with $\gamma\left(T_{j} \wedge T\right)=T_{k}$ where $k \geq 2 j-d$. For every $m$ with $j \leq m \leq 2 j-d$ we have defined the skeleton group $G_{\gamma, m}=P \ltimes T_{\gamma, m}$, see Chapter 4. Recall that $G_{\gamma, m}$ lies at depth $m-j$ in $\mathcal{B}_{j}$. As before, whenever considering a skeleton group $G_{\gamma, m}$, we implicitly assume that all parameters are chosen appropriately, that is, if $\gamma(T \wedge T)=T_{j}$ and $\gamma\left(T_{j} \wedge T\right)=T_{k}$, then $j \leq m \leq 2 j-d$.

The skeleton groups in $\mathcal{B}_{j}$ induce a subgraph $\mathcal{S}_{j}$ of depth $2 j-d$. By $\mathcal{S}_{j}[k]$ we denote the subgraph of $\mathcal{S}_{j}$ consisting of all skeleton groups in depth at most $k$ for $k \leq 2 j-d$. In Chapter 5 we investigated the isomorphism problem of skeleton groups and showed in Lemma 5.1 that if two homomorphisms $\gamma, \gamma^{\prime}$ satisfy $\alpha \circ \gamma \equiv \gamma^{\prime} \circ(\alpha \wedge \alpha) \bmod H_{m}$ for some $\alpha \in \operatorname{Aut}(G)$, then $G_{\gamma, m} \cong G_{\gamma^{\prime}, m}$. The converse is no always true, but holds in special cases, for example, for the skeleton groups of coclass 1 . The latter has been investigated in $[17,19]$. The next result follows directly from Lemma 5.1.

Lemma 6.1. Every $\phi \in \operatorname{Aut}(G)$ acts on $\gamma \in H_{j}$ via $\gamma \mapsto \gamma^{\phi}$, defined by

$$
\begin{equation*}
\gamma^{\phi}(t \wedge s)=\phi^{-1}(\gamma(\phi(t) \wedge \phi(s))) . \tag{6.1}
\end{equation*}
$$

If $\gamma$ is surjective, then so is $\gamma^{\phi}$.
The action defined in (6.1) induces an action of $\operatorname{Aut}(G)$ on $L_{j}$. Note that $\gamma \equiv \gamma^{\prime} \bmod H_{m}$ if and only if $\gamma-\gamma^{\prime} \in H_{m}$. For $V \leq \operatorname{Aut}(G)$, we write

$$
\operatorname{Stab}_{V}\left(\gamma+H_{m}\right)=\left\{\alpha \in V \mid \gamma^{\alpha} \equiv \gamma \bmod H_{m}\right\} .
$$

Now Lemma 5.1 can be rephrased as follows.
Lemma 6.2. Let $\gamma, \gamma^{\prime} \in L_{j}$. If there exists $\beta \in \operatorname{Aut}(G)$ such that $\gamma^{\beta} \equiv \gamma^{\prime} \bmod H_{m}$ then $G_{\gamma, m} \cong G_{\gamma^{\prime}, m}$.

Recall that two skeleton groups are orbit isomorphic if there is an isomorphism as in Lemma 6.2, induced by the automorphism group of the associated space group.

Lemma 6.2 is a partial solution to the isomorphism problem of split skeleton groups; a complete solution can be obtained in some special cases, see Chapter 5. However there are examples where the converse of Lemma 6.2 is not true, see [34].

Note that if the converse of Lemma 6.2 holds, the skeleton subgraph (in the coclass tree associated with $G$ ) is completely determined by the structure of $G$ : the ingredients for constructing skeleton groups are $P, T$, and homomorphisms $T \wedge T \rightarrow T$, and their isomorphism problem can be solved by considering the action of $\operatorname{Aut}(G)$.

### 6.1 Periodicities in skeleton graph

In this section we study how the converse of Lemma 6.2 improves some known periodicity results; it generalises some results for $\mathcal{G}(p, 1)$ obtained in [17, 19].

Hypothesis 6.3. In this section we assume that $G$ is chosen such if two skeleton groups (defined in $\mathcal{T}_{G}$ ) are isomorphic, then they are also orbit isomorphic.

We have proved in Chapter 5 that Hypothesis 6.3 holds whenever $G$ has a cyclic point group; this includes the prominent example $\mathcal{G}(p, 1)$. Assuming Hypothesis 6.3, the condition given in Lemma 6.2 is in fact both necessary and sufficient for solving the isomorphism problem of skeleton groups.

The periodicity of type I, see Section 2.2, shows that for any fixed $k$ and all large enough $n$, there is a graph isomorphism $\mathcal{B}_{n}[k] \rightarrow \mathcal{B}_{n+d}[k]$; recall that $d$ is the dimension
of the space group $G$. As discussed in Section 2.2.1, this result was later improved by Dietrich [19] for groups of maximal class. This motivated us to investigate the periodicity of type I under Hypothesis 6.3. We establish the following improvement.

Theorem 6.4. Under the assumption of Hypothesis 6.3 the following holds. For all large enough $j$, we have $\mathcal{S}_{j} \cong \mathcal{S}_{j+d}[j-d]$ as rooted trees; here $d$ is the dimension of the associated space group.

Proof. From Section 4.4 we find that for $6 d<j \leq m \leq 2 j-d$, a complete list of skeleton groups at depth $m-j$ in $\mathcal{B}_{j}$ is given by

$$
S_{j, m}=\left\{G_{\gamma, m} \mid \gamma \in L_{j}\right\} .
$$

Multiplication by $p$ defines a bijection $L_{j} \rightarrow L_{j+d}$. Since $j+d \leq m+d \leq 2 j \leq 2(j+d)-d$, we have

$$
S_{j+d, m+d}=\left\{G_{p \gamma, m+d} \mid \gamma \in L_{j}\right\} .
$$

Clearly $(p \gamma)^{\alpha}=p\left(\gamma^{\alpha}\right)$ for $\alpha \in \operatorname{Aut}(G)$. Hence in view of Hypothesis 6.3 we have the following using Lemmas 5.1 and 6.2.

$$
G_{\gamma, m} \cong G_{\gamma^{\prime}, m} \Longleftrightarrow G_{p \gamma, m+d} \cong G_{p \gamma^{\prime}, m+d} .
$$

This proves the existence of a bijection between the isomorphism types of the skeleton groups at depth $e$ in $\mathcal{B}_{j}$ and at depth $e$ in $\mathcal{B}_{j+d}$, respectively, for all $e \leq j-d$. The parent of $G_{\gamma, m}$ in $\mathcal{B}_{j}$ is $G_{\gamma, m-1}$ for $m>j$; this also implies that the above bijection induces a graph isomorphism from $\mathcal{S}_{j}$ to $\mathcal{S}_{j+d}[j-d]$; recall that $\mathcal{S}_{j}$ has depth $j-d$.

We now describe why Theorem 6.4 is a significant improvement over the periodicity of type I as described in [35]: It is shown in [35] that, for large enough $j$, one can embed $\mathcal{B}_{j}\left[e_{j}\right]$ into $\mathcal{B}_{j+d}$ where $e_{j}$ is approximately $j / 6 d$. In contrast, Theorem 6.4 shows one can embed the whole skeleton tree $\mathcal{S}_{j}$ (of depth $j-d$ ) into $\mathcal{B}_{j+d}$, such that $\mathcal{S}_{j} \cong \mathcal{S}_{j+d}[j-d]$.

### 6.2 Skeleton groups with cyclic point group

Motivated by the skeleton groups of maximal class, see[20], we here investigate $p$-adic uniserial space groups with cyclic point groups. It follows from [40, Lemma 11] that every such space group is split and uniquely determined, up to isomorphism, by the size of its point group; thus, the following convention covers the general case of space groups with cyclic point groups.

Notation 6.5. We assume that $G=P \ltimes T$ is a split space group whose point group $P$ is cyclic of order $p^{s}$, generated by $g$. If $\theta$ is a primitive $p^{s}$-th root of unity, then we can assume that $T=\left(\mathbb{Z}_{p}[\theta],+\right)$ whose uniserial series has terms $T_{i}=(\theta-1)^{i} T=\mathfrak{p}^{i}$; see Chapter 3 for details. Recall that $T$ has dimension $d_{s}=p^{s-1}(p-1)$. We denote the unit group of the ring $\mathbb{Z}_{p}[\theta]$ by $\mathcal{U}_{p^{s}}$, and write $\mathcal{U}_{p^{s}, i}=1+\mathfrak{p}^{i}$ for all $i>0$, with $\mathcal{U}_{p^{s}, 0}=\mathcal{U}_{p^{s}}$, see Section 4.1 for details.

The space group associated with the coclass tree of $\mathcal{G}(p, 1)$ is obtained by taking $s=1$.

### 6.2.1 Homomorphisms from $T \wedge T$

To get a better understanding of skeleton groups it is important to study the set of parametrising homomorphisms. Let $K=\mathbb{Q}_{p}[\theta]$ and recall that $\sigma_{a} \in \operatorname{Aut}(K)$ is defined by $\theta \mapsto \theta^{a}$, see Section 4.1.2. The following is [53, Theorem 11.4.1].

Theorem 6.6. For $a \not \equiv 0,1 \bmod p$ define $\nu_{a}: K \wedge K \rightarrow K$ by

$$
\begin{equation*}
\nu_{a}(x \wedge y)=\sigma_{a}(x) \sigma_{1-a}(y)-\sigma_{a}(y) \sigma_{1-a}(x) . \tag{6.2}
\end{equation*}
$$

Then $\left\{\nu_{a} \left\lvert\, 2 \leq a \leq \frac{1}{2}\left(p^{s}-1\right)\right., a \not \equiv 0,1 \bmod p\right\}$ is a $K$-basis of $\operatorname{Hom}_{\mathbb{Q}_{p} P}(K \wedge K, K)$.
Remark 6.7. The image of $T \wedge T$ under $\nu_{a}$ lies inside $T$, hence we can consider the restriction $\nu_{a}: T \wedge T \rightarrow T$ without any ambiguity.

We now concentrate on the structure of the homomorphisms from $T \wedge T$ to $T$. In the following theorem, we first find how $T \wedge T$ is generated as a $\mathbb{Z}_{p} P$-module; this is motivated by [53, Proposition 8.3.5]. Recall that $\theta+\ldots+\theta^{p^{s}-1}=-1$.

Theorem 6.8. The $\mathbb{Z}_{p} P$-module $T \wedge T$ is the direct sum of a free $\mathbb{Z}_{p} P$-module of rank $\frac{1}{2}\left(p^{s}-2 p^{s-1}-1\right)$ generated by $\left\{1 \wedge \theta^{i} \mid p^{s-1}+1 \leq i \leq\left(p^{s}-1\right) / 2\right\}$ and a free $\mathbb{Z}_{p}$-module generated by $z=\sum_{0 \leq i<k<\left(p^{s}-1\right)} \theta^{i} \wedge \theta^{k}$.

Proof. We know that $W=\left\{\theta^{i} \wedge \theta^{k} \mid 0 \leq i<k<d_{s}\right\}$ freely generates $T \wedge T$ as $\mathbb{Z}_{p^{-}}$ module. Further, $\theta^{i} \wedge \theta^{k}=\left(1 \wedge \theta^{k-i}\right)^{g^{i}}$ and $1 \wedge \theta^{k}=-\left(1 \wedge \theta^{p^{s}-k}\right)^{g^{k}}$ for $0 \leq i<k<p^{s}$. Since $p^{s}-x \leq\left(p^{s}-1\right) / 2$ whenever $x>\left(p^{s}-1\right) / 2$, we have that $T \wedge T$ is generated by $B^{\prime}=\left\{1 \wedge \theta, \ldots, 1 \wedge \theta^{\left(p^{s}-1\right) / 2}\right\}$ as a $\mathbb{Z}_{p} P$-module.

Now for each $p^{s-1}+1 \leq i \leq\left(p^{s}-1\right) / 2$, define $B_{i}$ as the 1 -dimensional $\mathbb{Z}_{p} P$-submodule of $T \wedge T$ generated by $1 \wedge \theta^{i}$. Also define $B_{1}=\left\{c z \mid c \in \mathbb{Z}_{p}\right\}$ which is a 1 -dimensional $\mathbb{Z}_{p}$-submodule of $T \wedge T$. We observe that for $p^{s-1}+1 \leq i \leq\left(p^{s}-1\right) / 2$, as a $\mathbb{Z}_{p}$-module of $B_{i}$ is generated by

$$
V_{i}=\left\{1 \wedge \theta^{i}, \theta \wedge \theta^{i+1}, \ldots, \theta^{d_{s}-i} \wedge \theta^{d_{s}}, 1 \wedge \theta^{d_{s}-i+1}, \theta \wedge \theta^{d_{s}-i+2}, \ldots, \theta^{i-1} \wedge \theta^{d_{s}}\right\}
$$

Let $V$ be the union of all such $V_{i}$ and let $B=V \cap W$ which is the subset of $V$ omitting $\theta^{d_{s}}$. Take a $\mathbb{Z}_{p}$-linear combination in $V$, say $x=\sum_{v \in V} a_{v} v$ and rewrite it as

$$
x=\sum_{v \in B} a_{v} v+\sum_{m=1}^{d_{s}-p^{s-1}-1} b_{m}\left(\theta^{m} \wedge \theta^{d_{s}}\right)
$$

for some $b_{m} \in \mathbb{Z}_{p}$. Observe that $\theta^{n p^{s-1}} \wedge \theta^{m} \in V_{\left|m-n p^{s-1}\right|}$ for $1 \leq m \leq d_{s}-p^{s-1}-1$ and $0 \leq n \leq p-2$ we have $\left|m-n p^{s-1}\right| \in\left\{p^{s-1}+1, \ldots,\left(p^{s}-1\right) / 2\right\}$. Suppose now $X_{m}=\left\{n\left|0 \leq n \leq p-2,\left|m-n p^{s-1}\right| \in\left\{1,2, \ldots, p^{s-1}\right\}\right\}\right.$ and consider the $\mathbb{Z}_{p}$-submodule $\hat{B}=\langle B\rangle_{\mathbb{Z}_{p}}$ generated by $B$. Thus we have

$$
\begin{equation*}
\theta^{m} \wedge \theta^{d_{s}} \equiv\left(-\theta^{m}\right) \wedge\left(\sum_{n \in X_{m}} \theta^{n}\right) \bmod \hat{B} \tag{6.3}
\end{equation*}
$$

If $x=0$, we use (6.3) to deduce $\sum_{m=1}^{d_{s}-p^{s-1}-1} b_{m}\left(-\theta^{m}\right) \wedge\left(\sum_{n \in X_{m}} \theta^{n}\right) \in \hat{B}$, so each $b_{m}=0$ and this implies $a_{v}=0$ for all $v \in B$ since $W$ is a free generating set. Hence $\hat{V}=\langle V\rangle_{\mathbb{Z}_{p}}$ is freely generated by $V$ as $\mathbb{Z}_{p}$-module and hence $\hat{V}$ is freely generated by the set $\left\{1 \wedge \theta^{i} \mid p^{s-1}+1 \leq i \leq\left(p^{s}-1\right) / 2\right\}$ as a $\mathbb{Z}_{p} P$-module.

Finally from the definition of $\hat{B}$, we have $\theta^{i} \wedge \theta^{i+n} \equiv 1 \wedge \theta^{n} \bmod \hat{B}$ for $n \in\left\{1,2, \ldots, p^{s-1}\right\}$ and $0 \leq i \leq n-1$. Also, $z$ can be written

$$
z=\sum_{i=1}^{p^{s-1}}\left(1 \wedge \theta^{i}\right)^{1+g+\ldots+g^{p^{s-1}-i}}+\sum_{\substack{0 \leq i<k<\left(p^{s}-1\right) \\ k \geq p^{s-1}+1}} \theta^{i} \wedge \theta^{k}
$$

Hence $z \equiv\left(1 \wedge \theta^{n}\right) \bmod \hat{V}$ for $n \in\left\{1,2, \ldots, p^{s-1}\right\}$. Recall that $T \wedge T$ is generated by $\left\{1 \wedge \theta, \ldots, 1 \wedge \theta^{p^{s}-1}, 1 \wedge \theta^{p^{s-1}+1}, \ldots, 1 \wedge \theta^{\left(p^{s}-1\right) / 2}\right\}$ as a $\mathbb{Z}_{p} P$ module. Hence $\{z\} \cup V$ generates $T \wedge T$ as $\mathbb{Z}_{p}$-module. Also we note that $c z \notin \hat{V}$ for all $c \in T \backslash\{0\}$. Hence $\hat{V} \cap B_{1}=\{0\}$. This completes the proof.

Lemma 6.9. The element $z$ of Theorem 6.8 is fixed under the action of $P$.

Proof. This follows from

$$
\begin{aligned}
z^{g} & =\sum_{0 \leq i<k<\left(p^{s}-1\right)} \theta^{i+1} \wedge \theta^{k+1} \\
& =\sum_{0 \leq i<k<\left(p^{s}-1\right)-1} \theta^{i+1} \wedge \theta^{k+1}+\sum_{1 \leq i \leq\left(p^{s}-1\right)-1} \theta^{i} \wedge \theta^{\left(p^{s}-1\right)} \\
& =\sum_{1 \leq i<k<\left(p^{s}-1\right)} \theta^{i} \wedge \theta^{k}+\left(\sum_{1 \leq i \leq p^{s}-2} \theta^{i}\right) \wedge \theta^{\left(p^{s}-1\right)}
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{1 \leq i<k<\left(p^{s}-1\right)} \theta^{i} \wedge \theta^{k}+\left(-1-\theta^{p^{s}-1}\right) \wedge \theta^{\left(p^{s}-1\right)} \\
& =\sum_{1 \leq i<k<\left(p^{s}-1\right)} \theta^{i} \wedge \theta^{k}+1 \wedge\left(-\theta^{p^{s}-1}\right) \\
& =\sum_{1 \leq i<k<\left(p^{s}-1\right)} \theta^{i} \wedge \theta^{k}+1 \wedge\left(\sum_{1 \leq i \leq p^{s}-2} \theta^{i}\right) \\
& =\sum_{0 \leq i<k<\left(p^{s}-1\right)} \theta^{i} \wedge \theta^{k} \\
& =z
\end{aligned}
$$

Since both $T \wedge T$ and $T$ are $\mathbb{Z}_{p}$-modules of finite rank, every homomorphism $T \wedge T \rightarrow T$ and $T \wedge T \rightarrow T / T_{e}$ (for any $e$ ) is a $\mathbb{Z}_{p}$-module homomorphism; see Remark 3.3. Since the only fixed point of $T$ under the action of $P$ is 0 , Lemma 6.9 shows that every $P$-homomorphism $T \wedge T \rightarrow T$ must map $z$ to 0 . Therefore Theorem 6.8 shows that every $P$-homomorphism $T \wedge T \rightarrow T$ is uniquely determined by its values on $1 \wedge \theta^{i}$ for $i \in\left\{p^{s-1}+1, \ldots,\left(p^{s}-1\right) / 2\right\}$. Since the elements in $T / T_{e}$ fixed by $g \in P$ are precisely $T_{e-1} / T_{e}$, the image of $z$ under a $P$-homomorphism $T \wedge T \rightarrow T / T_{e}$ lies in the subgroup generated by $\hat{z}_{e}=(\theta-1)^{e-1}+T_{e}$. The following results are motivated from [53, Chapter 8] where the case $s=1$ has been discussed. We denote by $\delta_{i, k}$ the Kronecker delta with $\delta_{i, k}=1$ if $i=k$ and $\delta_{i, k}=0$ otherwise.

Definition 6.10. For $i, k \in\left\{p^{s-1}+1, \ldots,\left(p^{s}-1\right) / 2\right\}$ and any $e>0$, we define $P$ homomorphisms

$$
f_{k}: T \wedge T \rightarrow T \quad \text { and } \quad \tilde{f}_{k}: T \wedge T \rightarrow T / T_{e}
$$

by $f_{k}\left(1 \wedge \theta^{i}\right)=\delta_{i, k}$ and $f_{k}(z)=0$, and $\tilde{f}_{k}=\pi \circ f_{k}$, where $\pi: T \rightarrow T / T_{e}$ is the projection. Let $\tilde{f}_{1}: T \wedge T \rightarrow T / T_{e}$ be the $P$-homomorphism defined by $\tilde{f}_{1}\left(1 \wedge \theta^{i}\right)=0$ and $\tilde{f}_{1}(z)=\hat{z_{e}}$.

Since $\mathbb{Z}_{p}[\theta]$ is abelian, $\operatorname{Hom}_{P}(T \wedge T, T)$ is a $\mathbb{Z}_{p}[\theta]$-module via $\left(f^{c}\right)(x)=c f(x)$ for all $c \in \mathbb{Z}_{p}[\theta], x \in T \wedge T$ and $f \in \operatorname{Hom}_{P}(T \wedge T, T)$. The next two results are corollaries to Theorem 6.8.

Corollary 6.11. As $\mathbb{Z}_{p}[\theta]$-module, $H_{0}$ is generated by $\left\{f_{k} \mid p^{s-1}+1 \leq k \leq\left(p^{s}-1\right) / 2\right\}$.
Corollary 6.12. $\operatorname{Hom}_{P}\left(T \wedge T, T / T_{e}\right)$ is a direct sum of $\frac{1}{2}\left(p^{s}-2 p^{s-1}-1\right)$ summands isomorphic to $T / T_{e}$, generated by $\tilde{f_{k}}$ for $p^{s-1}+1 \leq k \leq\left(p^{s}-1\right) / 2$, and a summand of order $p$ generated by $\tilde{f}_{1}$.

Proof. The image of $z$ under any homomorphism in $\operatorname{Hom}_{P}\left(T \wedge T, T / T_{e}\right)$ must be in the subgroup generated by $\hat{z_{e}}$. Thus using Theorem 6.11 we find that $\operatorname{Hom}_{P}\left(T \wedge T, T / T_{e}\right)$ is the direct sum of $\frac{1}{2}\left(p^{s}-2 p^{s-1}-1\right)$ summands generated by $\tilde{f}_{k}$ for $p^{s-1}+1 \leq k \leq\left(p^{s}-1\right) / 2$
and a summand generated by $\tilde{f}_{1}$. Finally, each of the subgroups generated by $\tilde{f}_{k}$ is isomorphic to $T / T_{e}$ for $p^{s-1}+1 \leq k \leq\left(p^{s}-1\right) / 2$ and the subgroup generated by $\tilde{f}_{1}$ is isomorphic to $T_{e-1} / T_{e} \cong C_{p}$.

Denote $m_{s}=\frac{1}{2}\left(p^{s}-2 p^{s-1}-1\right)$ and consider

$$
\begin{aligned}
\mathcal{I}_{p, s} & =\left\{a \in \mathbb{Z} \mid 2 \leq a \leq\left(p^{s}-1\right) / 2, a \not \equiv 0,1 \bmod p\right\} \\
\mathcal{J}_{p, s} & =\left\{p^{s-1}+1, \ldots,\left(p^{s}-1\right) / 2\right\} .
\end{aligned}
$$

From Theorem 6.10 and Definition 6.6 we can see that there are two different bases of $H_{0}$ which are indexed over different sets of size $m_{s}$, namely the bases are $\left\{\nu_{k} \mid k \in \mathcal{I}_{p, s}\right\}$ and $\left\{f_{k} \mid k \in \mathcal{J}_{p, s}\right\}$. Note that $\mathcal{I}_{p, s} \rightarrow\left\{1,2, \ldots, m_{s}\right\}: n \mapsto n-2\lfloor n / p\rfloor-1$ and $\mathcal{J}_{p, s} \rightarrow\left\{1,2, \ldots, m_{s}\right\}: n \mapsto n-p^{s-1}$ are indeed bijections. Both bases are useful for different purposes: the definition of $\left\{f_{k} \mid k \in \mathcal{J}_{p, s}\right\}$ is natural, whereas $\left\{\nu_{k} \mid k \in \mathcal{I}_{p, s}\right\}$ will be convenient when studying the action of the automorphism group (to solve the isomorphism problem for skeleton groups), see (6.8) below. The presence of two bases poses some notational difficulties; in order to reduce these technicalities, we adopt the following.

Notation 6.13. We relabel the ordered bases $\left(\nu_{k}\right)_{k \in \mathcal{I}_{p, s}}$ and $\left(f_{k}\right)_{k \in \mathcal{J}_{p, s}}$ as $\left(\bar{\nu}_{k}\right)_{k=1}^{m_{s}}$ and $\left(\bar{f}_{k}\right)_{k=1}^{m_{s}}$ respectively.

The following result follows from Corollary 6.11 and Theorem 6.6.
Lemma 6.14. If $\gamma \in \operatorname{Hom}_{P}(T \wedge T, T)$ then
a) there exists a unique $\left(c_{1}, \ldots, c_{m_{s}}\right) \in T^{m_{s}}$ such that $\gamma=\sum_{a=1}^{m_{s}} c_{a} \bar{f}_{a}$,
b) there exists a unique $\left(b_{1}, \ldots, b_{m_{s}}\right) \in K^{m_{s}}$ such that $\gamma=\sum_{a=1}^{m_{s}} b_{a} \bar{\nu}_{a}$.

Remark 6.15. Lemma 6.14 shows that there exists an invertible matrix $B \in \mathrm{GL}_{m_{s}}(K)$ which represents the change of bases for $\operatorname{Hom}_{P}(T \wedge T, T)$ from $\left\{\bar{f}_{k} \mid 1 \leq k \leq m_{s}\right\}$ to $\left\{\bar{\nu}_{k} \mid 1 \leq k \leq m_{s}\right\}$. If $\gamma$ is uniquely represented as $\gamma=\sum_{a=1}^{m_{s}} c_{a} \bar{f}_{a}$ then $\gamma=$ $\sum_{a=1}^{m_{s}} b_{a} \bar{\nu}_{a}$ where $\boldsymbol{b}=\boldsymbol{c} B$ with $\boldsymbol{c}=\left(c_{1}, \ldots, c_{m_{s}}\right) \in T^{m_{s}}$ and $\boldsymbol{b}=\left(b_{1}, \ldots, b_{m_{s}}\right) \in K^{m_{s}}$. For example if $s=1$, then [20, Section 4.1] shows that $B=\left(\beta_{i j}\right)_{m_{1} \times m_{1}}$ is given by $\beta_{i, j}=\left(\theta^{i-2}-\theta^{3-i}\right)\left(\left(\theta^{i-2}-1\right)\left(\theta^{3-i}-1\right)\right)^{j-1}$.

Our next aim is to investigate the automorphism group of the space group.

### 6.2.2 The automorphism group

To determine the automorphism group of $G$, it is useful to exploit the extension structure of $G$. For this a cohomological argument can be used. We therefore first recall some
facts on cohomology groups; these are standard and can be found in [48, 80]. For any group $H$ and an $H$-module $N$, the corresponding groups of 1-cocycles, 1-coboundaries, and the first cohomology group are defined as follows.

$$
\begin{aligned}
& Z^{1}(H, N)=\left\{\gamma: H \rightarrow N \mid \gamma(g h)=\gamma(g)^{h}+\gamma(h) \text { for all } g, h \in H\right\}, \\
& B^{1}(H, N)=\left\{\gamma \in Z^{1}(H, N) \mid \exists n \in N \text { such that } \gamma(g)=n^{g}-n \text { for all } g \in H\right\}, \\
& H^{1}(H, N)=Z^{1}(H, N) / B^{1}(H, N) .
\end{aligned}
$$

The next lemma describes the structure of $Z^{1}(P, T)$.
Lemma 6.16. $Z^{1}(P, T)=\left\{\alpha_{t} \mid t \in T\right\}$ where $\alpha_{t}: P \rightarrow T$ is given by $\alpha_{t}\left(g^{i}\right)=\frac{\theta^{i}-1}{\theta-1} t$ for all $i \geq 0$.

Proof. Suppose $\alpha \in Z^{1}(P, T)$ maps $g$ to $t \in T$. By definition $\alpha(u v)=\alpha(u)^{v}+\alpha(v)$ for $u, v \in P$. Then inductively we can show that $\alpha$ maps $g^{i}$ to $\left(1+\theta+\ldots+\theta^{i-1}\right) t=\frac{\theta^{i}-1}{\theta-1} t$ for all $i \geq 0$. Hence every such $\alpha$ is equal to $\alpha_{t}$ for some $t \in T$. Conversely take $t \in T$ and consider $\alpha_{t}$. Then $\alpha_{t}\left(g^{b}\right)^{g^{a}}+\alpha_{t}\left(g^{a}\right)=\frac{\theta^{b-1}-1}{\theta-1} \theta^{a} t+\frac{\theta^{a-1}-1}{\theta-1} t=\frac{\theta^{a+b}-1}{\theta-1} t=\alpha_{t}\left(g^{a+b}\right)$ for all $1 \leq a, b \leq p^{s}-1$, So $\alpha_{t} \in Z^{1}(P, T)$.

The proof of the following theorem is motivated by [34, Lemma 5.4]. Recall from Section 4.1 that the Galois group $G_{\theta}$ of $\mathbb{Q}_{p}(\theta) \mid \mathbb{Q}_{p}$ is cyclic of order $d_{s}$ and is generated by $\sigma_{k}$ for a primitive root $k$ modulo $p^{s}$.

Theorem 6.17. The automorphisms of $G$ are $\phi(k, u, s): G \rightarrow G$ defined by

$$
\begin{equation*}
\left(g^{i}, t\right) \mapsto\left(g^{i k}, u \sigma_{k}(t)+u_{i k} s\right), \quad\left(0 \leq i \leq p^{s}-1, t \in T\right) \tag{6.4}
\end{equation*}
$$

where $k \in\left\{1, \ldots, d_{s}\right\}$ with $p \nmid k, s \in T, u \in \mathcal{U}_{p^{s}}$ and $u_{j}=\frac{\theta^{j}-1}{\theta-1}$ for all $j \geq 0$.

Proof. Since $G / T \cong P$ and $T$ is characteristic in $G$, see Lemma 3.18, we can define a homomorphism $\lambda: \operatorname{Aut}(G) \rightarrow \operatorname{Aut}(P)$ mapping $\left.\phi \mapsto \phi\right|_{G / T}$. Recall that the $G_{\theta}$ is generated by $\sigma_{k}$ and $\sigma_{k}$ induces an automorphism $\eta_{k}$ of $G$ mapping $\left(g^{i}, t\right) \mapsto\left(g^{k i}, \sigma_{k}(t)\right)$. Hence the subgroup $\left\langle\eta_{k}\right\rangle($ of $\operatorname{Aut}(G))$ maps onto $\operatorname{Aut}(P)$ under $\lambda$. We now determine the kernel of $\lambda$. Consider a restriction map $\zeta: \operatorname{Aut}(G) \rightarrow \operatorname{Aut}(T)$ mapping $\left.\phi \mapsto \phi\right|_{T}$. If $\phi \in \operatorname{ker}(\lambda)$ then $\left.\phi\right|_{P}=i d_{P}$. Hence $\left.\phi\right|_{T}$ is a $P$-module automorphism of $T$. Now $T$ acts on $T$ by natural ring multiplication. In that case any $P$-module automorphism of $T$ is a $T$-module automorphism of $T$ since $g$ acts as multiplication by $\theta$ on $T$. So $\left.\phi\right|_{T}$ is a $T$-module automorphism of $T$. But $T$ is a cyclic $T$-module and multiplication by a unit is a $T$-module automorphism of $T$. Hence the group of $T$-module automorphisms of $T$ is isomorphic to $\mathcal{U}_{p^{s}}$. Thus $\zeta$ maps $\operatorname{ker}(\lambda)$ into $\mathcal{U}_{p^{s}}$ and multiplication by a unit induces
an automorphism of $G$ which lies in $\operatorname{ker}(\lambda)$. Hence $\zeta$ maps $\operatorname{ker}(\lambda)$ onto $\mathcal{U}_{p^{s}}$. Finally we find $\operatorname{ker}(\zeta) \cap \operatorname{ker}(\lambda)$. If $\phi \in \operatorname{ker}(\zeta) \cap \operatorname{ker}(\lambda)$ then $\phi$ fixes $P$ and $T$ point-wise. Hence $\phi \in \operatorname{Aut}(G)$ satisfies $\phi\left(g^{i}, 0\right)=\left(g^{i}, \phi_{2}(g)\right)$ for some $\phi_{2} \in Z^{1}(P, T)$. Thus by Lemma 6.16 there is $s \in T$ such that $\phi_{2}\left(g^{i}\right)=\frac{\theta^{i}-1}{\theta-1} s$ for all $i \geq 0$. Note that each $x \in T$ induces an automorphism of $G$ mapping $\left(g^{i}, t\right) \mapsto\left(g^{i}, t+\frac{\left(\theta^{i}-1\right)}{\theta-1} x\right)$. Finally we recall that $P$ is cyclic and every automorphism of $P$ maps $g^{i} \mapsto g^{i k}$ for some $1 \leq k \leq d_{s}$ such that $p \nmid k$.

Remark 6.18. a) The inverse of $\phi(k, u, s)$ is given by $\phi\left(l, \sigma_{l}(u)^{-1}, \sigma_{l}(u)^{-1} u_{j} s^{-1}\right)$ where $k \equiv l^{-1} \bmod p^{s}$.
b) Let $A_{\theta}, A_{u}$, and $A_{z}$ denote the automorphisms of $G$ induced by $G_{\theta}, \mathcal{U}_{p^{s}}$, and $Z^{1}(P, T)$ respectively, that is,

$$
\begin{aligned}
& A_{\theta}=\left\{\phi(k, 1,0) \mid 1 \leq k \leq d_{s}, p \nmid k\right\} \cong G_{\theta}, \\
& A_{u}=\left\{\phi(1, u, 0) \mid u \in \mathcal{U}_{p^{s}}\right\} \cong \mathcal{U}_{p^{s}}, \\
& A_{z}=\left\{\phi\left(1,1, \theta^{i}\right) \mid 0 \leq i \leq d_{s}-1\right\} \cong Z^{1}(P, T) .
\end{aligned}
$$

We have $\operatorname{Aut}(G) \cong\left(A_{\theta} \ltimes A_{u}\right) \ltimes A_{z}$. Below we sometimes identity $A_{\theta}=G_{\theta}$, etc.
The following lemma is immediate from the proof of Theorem 6.17. This result is analogous to [20, Lemma 3.2 (a)].

Lemma 6.19. Let $\rho: \operatorname{Aut}(G) \rightarrow \operatorname{Aut}(T)$ be the natural restriction. The kernel of $\rho$ is $A_{z} \cong Z^{1}(P, T)$. The image of $\rho$ is $A_{\theta} \ltimes A_{u}$ restricted to $T$, that is, isomorphic to $G_{\theta} \ltimes \mathcal{U}_{p^{s}} ;$ a preimage of $\left(\sigma_{z}, u\right) \in G_{\theta} \ltimes \mathcal{U}_{p^{s}}$ under $\rho$ is $\phi(z, u, 0)$.

Recall from [53, Definition 3.1.3] that if $H$ is a finite $p$-group with class $n$ then for $i \in\{2, \ldots, n-2\}$, the 2-step centraliser $K_{i}$ in $H$ is the centraliser in $H$ of $\gamma_{i}(H) / \gamma_{i+2}(H)$. Recall that $G_{j}=P \ltimes T / T_{j}$.

Lemma 6.20. If $j \geq 4$, then $\left.f \mapsto f\right|_{G_{j}}$ is a surjection from $\operatorname{Aut}(G)$ to $\operatorname{Aut}\left(G_{j}\right)$.

Proof. Let $\alpha \in \operatorname{Aut}\left(G_{j}\right)$. We note that $P$ is abelian and the 2 -nd and 4 -th term of the lower central series of $G_{j}$ are $T_{1} / T_{j}$ and $T_{3} / T_{j}$ respectively. So the two step centraliser of $G_{j}$ is $C_{G_{j}}\left(T_{1} / T_{3}\right)=T / T_{j}$. Hence $T / T_{j}$ is characteristic in $G_{j}$. So $\alpha\left(g, 0+T_{j}\right)=\left(g^{l}, a\right)$ for some $a \in T / T_{j}$ and $l \in \mathbb{Z}_{p}^{*}$. Suppose now for each $a \in T / T_{j}$ we choose and fix an element $\tau(a) \in T$ using a transversal $\tau: T / T_{j} \rightarrow T$ such that $\tau(a)+T_{j}=a$. We take an automorphism $\beta=\left.\phi\left(l, 1, \theta \sigma_{l}(\tau(a))\right)\right|_{G_{j}}$, see Theorem 6.17, and observe that $\beta \circ \alpha^{-1}\left(g, 0+T_{j}\right)=\beta\left(g^{n},-a^{g^{n}}\right)=\left(g, \sigma_{l}\left(-\tau(a)^{g^{n}}\right)+\theta \sigma_{l}(\tau(a))+T_{j}\right)$. Hence $\beta \circ$ $\alpha^{-1}\left(g, 0+T_{j}\right)=\left(g, 0+T_{j}\right)$. Further it is evident that $\alpha$ has a preimage in $\operatorname{Aut}(G)$ if and only if $\beta \circ \alpha^{-1}$ has a preimage in $\operatorname{Aut}(G)$. Thus we can assume that $\alpha(g)=$ $g$ and $\alpha\left(1+T_{j}\right)=v+T_{j}$ for some $v \in T$. Then for $x \in\left\{0, \ldots, d_{s}-1\right\}$ we have
$\alpha\left(g^{x}, 1+T_{j}\right)=\alpha\left(g^{x}, 0+T_{j}\right) \alpha\left(1,1+T_{j}\right)=\left(g^{x}, v+T_{j}\right)$ and so $\alpha\left(1, \theta^{x}+T_{j}\right)=\alpha\left(g^{-x}, 1+\right.$ $\left.T_{j}\right) \alpha\left(g^{x}, 0+T_{j}\right)=\left(g^{-x}, v+T_{j}\right)\left(g^{x}, 0+T_{j}\right)=\left(1, \theta^{x} v+T_{j}\right)=\left(1,\left(v+T_{j}\right)\left(\theta^{x}+T_{j}\right)\right)$. So $\left.\alpha\right|_{T / T_{j}}$ is the multiplication by $v+T_{j}$. But $\left.\alpha\right|_{T / T_{j}} \in \operatorname{Aut}\left(T / T_{j}\right)$ and so $v \in \mathcal{U}_{p^{s}}$. Thus $\alpha\left(g^{i}, t+T_{j}\right)=\left(g^{i}, v t+T_{j}\right)$ for $t \in T$ and $0 \leq i \leq p^{s}-1$. Hence $\alpha=\left.\phi(1, v, 0)\right|_{G_{j}}$.

### 6.2.3 Orbit isomorphisms

Recall that $m_{s}=\frac{1}{2}\left(p^{s}-2 p^{s-1}-1\right)$ and the skeleton subgraph of the branch $\mathcal{B}_{j}$ is denoted by $\mathcal{S}_{j}$. Let $B$ be the base change matrix as given in Remark 6.15. Now Lemma 6.14 allows us to define the following.

Definition 6.21. If $\boldsymbol{c}=\left(c_{1}, \ldots, c_{m_{s}}\right) \in K^{m_{s}}$ and $\gamma=\sum_{a=1}^{m_{s}} c_{a} \bar{\nu}_{a} \in L_{j}$, then the skeleton group $G_{\gamma, m}$ defined by $\gamma$ and $m$ is denoted by $S_{m}(\boldsymbol{c})$.

In order to investigate orbit isomorphisms, one requires to study the orbits of the action of $\operatorname{Aut}(G)$ on $L_{j}$ as defined in (6.1). From Definition 6.21 we can see that one can also parametrise the skeleton groups by the elements of $K^{m_{s}}$. Thus we first transfer the action (6.1) to the tuples that define skeleton groups. For $j \geq 1$ we define

$$
\begin{gather*}
\Theta_{j}=\left\{\boldsymbol{c} \in K^{m_{s}} \mid S_{m}(\boldsymbol{c}) \in \mathcal{S}_{j} \text { for some } m \text { with } j \leq m \leq 2 j-d_{s}\right\},  \tag{6.5}\\
\Omega_{j}=\left\{\left(c_{1}, \ldots, c_{m_{s}}\right) B^{-1} \mid c_{i} \in \mathfrak{p}^{j} \text { for } 1 \leq i \leq m_{s}\right\} \tag{6.6}
\end{gather*}
$$

and we consider the following homomorphisms defined for all $a \in \mathcal{I}_{p, s}$

$$
\begin{equation*}
\rho_{a}: \mathcal{U}_{p^{s}} \rightarrow \mathcal{U}_{p^{s}} \text { defined by } u \mapsto u^{-1} \sigma_{a}(u) \sigma_{1-a}(u) . \tag{6.7}
\end{equation*}
$$

Lemma 6.17 and Remark 6.18 show that $A_{z}$ acts trivially on $L_{j}$ and hence the action of $\operatorname{Aut}(G)$ on $L_{j}$ is same as the action of $A_{\theta} \ltimes A_{u}$ on $L_{j}$. In the following we rewrite this action in terms of the parameters from $\Theta_{j}$. This is motivated by [20, Lemma 4.3].

An element $\left(\sigma_{n}, u\right) \in G_{\theta} \ltimes \mathcal{U}_{p^{s}}$ acts on $\boldsymbol{c}=\left(c_{1}, \ldots, c_{m_{s}}\right) \in \Theta_{j}$ via

$$
\begin{equation*}
\boldsymbol{c}^{\left(\sigma_{n}, u\right)}=\left(\rho_{1}\left(u^{-1}\right) \sigma_{n}\left(c_{1}\right), \ldots, \rho_{m_{s}}\left(u^{-1}\right) \sigma_{n}\left(c_{m_{s}}\right)\right) \tag{6.8}
\end{equation*}
$$

To see this we observe the following. Let $\boldsymbol{c}=\left(c_{1}, \ldots, c_{m_{s}}\right) \in \Theta_{j}$. Suppose

$$
\gamma=\sum_{a=1}^{m_{s}} c_{a} \bar{\nu}_{a} \quad \text { and } \quad \gamma^{\prime}=\sum_{a=1}^{m_{s}} \sigma_{n}\left(c_{a}\right) \rho_{a}\left(u^{-1}\right) \bar{\nu}_{a} .
$$

We note that $\phi(n, u, 0)^{-1}=\phi(l, v, 0)$ where $l \equiv n^{-1} \bmod p^{s}$ and take $v=\sigma_{l}\left(u^{-1}\right)$. Then using (6.1) and (6.7), for all $t, s \in T$ we have

$$
\begin{aligned}
\gamma^{\phi(n, u, 0)^{-1}}(t \wedge s) & =\phi(n, u, 0)\left(\gamma\left(\left(v \sigma_{l}(t)\right) \wedge\left(\left(v \sigma_{l}(s)\right)\right)\right)\right. \\
& =\phi(n, u, 0)\left(\sum_{a=1}^{m_{s}} c_{a} \bar{\nu}_{a}\left(\left(v \sigma_{l}(t)\right) \wedge\left(\left(v \sigma_{l}(s)\right)\right)\right)\right. \\
& =\phi(n, u, 0)\left(\sum_{a=1}^{m_{s}} c_{a} \sigma_{a}(v) \sigma_{1-a}(v) \bar{\nu}_{a}\left(\sigma_{l}(t) \wedge\left(\sigma_{l}(s)\right)\right)\right. \\
& =\sum_{a=1}^{m_{s}} \sigma_{n}\left(c_{a}\right) u \sigma_{a}\left(u^{-1}\right) \sigma_{1-a}\left(u^{-1}\right) \bar{\nu}_{a}(t \wedge s) \\
& =\sum_{a=1}^{m_{s}} \sigma_{n}\left(c_{a}\right) \rho_{a}\left(u^{-1}\right) \bar{\nu}_{a}(t \wedge s) \\
& =\gamma^{\prime}(t \wedge s)
\end{aligned}
$$

Now $\boldsymbol{c} \in \Theta_{j}$ implies $S_{m}(\boldsymbol{c}) \in \mathcal{S}_{j}$. Then using (6.1) we get that $G_{\gamma^{\prime} m} \in \mathcal{S}_{j}$, in other words $S_{m}\left(\boldsymbol{c}^{\left(\sigma_{n}, u\right)}\right) \in \mathcal{S}_{j}$, and therefore $\boldsymbol{c}^{\left(\sigma_{n}, u\right)} \in \Theta_{j}$.

Remark 6.22. The action defined in (6.8) induces an action on $\Omega_{j}$ and hence on the set of cosets $\Omega_{j} / \Omega_{j+e}$ for all $e \geq 1$.

Now we rephrase Proposition 5.8 in terms of $\Theta_{j}$ and (6.8).
Theorem 6.23. Let $j>d_{s}$ and choose $m$ such that $j \leq m \leq 2 j-d_{s}$. Suppose $\boldsymbol{c}, \boldsymbol{b} \in \Theta_{j}$. Then $S_{m}(\boldsymbol{c})$ and $S_{m}(\boldsymbol{b})$ are isomorphic if and only if $\boldsymbol{c}+\Omega_{m}$ and $\boldsymbol{b}+\Omega_{m}$ lie in the same orbit under the action of $G_{\theta} \ltimes \mathcal{U}_{p^{s}}$ on $\Omega_{j} / \Omega_{m}$.

Proof. Let $\boldsymbol{c}=\left(c_{1}, \ldots, c_{m_{s}}\right)$ and $\boldsymbol{b}=\left(b_{1}, \ldots, b_{m_{s}}\right)$. Using Lemma 6.14, consider $\gamma=$ $\sum_{a=1}^{m_{s}} c_{a} \bar{\nu}_{a}$ and $\gamma^{\prime}=\sum_{a=1}^{m_{s}} b_{a} \bar{\nu}_{a}$. Since the point group is cyclic, we know from Lemma 6.2 that $S_{m}(\boldsymbol{c})$ and $S_{m}(\boldsymbol{b})$ are isomorphic if and only if there exists some automorphism $\psi$ of $G$ such that $\left(\gamma^{\prime}\right)^{\psi} \equiv \gamma \bmod H_{m}$. Now by Lemma 6.19 we can assume $\psi=\phi(n, u, 0)$ for some $n$ with $p \nmid n$ and $u \in \mathcal{U}_{p^{s}}$. The action of $\phi(n, u, 0)$ corresponds to the action of $\left(\sigma_{n}, u\right) \in G_{\theta} \ltimes \mathcal{U}_{p^{s}}$ on $\Theta_{j}$. Hence $S_{m}(\boldsymbol{c})$ and $S_{m}(\boldsymbol{b})$ are isomorphic if and only if for all $t, s \in T$

$$
\begin{equation*}
\sum_{a=1}^{m_{s}}\left(b_{a}-\sigma_{n}\left(c_{a}\right) \rho_{a}\left(u^{-1}\right)\right) \bar{\nu}_{a}(t \wedge s) \in T_{m} \tag{6.9}
\end{equation*}
$$

Let $\alpha_{a}=b_{a}-\sigma_{n}\left(c_{a}\right) \rho_{a}\left(u^{-1}\right)$ for $1 \leq a \leq m_{s}$ and $\left(\alpha_{1}, \ldots, \alpha_{m_{s}}\right) B^{-1}=\left(\beta_{1}, \ldots, \beta_{m_{s}}\right)$. Now using Remark 6.15 we see that (6.9) holds if and only if we have for all $t, s \in T$

$$
\sum_{a=1}^{m_{s}} \beta_{a} \bar{f}_{a}(t \wedge s) \in T_{m}
$$

Note that $\left(\alpha_{1}, \ldots, \alpha_{m_{s}}\right) B^{-1}=\boldsymbol{b} B^{-1}-\boldsymbol{c}^{\left(\sigma_{n}, u\right)} B^{-1}$. Thus from Definition 6.10 we conclude (6.9) holds if and only if $\left(\boldsymbol{b} B^{-1}-\boldsymbol{c}^{\left(\sigma_{n}, u\right)} B^{-1}\right) \in T_{m}$ that is $S_{m}(\boldsymbol{c})$ and $S_{m}(\boldsymbol{b})$ are isomorphic if and only if $\boldsymbol{c}+\Omega_{m}$ and $\boldsymbol{b}+\Omega_{m}$ lie in the same orbit under the action of $G_{\theta} \ltimes \mathcal{U}_{p^{s}}$.

### 6.2.4 The one-parameter case

Definition 6.21 shows that skeleton groups can be parametrised by tuples in $K^{m_{s}}$. One interesting case is to consider all those homomorphisms that are parametrised by tuples having exactly one non-zero entry. Recall from Definition 5.11 that these are called oneparameter homomorphism and were first considered in [59] for maximal class groups; later they were studied in [34] for investigating $\mathcal{G}(3,2)$. Here we analyse these homomorphisms for odd primes and coclass $r$. We start with a preliminary lemma.

We define consider the subset $\mathcal{I}_{p, s}^{\prime}=\left\{a \in \mathcal{I}_{p, s}|p|(2 a-1)\right\}$, and write $\delta_{a}$ for the largest $p$-power dividing $2 a-1$. For $a \in \mathcal{I}_{p, s}$, let

$$
E_{a, j}=\left\{c \nu_{a} \mid c \in K\right\} \cap H_{j} .
$$

In the following we consider skeleton groups defined by the one-parameter homomorphisms in $E_{a, j}$. The following result is a generalisation of [34, Lemma 5.3].

Lemma 6.24. For $a \in \mathcal{I}_{p, s}$, the following hold.
a) $E_{a, j}=\left\{c_{a}(\theta-1)^{j-\delta_{a}} \nu_{a} \mid c_{a} \in T\right\}$.
b) $E_{a, j} \backslash E_{a, j+1}=\left\{(\theta-1)^{j-\delta_{a}} u \nu_{a} \mid u \in \mathcal{U}_{p^{s}}\right\}$.

Proof. a) Since $T$ is a $P$-module of rank $d_{s}$, the image of $T \wedge T$ under $\nu_{a}$ is generated by $\left\{\nu_{a}\left(\theta^{u_{1}} \wedge \theta^{u_{2}}\right) \mid 0 \leq u_{1}<u_{2} \leq d_{s}-1\right\}$ for all $a \in \mathcal{I}_{p, s}$. If $u_{1}>u_{2}$, say $u_{1}=\epsilon+u_{2}$ with $\epsilon \geq 1$ then

$$
\begin{aligned}
\nu_{a}\left(\theta^{u_{1}} \wedge \theta^{u_{2}}\right) & =\sigma_{a}\left(\theta^{u_{1}}\right) \sigma_{1-a}\left(\theta^{u_{2}}\right)-\sigma_{a}\left(\theta^{u_{2}}\right) \sigma_{1-a}\left(\theta^{u_{1}}\right) \\
& =\theta^{a\left(\epsilon+u_{2}\right)} \theta^{(1-a) u_{2}}-\theta^{a u_{2}} \theta^{(1-a)\left(\epsilon+u_{2}\right)} \\
& =\theta^{a \epsilon+u_{2}}-\theta^{\epsilon+u_{2}-a \epsilon} \\
& =\theta^{\epsilon+u_{2}-a \epsilon}\left[\theta^{(2 a-1) \epsilon}-1\right] .
\end{aligned}
$$

Together with the proof of Lemma 5.10a), this implies that $\nu_{a}(T \wedge T)$ lies in $T_{\delta_{a}}$ but not in $T_{\delta_{a}+1}$. Thus each $(\theta-1)^{j-\delta_{a}} \nu_{a}$ is in $E_{a, j}$. Now by Theorem 6.6 and the definition of $E_{a, j}$ we get that $\nu_{a}$ generates $E_{a, j}$ as $T$-module. Hence if $\gamma: T \wedge T \rightarrow T_{j}$ is a $P$-module homomorphism then there exists $c_{a} \in T$ such that $\gamma=c_{a}(\theta-1)^{j-\delta_{a}} \nu_{a}$.
b) This follows from the fact that $\mathfrak{p}^{l} \backslash \mathfrak{p}^{l+1}=(\theta-1)^{l} \mathcal{U}_{p^{s}}$ for all $l$.

For suitably chosen $j$ and $m$, the skeleton group $G_{c \nu_{a}, m}$ is called a one-parameter group defined by the parameter $a$. Lemma 6.24 shows that if $\gamma \in E_{a, j}$ and $\gamma$ is surjective then $\gamma$ can be written as $\gamma=(\theta-1)^{j-\delta_{a}} c \nu_{a}$ for some $c \in \mathcal{U}_{p^{s}}$. Recall that $\mathcal{U}_{p^{s}, i}=1+\mathfrak{p}^{i}$ for all $i \geq 0$ where $\mathcal{U}_{p^{s}}=\mathcal{U}_{p^{s}, 0}$.

Lemma 6.25. Let $a \in \mathcal{I}_{p, s}$ and $j>d_{s}$. If $c, c^{\prime} \in \mathcal{U}_{p^{s}}$ are units, then the homomorphisms $(\theta-1)^{j-\delta_{a}} c \nu_{a}$ and $(\theta-1)^{j-\delta_{a}} c^{\prime} \nu_{a}$ induce the same element in $L_{j}$ if and only if $c \equiv$ $c^{\prime} \bmod \mathcal{U}_{p^{s}, n}$.

Proof. Note that two homomorphisms $\gamma$ and $\gamma^{\prime}$ induce isomorphic skeleton group in $\mathcal{S}_{j}$ at depth $n$ if and only if $\gamma(t \wedge s)-\gamma^{\prime}(t \wedge s) \in T_{j+n}$ for all $s, t \in T$. First we suppose $c \equiv c^{\prime} \bmod \mathcal{U}_{p^{s}, n}$. Thus $c^{\prime}=c(1+e)$ for some $e \in \mathfrak{p}^{n}$. Thus for any $s, t \in T$ we have $(\theta-1)^{j-\delta_{a}} c^{\prime} \nu_{a}(t \wedge s)-(\theta-1)^{j-\delta_{a}} c \nu_{a}(t \wedge s)=e(\theta-1)^{j-\delta_{a}} c \nu_{a}(t \wedge s) \in T_{j+n}$ since $e \in \mathfrak{p}^{n}$. Converse is similar.

Theorem 6.26. Let $j>d_{s}$ and $n<j-d_{s}$. Then the isomorphism types of the oneparameter skeleton groups defined by the parameter $a \in \mathcal{I}_{p, s}$ at depth $n$ in branch $\mathcal{B}_{j}$ correspond to the cosets $\mathcal{U}_{p^{s}} / \rho_{a}\left(\mathcal{U}_{p^{s}}\right) \mathcal{U}_{p^{s}, n}$.

Proof. From (6.5) and (6.6) one can observe that the elements in $\Omega_{j}$ induce homomorphisms that define skeleton groups in $\mathcal{B}_{j}$. Also Lemma 6.23 shows that the isomorphism types of skeleton groups at depth $n \leq j-d_{s}$ in branch $\mathcal{B}_{j}$ are in one-one correspondence with the orbits of the action of $G_{\theta} \ltimes \mathcal{U}_{p^{s}}$ on $\Omega_{j} / \Omega_{j+n}$. In view of Notation 6.13, elements of the following set define one-parameter skeleton groups defined by the parameter $a \in \mathcal{I}_{p, s}$

$$
\Omega_{j, a}=\Omega_{j} \cap\left\{\left(c_{1}, \ldots, c_{m_{s}}\right) B^{-1} \mid c_{i}=0 \text { if } i \neq a \text { and } c_{a} \in(\theta-1)^{j-\delta_{a}} \mathcal{U}_{p^{s}}\right\} .
$$

Note that the action of $G_{\theta} \ltimes \mathcal{U}_{p^{s}}$ on $\Omega_{j} / \Omega_{m}$ induces an action on $\Omega_{j, a} / \Omega_{m, a}$ for all $m \geq j$. Hence the isomorphism types of the one-parameter skeleton groups defined by the parameter $a \in \mathcal{I}_{p, s}$ at depth $n \leq j-d_{s}$ in branch $\mathcal{B}_{j}$ are in an one-one correspondence with the orbits of the action of $G_{\theta} \ltimes \mathcal{U}_{p^{s}}$ on $\Omega_{j, a} / \Omega_{j+n, a}$. Using Lemma 6.25 wee see that the desired orbits of corresponds to the $G_{\theta} \ltimes \mathcal{U}_{p^{s} \text {-orbits of }} \mathcal{U}_{p^{s}} / \mathcal{U}_{p^{s}, n}$.

We consider $(1, u) \in G_{\theta} \ltimes \mathcal{U}_{p^{s}}$ and $c \in T$ and observe that

$$
\begin{aligned}
\left((\theta-1)^{j-\delta_{a}} c \nu_{a}\right)^{(1, u)}(t \wedge s) & =(\theta-1)^{j-\delta_{a}} u c \nu_{a}\left(t u^{-1} \wedge s u^{-1}\right) \\
& =(\theta-1)^{j-\delta_{a}} c \sigma_{a}\left(u^{-1}\right) \sigma_{1-a}\left(u^{-1}\right) u \nu_{a}(t \wedge s) \\
& =\rho_{a}\left(u^{-1}\right)(\theta-1)^{j-\delta_{a}} c \nu_{a}(t \wedge s) .
\end{aligned}
$$

Thus the subgroup $\{1\} \ltimes \mathcal{U}_{p^{s}}$ of $G_{\theta} \ltimes \mathcal{U}_{p^{s}}$ acts on $\mathcal{U}_{p^{s}} / \mathcal{U}_{p^{s}, n}$ via multiplication by $\rho\left(\mathcal{U}_{p^{s}}\right)$. Let us consider $\alpha(m, a)=\left(1+\theta+\ldots+\theta^{m-1}\right)^{j-\delta_{a}}$ and observe that this is a unit since $m \neq d_{s}$. We now consider $\left(\sigma_{k}^{l}, 1\right) \in G_{\theta} \ltimes \mathcal{U}_{p^{s}}$ and $c \in T$ and observe that

$$
\begin{aligned}
\left((\theta-1)^{j-\delta_{a}} c \nu_{a}\right)^{\left(\sigma_{k}^{l}, 1\right)}(t \wedge s) & =\sigma_{k}^{l}\left((\theta-1)^{j-\delta_{a}} c \nu_{a}\left(\sigma_{k}^{-l}(t) \wedge \sigma_{k}^{-l}(s)\right)\right) \\
& =\alpha\left(k^{l}, a\right) \sigma_{k}^{l}(c)(\theta-1)^{j-\delta_{a}} \sigma_{k}^{l}\left(\sigma_{k}^{-l}\left(\nu_{a}(t \wedge s)\right)\right) \\
& =\alpha\left(k^{l}, a\right) \sigma_{k}^{l}(c)(\theta-1)^{j-\delta_{a}} \nu_{a}(t \wedge s) .
\end{aligned}
$$

Thus for a fixed $a \in \mathcal{I}_{p, s}$, we can consider an action of $G_{\theta}$ on $\mathcal{U}_{p^{s}} / \rho_{a}\left(\mathcal{U}_{p^{s}}\right)$ defined by $\left(u \rho_{a}\left(\mathcal{U}_{p^{s}}\right)\right)^{\sigma_{k}}=\sigma_{k}(u) \rho_{a}\left(\mathcal{U}_{p^{s}}\right)$. Note that $\alpha\left(k^{l}, a\right)$ is a unit for $0 \leq l \leq d_{s}-1$. Let $\gamma=(\theta-1)^{j-\delta_{a}} c \nu_{a}, \gamma^{\prime}=\left((\theta-1)^{j-\delta_{a}} c \nu_{a}\right)^{\left(\sigma_{k}^{l}, 1\right)}$ and $\gamma^{\prime \prime}=\sigma_{k}^{l}(c)(\theta-1)^{j-\delta_{a}} \nu_{a}$. Then for $j \leq m \leq 2 j-d_{s}$, the skeleton groups $G_{\gamma, m}$ and $G_{\gamma^{\prime}, m}$ are isomorphic if and only if $G_{\gamma^{\prime \prime}, m}$ and $G_{\gamma, m}$ are isomorphic; this is because $G_{\gamma^{\prime}, m}$ and $G_{\gamma^{\prime \prime}, m}$ are isomorphic as $\alpha\left(k^{l}, a\right)$ is a unit and multiplication by a unit induces an automorphism of $G$. Thus the desired orbits correspond to the cosets $\mathcal{U}_{p^{s}} / \rho_{a}\left(\mathcal{U}_{p^{s}}\right) \mathcal{U}_{p^{s}, n}$.

### 6.2.5 Descendants of a skeleton group

Since the parent of $G_{\gamma, m+1}$ is $G_{\gamma, m}$ for $\gamma \in L_{j}$, the following is easy to see from Lemma 6.2. Recall that any isomorphism between skeleton groups in $\mathcal{T}_{G}$ is an orbit isomorphism.

Lemma 6.27. Given $\gamma \in L_{j}$ and $j \leq m \leq 2 j-d_{s}-1$, a skeleton group $G_{\gamma^{\prime}, m+1}$ is an immediate descendant of $G_{\gamma, m}$ if and only if there exists $\alpha \in \operatorname{Aut}(G)$ such that $\gamma^{\alpha} \equiv \gamma^{\prime} \bmod H_{m}$.

Noting that if $\gamma \in L_{j}$ then there is $s, t \in T$ such that $\gamma(t \wedge s) \in T_{j} \backslash T_{j+1}$, the next result follows from Lemma 4.2.

Lemma 6.28. Suppose $\gamma \in L_{j}$ and $\delta \in H_{k}$ for $k>j$ then $\gamma+\delta \in L_{j}$.
The next lemma describes the descendants of a skeleton group.
Lemma 6.29. Let $j \geq 0$ and $\gamma \in L_{j}$. Suppose $j<m \leq 2 j-d_{s}-1$ and $1 \leq k \leq$ $2 j-d_{s}-m$. Consider the skeleton group $G_{\gamma, m}$ at depth $e=m-j$ in $\mathcal{B}_{j}$. Then
a) A skeleton group $H$ is a descendant of $G_{\gamma, m}$ of distance $k$ if and only if

$$
H \cong G_{\gamma+\delta, m+k}
$$

for some $\delta \in H_{j+e}$.
b) For $\delta_{1}, \delta_{2} \in H_{j+e}$, two skeleton groups $G_{\gamma+\delta_{1}, j+e+k}$ and $G_{\gamma+\delta_{2}, j+e+k}$ are isomorphic if and only if there exists $\alpha \in \operatorname{Stab}_{\operatorname{Aut}(G)}\left(\gamma+H_{j+e}\right)$ such that

$$
\delta_{1}^{\alpha}+\gamma^{\alpha}-\gamma \equiv \delta_{2} \bmod H_{j+e+k} .
$$

Proof. a) Note that $m=e+j$. Consider $\delta \in H_{m}$ and by Lemma 6.28 we get $\gamma+\delta \in L_{j}$. Now $(\gamma+\delta) \equiv \gamma \bmod H_{m}$ since $\delta \in L_{m}$. Thus for the identity automorphism id $\in \operatorname{Aut}(\mathrm{G})$ we get $(\gamma+\delta)^{\text {id }} \equiv \gamma \bmod H_{m}$. So by Lemma 6.27, we conclude that $G_{\gamma+\delta, m+k}$ is a $k$-step descendant of $G_{\gamma, m}$.
Conversely let $G_{\eta, m+k}$ be a $k$-step descendant of $G_{\gamma, m}$ for some $\eta \in L_{j}$. Then by Lemma 6.27 we find that there is $\alpha \in \operatorname{Aut}(G)$ such that $\eta^{\alpha} \equiv \gamma \bmod T_{m}$. This means $\eta^{\alpha}=\gamma+\delta$ for all $t, s \in T$ for some $\delta \in H_{m}$. Thus by Lemma 6.2 we conclude $G_{\eta, m+k} \cong$ $G_{\eta^{\alpha}, m+k}$. Hence $G_{\eta, m+k} \cong G_{\gamma+\delta, m+k}$.
b) Consider $G_{\gamma+\delta_{1}, m+k} \cong G_{\gamma+\delta_{2}, m+k}$. Now by Lemma 6.2 there is $\alpha \in \operatorname{Aut}(G)$ such that $\left(\gamma+\delta_{1}\right)^{\alpha} \equiv \gamma+\delta_{2} \bmod H_{m+k}$ and hence $\delta_{1}^{\alpha}+\gamma^{\alpha}-\gamma \equiv \delta_{2} \bmod H_{j+e+k}$. Now $\delta_{1}, \delta_{2} \in L_{m}$ and $T_{m+k} \leq T_{m}$. So $\gamma^{\alpha} \equiv \gamma \bmod H_{m}$ which is same as saying $\alpha \in \operatorname{Stab}_{\operatorname{Aut}(G)}\left(\gamma+H_{m}\right)$. The converse is straightforward by using Lemma 6.2.

Remark 6.30. Each $\gamma \in L_{j}$ can uniquely be written as $\gamma=(\theta-1)^{j} F$ where $F \in L_{0}$. Hence every $F \in L_{0}$ induces a skeleton group $G_{(\theta-1)^{j} F, m}$ at depth $e=m-j$ in the branch $\mathcal{B}_{j}$ where $j \leq m \leq 2 j-d_{s}$. Also note that multiplication by any unit induces an automorphism of $G$. Hence $\operatorname{Stab}_{\mathcal{U}_{p^{s}}}\left(\gamma+H_{m}\right)=\operatorname{Stab}_{\mathcal{U}_{p^{s}}}\left(F+H_{m-j}\right)$.

Motivated by Lemma 6.29 and [17, Section 9.1] we define the following.
Definition 6.31. For $\alpha \in \operatorname{Aut}(G), F \in H_{0}, g \in H_{n}$ and $e \geq n \geq 0$ we write

$$
\begin{equation*}
\left(g+H_{e}\right)_{\alpha}=g^{\alpha}+\left(F^{\alpha}-F\right)+H_{e} . \tag{6.10}
\end{equation*}
$$

Note that (6.10) defines an affine action; it is a group action if and only if $F^{\alpha} \equiv$ $F \bmod H_{e}$. However, we have $\left(g+H_{e}\right)_{(\alpha \circ \beta)}=\left(\left(g+H_{e}\right)_{\alpha}\right)_{\beta}$ and $\left(g+H_{e}\right)_{\mathrm{id}}=\left(g+H_{e}\right)$.
Lemma 6.32. Suppose $\gamma \in L_{j}$. Choose $m$ and $k$ such that $j<m \leq 2 j-d_{s}-1$ and $1 \leq k \leq 2 j-d_{s}-m$. Let $\mathfrak{M}_{\gamma, m, k}$ be the set of $\operatorname{Stab}_{\operatorname{Aut}(G)}\left(\gamma+H_{m}\right)$-representative of $\left\{g+H_{m+k} \mid g \in H_{m}\right\}$ under the affine action as in the Definition 6.31. Then the $k$-step descendants of $G_{\gamma, m}$, up to isomorphism, are given by

$$
\left\{G_{\gamma+\eta, m+k} \mid \eta \in \mathfrak{M}_{\gamma, m, k}\right\} .
$$

Proof. By Lemma 6.29, the list of $k$-step descendants of $G_{\gamma, m}$ is given by

$$
\left\{G_{\gamma+\delta, m+k} \mid \delta \in H_{m}\right\}
$$

and for $\delta_{1}, \delta_{2} \in H_{m}$, two skeleton groups $G_{\gamma+\delta_{1}, m+k}$ and $G_{\gamma+\delta_{2}, m+k}$ from this list are isomorphic if and only if there exists $\alpha \in \operatorname{Stab}_{\operatorname{Aut}(G)}\left(\gamma+H_{m}\right)$ such that $\delta_{1}^{\alpha}+\gamma^{\alpha}-\gamma \equiv$ $\delta_{2} \bmod H_{j+e+k}$. By assumption $\gamma=(\theta-1)^{j} F$ where $F \in L_{0}$ and hence $G_{\gamma+\delta_{1}, m+k}$ and $G_{\gamma+\delta_{2}, m+k}$ are isomorphic if and only if there exists $\alpha \in \operatorname{Stab}_{\operatorname{Aut}(G)}\left(\gamma+H_{m}\right)$ such that $\left(\delta_{2}+H_{m}\right) \equiv \delta_{1}^{\alpha}+\gamma^{\alpha}-\gamma \bmod H_{m+k}$ which is equivalent saying $\left(\delta_{2}+H_{m}\right)_{\alpha} \equiv \delta_{1}$ under the action defined in (6.10) for $\gamma \in L_{j}$. The claim follows. $\left\{G_{\gamma+\eta, m+k} \mid \eta \in \mathfrak{M}_{\gamma, m, k}\right\}$.

### 6.2.6 The maximal class case

In this section we consider $\mathcal{G}(p, 1)$. This is studied in detail in [17-20, 53, 56-59]. We are particularly interested in the descendants of a skeleton group. The case $p \equiv 5 \bmod 6$ is discussed in [18]. We here consider other primes. In view of Notation 6.5, we here take $s=1$ so that $\theta$ is a primitive $p$-th root of unity. Then $T=\left(\mathbb{Z}_{p}[\theta],+\right)$ has $\mathbb{Z}_{p}$-rank $d=d_{s}=p-1$. The associated space group with the coclass tree of $\mathcal{G}(p, 1)$ has point group $P$ which is cyclic of order $p$, see [19].

We briefly recall some number theory from [18, section 5.1]. A detailed account of these results can also be found in [59, Section 2] and [69, Satz II.15.5]. Let $\mathcal{I}_{p, 1}=\{2, \ldots, d / 2\}$ as in Section 6.2.1 and denote $\mathcal{I}=\mathcal{I}_{p, 1}$. It is also known that for $i \geq 2$, there exists $\mathbb{Z}_{p}$-module isomorphisms between $T_{i}$ and $\mathcal{U}_{p, i}$ which are defined by the usual power series of the exponential and logarithm mapping

$$
\exp : T_{i} \rightarrow \mathcal{U}_{p, i} \quad \text { and } \quad \log : \mathcal{U}_{p, i} \rightarrow T_{i}
$$

with $\exp ^{-1}=\log$. For simplicity when the prime $p$ is clear from the context, we denote $\mathcal{U}_{p}=\mathcal{U}$ and $\mathcal{U}_{p, i}=\mathcal{U}^{(i)}$ for all $i \geq 0$. From (6.7), recall the definition of $\rho_{a}$ for every $a \in \mathcal{I}$ :

$$
\rho_{a}: \mathcal{U} \rightarrow \mathcal{U} \text { defined by } u \mapsto u^{-1} \sigma_{a}(u) \sigma_{1-a}(u) .
$$

Using log, the restriction of $\rho_{a}: \mathcal{U} \rightarrow \mathcal{U}$ to $\mathcal{U}^{(2)}=1+T_{2}$ induces the following $\mathbb{Q}_{p}(\theta)$ linear map,

$$
\begin{equation*}
\tau_{a}: T_{2} \rightarrow T_{2}, \quad z \mapsto-z+\sigma_{a}(z)+\sigma_{1-a}(z) . \tag{6.11}
\end{equation*}
$$

As before we take $\omega \in \mathbb{Z}_{p}$ to be a primitive ( $p-1$ )-th root of unity. The following can be found in $[18,53]$.

Lemma 6.33. There exist $v_{3}, \ldots, v_{p+1} \in T_{1}$ with $v_{k} \in T_{k-1} \backslash T_{k}$ for all $k$ such that, for all $a \in \mathcal{I}$, the following holds. If $a \equiv \omega^{i} \bmod p$ and $1-a \equiv \omega^{j} \bmod p$, then $v_{k}$ is an eigenvector of $\tau_{a}$ with eigenvalue $\omega_{a, k}=\omega^{i k}+\omega^{j k}-1$. The images of $v_{3}, \ldots, v_{p+1}$ under
$\exp$ map generate $\mathcal{U}^{(2)}$ as a $\mathbb{Z}_{p}$-module. If $p \equiv 5 \bmod 6$, then $\omega_{a, k} \neq 0$ for all $a$ and $k$. If $p \equiv 1 \bmod 6$, then $\omega_{a, k}=0$ for some $a$ and $k$.

So for integers $a$ and $k$, if $\omega_{a, k} \neq 0$ then there exists a largest integer $p_{a, k}$ with $\omega_{a, k} \equiv$ $0 \bmod p^{p_{a, k}}$, and from [20] we define $v_{a, k, e}=\max \left\{\lceil(e-k+1) / d\rceil-p_{a, k}, 0\right\}$ for all $e \geq 0$. For $a \in \mathcal{I}$ we define

$$
\begin{equation*}
N(a)=\left\{k \in \mathbb{Z} \mid 3 \leq k \leq p+1, \omega_{a, k} \neq 0\right\} \tag{6.12}
\end{equation*}
$$

The following lemma is motivated by [18, Lemma 5.3], which only takes account for primes $p \equiv 5 \bmod 6$. We relax this condition and consider all odd primes.

Lemma 6.34. Let $a \in \mathcal{I}$. Suppose $u \in \mathcal{U}^{(2)}$ is such that $u=\prod_{k \in N(a)} \exp \left(v_{k}\right)^{a_{k}}$, then $\rho_{a}(u) \in \mathcal{U}^{(e)}$ if and only if $p^{v_{a, k, e}}$ divides $a_{k}$ for all $k \in N(a)$.

Proof. Recall that $\omega_{a, k}$ is the eigenvalue of $\tau_{a}$ corresponding to $v_{k}$. Then using log and $\exp$, it is easy to observe that $\rho_{a}(u)=\prod_{k \in N(a)} \exp \left(v_{k}\right)^{a_{k} \omega_{a, k}}$. Note that $\omega_{a, k} \neq 0$ and $v_{k} \in T_{k-1} \backslash T_{k}$ for all $k \in N(a)$. Hence from the definition of $\omega_{a, k}$ (as in Lemma 6.33) we find that $\rho_{a}(u) \in \mathcal{U}^{(e)}$ if and only if $\exp \left(v_{k}\right)^{a_{k} \omega_{a, k}} \in \mathcal{U}^{(e)}$ for all $k \in N(a)$. Using log, this is equivalent to saying $a_{k} \omega_{a, k} v_{k} \in T_{e}$ for all $k \in N(a)$. Now recall that $v_{k} \in T_{k-1} \backslash T_{k}$ and $p T_{i}=T_{i+d}$. Thus $a_{k} \omega_{a, k} v_{k} \in T_{e}$ if and only if $a_{k} \omega_{a, k} \in T_{e-k+1}$ which is equivalent to saying $a_{k} \in T_{e-k+1-d p_{a, k}}$ for all $k \in N(a)$ since $p^{p_{a, k}}$ is the highest power of $p$ which divides $\omega_{a, k}$. This is true if and only if $p^{v_{a, k, e}}$ divides $a_{k}$ since $p T_{i}=T_{i+d}$.

Recall the definition of $\nu_{a}$ from (6.2) :

$$
\nu_{a}: K \wedge K \rightarrow K, \quad x \wedge y \mapsto \sigma_{a}(x) \sigma_{1-a}(y)-\sigma_{a}(y) \sigma_{1-a}(x)
$$

The following result, from Lemma 6.14, describes the structure of $\operatorname{Hom}_{P}(T \wedge T)$. See also [18, Lemma 4.4].

Lemma 6.35. Every $P$-homomorphism $f: T \wedge T \rightarrow T$ can be written uniquely as

$$
f=c_{2} \nu_{2}+\ldots+c_{d / 2} \nu_{d / 2} \quad \text { with } \quad c_{2}, \ldots, c_{d / 2} \in T_{-(p-3)^{2} / 4}
$$

If $f$ is surjective, then $c_{a} \notin T$ for at least one $a \in \mathcal{I}$.
Recall that $u \in \mathcal{U}$ acts on $f=\sum_{a \in \mathcal{I}} c_{a} \nu_{a} \in H_{0}$ via

$$
\begin{equation*}
f^{u}=\sum_{a \in \mathcal{I}} \rho_{a}\left(u^{-1}\right) c_{a} \nu_{a} \tag{6.13}
\end{equation*}
$$

We recall from Section 4.1.2 that the group of units $\mathcal{U}$ can be decomposed as

$$
\mathcal{U}=\langle\omega\rangle \times\langle\theta\rangle \times \mathcal{U}^{(2)}
$$

Note that if $a \in \mathcal{I}$ then $\rho_{a}(\theta)=1$ and $\rho_{a}(\omega)=\omega$. So in view of (6.13), we now investigate the action of $\mathcal{U}^{(2)}$. We note that for every $u=\prod_{k=3}^{p+1} \exp \left(v_{k}\right)^{a_{k}} \in \mathcal{U}^{(2)}$ and $a \in \mathcal{I}$ we can write $u=\mathcal{N}_{a}(u) \mathcal{M}_{a}(u)$ where

$$
\mathcal{N}_{a}(u)=\prod_{k \in N(a)} \exp \left(v_{k}\right)^{a_{k}} \quad \text { and } \quad \mathcal{M}_{a}(u)=\prod_{k \notin N(a)} \exp \left(v_{k}\right)^{a_{k}} .
$$

Since $\rho_{a}(u)=\prod_{k=3}^{p+1} \exp \left(v_{k}\right)^{a_{k} \omega_{a, k}}$ for $a \in \mathcal{I}$, if $u \in \mathcal{U}$ then

$$
\rho_{a}(u)=\rho_{a}\left(\mathcal{N}_{a}(u)\right) .
$$

For $f=\sum_{a \in \mathcal{I}} c_{a} \nu_{a} \in L_{0}$ and $u \in \mathcal{U}$, we get

$$
f^{u}=\sum_{a \in \mathcal{I}} \rho_{a}\left(\mathcal{N}_{a}\left(u^{-1}\right)\right) c_{a} \nu_{a} .
$$

We now recall the following result from [18, Theorem 5.1]. For any group $A$, we denote the group of $p$-th power by $A^{[p]}$.

Theorem 6.36. Let $p \equiv 5 \bmod 6$ and $f \in L_{0}$. Then there exists $e_{0} \geq 0$ such that if $e \geq e_{0}$ then

$$
\operatorname{Stab}_{\mathcal{U}^{(2)}}\left(f+H_{e}\right)^{[p]}=\operatorname{Stab}_{\mathcal{U}^{(2)}}\left(f+H_{e+d_{s}}\right)
$$

and $\operatorname{Stab}_{\mathcal{U}^{(2)}}\left(f+H_{e}\right)$ centralises $H_{i} / H_{i+3 d_{s}}$ for all $i \geq 0$.
In [18] the case $p \equiv 5 \bmod 6$ has been studied while the case $p \equiv 1 \bmod 6$ is still open. In the following sections we consider the latter case in more detail. In general, the common observation is that for groups deep enough in a branch, the $d_{s}$-step parent often is a period parent, Theorem 6.36 is one such example. But computer experiments also show that there are cases where this is not true, and the question is whether this is a general fact or only an anomaly because those explicit examples involve groups of too small order. Our results in the following sections show that this is not an anomaly. The crucial difference between primes $p \equiv 5 \bmod 6$ and $p \equiv 1 \bmod 6$ is that in the latter case we have $\omega_{a, k}=0$ for some $k$ and $a$, while $\omega_{a, k} \neq 0$ for all $a$ and $k$ in the former case.

### 6.2.7 Periodic parents of skeleton groups in $\mathcal{G}(7,1)$

Consider the coclass graph $\mathcal{G}(p, 1)$. We first recall a few definitions. Let $k$ be an integer and define the $k$-step descendant tree $\mathcal{D}_{k}(H)$ of a group $H$ in $\mathcal{B}_{n}$ as the subtree of $\mathcal{B}_{n}$ induced by the descendants of distance at most $k$ from $H$. The following conjecture states one of the possibly ways describe these trees, see [18]. For any $n \geq 0$, let $e_{p}(n)=n-2 p+8$ if $p \geq 7$ and $e_{5}(n)=n-4$.

Conjecture 6.37. There is an integer $n_{0}=n_{0}(p)$ such that, for every group $K$ in $\mathcal{G}(p, 1)$ at depth $e_{p}(n)$ in $\mathcal{B}_{n+p-1}$ with $n \geq n_{0}$, there exists a group $H$ at depth $e_{p}(n-p+1)$ in $\mathcal{B}_{n+p-1}$ with $\mathcal{D}_{p-1}(K) \cong \mathcal{D}_{p-1}(H)$.

Such a group $H$ is a periodic parent of $K$. The conjecture is still open and there is only some partial evidence supporting it. The main difficulty is to find the correct periodic parent. Computer experiments for $p=5,7,11$ suggest that the periodic parent can be chosen to be the $(p-1)$-step parent, that is, the unique ancestor at distance $p-1$. In fact the following is proved in [18, Theorem 1.2].

Theorem 6.38. Let $p \equiv 5 \bmod 6$. There is an integer $n_{0}=n_{0}(p)$ such that, for all $n \geq n_{0}$, the following holds. Let $K$ be a group at depth $e_{p}(n)$ in $\mathcal{B}_{n+d}$ having immediate descendants and let $H$ be the d-step parent of $K$. If the automorphism group of $H$ is a p-group, then $H$ is a periodic parent of $K$.

From the proof of Theorem 6.38, as in [18], one can see that there are many number theoretic results used in the proof which are specifically true for $p \equiv 5 \bmod 6$, one such result is given in Theorem 6.36. Later in Lemma 6.40 we show that if $p=7$ then the statement of Theorem 6.36 is not true. The aim of this section is to consider $p=7$ and investigate the statement of Theorem 6.38 by relaxing the condition $p \equiv 5 \bmod 6$.

In the remainder of this section, let $p=7$, that is, $\theta$ is a primitive 7 -th root of unity and $T$ is a $\mathbb{Z}_{7}$-module of dimension $d=6$. The point group $P$ is cyclic of order 7 . Moreover, $\mathcal{I}=\{2,3\}$ and $\omega$ is a 6 -th root of unity; we choose $\omega \equiv 5 \bmod 7$. Then for $a=2$ we have $a \equiv \omega^{4} \bmod 7$ and $1-a \equiv \omega^{3} \bmod 7$. Similarly for $a=3$ we get $a \equiv \omega^{5} \bmod 7$ and $1-a \equiv \omega \bmod 7$. Recall from Lemma 6.33 that if $a \equiv \omega^{i} \bmod p$ and $1-a \equiv \omega^{j} \bmod p$, then $v_{k}$ is an eigenvector of $\tau_{a}$ with eigenvalue $\omega_{a, k}=\omega^{i k}+\omega^{j k}-1$ for $k \in\{3, \ldots, 8\}$. Using a straightforward computation we can list the eigenvalues of $\tau_{a}$ as

| $a \downarrow, k \rightarrow$ | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | -1 | $-\omega$ | $3 \omega^{2}-2 \omega$ | 1 | $2 \omega^{2}-3 \omega$ | $\omega^{2}$ |
| 3 | -3 | -2 | 0 | 1 | 0 | -2 |

Hence $\tau_{2}$ has no zero eigenvalue whereas $\tau_{3}$ has two zero eigenvalues for $k=5,7$. As a result, for any $u \in \mathcal{U}^{(2)}$, we can see that $\mathcal{N}_{2}(u)=u$. It is also easy to see that $p_{2, k}=0$ if $k \neq 7$ and $p_{2,7}=1$. Also $p_{3, k}=0$ for $k \neq 5,7$. We exploit the above facts in the following results.

Notation 6.39. For the rest of this chapter, for $n \geq 1$, we consider the homomorphisms

$$
h_{n}=(\theta-1)^{n} \nu_{2}+(\theta-1)^{-1} \nu_{3} .
$$

We show that certain skeleton groups (parametrised by $h_{n}$ ) and their 6 -step parents have non-isomorphic descendant trees. We first show that Theorem 6.36 is not true for $p=7$.

Lemma 6.40. If $n \geq 1$ then $h_{n} \in L_{0}$ and

$$
\operatorname{Stab}_{\mathcal{U}^{(2)}}\left(h_{n}+H_{n+2}\right)^{[p]} \neq \operatorname{Stab}_{\mathcal{U}^{(2)}}\left(h_{n}+H_{n+2+d}\right) .
$$

Proof. By Lemma 6.35 we deduce $h_{n} \in L_{0}$. It is thus enough to find $u \in \operatorname{Stab}_{\mathcal{U}^{(2)}}\left(h_{n}+\right.$ $\left.H_{n+2+d}\right)$ such that there does not exist any $v \in \mathcal{U}^{(2)}$ with $u=v^{p}$. We aim to find integers $x$ and $y$ such that $u=\exp \left(v_{7}\right)^{x} \exp \left(v_{5}\right)^{y}$ is such an element of $\operatorname{Stab}_{\mathcal{U}^{(2)}}\left(h_{n}+H_{n+2+d}\right)$. Now $\rho_{3}(u)=1$. So $h_{n}^{u}-h=\left(\rho_{2}(u)-1\right)(\theta-1)^{n} \nu_{2}$. By Lemma 6.35 we find that if $\left(\rho_{2}(u)-1\right) \in T_{4}$ then $u \in \operatorname{Stab}_{\mathcal{U}^{(2)}}\left(h_{n}+H_{n+2+d}\right)$. We now show that $\rho_{2}(u) \in \mathcal{U}^{(4)}$. Now by Lemma 6.34, we find $\rho_{2}(u) \in \mathcal{U}^{(4)}$ if and only if $p^{v_{2,7,4}}$ divides $x$ and $p^{v_{2,5,4}}$ divides $y$. Recall that $p_{2,7}=1, p_{2,5}=0$ and $v_{a, k, e}=\max \left\{\lceil(e-k+1) / d\rceil-p_{a, k}, 0\right\}$ that is $v_{2,7,4}=v_{2,5,4}=0$. So we choose $x, y$ such that $7 \nmid x, y$. Recall that the images of $v_{3}, \ldots, v_{8}$ under $\exp$ map generate $\mathcal{U}^{(2)}$ as a $\mathbb{Z}_{p}$-module. So if there is $v \in \mathcal{U}^{(2)}$ such that $v^{p}=\exp \left(v_{7}\right)^{x} \exp \left(v_{5}\right)^{y}$ then $p$ must divide both $x$ and $y$. Hence by our choice of $x$ and $y$, there does not exist any $v \in \mathcal{U}^{(2)}$ with $u=v^{p}$. This completes the proof.

Corollary 6.41. Let $n \geq 1$ and $e=n+2$. Then there exist $g \in H_{e+d}$ and

$$
v \in \operatorname{Stab}_{\mathcal{U}^{(2)}}\left(h_{n}+H_{e+d}\right) \backslash \operatorname{Stab}_{\mathcal{U}^{(2)}}\left(h_{n}+H_{e}\right)^{[p]}
$$

such that $\left(g+H_{e+d+1}\right)_{v} \neq\left(g+H_{e+d+1}\right)_{u^{p}}$ for all $u \in \operatorname{Stab}_{\mathcal{U}^{(2)}}\left(h_{n}+H_{e+d}\right)$.

Proof. Take $g=(\theta-1)^{e+d} h_{n}$. By the proof of Lemma 6.40, we can choose the element $v=\exp \left(v_{7}\right)^{y} \exp \left(v_{5}\right)^{x}$ with integers $x, y \geq 1$ not divisible by 7 . Let $\alpha=\left((\theta-1)^{e+d}+1\right)$. Then from (6.10) we have

$$
\left(g+H_{e+d+1}\right)_{v}=(\theta-1)^{n}\left(\alpha \rho_{2}\left(v^{-1}\right)-1\right)+(\theta-1)^{-1}\left(\alpha \rho_{3}\left(v^{-1}\right)-1\right) .
$$

Suppose, for a contradiction that $\left(g+H_{e+d+1}\right)_{v}=\left(g+H_{e+d+1}\right)_{u^{p}}$ for some unit $u$ from $\operatorname{Stab}_{\mathcal{U}^{(2)}}\left(h_{n}+H_{e+d}\right)$. Then we find that

$$
\alpha\left((\theta-1)^{n}\left(\rho_{2}\left(v^{-1}\right)-\rho_{2}\left(u^{-p}\right)\right)+(\theta-1)^{-1}\left(\rho_{3}\left(v^{-1}\right)-\rho_{3}\left(u^{-p}\right)\right)\right) \in H_{e+d+1} .
$$

Since $\alpha$ is a unit, we have $\left.\left(\rho_{2}\left(v^{-1}\right)-\rho_{2}\left(u^{-p}\right)\right)+(\theta-1)^{-1}\left(\rho_{3}\left(v^{-1}\right)-\rho_{3}\left(u^{-p}\right)\right)\right) \in H_{e+d+1}$ which means $\left.(\theta-1)^{-e-d-1}\left(\rho_{2}\left(v^{-1}\right)-\rho_{2}\left(u^{-p}\right)\right)+(\theta-1)^{-1}\left(\rho_{3}\left(v^{-1}\right)-\rho_{3}\left(u^{-p}\right)\right)\right) \in H_{0}$. So from Lemma 6.35 we get $(\theta-1)^{-9}\left(\rho_{2}\left(v^{-1}\right)-\rho_{2}\left(u^{-p}\right)\right) \in T_{-4}$. Hence we find that $\left(\rho_{2}\left(v^{-1}\right)-\rho_{2}\left(u^{-p}\right)\right) \in T_{5}$. So $\left(\rho_{2}\left(v u^{-p}\right)-1\right) \in T_{5}$ since $\rho_{2}\left(u^{p}\right)$ is a unit. And hence $\rho_{2}\left(v u^{-p}\right) \in \mathcal{U}^{(5)}$. Write $u=\prod_{k=3}^{8} \exp \left(v_{k}\right)^{a_{k}}$. Now by Lemma 6.34 we get $p^{v_{2,5,5}}$ divides $x-7 a_{5}$ where $v_{2,5,5}=\max \{\lceil(5-5+1) / 6\rceil-0,0\}=1$ which is a contradiction since 7 does not divide $x$.

We now find a family of skeleton groups in $\mathcal{G}(7,1)$ whose automorphism groups are 7-groups.

Lemma 6.42. Let $n=3+6 z$ with $z \geq 1$. Then the automorphism group of $G_{(\theta-1)^{j} h_{n}, j+n+2}$ is a 7 -group for $j \in(18+6 \mathbb{Z}) \backslash(15+42 \mathbb{Z})$.

Proof. Using Remark 6.15 we have

$$
B=\left(\begin{array}{ll}
\theta^{2}\left(1-\theta^{4}\right) & \left(\theta^{3}-1\right) u_{1} \\
\theta^{3}\left(1-\theta^{2}\right) & \left(\theta^{3}-1\right) u_{2}
\end{array}\right)
$$

where $u_{1}=\theta+2 \theta^{2}+2 \theta^{3}+2 \theta^{4}+\theta^{5}$ and $u_{2}=\theta+3 \theta^{2}+4 \theta^{3}+3 \theta^{4}+\theta^{5}$ are both units. We now take

$$
c_{1}=(\theta-1)^{n}, \quad c_{2}=(\theta-1)^{-1}, \quad q_{1}=(\theta-1)^{j} c_{1}, \quad q_{2}=(\theta-1)^{j} c_{2} .
$$

So if $f=q_{1} \nu_{2}+q_{2} \nu_{3}$ then $H=G_{f, j+e}$ is a skeleton group at depth $e$ in branch $\mathcal{B}_{j}$. Note that the Galois group of $\mathbb{Q}_{7}(\theta)$ is generated by $\sigma_{3}$ which has order 6. Also note that $\sigma_{3}^{2}=\sigma_{2}$ has order 3 and $\sigma_{3}^{3}=\sigma_{6}$ has order 2. Recall that the point group is cyclic and hence Hypothesis 6.3 is true here. So from [20, Section 5] we conclude that $\operatorname{Aut}(H)$ is a $p$-group if and only if there does not exist $w_{i} \in \mathcal{U}$ such that $\left(q_{1}, q_{2}\right)^{\left(\sigma_{i}, w_{i}\right)} \equiv$ $\left(q_{1}, q_{2}\right) \bmod \Omega_{j+e}$ for all $i=2,3,6$ where the action is as defined in (6.8). Using (6.6), this is true if and only if $\left(\left(q_{1}, q_{2}\right)^{\left(\sigma_{i}, w\right)}-\left(q_{1}, q_{2}\right)\right) B \notin T_{j+e} \times T_{j+e}$ for all $w \in \mathcal{U}$ and $i=2,3,6$. Now we take $e=n+2$ and note that $\left(\theta^{i}-1\right)=(\theta-1) z_{i}$ for $i=2,3,6$ where $z_{2}=1+\theta, z_{3}=1+\theta+\theta^{2}$ and $z_{6}=1+\theta+\theta^{2}+\theta^{4}+\theta^{5}=-\theta^{6}$. Following the definition of $B$, a straightforward computation shows that if $\left(\left(q_{1}, q_{2}\right)^{\left(\sigma_{i}, w_{i}\right)}-\left(q_{1}, q_{2}\right)\right) B \in T_{j+e} \times T_{j+e}$
for some $w_{i} \in \mathcal{U}$ then

$$
(\theta-1)^{n} \theta^{2}\left(1-\theta^{4}\right)\left(z_{i}^{j+n} \rho_{2}\left(w_{i}^{-1}\right)-1\right)+(\theta-1)^{-1} \theta^{3}\left(1-\theta^{2}\right)\left(z_{i}^{j-1} \rho_{3}\left(w_{i}^{-1}\right)-1\right) \in T_{n+2}
$$

for $i=2,3,6$. Now we have $(\theta-1)^{n}\left(1-\theta^{4}\right) \in T_{n+1}$ which shows $\left(z_{i}^{j-1} \rho_{3}\left(w_{i}^{-1}\right)-1\right) \in T_{n+1}$. If $\rho_{3}\left(w_{i}^{-1}\right) \in \mathcal{U}_{1}$ then let $\rho_{3}\left(w_{i}^{-1}\right)=1+t$ for some $t \in T_{1}$ and $i=2,3,6$. So for $n \geq 0$ we get $z_{i}^{j-1}-1=t^{\prime}-t z^{j-1} \in T_{1}$ for some $t^{\prime} \in T_{n+1}$. Note that $z_{i}^{18+6 z-1}-1$ is of the form $a \theta\left(1+\theta^{5}\right)+b \theta^{2}\left(1+\theta^{3}\right)+c \theta^{3}(1+\theta)$ for $i=2,3,6$ and $z \geq 1$ where $a, b, c \in \mathbb{Z}_{p}$ are obtained via binomial theorem. So $z_{i}^{18+6 z-1}-1 \notin T_{1}$ for all $z \geq 1$ and $i=2,3$. Since $z_{6}$ is a 6 -th root of unity, we can observe that $z_{6}^{j-1}-1 \notin T_{1}$ unless $j=15+42 k$ for some $k \geq 1$ as in such cases $z_{6}^{j-1}-1=0$. Thus $w_{i} \notin \mathcal{U}_{1}$ for all $i=2,3,6$ unless $j=15+7 k$ for some $k \geq 1$ such that $6 \mid k$.
Finally if $\rho_{3}\left(w_{i}^{-1}\right)=1+s$ for $s \in T \backslash T_{1}$ then $z_{i}^{18+6 z-1}(1+s)-1 \notin T_{1}$ which shows there is no $w_{i} \in \mathcal{U}$ such that $\left(z_{i}^{j-1} \rho_{3}\left(w_{i}^{-1}\right)-1\right) \in T_{n+1}$ unless $j=15+42 k$ for some $k \geq 1$. Hence $\operatorname{Aut}(H)$ is a $p$-group unless $j=15+42 k$ for some $k \geq 1$.

We finally find a family of skeleton groups in $\mathcal{G}(7,1)$ whose 6 -step parents are not periodic parents. Let $F_{18+6 z}=(\theta-1)^{18+6 z} h_{3+6 z}$ and $e(18+6 z)=5+6 z$ for $z \geq 0$.

Theorem 6.43. Using the notation of the above paragraph, for any $j=18+6 z$ with $z \geq 0$, the skeleton groups $G_{F_{j}, j+e(j)}$ and $G_{F_{j}, j+e(j)+6}$ have different number of immediate descendants if $j \in(18+6 \mathbb{Z}) \backslash(15+42 \mathbb{Z})$.

Proof. Let $j=18+6 z$ and take $e=n+2$ where $n=3+6 z$. Take $\gamma=F_{18+6 z}$. Let $m=j+e$ and $\mathfrak{M}_{h_{n}, m, 1}$ be the set of $\operatorname{Stab}_{\operatorname{Aut}(G)}\left((\theta-1)^{j} h_{n}+H_{m}\right)$-orbit representatives of $\left\{g+H_{m+1} \mid g \in H_{m}\right\}$ under the action as in Definition 6.31. Then by Lemma 6.32, the immediate descendants, up to isomorphism, of the skeleton group $G_{\gamma, j+e}$ are given by

$$
\left\{G_{\gamma+\eta, j+e+1} \mid \eta \in \mathfrak{M}_{h_{n}, m, 1}\right\} .
$$

By Lemma 6.42 we see that the automorphism group of the skeleton group $G_{\gamma, j+e}$ is a $p$-group unless unless $j=15+42 k$ for some $k \geq 1$. Hence by Remark 6.30 , the immediate descendants, up to isomorphism, of the skeleton groups $G_{\gamma, j+e}$ and $G_{\gamma, j+e+6}$ are in one-one correspondence with $\mathfrak{M}_{h_{n}, e, 1}^{\prime}$ and $\mathfrak{M}_{h_{n}, e+6,1}^{\prime}$ respectively where $\mathfrak{M}_{h_{n}, e, 1}^{\prime}$ is the set of $\operatorname{Stab}_{\mathcal{U}^{(2)}}\left(h_{n}+H_{e}\right)$-orbit representative of $\left\{g+H_{e+1} \mid g \in H_{e}\right\}$.

Take $v=\exp \left(v_{7}\right)^{y} \exp \left(v_{5}\right)^{x}$ for some integers $x, y \geq 1$ such that $7 \nmid x, y$. Let us take $g=(\theta-1)^{e+d} h_{n}$. Suppose for a contradiction, say $\left(p^{-1} g+H_{e+1}\right)$ and $\left(p^{-1} g+H_{e+1}\right)_{v}$ are in same orbit under the action of $\operatorname{Stab}_{\mathcal{U}^{(2)}}\left(h_{n}+H_{e}\right)$. Then using (6.10) we have $\left(p^{-1} g+H_{e+1}\right)_{u}=\left(p^{-1} g+H_{e+1}\right)_{v}$ for some $u \in \operatorname{Stab}_{\mathcal{U}^{(2)}}\left(h_{n}+H_{e}\right)$. A straightforward
computation shows that $g^{u}-g^{v} \in H_{e+d+1}$ which means

$$
(\theta-1)^{n+e+d}\left(\rho_{2}\left(u^{-1}\right)-\rho_{2}\left(v^{-1}\right)\right) \nu_{2}+(\theta-1)^{-1+e+d}\left(\rho_{3}\left(u^{-1}\right)-\rho_{3}\left(v^{-1}\right)\right) \nu_{3} \in H_{e+d+1}
$$

Thus

$$
(\theta-1)^{n-1}\left(\rho_{2}\left(u^{-1}\right)-\rho_{2}\left(v^{-1}\right)\right) \nu_{2}+(\theta-1)^{-2}\left(\rho_{3}\left(u^{-1}\right)-\rho_{3}\left(v^{-1}\right)\right) \nu_{3} \in H_{0}
$$

By Lemma 6.35 we have $\left(\rho_{2}\left(u^{-1}\right)-\rho_{2}\left(v^{-1}\right)\right) \in T_{-3+n}$ and $\left(\rho_{3}\left(u^{-1}\right)-\rho_{3}\left(v^{-1}\right)\right) \in T_{-2}$. We can choose large $p$-power of $u^{-1}$ (and with abuse of notation we write the power as $u^{-p}$ ) such that we have $\left(\rho_{2}\left(u^{-p}\right)-\rho_{2}\left(v^{-1}\right)\right) \in T_{-3+n}$ and $\left(\rho_{3}\left(u^{-p}\right)-\rho_{3}\left(v^{-1}\right)\right) \in T_{-2}$. Hence we have $(\theta-1)^{n-1}\left(\rho_{2}\left(u^{-p}\right)-\rho_{2}\left(v^{-1}\right)\right) \in T_{-4}$ and $(\theta-1)^{-2}\left(\rho_{3}\left(u^{-p}\right)-\rho_{3}\left(v^{-1}\right)\right) \in T_{-4}$. So by Lemma 6.35,

$$
(\theta-1)^{n-1}\left(\rho_{2}\left(u^{-p}\right)-\rho_{2}\left(v^{-1}\right)\right) \nu_{2}+(\theta-1)^{-2}\left(\rho_{3}\left(u^{-p}\right)-\rho_{3}\left(v^{-1}\right)\right) \nu_{3} \in H_{0}
$$

that is,

$$
(\theta-1)^{n+e+d}\left(\rho_{2}\left(u^{-p}\right)-\rho_{2}\left(v^{-1}\right)\right) \nu_{2}+(\theta-1)^{-1+e+d}\left(\rho_{3}\left(u^{-p}\right)-\rho_{3}\left(v^{-1}\right)\right) \nu_{3} \in H_{e+d+1}
$$

This means $\left(g+H_{e+d+1}\right)_{u^{p}}=\left(g+H_{e+d+1}\right)_{v}$ which is not possible by Corollary 6.41. This shows that $\left(p^{-1} g+H_{e+1}\right)$ and $\left(p^{-1} g+H_{e+1}\right)^{v}$ are never in the same orbit under the action of $\operatorname{Stab}_{\mathcal{U}^{(2)}}\left(h_{n}+H_{e}\right)$ whereas $\left(g+H_{e+d+1}\right)$ and $\left(g+H_{e+d+1}\right)^{v}$ are in same orbit under the action of $\operatorname{Stab}_{\mathcal{U}^{(2)}}\left(h_{n}+H_{e+d}\right)$ as $v \in \operatorname{Stab}_{\mathcal{U}^{(2)}}\left(h_{n}+H_{e+d}\right)$. Hence $\left|\mathfrak{M}_{h_{n}, e, 1}^{\prime}\right| \neq\left|\mathfrak{M}_{h_{n}, e+d, 1}^{\prime}\right|$. Thus the skeleton groups $G_{F_{j}, j+e(j)}$ and $G_{F_{j}, j+e(j)+6}$ have different number of immediate descendants.

The main idea of Theorem 6.38 is the observation that in many instances the $d$-step parent is a periodic parent; Theorem 6.38 considers this set up for groups at depth $e_{p}(n)$ because this is the depth that plays a role in the periodicity of type 1 , see Section 2.2 . At the same time, the condition $p \equiv 5 \bmod 6$ also played a crucial role in proving Theorem 6.38. In Theorem 6.43 we relaxed this condition by considering $\mathcal{G}(7,1)$ and showed that there are pairs of groups at different depths, one being the 6 -step parent of the other, where both groups have a 7-group as automorphism group, but non-isomorphic descendent trees. This shows that, in general, one cannot expect that the $d$-step parent always has an isomorphic descendant tree. Note from [18, Theorem 1.1], in $\mathcal{G}(7,1)$, the depth of the branch $\mathcal{B}_{n}$ is at most $n+3$ and the depth of the skeleton subgraph $\mathcal{S}_{n}$ is $n-6$. So if $n=18+6 z$ for some $z \geq 1$ then the depth of $\mathcal{S}_{n}$ is $12+6 z$. The examples given in Theorem 6.43 are the skeleton groups at depth $11+6 z$ in the branch $\mathcal{B}_{18+6 z}$ for $z \geq 1$. This shows that these examples are occurring deep in the branches.

## Chapter 7

## Uniserial p-adic Space Groups

Recall from Chapters 2 and 3 that each coclass tree in a coclass graph defines a pro- $p$ group via the inverse limit of its mainline groups. Each such infinite pro-p-group has a finite hypercenter and the hypercentral quotient is a uniserial $p$-adic space group of coclass at most $r$, see Corollary 3.17. We know that infinite pro- $p$-groups of coclass $r$, up to isomorphism, are in a one-one correspondence with the coclass trees of $\mathcal{G}(p, r)$ and the mainline groups can be realised as the quotient of the associated pro-p-group. Hence the uniserial $p$-adic space groups of coclass at most $r$ are significant to study the structure of $\mathcal{G}(p, r)$. For odd primes, a constructive classification of these space groups is given by Eick [30]. For prime $p=2$, this is still open; see Chapter 3 for a brief discussion. It is the aim of this chapter to provide the necessary theoretical insight to determine and construct the uniserial 2-adic space groups of fixed coclass. We will continue using the notation mentioned in Section 1.2. In particular:

Notation 7.1. For the rest of this chapter, we will abbreviate "uniserial $p$-adic space group" by "space group".

### 7.1 Background

Let $G$ be a space group of dimension $d$. Recall from Chapter 3 that $G$ is an extension of its (characteristic) translation subgroup $T \cong \mathbb{Z}_{p}^{d}$ by a point group $P$ acting faithfully and uniserially on $T$.

Space groups were first investigated by Leedham-Green and Newman in [60] for odd primes and in $[55,73]$ for $p=2$. However these results were not conclusive towards any constructive classification. Later, for odd primes, Eick [30] has introduced a variety of results towards a classification of space groups. The case of prime 2 remained mostly
open, but has been partially investigated in the diploma thesis [44]. The case of quaternion point groups was not considered in [44]. The aim of this Chapter is to fill this gap. We set some notation first and begin with two definitions.

Notation 7.2. Suppose $R \in\left\{\mathbb{Q}_{p}, \mathbb{Z}_{p}, \mathbb{Q}, \mathbb{Z}\right\}$. For any positive integer $d$, let $M_{d}(R)$ denote the ring of $d \times d$ matrices over $R$. If $U \leq \operatorname{GL}(d, R)$ then we write $R[U]$ for the subalgebra of $M_{d}(R)$ generated by $U$, and define $E_{R}(U)=C_{M_{d}(R)}(U)$ and

$$
C_{R}(U)=C_{\mathrm{GL}(d, R)}(U) \quad \text { and } \quad N_{R}(U)=N_{\mathrm{GL}(d, R)}(U)
$$

Definition 7.3. Let $g \otimes h$ denote the Kronecker product of two matrices $g$ and $h$. Suppose $R \in\left\{\mathbb{Q}_{p}, \mathbb{Z}_{p}, \mathbb{Q}, \mathbb{Z}\right\}$ and denote by $\operatorname{Sym}(q)$ the symmetric group on $q$ points. By $I_{n}$ we denote the identity matrix of size $n \times n$.
a) For $M \subseteq M_{d}(R)$, let $I_{q} \otimes M=\left\{I_{q} \otimes g \mid g \in M\right\}$.
b) For $M \subseteq \operatorname{Sym}(q)$, let $M \otimes I_{d}=\left\{\bar{g} \otimes I_{d} \mid g \in M\right\}$, where $\bar{g}$ is the permutation matrix (acting on columns) corresponding to $g$.

Definition 7.4. A finite $p$-group is uniserial if there is an embedding into $\mathrm{GL}\left(d, \mathbb{Z}_{p}\right)$ for some $d>1$ such that its image acts uniserially on the natural module $\mathbb{Z}_{p}^{d}$.

Preliminary results and notations required for this chapter are given in Chapter 3. We now briefly recall from [30] how space groups are determined for odd primes. The case $p=2$ will be considered from Section 7.4 onwards. For $s \geq 1$, we write

$$
d_{s}= \begin{cases}p^{s-1}(p-1) & (p \text { odd }) \\ 2^{s} & (p=2) .\end{cases}
$$

Since every space group is an extension of its translation subgroup by a point group, it will be necessary to study the corresponding cohomology groups (which paramatrise group extensions). If $H$ is a group and $N$ is an $H$-module, then the group of corresponding 2-cocycles is

$$
\begin{aligned}
Z^{2}(H, N)=\{\gamma: H \times H \rightarrow N \mid & \gamma(h, k)+\gamma(l, h k)=\gamma(l h, k)+\gamma(l, h)^{k} \\
\gamma(1, h)=\gamma(h, 1) & =1 \text { for all } h, k, l \in H\} ;
\end{aligned}
$$

the corresponding subgroup of 2-coboundaries is

$$
\begin{aligned}
B^{2}(H, N)=\left\{\gamma \in Z^{2}(H, N) \mid\right. & \text { there exists } \delta: H \rightarrow N \text { with } \\
& \left.\gamma(k, h)=\delta(k h)-\delta(k)^{h}-\delta(h)\right\} .
\end{aligned}
$$

The quotient group is known as the cohomology group

$$
H^{2}(H, N)=Z^{2}(H, N) / B^{2}(H, N) .
$$

The normaliser of a point group $U \leq \mathrm{GL}\left(d, \mathbb{Z}_{p}\right)$ can be used to determine the isomorphism types of extensions of $T=\left(\mathbb{Z}_{p}^{d},+\right)$ by $U$. We briefly recall this process from $[30,69,70,88]$. First note that $\operatorname{Aut}(T) \cong \mathrm{GL}\left(d, \mathbb{Z}_{p}\right)$ and, by Remark 3.3, every automorphism of $T$ is $\mathbb{Z}_{p}$-linear. Recall from Section 5.2.1 that for any $U \leq \mathrm{GL}\left(d, \mathbb{Z}_{p}\right)$, the group of compatible pairs of $U$ and $T$ is defined as

$$
\operatorname{Comp}(U, T)=\left\{(\beta, \gamma) \in \operatorname{Aut}(U) \times \operatorname{Aut}(T) \mid\left(t^{g}\right)^{\gamma}=\left(t^{\gamma}\right)^{g^{\beta}} \text { for } t \in T, g \in U\right\} ;
$$

it acts on $Z^{2}(U, T)$ via $\delta \mapsto \delta^{(\beta, \gamma)}$, where the latter is defined by

$$
\begin{equation*}
\delta^{(\beta, \gamma)}(u, v)=\delta\left(u^{\beta^{-1}}, v^{\beta^{-1}}\right)^{\gamma} . \tag{7.1}
\end{equation*}
$$

Moreover, this action leaves $B^{2}(U, T)$ invariant, hence there is an induced action on $H^{2}(U, T)$. It is well-known that the orbits of this action classify all extensions of $T$ by $U$ up to strong isomorphism, see [30, Section 4]; moreover, if $U$ acts uniserially on $T$, then $T$ is a characteristic translation subgroup in any such extension; this implies the following.

Theorem 7.5. If $U \leq \mathrm{GL}\left(d, \mathbb{Z}_{p}\right)$ is uniserial, then the isomorphism types of extensions of $T$ by $U$ correspond to the $\operatorname{Comp}(U, T)$-orbits of elements in $H^{2}(U, T)$.

Since $U \leq \mathrm{GL}\left(d, \mathbb{Z}_{p}\right)$ acts faithfully on $T$, it follows from [48, p. 78] that there is an isomorphism

$$
N_{\mathbb{Z}_{p}}(U) \rightarrow \operatorname{Comp}(U, T), \quad g \mapsto\left(\kappa_{\left(g^{-1}\right)}, g\right),
$$

where $\kappa_{g}$ is the automorphism of $U$ via conjugation by $g$. Thus from (7.1) we see that, for any uniserial point group $U \leq \mathrm{GL}\left(d, \mathbb{Z}_{p}\right)$, the element $g \in N_{\mathbb{Z}_{p}}(U)$ acts on $\delta \in Z^{2}(U, T)$ via $\delta \mapsto \delta^{g}$, where the latter is defined by

$$
\begin{equation*}
\delta^{g}(u, v)=\delta\left(u^{g^{-1}}, v^{g^{-1}}\right)^{g} . \tag{7.2}
\end{equation*}
$$

In conclusion, the next result follows, cf. [30, Theorem 27].
Theorem 7.6. If $U \leq \mathrm{GL}\left(d_{s}, \mathbb{Z}_{p}\right)$ is, then the isomorphism types of extensions of $T$ by $U$ correspond to the $N_{\mathbb{Z}_{p}}(U)$-orbits of elements in $H^{2}(U, T)$.

We conclude this section with the notion of Bravais groups since this is one of the main tools in [30] used in the classification of space groups for odd primes.

Definition 7.7. Let $(K, R) \in\left\{(\mathbb{Q}, \mathbb{Z}),\left(\mathbb{Q}_{p}, \mathbb{Z}_{p}\right)\right\}$ and let $G \leq \mathrm{GL}(n, R)$ be finite.
a) The invariant form of $G$ is $\mathcal{F}_{K}(G)=\left\{m \in M_{n}(K) \mid g^{\top} m g=m\right.$ for all $\left.g \in G\right\}$.
b) The Bravais group of $G$ is $B_{R}(G)=\left\{g \in \mathrm{GL}(n, R) \mid g^{\top} m g=m\right.$ for all $\left.g \in \mathcal{F}_{K}(G)\right\}$; we also write $B(G)=B_{\mathbb{Z}}(G)$.

The following can be found in [30, Lemmas 21 and 22].
Lemma 7.8. If $G, H \leq \operatorname{GL}(n, \mathbb{Z})$ are finite, then the following hold.
a) If there is an invertible $f \in \mathcal{F}_{K}(G)$, then $\mathcal{F}_{K}(G)=f E_{K}(G)$,
b) $G \leq B(G)$ and $\mathcal{F}_{K}(G)=\mathcal{F}_{K}(B(G))$,
c) $N_{\mathbb{Z}_{2}}(G) \leq N_{\mathbb{Z}_{2}}(B(G))$,
d) $B(G) \leq B(H)$ if $G \leq H$.

In the next sections we briefly describe the algorithm in [30] for odd primes. Later in Section 7.4, when we discuss the case $p=2$, it will be easy to identify the main differences. The algorithm for odd primes proceeds in two steps: First, the construction of point groups and second, the construction of extensions. The first step depends on some deep results on the structure of point groups. The second step involves results on 2-cohomology and dimension shifting. We briefly describe these steps in the following. All the results and definitions mentioned in Sections 7.2 and 7.3 are from [30].

### 7.2 Point groups (case $p>2$ )

In this section, $p$ denotes an odd prime; recall that $d_{j}=p^{j-1}(p-1)$ for all $j \geq 1$. We briefly discuss how the point groups of the uniserial $p$-adic space groups can be determined; we refer to Section 3.1.3 for preliminary results. In particular recall from Theorem 3.24 that if $p$ is odd then any uniserial point group $U$ is conjugate in $\mathrm{GL}\left(d_{s}, \mathbb{Q}_{p}\right)$ to a subgroup of $\operatorname{GL}\left(d_{s}, \mathbb{Z}\right)$. This is elaborated in the following discussion.

Definition 7.9. Let $m_{1}$ be the companion matrix of $1+x+\ldots+x^{p-1}$ and for $j \geq 2$ define iteratively,

$$
m_{j}=\left(\begin{array}{ccccc}
0 & I_{d_{j-1}} & 0 & \cdots & 0 \\
0 & 0 & I_{d_{j-1}} & & 0 \\
\vdots & & \ddots & \ddots & \\
0 & 0 & \cdots & 0 & I_{d_{j-1}} \\
m_{j-1} & 0 & \cdots & 0 & 0
\end{array}\right) \in \mathrm{GL}\left(d_{j}, \mathbb{Z}\right)
$$

and let $M_{j}=\left\langle m_{j}\right\rangle \leq \mathrm{GL}\left(d_{j}, \mathbb{Z}\right)$ for all $j \geq 1$.

The next result is [30, Lemma 6].
Lemma 7.10. Let $K \in\left\{\mathbb{Q}, \mathbb{Q}_{p}\right\}$. Then $C_{K}\left(M_{j}\right)=K\left[M_{j}\right] \backslash\{0\}$ and $N_{K}\left(M_{j}\right)=A_{j} \ltimes$ $C_{K}\left(M_{j}\right)$ for some cyclic $A_{j} \leq \mathrm{GL}\left(d_{j}, \mathbb{Z}\right)$ of order $d_{j}$.

Let $P$ be the $p$-cycle $(1 \ldots p) \in \operatorname{Sym}(p)$ and recall from [49, III.15.3] that the $i$-fold wreath product

$$
\left.P_{i}=P \imath \ldots\right\} P
$$

is a Sylow $p$-subgroup of $\operatorname{Sym}\left(p^{i}\right)$; it is known that $N_{\operatorname{Sym}\left(p^{i}\right)}\left(P_{i}\right)=K_{i} \ltimes P_{i}$ for some abelian $K_{i}$ of order $(p-1)^{i}$, see [30, Lemma 7].

In the following we fix an integer $s \geq 1$ and start with [30, Definition 8].
Definition 7.11. For $i \in\{0, \ldots, s-1\}$ and $R \in\left\{\mathbb{Q}, \mathbb{Z}, \mathbb{Q}_{p}, \mathbb{Z}_{p}\right\}$, we define the following.
a) $W_{i}(s)=M_{s-i} \imath P_{i} \leq \mathrm{GL}\left(d_{s}, \mathbb{Z}\right)$ and $W(s)=W_{s-1}(s)$.
b) $N_{i}(s)=\left(\left(I_{p^{i}} \otimes A_{s-i}\right) \times\left(K_{i} \otimes I_{d_{s-i}}\right)\right) \ltimes W_{i}(s)$ and $N(s)=N_{s-1}(s)$, where $A_{s-i}$ and $K_{i}$ are defined as above.

Each $N_{i}(s)$ is a finite subgroup of $\mathrm{GL}\left(d_{s}, \mathbb{Z}\right)$; it will be useful to describe the normaliser of $W_{i}(s)$. The next result is [30, Lemma 12].

Lemma 7.12. Let $K \in\left\{\mathbb{Q}, \mathbb{Q}_{p}\right\}$ and $R \in\left\{\mathbb{Z}, \mathbb{Z}_{p}\right\}$. The following hold for all $i \in$ $\{0, \ldots, s-1\}$.
a) $C_{K}\left(W_{i}(s)\right)=\left(I_{p^{i}} \otimes K\left[M_{s-i}\right]\right) \backslash\{0\}$.
b) $N_{K}\left(W_{i}(s)\right)=C_{K}\left(W_{i}(s)\right) N_{i}(s)$.
c) $N_{R}\left(W_{i}(s)\right)=C_{R}\left(W_{i}(s)\right) N_{i}(s)$.

Note that the base group of $W_{i}(s)$ is a direct product of $p^{i}$ copies of the cyclic group $M_{s-i}$. Since $W(s)$ is a $s$-fold wreath product of cyclic groups, it has a natural generating set of $s$ elements namely $g_{1}, \ldots, g_{s}$, where $g_{s}$ corresponds to $m_{1}$ in the base group. As a result, $Z\left(W_{i}(s)\right)=I_{p^{i}} \otimes M_{s-i}$, see [30, p. 627]. The next result is [30, Lemma 10].

Lemma 7.13. We have $W_{0}(s)<W_{1}(s)<\ldots<W_{s-1}(s)=W(s)$; each $W_{i}(s)$ is uniserial and generated by $i+1$ elements $g_{1}, \ldots, g_{i}, g_{i+1} g_{i+2} \cdots g_{s}$.

This result already determines $s$ uniserial subgroups of dimension $d_{s}$; the next theorem shows that those subgroups are sufficient to construct all uniserial space groups up to conjugacy. For $k \in\{1, \ldots, s\}$ let

$$
V_{k}(s)=W(s)^{\prime}\left\langle g_{1}, \ldots, g_{k-1}, g_{k+1}, \ldots, g_{s}\right\rangle \leq W(s) .
$$

The next result is [30, Theorem 18].

Theorem 7.14. Let $U \leq \operatorname{GL}\left(d_{s}, \mathbb{Z}_{p}\right)$ be finite.
a) If $U$ is uniserial, then $U$ is conjugate in $\mathrm{GL}\left(d_{s}, \mathbb{Q}_{p}\right)$ to a subgroup of $W(s)$.
b) If $U \leq W(s)$, then $U$ is uniserial if and only if $U \not \leq V_{k}(s)$ for $k \in\{1, \ldots, s\}$.

The next theorem summarises how to construct all uniserial point groups of dimension $d_{s}$ up to conjugacy in $\mathrm{GL}\left(d_{s}, \mathbb{Q}_{p}\right)$. The next theorem is a result from [30, p. 631].

Theorem 7.15. Recall the construction of $N(s) \leq \mathrm{GL}\left(d_{s}, \mathbb{Z}\right)$, see Definition 7.11; the following hold.
a) If $U \leq W(s)$ is uniserial, then $|Z(U)|=p^{k}$ for some $k \leq s$ and $Z(U)$ is conjugate in $N(s)$ to $Z\left(W_{s-k}(s)\right)$.
b) Two uniserial subgroups of $U_{1}, U_{2} \leq W(s)$ are conjugate in $\mathrm{GL}\left(d_{s}, \mathbb{Q}_{p}\right)$ if and only if they are conjugate in $N(s)$.
c) In order to find the $\mathrm{GL}\left(d_{s}, \mathbb{Q}_{p}\right)$-conjugacy classes of uniserial groups, it is sufficient to consider the $N(s)$-classes of the uniserial groups $U \leq W(s)$ with $Z(U)=Z\left(W_{i}(s)\right)$ for each $i \in\{0, \ldots, s-1\}$.

### 7.3 Construction of extensions $(p>2)$

We continue with the assumption that $p$ is an odd prime. In this section, $U \leq \mathrm{GL}\left(d_{s}, \mathbb{Z}_{p}\right)$ is uniserial with natural module $T=\mathbb{Z}_{p}^{d_{s}}$. By Theorem 7.15 we can assume $U \leq W(s)$. We now discuss how to determine, up to isomorphism, the extensions of $T$ by $U$; see [30, Section 4]. Recall that $N_{\mathbb{Z}_{p}}(U)$ acts on $Z^{2}(U, T)$ as described in (7.2).

### 7.3.1 Dimension shifting and coclass

In view of Theorem 7.6, we want to determine the $N_{\mathbb{Z}_{p}}(U)$-orbits in $H^{2}(U, T)$. In [30], this is done via dimension shifting: this technique relates $H^{2}(U, T)$ with some 1-cohomology group, which simplifies the computations.

Let $V=\mathbb{Q}_{p}^{d_{s}}$ so that $T \leq V$. By Theorem 7.15, we can assume that $Z(U)=Z\left(W_{i}(s)\right)$ for some $i \in\{0,1, \ldots, s-1\}$. $\operatorname{By~}^{\operatorname{Fix}_{Z(U)}}(V / T)$ we denote the set of fixed points in $V / T$ under the action of $Z(U)$. The next theorem is [30, Theorem 28].

Theorem 7.16. If $U \leq W(s)$ is uniserial and $Z(U)=Z\left(W_{i}(s)\right)$, then $F=\operatorname{Fix}_{Z(U)}(V / T)$ is elementary abelian of rank $p^{i}$ and $H^{2}(U, T) \cong H^{1}(U / Z(U), F)$.

The action of $N_{\mathbb{Z}_{p}}(U)$ on $H^{2}(U, T)$ is translated to an action on $H^{1}(U / Z(U), F)$ via an explicit isomorphism $H^{2}(U, T) \rightarrow H^{1}(U / Z(U), F)$; it follows from [30, Theorem 28]
that $g \in N_{\mathbb{Z}_{p}}(U)$ acts on $\delta \in Z^{1}(U / Z(U), F)$ via $\delta \mapsto \delta^{g}$, where the latter is defined by $\delta^{g}(u)=\delta\left(u^{g^{-1}}\right)^{g}$; this induces an action on $H^{1}(U / Z(U), F)$.

In order to read off coclass of an extension defined by cohomology class in $H^{2}(U / Z(U), F)$, we need the following result from [30, Theorem 30] and [54, Theorem 3.5].

Theorem 7.17. Let $U \leq \mathrm{GL}\left(d_{s}, \mathbb{Z}_{p}\right)$ be uniserial of order $p^{m}$ with $Z(U)=Z\left(W_{i}(s)\right)$; write $F=\mathrm{Fix}_{Z(U)}(V / T)$. There exists a unique series

$$
1=F(0)<\ldots<F\left(p^{i}\right)=F
$$

of $U$-invariant subgroups. Let $Z(k)$ be the image of $Z^{1}(U / Z(U), F(k))$ in $H^{1}(U / Z(U), F)$ and let $G$ be the extension of $T$ by $U$ defined by some cohomology class $\gamma \in H^{1}(U / Z(U), F)$, via the correspondence $H^{1}(U / Z(U), F) \cong H^{2}(U, F)$ as in Theorem 7.16. If $j$ is the smallest index such that $\gamma \in Z(j)$, then $G$ is a space group of coclass $m-j$.

Theorem 7.16 shows that $F=\operatorname{Fix}_{Z(U)}(V / T)$ is an $\mathbb{F}_{p}$-space of dimension $p^{i}$. If $u_{1}, \ldots, u_{t}$ is a generating set for $U$, then we can identify $H^{1}(U / Z(U), F)$ with a subspace $H$ of $F^{t}$ via the embedding $\delta \mapsto\left(\delta\left(u_{1}\right), \ldots, \delta\left(u_{t}\right)\right)$. This identification is used in the following result, which is from [30, Theorems 25 and 34].

Theorem 7.18. If $U \leq W(s)$ is uniserial with $Z(U)=Z\left(W_{i}(s)\right)$, then

$$
N_{\mathbb{Z}_{p}}(U)=C_{\mathbb{Z}_{p}}\left(W_{i}(s)\right) N_{N_{i}(s)}(U)
$$

and $C_{\mathbb{Z}_{p}}\left(W_{i}(s)\right)$ acts as the group of scalar matrices on $H^{1}\left(U / Z(U), \operatorname{Fix}_{Z(U)}(V / T)\right)$.
We conclude this section with a brief description of the classification algorithm for odd primes; we refer to [30] for more background information. To construct all uniserial $p$ adic space groups of dimension $d_{s}$, up to isomorphism, one first determines all uniserial point groups in $W(s)$ up to $N(s)$-conjugacy (see Theorem 7.15). For each such point group $U$, one needs to compute the $N_{\mathbb{Z}_{p}}(U)$-orbits in $H^{2}(U, T)$, see Theorem 7.6. This computation is simplified by Theorem 7.16 which shows that it is sufficient to determine the $N_{\mathbb{Z}_{p}}(U)$-orbits in $H^{1}(U / Z(U), F)$. Theorem 7.18 explains that $C_{\mathbb{Z}_{p}}\left(W_{i}(s)\right)$ acts as scalars on $H^{1}(U / Z(U), F)$ and that the final step is to fuse those $C_{\mathbb{Z}_{p}}\left(W_{i}(s)\right)$-orbits under the action of $N_{\mathbb{Z}_{p}}(U)$; the latter group is constructed using a lattice subgroup algorithm, and fusion of orbits can be achieved with an orbit-stabiliser algorithm, see [30, Section 5.1] for computational details. We note that Bravais groups play a crucial role in determining the various normalisers computationally, see [30, Section 3.3.3].

In order to determine the uniserial points groups of 2-adic space groups, we first find the largest point group in Theorem 7.19, and then determine which subgroups are uniserial. For any such uniserial $U$, we describe the centraliser $C_{\mathbb{Z}_{2}}(U)$ and normaliser $N_{\mathbb{Z}_{2}}(U)$ in

Section 7.4.3. Unlike in the odd prime case, we were not able to use Bravais groups. In Section 7.5 , we find all non-isomorphic extensions of the natural $\mathbb{Z}_{p}$-module $T=\mathbb{Z}_{p}^{d}$ by these uniserial point groups. In view of Theorem 7.6, this can be done by determining the orbits of the action of the normalisers on $H^{2}(U, T)$. In Theorem 7.35 , we provide a dimension shifting argument for prime 2 , which allows us to consider a 1 -cohomology group instead of $H^{2}(U, T)$.

### 7.4 Point groups ( $p=2$ )

We first recall the following theorem from [55, Lemma 1.1]. This result will also show that Theorem 3.24 is not true for $p=2$. In the following let $W_{Q}(2)=Q_{16}$, the quaternion group of order 16 , and inductively define $W_{Q}(i+1)$ as the wreath product of $W_{Q}(i)$ by a cyclic group of order 2 for $i \geq 2$.

Theorem 7.19. If $s \geq 2$ and $U \leq \mathrm{GL}\left(2^{s}, \mathbb{Z}_{2}\right)$ is a uniserial point group, then $U$ is conjugate in $\mathrm{GL}\left(2^{s}, \mathbb{Q}_{2}\right)$ to a subgroup of $\mathrm{GL}\left(2^{s}, \mathbb{Z}\right)$ or to a subgroup of $W_{Q}(s)$.

In order to determine, up to conjugacy, the uniserial point groups for prime 2, we need to consider two cases: the groups that are conjugate to subgroups of $\mathrm{GL}\left(2^{s}, \mathbb{Z}\right)$, called integral point groups, and the subgroups of $W_{Q}(s)$ which are not conjugate to subgroups of $\mathrm{GL}\left(2^{s}, \mathbb{Z}\right)$, called quaternion point groups. The integral point groups are discussed in [44] and those behave similarly to the point groups in the odd prime case. It is the existence of the quaternion point groups which makes the determination of the 2 -adic space groups challenging. We concentrate on those point groups in the remainder of this chapter.

### 7.4.1 Quaternion point groups

Our first objective is to get a matrix representation of the group $W_{Q}(s)$. Using [55, Section 4], in the following we assume that $Q_{16}$ is given by its 4-dimensional representation $\langle x, y\rangle \leq \mathrm{GL}(4, \mathbb{C})$, where

$$
x=\frac{1}{\sqrt{-39}}\left(\begin{array}{cccc}
3 & 1 & 2 & 5 \\
1 & 2 & 5 & -3 \\
2 & 5 & -3 & -1 \\
5 & -3 & -1 & -2
\end{array}\right) \quad \text { and } \quad y=\frac{1}{\sqrt{-39}}\left(\begin{array}{cccc}
5 & -3 & -1 & -2 \\
-3 & -1 & -2 & -5 \\
-1 & -2 & -5 & 3 \\
-2 & -5 & 3 & 1
\end{array}\right)
$$

The element $\alpha=y x$ will be used frequently; note that

$$
\alpha=\left(\begin{array}{cccc}
0 & 0 & 0 & -1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right) \in \operatorname{GL}(4, \mathbb{Z})
$$

Remark 7.20. We will show below that $x, y$ can be considered as elements in $\operatorname{GL}\left(4, \mathbb{Z}_{2}\right)$, hence the generators of $W_{Q}(s)$ with $s \geq 3$ can be defined as $\left\{g_{1}, g_{2}, \ldots, g_{s}\right\}$ where each $g_{i}$ is a $2^{s} \times 2^{s}$ matrix defined by $g_{s-1}=\operatorname{diag}\left(y, I_{2^{s}-4}\right)$ and $g_{s}=\operatorname{diag}\left(x, I_{2^{s}-4}\right)$, and for $i \in\{1, \ldots, s-2\}$, by

$$
g_{i}=\left(\begin{array}{cc}
X_{i} & 0 \\
0 & I_{2^{s}-2^{s-i+1}}
\end{array}\right) \quad \text { where } \quad X_{i}=\left(\begin{array}{cc}
0 & I_{2^{s-i}} \\
I_{2^{s-i}} & 0
\end{array}\right) .
$$

The next lemma shows that each $g_{i}$ can be regarded as a matrix in $\operatorname{GL}\left(2^{s}, \mathbb{Z}_{2}\right)$; in particular, for computational purposes, these generators can be constructed over the algebraic number field $\mathbb{Q}(\sqrt{-39})$.

Lemma 7.21. If $b$ is an integer with $b \equiv-1 \bmod 8$, then $e^{2}=-b$ for some $e \in \mathbb{Z}_{2}^{*}$.

Proof. If $e$ is a square root of $-b$ in $\mathbb{Z}_{2}$ then $e \equiv 1 \bmod 2$; thus we need to show that there exists $f \in \mathbb{Z}_{2}$ such that $e=1+2 f$ and $(1+2 f)^{2}=-b$. Note that $(1+2 f)^{2}=-b$ implies $1+4 f^{2}+4 f=-b$, that is, $f$ satisfies $4 f^{2}+4 f=-(b+1)$ and $f^{2}+f \equiv 0 \bmod 2$ as $(b+1) / 4 \equiv 0 \bmod 2$. Now consider the polynomial $x^{2}+x$ which only has simple roots in $\mathbb{Q}_{2}$. By Hensel's Lemma, see [42, Pages 68 and 72], there is a root $f$ of $x^{2}+x$ in $\mathbb{Z}_{2}$. Now $e=1+2 f \in \mathbb{Z}_{2}$ is a root of $-b$. Note that any such root is a unit in $\mathbb{Z}_{2}$.

Theorem 7.19, together with Lemma 7.21, demonstrates the main difference between the odd and even prime case. In contrast to Theorem 3.24 (which hold only for $p>2$ ), Theorem 7.19 shows that uniserial point groups for $p=2$ can be conjugate to a subgroup of $W_{Q}(s) \leq \mathrm{GL}\left(2^{s}, \mathbb{Z}_{2}\right)$.

### 7.4.2 Uniserial subgroups of $W_{Q}(s)$

In this section we will identify the uniserial subgroups of $W_{Q}(s)$; for this we consider the following subgroups as defined in [55, p. 420].

Definition 7.22. For $s \geq 2$ and $i \in\{0,1, \ldots, s-1\}$ define the subgroup

$$
W_{Q}^{(i)}(s)=\left\langle g_{1}, g_{2}, \ldots, g_{i}, g_{i+1} g_{i+2} \cdots g_{s}\right\rangle \leq W_{Q}(s) ;
$$

note that $W_{Q}^{(s-1)}(s)=W_{Q}(s)$.
We give more details on those generators. If $x, y$ and $\alpha$ are as in Section 7.4.1, then a direct calculation shows that for $i \leq s-2$ we have

$$
g_{i+1} g_{i+2} \cdots g_{s}=\left(\begin{array}{cc}
\beta_{s-i} & \\
& I_{2^{s}-2^{s-i}}
\end{array}\right) \in \operatorname{GL}\left(2^{s}, \mathbb{Z}\right)
$$

where $\beta_{2}=\alpha$ and for $s-i \geq 3$,

$$
\beta_{s-i}=\left(\begin{array}{lllll} 
& & & & \\
& & & I_{2^{s-i-2}} & \\
& & & . & \\
& & I_{4} & & \\
\alpha & & & & \\
& &
\end{array}\right) \in \operatorname{GL}\left(2^{s-i} \cdot \mathbb{Z}\right)
$$

An immediate consequence is the following.
Lemma 7.23. If $i \in\{1, \ldots, s-2\}$, then

$$
W_{Q}^{(i)}(s)=C_{s, i} \swarrow P_{i}
$$

where $P_{i}=\left\langle g_{1}, \ldots, g_{i}\right\rangle$ is isomorphic to the $i$-fold wreath product of cyclic groups of order 2 , and

$$
C_{s, i}=\left\langle g_{i+1} g_{i+2} \cdots g_{s}\right\rangle
$$

is cyclic of order $2^{s-i+1}$.
We now focus on the structure of $W_{Q}^{(i)}(s)$. The next remark summarises a few observation; those follows similarly to the odd prime case [30].

Remark 7.24. The following hold.
a) If $i<s-1$, then the base group of $W_{Q}^{(i)}(s)$ is a direct product of $p^{i}$ copies of $C_{s, i}$, and [80, Exercise 1.6(14)] shows that the centre of $W_{Q}^{(i)}(s)$ is the diagonal subgroup

$$
Z\left(W_{Q}^{(i)}(s)\right)=I_{2^{i}} \otimes\left\langle\beta_{s-i}\right\rangle
$$

Note that $Z\left(Q_{16}\right)=\left\langle-I_{4}\right\rangle$, and and induction on $s$ shows $Z\left(W_{Q}(s)\right)=I_{2^{s}-4} \otimes\left\langle-I_{4}\right\rangle$.
b) There is a subgroup series $W_{Q}^{(0)}(s)<W_{Q}^{(1)}(s)<\ldots<W_{Q}^{(s-1)}(s)=W_{Q}(s)$.
c) Each $W_{Q}^{(i)}(s) \leq \mathrm{GL}\left(2^{s}, \mathbb{Z}_{2}\right)$, and $W_{Q}^{(i)}(s) \leq \mathrm{GL}\left(2^{i}, \mathbb{Z}\right)$ if and only if $i<s-1$.
d) We have $Q_{16} \cap \mathrm{GL}(4, \mathbb{Z})=\langle\alpha\rangle$; thus, it follows that $U \leq W_{Q}(s)$ is a subgroup of $\mathrm{GL}\left(2^{s}, \mathbb{Z}\right)$ if and only if $U \leq W_{Q}^{(s-2)}(s)$.
e) We have $C_{W_{Q}(s)}\left(Z\left(W_{Q}^{(i)}(s)\right)\right)=W_{Q}^{(i)}(s)$ for all $i \leq s-1$.

The next result on base groups of wreath products follows from [71, Theorem 9.12].
Lemma 7.25. The base group of $W_{Q}^{(i)}(s)$ is characteristic in $W_{Q}^{(i)}(s)$ for all $i$ and $s$.
The uniserial subgroups of $W_{Q}(s)$ are characterised by the following result, see [60, Theorem 2]. Recall from Section 6.2.2 that if $H$ is finite $p$-group with class $n$, then for $i \in\{2, \ldots, n-2\}$, the 2 -step centraliser $K_{i}$ in $H$ is defined to be the centraliser in $H$ of $\gamma_{i}(H) / \gamma_{i+2}(H)$. It follows from [53, Definition 4.2.3 and Theorem 10.3.2] that the set $\left\{H_{1}, \ldots, H_{s}\right\}$ of 2-step centralisers in $W_{Q}(s)$ is exactly the set $\left\{V_{Q, 1}(s), \ldots, V_{Q, s}(s)\right\}$ where each

$$
V_{Q, k}(s)=W_{Q}(s)^{\prime}\left\langle g_{1}, \ldots, g_{k-1}, g_{k+1}, \ldots, g_{s}\right\rangle \leq W_{Q}(s)
$$

Parts a) and b) of the next result are from [60, p. 199]; part c) follows from b) and the fact that $W_{Q}^{(0)}(s)$ is not contained in any 2-step centraliser.

Theorem 7.26. Fix $s \geq 2$.
a) A subgroup $U \leq W_{Q}(s)$ is uniserial if and only if $U$ is not contained in any of the 2-step centralisers of $W_{Q}(s)$.
b) $A$ subgroup $U \leq W_{Q}(s)$ is uniserial if and only if $U \not \leq V_{Q, k}(s)$ for all $k \in\{1, \ldots, s\}$.
c) The groups $W_{Q}^{(i)}(s)$ are uniserial for all $i \in\{0, \ldots, s-1\}$.

Our next aim is to determine the normaliser of $W_{Q}(s)$ in $\operatorname{GL}\left(2^{s}, \mathbb{Z}\right)$. In the odd prime case, normalisers were constructed using Bravais groups; this was possible because $B_{\mathbb{Z}}(G)$ is finite for finite $G \leq \mathrm{GL}\left(d_{s}, \mathbb{Z}\right)$, see [30]. For $p=2$, however, computer approximations of $B_{\mathbb{Z}_{2}}(G)$ suggest that the latter group is infinite when $G$ is a quaternion point group. Below we adopt a different approach to construct normalisers. Recall from Lemma 7.23 that $P_{i}$ is isomorphic to the $i$-th fold wreath product of $P=\langle(1,2)\rangle$.

### 7.4.3 Centralisers and normalisers

Recall that the groups $W_{Q}^{(i)}(s)$ can be realised as matrix groups of degree $2^{s}$ over $\mathbb{Z}_{2}$ for $i \in\{0, \ldots, s-1\}$. In this section, we determine the centralisers and the normalisers of these groups in $\mathrm{GL}\left(2^{s}, \mathbb{Z}_{2}\right)$. Normalisers are required to determine the extensions of $\mathbb{Z}_{2}^{2^{s}}$ by the uniserial point groups, up to isomorphism, see Theorem 7.6. We use several techniques to determine the normalisers of $W_{Q}(s)$ for $s \geq 2$. Lemma 7.21 shows if we set $\lambda=\sqrt{-39}$ then $\lambda x$ and $\lambda y$ have integer entries; both have determinant 1521. For $s \geq 2$, we define

$$
\mathfrak{C}_{s}=C_{\mathbb{Z}_{2}}\left(W_{Q}(s)\right) \quad \text { and } \quad \mathfrak{N}_{s}=N_{\mathbb{Z}_{2}}\left(W_{Q}(s)\right) .
$$

The following matrices are necessary to describe the normalisers.

$$
L=\left(\begin{array}{cccc}
0 & 1 & 0 & -1 \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
-1 & 0 & 1 & 0
\end{array}\right) \quad \text { and } \quad M=\left(\begin{array}{cccc}
3 & 0 & 2 & 0 \\
0 & -2 & 0 & 3 \\
2 & 0 & -3 & 0 \\
0 & 3 & 0 & 2
\end{array}\right)
$$

Note that $\operatorname{det}(M)=169$ and $\operatorname{det}(L)=4$, so $M \in \operatorname{GL}\left(4, \mathbb{Z}_{2}\right)$.
Lemma 7.27. We have $\mathfrak{C}_{2}=\left\{c_{1} I_{4}+c_{2} L \mid c_{1} \in \mathbb{Z}_{2}^{*}\right.$ and $\left.c_{2} \in \mathbb{Z}_{2}\right\}$.

Proof. Let $H=\left\{c_{1} I_{4}+c_{2} L \mid c_{2} \in \mathbb{Z}_{2}, c_{1} \in \mathbb{Z}_{2}^{*}\right\}$. A straightforward computation shows that if $c_{1} I_{4}+c_{2} L \in H$, then $\operatorname{det}\left(c_{1} I_{4}+c_{2} L\right) \equiv c_{1}^{4} \bmod 2$ is a unit in $\mathbb{Z}_{2}$. It is easy to check that $L x=x L$ and $L y=y L$, hence $H \leq \mathfrak{C}_{2}$. For the converse, let $A \in \mathfrak{C}_{2}$ and write $A=\left(a_{i j}\right)$ with each $a_{i j} \in \mathbb{Z}_{2}$. From $A x=x A$ and $A y=y A$ we will get a system of linear equations in the entries of $A$ with coefficients in $\mathbb{Z}_{2}$. A direct computation shows that a $\mathbb{Q}(\lambda)$-basis of the solution space of the matrix of this system is $\left\{L, I_{4}\right\}$, hence $\mathfrak{C}_{2} \leq\left\{c_{1} I_{4}+c_{2} L \mid c_{1}, c_{2} \in \mathbb{Q}(a)\right\} \cap \mathrm{GL}\left(4, \mathbb{Z}_{2}\right)$. Since for any $c_{1}, c_{2} \in \mathbb{Q}(a)$ the entries in $c_{1} I_{4}+c_{2} L$ are either $c_{1}$ or $c_{2}$ or $-c_{2}$, we deduce $\mathfrak{C}_{2} \leq\left\{c_{1} I_{4}+c_{2} L \mid c_{1}, c_{2} \in \mathbb{Z}_{2}\right\} \cap \mathrm{GL}\left(4, \mathbb{Z}_{2}\right)$. As before, $\operatorname{det}\left(c_{1} I_{4}+c_{2} L\right) \equiv c_{1}^{4} \bmod 2$, so $c_{1} I_{4}+c_{2} L \in \mathrm{GL}\left(4, \mathbb{Z}_{2}\right)$ if and only if $c_{1} \in \mathbb{Z}_{2}^{*}$.

Lemma 7.28. We have $\mathfrak{C}_{s}=I_{2^{s-2}} \otimes \mathfrak{C}_{2}$ for $s \geq 2$.

Proof. We prove the result by induction on $s$. The case $s=2$ holds trivially. Now assume the statement of the lemma holds for $s-1$ for some $s \geq 3$. Let $A \in H$ where $H=I_{2^{s-2}} \otimes \mathfrak{C}_{2}=\left\{I_{2^{s-2}} \otimes g \mid g \in \mathfrak{C}_{2}\right\} \leq \operatorname{GL}\left(2^{s}, \mathbb{Z}_{2}\right)$. From the definition of $H$ it is easy to see that $A g_{i}=g_{i} A$ for $i \in\{1, \ldots, s\}$, hence $H \leq \mathfrak{C}_{s}$. We now consider $A \in \mathfrak{C}_{s}$ and write $A=\left(\begin{array}{ll}A_{1} & A_{2} \\ A_{3} & A_{4}\end{array}\right)$ where each $A_{i} \in M_{2^{s-1}}\left(\mathbb{Z}_{2}\right)$. Since $A$ commutes with both $g_{s-1}$ and $g_{s}$ then a direct computation shows that $A_{1}$ commutes with both $g_{s-1}^{\prime}$ and $g_{s-2}^{\prime}$, where $g_{1}^{\prime}, \ldots, g_{s-1}^{\prime}$ are the corresponding generators in $W_{Q}(s-1)$. Additionally, $A_{2}=A_{3}=0$. Moreover $A_{1}=A_{4}$ follows from $A g_{1}=g_{1} A$, that is $A=\left(\begin{array}{cc}A_{1} & 0 \\ 0 & A_{1}\end{array}\right)$ with $A_{1} \in \mathrm{GL}\left(2^{s-1}, \mathbb{Z}_{2}\right)$ and hence $A_{1} \in \mathfrak{C}_{s-1}$. Thus $\mathfrak{C}_{s}=I_{2} \otimes \mathfrak{C}_{s-1}$. Now the induction hypothesis shows that $\mathfrak{C}_{s}=I_{2^{s-2}} \otimes \mathfrak{C}_{2}$. This completes the proof.

Now we consider the normaliser $\mathfrak{N}_{s}=N_{\mathbb{Z}_{2}}\left(W_{Q}(s)\right)$; again we start with $s=2$.
Lemma 7.29. We have $\mathfrak{N}_{2}=\left\langle Q_{16}, M, \mathfrak{C}_{2}\right\rangle$.

Proof. Recall that $Q_{16}=\langle x, y\rangle$. We denote by $\kappa_{M}$ the automorphism of $Q_{16}$ via conjugation by $M$. A straightforward computation shows that $\kappa_{M}(x)=x$ and $\kappa_{M}(y)=x y x$. The group $J=\left\langle\operatorname{Inn}\left(Q_{16}\right), \kappa_{M}\right\rangle$ has order 16 and index 2 in $\operatorname{Aut}\left(Q_{16}\right)$. In particular, we
have $\langle J, \sigma\rangle=\operatorname{Aut}\left(Q_{16}\right.$ where $\sigma$ is the automorphism of $Q_{16}$ that swaps the generators $x$ and $y$. Recall from Section 7.4.1 that $\alpha=y x \in \operatorname{GL}(4, \mathbb{Z})$ and the subgroup $\langle\alpha\rangle$ is characteristic in $Q_{16}$ of size 8. It turns out that $\sigma(\alpha)=\alpha^{7}$. Clearly $H=\left\langle Q_{16}, m, \mathfrak{C}_{2}\right\rangle$ lies in $\mathfrak{N}_{2}$ and $H$ induces the subgroup $J$ of $\operatorname{Aut}\left(Q_{16}\right)$. We now show that $\mathfrak{N}_{2}=H$. Suppose for a contradiction, this is not true, that is there is some element in $\mathfrak{N}_{2} \backslash H$ and so $\mathfrak{N}_{2}$ induces $\operatorname{Aut}\left(Q_{16}\right)$; recall that $J$ has index 2 in $\operatorname{Aut}\left(Q_{16}\right)$. Now $\sigma \in \operatorname{Aut}\left(Q_{16}\right)$ and thus there must be some $A \in \mathfrak{N}_{2}$ inducing $\sigma$. Since $\sigma(\alpha)=\alpha^{7}$, we have $\alpha^{A}=\alpha^{7}$. This implies that $A$ has the following structure

$$
A=A(z)=\left(\begin{array}{cccc}
a & b & c & d \\
b & c & d & -a \\
c & d & -a & -b \\
d & -a & -b & -c
\end{array}\right) \text { for some } z=(a, b, c, d) \in \mathbb{Z}_{2}^{4} .
$$

Since $A$ induces $\sigma$, we also have $A x-y A=0$. This yields a system of linear equations in the entries of the matrix $A$ with coefficients in $\mathbb{Z}_{2}$. A direct computation shows that the null space of the matrix of this system over $\mathbb{Q}_{2}(\lambda)$ has a basis $\left\{b_{1}, b_{2}\right\}$ with respect to ( $a, b, c, d$ ) where $b_{1}=(62 / 11,13 / 11,1,0)$ and $b_{2}=(-13 / 11,-10 / 11,0,1)$. So for any $c_{1}, c_{1} \in \mathbb{Q}(a)$ we have $c_{1} b_{1}+c_{2} b_{2}=\left(\left(62 c_{1}-13 c_{2}\right) / 11,\left(13 c_{1}-10 c_{2}\right) / 11, c_{1}, c_{2}\right)$. This shows that $A(z)$ is defined over $\mathbb{Z}_{2}$ if and only if $z=c_{1} b_{1}+c_{2} b_{2}$ with $c_{1}, c_{2} \in \mathbb{Z}_{2}$. Moreover if $A=A(z)$ for some $z=c_{1} b_{1}+c_{2} b_{2}=(a, b, c, d)$, then a direct computation shows that $\operatorname{det}(A) \equiv a^{4}+b^{4}+c^{4}+d^{4} \bmod 2$ and hence

$$
\begin{array}{r}
\operatorname{det}(A)=53202 / 14641 c_{2}^{4}-596856 / 14641 c_{2}^{3} c_{1}+3999216 / 14641 c_{2}^{2} c_{1}^{2} \\
\\
-12480936 / 14641 c_{2} c_{1}^{3}+14819538 / 14641 c_{1}^{4} \equiv 0 \bmod 2 .
\end{array}
$$

Note that 14641 is odd but all the numerators in the terms of the above sum are even. This shows that $\operatorname{det}(A(z)) \notin \mathbb{Z}_{2}^{*}$ for any choice of $z \in \mathbb{Z}_{2}^{4}$, contradicts $A \in \operatorname{GL}\left(4, \mathbb{Z}_{2}\right)$. So there is no element in $\mathfrak{N}_{2} \backslash H$, hence $\mathfrak{N}_{2}=H$.

The following lemma will be used to determine the structure of $\mathfrak{N}_{s}$ for $s \geq 3$.
Lemma 7.30. If $G \leq \mathrm{GL}\left(d, \mathbb{Q}_{2}\right)$ acts irreducibly on the natural module $\mathbb{Q}_{2}^{d}$, then $G \imath P_{i} \leq$ $\mathrm{GL}\left(2^{n} d, \mathbb{Q}_{2}\right)$ acts irreducibly on $\mathbb{Q}_{2}^{2^{n} d}$ for every $i \geq 0$.

Proof. Write $G_{i}=G$ 亿 $P_{i}$ with natural module $V_{i}=\mathbb{Q}_{2}^{2^{n} d}$. We prove the claim by induction on $i$, the base case $i=0$ being true by assumption. Now consider $i \geq 1$ and assume the claim is true for $G_{i-1}$. Note that we can decompose

$$
G_{i}=G_{i-1} \prec C_{2}=\langle\sigma\rangle \ltimes\left(H_{1} \times H_{2}\right) \quad \text { and } \quad V_{i}=U_{1} \oplus U_{2},
$$

where each $H_{j} \cong G_{i-1}$ acts irreducibly on $U_{j} \cong V_{i-1}$ and $\sigma$ is an involution swapping $U_{1}$ and $U_{2}$. Now consider a non-trivial submodule $U \leq V_{i}$ and write $u \in U$ as $u=u_{1}+u_{2}$ with each $u_{j} \in U_{j}$. Since $U$ is invariant under $\sigma$, there must be some $u \in U$ with $u_{1}, u_{2} \neq 0$. Since $H_{1}$ acts irreducibly on $U_{1}$, there is $h \in H_{1}$ with $u_{1}^{h} \neq u_{1}$, hence $u-u^{h}=u_{1}-u_{1}^{h} \in U_{1} \backslash\{0\}$; since $U$ is a submodule, it follows that $U_{1} \leq U$; analogously, we deduce $U_{2} \leq U$, hence $U=V_{i}$. This proves that $G_{i}$ acts irreducibly.

We now determine the structure of $\mathfrak{N}_{s}$ for $s \geq 3$.
Lemma 7.31. We have $\mathfrak{N}_{s}=\mathfrak{N}_{2} \backslash P_{s-2}$ for $s \geq 2$.

Proof. We use induction on $s$. The case $s=2$ holds trivially and recall the structure of $\mathfrak{N}_{2}$ from Lemma 7.29. Now we assume that the claim is true for some $s-1$ with $s \geq 3$. From the proof of Lemma 7.30 we take $W_{Q}(s)=\langle\sigma\rangle \times\left(W_{Q}(s-1) \times W_{Q}(s-1)\right)$. So $W_{Q}(s)$ acts on the natural $G$-module $V=\mathbb{Q}_{2} 2^{s}$ and decompose $V=V_{1} \oplus V_{2}$, where each $V_{i} \cong \mathbb{Q}_{2} 2^{s-1}$ and the base group of $W_{Q}(s)$ acts as $W_{Q}(s-1)$ on each $V_{i}$. We know that $Q_{16}=\langle x, y\rangle$ acts irreducibly on $\mathbb{Q}_{2}^{4}$, see [55, page 418]. So by applying Lemma 7.30 inductively we deduce that $W_{Q}(s)$ acts irreducibly on $V$. Note that the base group of $W_{Q}(s)$ is characteristic in $W_{Q}(s)$, see Lemma 7.25 . By a similar argument as in the proof of Lemma 7.30 , we deduce that for any $g \in N_{\mathbb{Q}_{2}}\left(W_{Q}(s)\right)$, the unique decomposition of $V^{g}$ into $W_{Q}(s-1) \times W_{Q}(s-1)$ invariant subspaces is $V_{1} \oplus V_{2}$; in other words, $\left\{V_{1}^{g}, V_{2}^{g}\right\}=\left\{V_{1}, V_{2}\right\}$. Hence $g$ permutes $\left\{V_{1}, V_{2}\right\}$ and thus there is a homomorphism $\phi: N_{\mathbb{Q}_{2}}\left(W_{Q}(s)\right) \rightarrow \operatorname{Sym}(2)$. Now we recall that $\sigma \in N_{\mathbb{Q}_{2}}\left(W_{Q}(s)\right)$ also permutes $\left\{V_{1}, V_{2}\right\}$. Hence $\left.N_{\mathbb{Q}_{2}}\left(W_{Q}(s)\right)=\langle\sigma\rangle \ltimes \operatorname{ker}(\phi)=N_{\mathbb{Q}_{2}}\left(W_{Q}(s-1)\right)\right\} C_{2}$ as $\operatorname{ker}(\phi)=N_{\mathbb{Q}_{2}}\left(W_{Q}(s-1)\right) \times N_{\mathbb{Q}_{2}}\left(W_{Q}(s-1)\right)$. Now $\mathfrak{N}_{s}=N_{\mathbb{Q}_{2}}\left(W_{Q}(s)\right) \cap \mathrm{GL}\left(2^{s}, \mathbb{Z}_{2}\right)=$ $\left(N_{\mathbb{Q}_{2}}\left(W_{Q}(s-1)\right) \backslash C_{2}\right) \cap \mathrm{GL}\left(2^{s}, \mathbb{Z}_{2}\right)=\mathfrak{N}_{s-1} \backslash C_{2}$, and the induction hypothesis shows that $\mathfrak{N}_{s}=\left(\mathfrak{N}_{2}\right.$ P $\left.P_{s-3}\right)$ 亿 $C_{2}=\mathfrak{N}_{2}$ ใ $P_{s-2}$.

We now determine the normaliser of $W_{Q}^{(i)}(s)$ for all $s \geq 2$ and $i \in\{0, \ldots, s-2\}$; the following proof is using ideas from [44, Satz 46].

Lemma 7.32. Consider $s \geq 2$ and $i \in\{0, \ldots, s-2\}$. Then

$$
N_{\mathbb{Q}_{2}}\left(W_{Q}^{(i)}(s)\right)=C_{\mathbb{Q}_{2}}\left(W_{Q}^{(i)}(s)\right) N_{Q}^{(i)}(s)
$$

where $C_{\mathbb{Q}_{2}}\left(W_{Q}^{(i)}(s)\right)=I_{2^{i}} \otimes\left(\mathbb{Q}_{2}\left[C_{s, i}\right] \backslash\{0\}\right)$, and $N_{Q}^{(i)}(s)=\left(I_{2^{i}} \otimes L_{s-i}\right) \ltimes W_{Q}^{(i)}(s)$ for some cyclic $L_{s-i} \leq \mathrm{GL}\left(2^{s-i}, \mathbb{Z}\right)$ order $2^{s-i}$.

Proof. First, we note that $C_{\mathbb{Q}_{2}}\left(W_{Q}^{(i)}(s)\right)=I_{2^{i}} \otimes\left(\mathbb{Q}_{2}\left[C_{s, i}\right] \backslash\{0\}\right)$ follows from [44, Satz 39]. Recall that $W_{Q}^{(i)}(s)=C_{s, i} \imath P_{i}$. Clearly $C_{\mathbb{Q}_{2}}\left(W_{Q}^{(i)}(s)\right) N_{Q}^{(i)}(s)$ normalises $W_{Q}^{(i)}(s)$. Recall the structure of $C_{s, i}$ from Lemma 7.23. It remains to show that $N_{\mathbb{Q}_{2}}\left(W_{Q}^{(i)}(s)\right) \leq$
$C_{\mathbb{Q}_{2}}\left(W_{Q}^{(i)}(s)\right) N_{Q}^{(i)}(s)$. The base group $B=C_{s, i} \times \ldots \times C_{s, i}$ of $W_{Q}^{(i)}(s)$ is characteristic by Lemma 7.25. Using [30, Lemma 6] and [44, Satz 42], we have $N_{\mathbb{Q}_{2}}\left(C_{s, i}\right)=L_{i} \ltimes C_{\mathbb{Q}_{2}}\left(C_{s, i}\right)$, where $L_{i} \in \mathrm{GL}\left(2^{i}, \mathbb{Z}\right)$ is cyclic of order $2^{i}$. Thus $N_{\mathbb{Q}_{2}}\left(W_{Q}^{(i)}(s)\right) \leq N_{\mathbb{Q}_{2}}(B)$ with

$$
\left.N_{\mathbb{Q}_{2}}(B)=N_{\mathbb{Q}_{2}}\left(C_{s, i}\right)\right\} S_{2^{i}}=\left(L_{s-i} \ltimes\left(C_{\mathbb{Q}_{2}}\left(C_{s, i}\right)\right)\right)\left\langle S_{2^{i}} .\right.
$$

Note from [30] that $N_{S_{2^{i}}}\left(P_{i}\right)=P_{i}$ and so $N_{\mathbb{Q}_{2}}\left(W_{Q}^{(i)}(s)\right) \leq\left(L_{s-i} \ltimes C_{\mathbb{Q}_{2}}\left(C_{s, i}\right)\right)\left\langle P_{i}\right.$; let $H$ be the base group of this wreath product. It follows that if $h \in H$, then $h \in N_{\mathbb{Q}_{2}}\left(W_{Q}^{(i)}(s)\right)$ if and only if $m^{h} \leq W_{Q}^{(i)}(s)$ for all $m \in P_{i}$. We now claim that if $h \in H \backslash B$, then $h \in N_{\mathbb{Q}_{2}}\left(W_{Q}^{(i)}(s)\right)$ if and only if $h \equiv\left(I_{2^{i}} \otimes A\right) \bmod B$ for some $A \in L_{s-i} \ltimes C_{\mathbb{Q}_{2}}\left(C_{s, i}\right)$; by the previous sentence, we have to show that $P_{i}^{h} \leq W_{Q}^{(i)}(s)$ if and only if $h \equiv\left(I_{2^{i}} \otimes A\right) \bmod B$ for some $A \in L_{s-i} \ltimes C_{\mathbb{Q}_{2}}\left(C_{s, i}\right)$. To see this, suppose $h \in H \backslash B$ is not congruent $I_{2^{i}} \otimes A$ modulo $B$; we show that $P_{i}^{h} \not \leq W_{Q}^{(i)}(s)$. By assumption, there are distinct blocks $U$ and $V$ in $h$ and a permutation matrix $m \in P_{i}$ such that $U^{-1} V \notin C_{s, i}$ and a permutation matrix $m \in P_{i}$ such that

$$
m^{h}=\left[\begin{array}{ccccc}
\ddots & & & & \\
& 0 & & U^{-1} V & \\
& & \ddots & & \\
& V^{-1} U & & 0 & \\
& & & & \ddots
\end{array}\right] ;
$$

in particular, $m^{h} \notin W_{Q}^{(i)}(s)=C_{s, i} \backslash P_{i}$; this shows that $P_{1}^{h} \not \leq W_{Q}^{(i)}(s)$ as claimed. Conversely, if $h=I_{2^{i}} \otimes A$ for some $A \in L_{s-i} \ltimes C_{\mathbb{Q}_{2}}\left(C_{s, i}\right)$, then $P_{1}^{h} \leq W_{Q}^{(i)}(s)$ follows. This proves the claim, and it follows that

$$
N_{\mathbb{Q}_{2}}\left(W_{Q}^{(i)}(s)\right) \leq P_{i} \ltimes\left\langle B, I_{2^{i}} \otimes\left(L_{s-i} \ltimes C_{\mathbb{Q}_{2}}\left(C_{s, i}\right)\right)\right\rangle .
$$

Now the claim follows from $C_{\mathbb{Q}_{2}}\left(C_{s, i}\right)=\mathbb{Q}_{2}\left[C_{s, i}\right] \backslash\{0\}$, see [44, Satz 19 and 35], and the structure of $N_{Q}^{(i)}(s)$ and $C_{\mathbb{Q}_{2}}\left(W_{Q}^{(i)}(s)\right)$ as given in the lemma.

The proof of the next theorem follows ideas of [30, Theorem 19] and [44].
Theorem 7.33. Write $Z_{i}=Z\left(W_{Q}^{(i)}(s)\right)$ for $i \in\{0, \ldots s-1\}$. If $U \leq W_{Q}(s)$ is uniserial, then the following hold.
a) The centre $Z(U)$ is cyclic of order $2^{k}$ with $k \leq s+1$.
b) We have $Z_{i} \leq Z(U)$ if and only if $U \leq W_{Q}^{(i)}(s)$ for all $i \leq s-1$.
c) If $U$ is not conjugate to a subgroup of $W_{Q}^{(s-2)}(s)$, then $|Z(U)|=2$.
d) If $U \leq W_{Q}(s)$ is uniserial such that $|Z(U)|=\left|Z_{i}\right|$ for some $i \leq s-1$, then up to conjugacy $U \leq W_{Q}^{(i)}(s)$ and $Z(U)$ is conjugate in $W_{Q}(s)$ to $Z_{i}$.

Proof. In this proof, let $\beta_{1}=-I_{2}$, so that $Z_{i}=I_{2^{i}} \otimes\left\langle\beta_{s-i}\right\rangle$ for all $i \leq s-1$, see Remark 7.24 ; each $Z_{i+1}$ has index 2 in $Z_{i}$ with the exception $\left[Z_{s-2}: Z_{s-1}\right]=4$.
a) The uniseriality of $U$ implies that the action on $\mathbb{Q}_{2}^{2}$ is faithful and irreducible, see [60, p. 201]. Over the algebraic closure $\overline{\mathbb{Q}}_{2}$ of $\mathbb{Q}_{2}$, this irreducible $\mathbb{Q}_{2}$-module splits into a direct sum of irreducible modules (Galois conjugates), see [62, Definition 1.5.8, Lemma 1.5.9, Theorem 1.8.4], and $U$ acts faithfully and irreducibly on each of those. Let $\mathbb{C}_{2}$ be the completion of the algebraic closure of $\mathbb{Q}_{2}$; since $\mathbb{C}_{2} \cong \mathbb{C}$ as fields, see [43, Theorem 6.4.8], this implies that $U$ has a faithful and irreducible complex representation; now [50, 2.32] proves that $Z(U)$ is cyclic. Since $\exp \left(Q_{16}\right)=8$, an induction on $s$ proves that $\exp \left(W_{Q}(s)\right)=2^{s+1}$, hence $Z(U)$ is cyclic of order at most $2^{s+1}$.
b) Suppose $U \leq W_{Q}^{(i)}(s)$. Then $Z_{i}$ is centralised by $U$ and $U Z_{i}$ is a uniserial group by Theorem 7.26. It follows from a) that $Z\left(U Z_{i}\right)$ is a cyclic 2-group; since it contains both $Z(U)$ and $Z_{i}$, either $Z(U)<Z_{i}$ or $Z_{i} \leq Z(U)$. We show that $Z(U) \nless Z_{i}$. This holds trivially if $i=s-1$ since in this case $\left|Z_{i}\right|=2$; in the following let $i<s-1$ and suppose, for a contradiction, that $Z(U)<Z_{i}$. Let us consider the decomposition $\mathbb{Q}^{2^{s}}=V_{1} \oplus \ldots \oplus V_{2^{i}}$ according to the wreath product structure of $Z_{i}=I_{2^{i}} \otimes\left\langle\beta_{s-i}\right\rangle$, where each $V_{j}$ is a $Z_{i}$-module. Since $U \leq W_{Q}^{(i)}(s)$, the group $U$ permutes the direct summands $V_{j}$ and the kernel of this action contains $Z(U)$. Up to equivalence, there is a unique faithful irreducible rational representation of the cyclic group of order $2^{s-i+1}=\left|Z_{i}\right|$, and this representation has degree $2^{s-i}$, see [29, pp. 104-105]. This implies that each $V_{j}$ is an irreducible $Z_{i}$-module; note that, because of characteristic 0 , every module is a direct sum of irreducible modules. Since $Z(U)<Z_{i}$ by assumption, it follows from the above comment that $Z(U)$ acts reducibly on each $V_{j}$. Since $U$ permutes the spaces $V_{j}$, it follows that $U$ acts reducibly on $\mathbb{Q}^{2^{s}}$. This is a contradiction to the fact that $U$ acts uniserially. Thus, $Z_{i} \leq Z(U)$. Conversely if $Z_{i} \leq Z(U)$ then $U \leq C_{W_{Q}(s)}\left(Z_{i}\right)=W_{Q}^{(i)}(s)$ by Remark 7.24.
c) Suppose for a contradiction that $|Z(U)|>2$. Recall that $U \leq W_{Q}(s)$ and by construction, every $u \in U$ is a $2^{s-2} \times 2^{s-2}$ matrix of $4 \times 4$ block matrices in $Q_{16}=\langle x, y\rangle$. Let $Q(U)$ be the subgroup of $Q_{16}$ generated by all those blocks. A direct computation shows that if $Q(U) \neq Q_{16}$, then either $Q(U) \leq Q_{16}^{\prime}\langle x\rangle$, or $Q(U) \leq Q_{16}^{\prime}\langle y\rangle$, or $Q(U) \leq Q_{16}^{\prime}\langle\alpha\rangle$ with $\alpha=y x$. Note that $\alpha \in \mathrm{GL}(4, \mathbb{Z})$ and hence the last case is not possible since $U$ is not conjugate to a subgroup of $W_{Q}^{(s-2)}(s)$. In the first two cases, $U \leq V_{Q, s}(s)$ or $U \leq V_{Q, s-1}(s)$, which is not possible since $U$ is uniserial, see Theorem 7.26. This shows that $Q(U)=Q_{16}$. Next note that, by a) and b), $Z(U)$ is cyclic and contains $\left\langle-I_{2^{s}}\right\rangle$. Since $|Z(U)|>2$, there is $g \in Z(U)$ with $g^{2}=-I_{2^{s}}$. As recalled above, every element
in $W_{Q}(s)$ comes from a $2^{s-2} \times 2^{s-2}$ permutation matrix where 1 's are replaced by some $4 \times 4$ blocks in $Q_{16}$ and 0 's are replaced by $4 \times 4$ zero blocks. Let $\mathbb{Q}_{2}^{2 s}=\bigoplus_{j=1}^{2^{s-2}} V_{j}$ be the corresponding decomposition into 4 -dimensional subspaces such that $W_{Q}(s)$ preserves this decomposition. These subspaces are permuted according to the permutation matrix action. Since $U$ is uniserial, hence irreducible, it follows that the permutation action is transitive. Now we have two cases for the structure of $g$. We prove below that none of these cases is possible; this proves $|Z(U)|=2$.
First we consider that $g$ is block-diagonal with $g=\operatorname{diag}\left(g_{1}, \ldots, g_{2^{s-2}}\right)$ with each $g_{j}$ is a $4 \times 4$ matrix in $Q_{16}$ acting on $V_{j}$; note that each $g_{j}^{2}=-I_{4}$. Since $U$ is transitive, for every $j$ there is $u_{j} \in U$ such that $u_{j}$ maps $V_{1}$ to $V_{j}$, that is, $j$-th entry of the diagonal in $g^{u_{j}}$ is $k^{-1} g_{1} k$ for some $k \in Q_{16}$. But $g \in Z(U)$, so $g^{u}=g$ which proves that $g_{j}$ is conjugate in $Q_{16}$ to $g_{1}$. Since $g_{1}^{2}=-I_{4}$, each $g_{j}$ has order 4. There are three classes of order 4 elements in $Q_{16}$, those of $x, y$, and $\alpha^{2}$. So we can assume that $g=\operatorname{diag}\left(h^{i_{1}}, \ldots, h^{i_{2 s-2}}\right)$ for some $h \in\left\{x, y, \alpha^{2}\right\}$ and $i_{j} \in\{1,3\}$. Note that $g \in Z(U)$ and neither of the subgroups $\langle x\rangle$ and $\langle y\rangle$ is normal in $Q_{16}$. This forces $h=\alpha^{2}$, hence $g=\operatorname{diag}( \pm h, \ldots, \pm h)$ where the signs can be arbitrary; note that $h^{3}=h^{-1}=-h$. Since $\langle h\rangle$ is normal in $Q_{16}$, for every $w \in Q_{16}$ we have $h w=w h$ or $h w=-w h$; in particular, $h$ is not central, so there exists $w \in Q_{16}$ with $h w=-w h$. Since $w \in Q_{16}=Q(U)$, there is $u \in U$ containing $w$ as a $4 \times 4$ block. But then $g u \neq u g$, which contradicts $g \in Z(U)$.

In the second case, $g$ is not block-diagonal, so $g$ can be regarded as a permutation matrix of order 4 or of order 2 (in its action on the subspaces of the decomposition mentioned above). If the permutation action has order 4, then $g$ permutes the $V_{j}$ as a product of transpositions and 4 -cycles. However, since $g^{2}=-I_{2^{s}}$ fixes each $V_{j}$, we know that 4 -cycles can not occur; so we only consider the latter case. In the following we need to suppose that $s>3$; for $s \in\{2,3\}$, part c) can be verified directly by a computation. Suppose $g$ swaps blocks $V_{i}$ and $V_{j}$ with $i \neq j$. Recall the structure of an element of $W_{Q}(s)$ as mentioned above and note that the permutation matrix comes from the iterated wreath product of $(1,2)$. Since $U \leq W_{Q}(s)$ and $U$ acts transitively, there is $u \in U$ that swaps $V_{j}$ with $V_{k}$, where $i \neq k \neq j$. But then $g^{u}$ swaps $V_{i}$ and $V_{k}$, contradicting $g^{u}=g$ (which holds because of $g \in Z(U)$ ). This final contradiction shows that there is no $g \in Z(U)$ of order 4, hence $Z(U)=Z_{s-1} \cong C_{2}$.
d) If $|Z(U)|=\left|Z_{s-1}\right|$ then the statement holds trivially. Now let $i \neq s-1$. If $U$ is not conjugate to a subgroup of $W_{Q}^{(s-2)}(s)$ then part c) shows that $Z(U)=Z_{s-1}$. Hence in the following we assume, up to conjugacy, that $U \leq W_{Q}^{(s-2)}(s)$. Part b) and Remark 7.24 show that $8=\left|Z_{s-2}\right| \leq|Z(U)|$. We prove the assertion of the theorem by induction on the index of $U$ in $W_{Q}^{(s-2)}(s)$. If $U=W_{Q}^{(s-2)}(s)$, then the claim follows from b). Now suppose $U<W_{Q}^{(s-2)}(s)$. Since $W_{Q}^{(s-2)}(s)$ is a finite 2-group, there exists a group $H$ such that $U<H \leq W_{Q}^{(s-2)}(s)$ and $[H: U]=2$. By the induction hypothesis, we can assume
(up to conjugacy) that

$$
Z(H)=Z_{i}
$$

for $i<s-1$; in particular, $\left|Z_{i}\right| \neq 2$. We now consider two cases.
First, suppose that $Z_{i} \not \leq U$. Then $H=U Z_{i}$, and $U Z_{i} / U \cong Z_{i} /\left(U \cap Z_{i}\right)$ shows that $Z(U)=U \cap Z_{i}$ has index 2 in $Z_{i}$; recall that $i \neq s-1$. Since $Z_{i}$ is cyclic, there is a unique subgroup of index 2 , and it follows that $Z(U)=U \cap Z_{i}=Z_{i+1}$. This proves c) for $Z_{i} \not \leq U$.

Second, suppose that $Z_{i} \leq U$. If $Z_{i}=Z(U)$, then the claim follows, so now suppose that $Z_{i}<Z(U)$. Since $U \leq H$, we have $Z_{i}=Z(H) \cap U \leq Z(U)$. First consider the case $i=0$. In this case, $W_{Q}^{(0)}(s)=Z_{0} \leq U$; on the other hand, $U \leq H$ and $Z(H) \leq U$ imply $Z(H)=Z(H) \cap U \leq Z(U)$. Since $Z(H)=Z\left(W_{Q}^{(0)}(s)\right)=W_{Q}^{(0)}(s)$, part b) shows that $U \leq W_{Q}^{(0)}(s)$. Hence $U=W_{Q}^{(0)}(s)$, and so the claim is proved for $i=0$. Now consider $i>0$. Since $[H: U]=2$, both $U$ and $Z(U)$ are normal in $H$. The group $H$ acts as $H / U \cong C_{2}$ on $Z(U)$, and the set of fixed points under this action is $Z_{i}$. Since $Z(U)$ is a cyclic 2-group of order $2^{k}$, a direct computation shows that every automorphism of $Z(U)$ of order 2 either has $2^{k-1}$ fixed points or 2 fixed points. The case $\left|Z_{i}\right|=2$ is not possible, as mentioned before, thus we conclude that $\left|Z_{i}\right|=2^{k-1}$, and $\left[Z(U): Z_{i}\right]=2$. Note that b) implies

$$
U \leq H \leq W_{Q}^{(i)}(s)=C_{s, i} \imath P_{i}
$$

If $i=1$, then by assumption $Z_{1}<Z(U)$ and hence $|Z(U)| \geq 2^{s+1}$ since $\left|Z_{1}\right|=2^{s}$. But $Z(U)$ is cyclic, hence it contains a unique subgroup of order $2^{s+1}$. Now by [55, Proposition 2.4] we find that, up to conjugacy, $W_{Q}^{(0)}(s)=Z_{0} \leq Z(U)$. Therefore, using b), this gives $U \leq W_{Q}^{(0)}(s)$. We now take $i>1$ and use a similar argument as in c) to show that $U \leq W_{Q}^{(i-1)}(s)$. Recall that $\left[Z(U): Z_{i}\right]=2$ and $Z_{i}$ is generated by $l_{i}=I_{2^{i}} \otimes \beta_{s-i}$. Since $Z(U)$ is cyclic and $U \leq W_{Q}^{(i)}(s)$, there is a generator $g \in Z(U)$ with $g^{2}=l_{i}$. Note that the generator $l_{i-1}=I_{2^{i-1}} \otimes \beta_{s-i+1}$ of $Z_{i-1}$ satisfies $l_{i-1}^{2}=l_{i}$. The structure of $l_{i}$ also shows that it has $2^{i}$ blocks each of the form $\beta_{s-i}$. Similarly, $l_{i-1}$ has $2^{i-1}$ blocks of the form $\left(\begin{array}{cc}0 & I_{2^{s-i}} \\ \beta_{s-i} & 0\end{array}\right)$ and the square of each such block yields $I_{2} \otimes \beta_{s-i}$. Similar to c), we note that every matrix in $W_{Q}^{(i)}(s)$ comes from a $2^{i} \times 2^{i}$ permutation matrix, where each 1 is replaced by some block of dimension $2^{s-i}$ from $C_{s, i}$ and every 0 is replaced by such a 0-block. Let $\mathbb{Q}_{2}^{2^{s}}=\bigoplus_{j=1}^{2^{i}} V_{j}$ be the corresponding decomposition into $2^{s-i}$ dimensional subspaces such that $W_{Q}^{(i)}(s)$ preserves this decomposition. These subspaces are permuted according to the permutation matrix action. The permutation action of $l_{i}$ on these spaces is trivial and $g^{2}=l_{i}$. If $g$ is block-diagonal with $g=\operatorname{diag}\left(g_{1}, g_{2}, \ldots\right)$ then $g_{1}^{2}=\beta_{s-i}$, so $g_{1}$ has order $2^{s-i+2}$; recall from Remark 7.24 that $\beta_{s-i}$ has order $2^{s-i+1}$. However as said before, the blocks of $W_{Q}^{(i)}(s)$ come from $C_{s, i}$ and therefore, have order at most $2^{s-i+1}$. Hence, $g$ cannot have a block-diagonal structure. This means that
$g$ must be swapping pairs of the underlying subspaces of the decomposition mentioned above. In other words, $g$ permutes these spaces as a product of transpositions. Note that $U$ is uniserial, hence irreducible, it follows that the permutation action is transitive. Suppose for a contradiction that $U \nsubseteq W_{Q}^{(i-1)}(s)$, then it acts transitively on the blocks of $g$ and these blocks act as transposition on the subspaces mentioned above. Suppose $g$ swaps blocks $V_{l}$ and $V_{j}$ with $l \neq j$. Recall the structure of an element of $W_{Q}^{(i)}(s)$ as mentioned above and note that the permutation matrix comes from the iterated wreath product of (1,2). Since $U\left(\leq W_{Q}^{(i)}(s)\right)$ acts transitively, there is $u \in U$ that swaps $V_{j}$ with $V_{k}$, where $l \neq k \neq j$. Then $g^{u}$ swaps $V_{l}$ and $V_{k}$, contradicting $g^{u}=g$ (which holds because of $g \in Z(U))$. This shows that

$$
U \leq W_{Q}^{(i-1)}(s)
$$

Then b) shows that $Z_{i-1}=Z(U)$ as $Z_{i}$ has index 2 both in $Z_{i-1}$ and in $Z(U)$.

Recall the definition of $N_{Q}^{(i)}(s)$ from the proof of Lemma 7.32. Recall that every uniserial subgroup of $W_{Q}^{(s-2)}(s)$ is integral and has a cyclic center. Now the structure of $N_{\mathbb{Z}_{p}}(U)$ can be determined using the same arguments as given in the proof of [44, Theorem 56] for certain uniserial points with cyclic centers; this yields the following theorem.

Theorem 7.34. If $U \leq W_{Q}^{(s-2)}(s)$ is uniserial with $Z(U)=Z\left(W_{Q}^{(i)}(s)\right)$, then

$$
N_{\mathbb{Z}_{p}}(U)=C_{\mathbb{Z}_{p}}\left(W_{Q}^{(i)}(s)\right) N_{N_{Q}^{(i)}(s)}(U) .
$$

### 7.5 Extensions of quaternion point groups

Let $U \leq \operatorname{GL}\left(2^{s}, \mathbb{Z}_{2}\right)$ be a uniserial point group and let $T=\mathbb{Z}_{2}^{2^{s}}$ and $V=\mathbb{Q}_{2}^{2^{s}}$. It is well-known that the equivalence classes of extensions of $T$ by $U$ correspond to the elements of the second cohomology group $H^{2}(U, T)$. As $U$ is a finite group and $T$ has finite rank, $H^{2}(U, T)$ is a finite group, see [80, Setion 11.4]. Recall the action of $N_{\mathbb{Z}_{2}}(U)$ on $Z^{2}(U, T)$ from (7.2). Theorem 7.6 tells us that the isomorphism types of extensions of $T$ by $U$ correspond to the $N_{\mathbb{Z}_{2}}(U)$-orbits of elements in $H^{2}(U, T)$. As before, we denote by $\operatorname{Fix}_{Z(U)}(V / T)$ the set of fixed points in $V / T$ under the action of $Z(U)$. As for odd primes, we use dimension shifting to reduce $H^{2}(U, T)$ to $H^{1}(U / Z(U), F)$.

Theorem 7.35. Let $U \leq W_{Q}(s)$ be uniserial with $Z(U)=Z\left(W_{Q}^{(i)}(s)\right)$ for some $i$; let $F=\operatorname{Fix}_{Z(U)}(V / T)$. Then the following hold.
a) The group $F$ is elementary abelian of rank at most $2^{s}$.
b) $H^{2}(U, T) \cong H^{1}(U / Z(U), F)$.

Proof. a) If $i=s-1$, then $Z(U)=\left\langle-I_{2^{s}}\right\rangle$; otherwise we have $Z(U)=\left\langle I_{2^{i}} \otimes \beta_{s-i}\right\rangle$, see Remark 7.24. In any case, $-I_{2^{s}} \in Z(U)$, which proves that if $f+T \in F$, then $2 f \in T$. This shows that $F \leq \frac{1}{2} T / T$, and the latter is elementary abelian of rank $2^{s}$.
b) This is [30, Theorem 28].

The isomorphism between $H^{2}(U, T)$ and $H^{1}(U, V / T)$ in Theorem 7.35 originates from the short exact sequence $0 \rightarrow T \rightarrow V \rightarrow V / T \rightarrow 0$, see [61, Theorem 3.3]. The explicit definition of the map $H^{1}(U, V / T) \rightarrow H^{2}(U, T)$ can be found in [68, Remark II.1.21] and it follows that the isomorphism between $H^{2}(U, T)$ and $H^{1}(U / Z(U), F)$ in Theorem 7.35 is compatible with the action of $N_{\mathbb{Z}_{2}}(U)$. Hence the orbits of $N_{\mathbb{Z}_{2}}(U)$ on $H^{1}(U / Z(U), F)$ correspond to the isomorphism types of extensions of $T$ by $U$, where $g \in N_{\mathbb{Z}_{2}}(U)$ acts on $\delta \in Z^{1}(U, T)$ via $\delta \mapsto \delta^{g}$, where the latter is defined by

$$
\begin{equation*}
\delta^{g}(u)=\delta\left(u^{g^{-1}}\right)^{g} \tag{7.3}
\end{equation*}
$$

As discussed in Section 7.2, this action leaves $B^{1}(U / Z(U), F)$ invariant. Thus in order to get the isomorphism types of the space groups, we need to determine the action of $N_{\mathbb{Z}_{2}}(U)$ on $H^{1}(U / Z(U), F)$. In Theorem 7.34 the structure of $N_{\mathbb{Z}_{2}}(U)$ has been determined for $U \leq W_{Q}^{(s-2)}(s)$. This theorem explains why we are firstly interested in the action of the centraliser of $W_{Q}^{(i)}(s)$ for $i \in\{0, \ldots, s-2\}$. We recall from Theorem 7.35 that $F$ is elementary abelian of rank $2^{i}$ and can thus be considered as a $\mathbb{F}_{2}$-space of dimension $2^{i}$. As before, if $u_{1}, \ldots, u_{t}$ is a generating set for $U$, then we can identify the group $H^{1}(U / Z(U), F)$ with a subspace $H$ of the vector space $F^{t}$ via $\delta \mapsto\left(\delta\left(u_{1} Z(U)\right), \ldots, \delta\left(u_{t} Z(U)\right)\right)$. Hence from (7.3) we find that an element $c \in C_{\mathbb{Z}_{2}}(U)$ acts on $\delta \in Z^{1}(U / Z(U), F)$ via $\delta \mapsto \delta^{c}$, where the latter is defined by $\delta^{c}(u)=\delta\left(u^{c^{-1}}\right)^{c}$; this induces an action on $H^{1}(U / Z(U), F)$. Recall that in Section 7.4.3, we determined the structure of $C_{\mathbb{Z}_{2}}\left(W_{Q}^{(i)}(s)\right)$ for $i \in\{0, \ldots, s-1\}$.

Theorem 7.36. Let $U$ be uniserial such that $U$ is conjugate to some subgroup of $W_{Q}^{(s-2)}(s)$ and $Z(U)=Z\left(W_{Q}^{(i)}(s)\right)$ for some $i<s-1$, and write $F=\operatorname{Fix}_{Z(U)}(V / T)$. Then $C_{\mathbb{Z}_{2}}\left(W_{Q}^{(i)}(s)\right)$ acts trivially on $H^{1}(U / Z(U), F)$.

Proof. Up to conjugacy we assume $U \leq W_{Q}^{(s-2)}(s)$. Note that $C_{\mathbb{Q}_{2}}\left(W_{Q}^{(i)}(s)\right) \cap \mathrm{GL}\left(d_{s}, \mathbb{Z}\right)=$ $C_{\mathbb{Z}_{2}}\left(W_{Q}^{(i)}(s)\right)$ and Lemma 7.32 shows that $C_{\mathbb{Q}_{2}}\left(W_{Q}^{(i)}(s)\right)=I_{2^{i}} \otimes\left(\mathbb{Q}_{2}\left[C_{s, i}\right] \backslash\{0\}\right)$. Since $Z(U)=\left\langle I_{2^{i}} \otimes \beta_{s-i}\right\rangle$, see Remark 7.24 , it follows that $C_{\mathbb{Z}_{2}}\left(W_{Q}^{(i)}(s)\right)$ centralises $U$. Hence $c \in C_{\mathbb{Z}_{2}}\left(W_{Q}^{(i)}(s)\right)$ acts on $\delta \in H^{1}(U / Z(U), F)$ by $\delta^{c}: u \mapsto \delta(u)^{c}$. This action coincides with its natural diagonal linear action on $F^{t}$. Next we investigate the action of $C_{\mathbb{Z}_{2}}\left(W_{Q}^{(i)}(s)\right)$ on $F$. Since $E_{\mathbb{Q}_{2}}\left(W_{Q}^{(i)}(s)\right)=\mathbb{Q}_{2}\left[Z\left(W_{Q}^{(i)}(s)\right)\right]=\mathbb{Q}_{2}\left[I_{2^{i}} \otimes\left\langle\beta_{s-i}\right\rangle\right]$, we have $C_{\mathbb{Z}_{2}}\left(W_{Q}^{(i)}(s)\right)=\mathbb{Z}_{2}[c]^{*}$, where $c=I_{2^{i}} \otimes \beta_{s-i}$, and so the elements of $C_{\mathbb{Z}_{2}}\left(W_{Q}^{(i)}(s)\right)$ are
$\mathbb{Z}_{2}$-linear combinations of powers of $c$. By definition, $c$ acts trivially on $F$ and hence $C_{\mathbb{Z}_{2}}\left(W_{Q}^{(i)}(s)\right)$ acts as $\mathbb{Z}_{2}^{*}$ on $F$; since every unit in $\mathbb{Z}_{2}$ is congruent to 1 modulo 2 , the result follows.

Recall the definition of $\mathfrak{C}_{s}=C_{\mathbb{Z}_{2}}\left(W_{Q}(s)\right)$ from Section 7.4.3. We now investigate the action of $\mathfrak{C}_{s}$ on $H^{1}(U / Z(U), F)$ for the uniserial subgroups $U \leq W_{Q}(s)$ with $Z(U)=$ $Z\left(W_{Q}(s)\right)$. For any $Y \in M_{2^{n}}\left(\mathbb{Z}_{2}\right)$ where $n \leq s$, we denote $Y_{s}=I_{2^{s-n}} \otimes Y \in M_{2^{s}}\left(\mathbb{Z}_{2}\right)$. Recall the definition of $L$ from Section 7.4.3 and denote $\hat{L}=I_{4}+L$; note that $\hat{L} \bmod 2$ has order 2.

Theorem 7.37. Let $U \leq W_{Q}(s)$ be uniserial such that $U$ is not conjugate to any subgroup of $W_{Q}^{(s-2)}(s)$, so $Z(U)=Z\left(W_{Q}(s)\right)$; write $F=\operatorname{Fix}_{Z(U)}(V / T)$. Then $C_{\mathbb{Z}_{2}}(U)$ acts as powers of $\hat{L}_{s}$ on $H^{1}(U / Z(U), F)$, in particular, the orbit of $v+T \in F$ under the action of $C_{\mathbb{Z}_{2}}(U)$ is $\left\{v+T, v \hat{L}_{s}+T\right\}$.

Proof. We first note from Theorem 7.35 that $F=\frac{1}{2} T / T$. Also from Lemma 7.28 we see that any $c \in C_{\mathbb{Z}_{2}}(U)$ has the form $c=I_{2^{s-2}} \otimes\left(c_{1} I_{4}+c_{2} L\right)$ for some $c_{1} \in \mathbb{Z}_{2}^{*}$ and $c_{2} \in \mathbb{Z}_{2}$. Now $c_{1}$ is a unit, hence $c_{1} \equiv 1 \bmod 2$. Also $c_{2} \equiv k \bmod 2$ where $k \in\{0,1\}$. Thus for any $v \in \frac{1}{2} T$ we have $(v c+T)=\left(v+k v L_{s}\right)+T$, that is, $(v c+T)$ is either $v+T$ or $v \hat{L}_{s}+T$. Hence we have $\left\{(v+T) c \mid c \in C_{\mathbb{Z}_{2}}(U)\right\}=\left\{v \hat{L}_{s}^{i}+T \mid i \geq 0\right\}$. Note that $v \in \frac{1}{2} T$ and $\hat{L} \bmod 2$ has order 2 . Hence the orbit of $v+T$ under the action of $C_{\mathbb{Z}_{2}}(U)$ is $\left\{v+T, v \hat{L}_{s}+T\right\}$.

We now discuss how the above results yield a constructive classification of the 2-adic space groups, up to isomorphism. Our construction of 2-adic space groups involves two steps: determining the uniserial point groups (up to conjugacy) and then constructing the extensions by their natural $\mathbb{Z}_{2}$-modules. First we determine the uniserial point groups. We find the largest point group $W_{Q}(s)$ in Theorem 7.19. We then determine the 2-step centralisers of $W_{Q}(s)$ and identify the uniserial point groups (see Theorem 7.26): only those subgroups of $W_{Q}(s)$ that do not lie in any 2-step centraliser are uniserial. To construct all uniserial 2-adic space groups of dimension $2^{s}$, up to isomorphism, we first show (Theorem 7.33) that it is sufficient to consider uniserial point groups $U \leq W_{Q}(s)$ with $Z(U)=Z\left(W_{Q}^{(i)}(s)\right)$ for some $i \in\{0, \ldots, s-1\}$. In order to construct such uniserial groups one first constructs all $W_{Q}^{(i)}(s)$ and their centres; then for each $i$ one constructs up to conjugacy subgroups of $W_{Q}^{(i)}(s)$ that are not conjugate to a subgroup of $W_{Q}^{(s-1)}(s)$ and that have centre $Z_{i}$. For each such point group $U$, one needs to compute the $N_{\mathbb{Z}_{2}}(U)$ orbits in $H^{2}(U, T)$, see Theorem 7.6. This computation is simplified by Theorem 7.35 which shows that it is sufficient to determine the $N_{\mathbb{Z}_{2}}(U)$-orbits in $H^{1}(U / Z(U), F)$ where $F$ is elementary abelian as defined in the said theorem. Theorems 7.36 and 7.37 explain
how $C_{\mathbb{Z}_{2}}\left(W_{Q}^{(i)}(s)\right)$ (and $C_{\mathbb{Z}_{2}}(U)$ for $\left.i=s-1\right)$ acts on $H^{1}(U / Z(U), F)$. The final step is to fuse (using Theorems 7.31 and 7.34) those centraliser-orbits under the action of $N_{\mathbb{Z}_{2}}(U)$; for $i<s-1$ the latter group is constructed using a lattice subgroup algorithm (as in the odd prime case), and fusion of orbits can be achieved with an Orbit-Stabiliser algorithm. For $i=s-i$, one needs to determine $N_{\mathbb{Z}_{2}}(U)$ directly. Theorem 7.33 shows that in such cases $Z(U)=Z_{s-1}$, hence the orbit calculation can be simplified using Theorem 7.37.
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