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Abstract
A finite p-group is a group whose order is a power of a prime p. The classification of

finite p-groups by order is a difficult problem mainly because the number of groups (up

to isomorphism) grows rapidly with order. Besides the order, the (nilpotency) class is a

natural invariant, however finite p-groups of class ≥ 2 defy classification in a sense they

are as complicated as all finite groups. Leedham-Green and Newman (1980) suggested

to classify finite p-groups by another invariant called coclass; the coclass of a finite p-

group of order pn and nilpotency class c is n − c. Blackburn (1958) classified the 2-

and 3-groups of coclass 1, but a classification for primes greater than 3 is significantly

more difficult. A useful feature is that finite p-groups of coclass r can be visualised by

a graph, the so called coclass graph G(p, r).

The coclass graph : The vertices of G(p, r) are the isomorphism types of finite p-groups

of coclass r. Two vertices are connected, say, G→ H if and only if G ∼= H/γ(H) where

γ(H) is the last non-trivial term of the lower central series of H. It is a deep result that

G(p, r) consists of finitely many infinite trees, so-called coclass trees, and finitely many

groups outside these trees. Each coclass tree contains a unique infinite path (mainline)

starting at its root. Since coclass trees are the building blocks of coclass graphs, they

have become one of the main interests in coclass theory. In this thesis we concentrate

on two avenues for obtaining more insight into the structure of coclass trees.

Uniserial p-adic space groups : The inverse limit of the groups on the mainline

of a coclass tree in G(p, r) is an infinite pro-p-group of coclass r and, conversely, any

such pro-p-group defines an infinite path in G(p, r). As a result, these pro-p-groups,

specially the uniserial p-adic space groups play an important role in coclass theory. For

odd primes a constructive classification of such space groups is given by Eick (2008),

however prime 2 poses severe complications. In this thesis we provide the theoretical

description for determining all uniserial 2-adic space groups up to isomorphism. This

completes the constructive classification of uniserial p-adic space groups for all primes p.

Skeleton groups : Coclass graphs have in general a very intricate structure. One

possible way to look into these graphs is to restrict attention to the subgraph spanned

by the so-called skeleton groups. Unlike other groups in G(p, r), skeleton groups can

be conveniently parametrised by certain homomorphisms. For some special cases, this

structure has been successfully used in the literature. In this thesis we develop, for the

first time, a systematic treatment of skeleton groups and show that almost every group

in G(p, r) is close to a skeleton group. Being parametrised by certain homomorphisms,

a crucial problem is to decide when two homomorphisms define isomorphic groups. We

investigate this problem and provide complete solutions for two important cases. Along

the way, we also identified and corrected gaps in two proofs in a recent paper on G(3, 2).

We utilise our results to derived some new structure results for coclass trees.



Publications

� Parts of Chapters 4 and 5 (skeleton groups and their isomorphism problem) are

published in :

Heiko Dietrich and Subhrajyoti Saha.

A note on skeleton groups in coclass graphs.

International Journal of Algebra and Compututation, 29(1):127–146, 2019.

� The content of Chapter 7 (constructive classification of uniserial p-adic space

groups) is currently prepared for publication.

viii



Contents

Copyright Notice ii

Declaration of Authorship iii

Acknowledgements iv

Abstract vii

Publications viii

1 Introduction 1

1.1 Coclass and coclass graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2 Uniserial p-adic space groups . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.3 Skeleton groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.4 Outline of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2 The Coclass Graph G(p, r) 9

2.1 Coclass trees . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2 Periodicities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.2.1 Periodicity of type I . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.2.2 Periodicity of type II . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3 Infinite Pro-p-Groups of Coclass r 20

3.1 Infinite pro-p-groups and coclass graphs . . . . . . . . . . . . . . . . . . . 20

3.1.1 Structure of infinite pro-p-groups . . . . . . . . . . . . . . . . . . . 23

3.1.2 Uniserial p-adic space groups . . . . . . . . . . . . . . . . . . . . . 26

3.1.3 Point groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.1.4 Coclass of space groups . . . . . . . . . . . . . . . . . . . . . . . . 30

3.1.5 Embedding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.2 The Coclass Theorems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

4 Skeleton Groups 34

4.1 Some number theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.1.1 p-adic numbers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

ix



Contents x

4.1.2 Cyclotomic fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.2 Exterior square . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

4.3 Twisted groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

4.4 Skeleton groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.4.1 The split case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.4.2 The general case . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

4.4.3 Skeleton groups are constructible groups . . . . . . . . . . . . . . . 42

5 Isomorphism Problem of Skeleton Groups 50

5.1 Preliminary results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

5.2 Isomorphism problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

5.2.1 Lifting automorphisms . . . . . . . . . . . . . . . . . . . . . . . . . 54

5.2.2 Two special cases . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

6 Orbit Isomorphic Skeleton Groups 62

6.1 Periodicities in skeleton graph . . . . . . . . . . . . . . . . . . . . . . . . . 63

6.2 Skeleton groups with cyclic point group . . . . . . . . . . . . . . . . . . . 64

6.2.1 Homomorphisms from T ∧ T . . . . . . . . . . . . . . . . . . . . . 65

6.2.2 The automorphism group . . . . . . . . . . . . . . . . . . . . . . . 68

6.2.3 Orbit isomorphisms . . . . . . . . . . . . . . . . . . . . . . . . . . 71

6.2.4 The one-parameter case . . . . . . . . . . . . . . . . . . . . . . . . 73

6.2.5 Descendants of a skeleton group . . . . . . . . . . . . . . . . . . . 75

6.2.6 The maximal class case . . . . . . . . . . . . . . . . . . . . . . . . 77

6.2.7 Periodic parents of skeleton groups in G(7, 1) . . . . . . . . . . . . 80

7 Uniserial p-adic Space Groups 85

7.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

7.2 Point groups (case p > 2) . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

7.3 Construction of extensions (p > 2) . . . . . . . . . . . . . . . . . . . . . . 90

7.3.1 Dimension shifting and coclass . . . . . . . . . . . . . . . . . . . . 90

7.4 Point groups (p = 2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

7.4.1 Quaternion point groups . . . . . . . . . . . . . . . . . . . . . . . . 92

7.4.2 Uniserial subgroups of WQ(s) . . . . . . . . . . . . . . . . . . . . . 93

7.4.3 Centralisers and normalisers . . . . . . . . . . . . . . . . . . . . . . 95

7.5 Extensions of quaternion point groups . . . . . . . . . . . . . . . . . . . . 103

References 107



Chapter 1

Introduction

Groups arise in different areas of science, for example, in quantum theory, crystallogra-

phy and cryptography. Group theory originated from the works of Lagrange [15], Ruffini

[81] and Galois [38] around 1800 when they studied the solvability of algebraic equa-

tions by radicals. For this purpose they investigated the permutations of the roots of an

equation. At that time no formal definition of a group was introduced but they studied

what we now know as permutation groups. A very first definition of an abstract group

was given by Cayley [8] in 1878. He also used a table to illustrate the laws of operations

of group elements, the so-called multiplication table. He further tried to visualise these

laws in a graph, see [9], which led to the so-called Cayley graph. Years later, the work

of von Dyck [27] made group theory more popular when he formally introduced presen-

tations of groups. Thereafter the scope and applications of group theory grew gradually

and at the beginning of the 20th century group theory flourished with the works of many

mathematicians.

A prominent theme in group theory is the classification of finite groups. The aim of

classification of a given class of groups is to find an explicit list of isomorphism type

representatives such that no two groups in the list are isomorphic and every group in

the given class is isomorphic to a group in the list. For example, the famous Classification

Theorem of finite simple groups accounts for all finite simple groups. Every finite group

can be constructed as an iterative extension of finite simple groups, however, this process

is highly non-trivial and rarely leads to a practical classification of finite groups. In this

thesis we restrict our attention to finite p-groups, that is, finite groups of p-power order

for a prime p. It is known that p-groups play an important role in group theory. For

example Cauchy’s Theorem tells us that every finite group whose order is divisible by p

contains a subgroup which is a non-trivial p-group. A stronger result is given by Sylow’s

Theorem [85].

1
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Theorem 1.1 (Sylow’s Theorem). Let G be a finite group of order |G| = pam where

p is a prime and p - m. Then G has a subgroup P , called a Sylow-p-subgroup of G, of

order pa and every subgroup of G, which is a p-group, is conjugate to a subgroup of P .

The aim of classifying finite p-groups by order is to find an explicit list of isomorphism

type representatives of groups of order pn where we have fixed a prime p and a positive

integer n. There have been many attempts to classify finite p-groups by order. A notable

investigation is done by Besche, Eick and O’Brien (see [1]). In fact their results were

used for parts of the small groups library for the computer algebra system GAP [39].

Some other recent works are carried out by Newman, O’Brien and Vaughan-Lee [46, 47]

where they classified the groups of order dividing p7. Another famous example is the

PORC (polynomial on residue classes)-conjecture by Higman [46, 47] which claims that

for fixed n there exists a polynomial in p which depends only on the residue class of

p modulo some fixed integer N such that the number of p-groups of order pn is given

by this polynomial. This conjecture is still open, however recent works by Vaughan-

Lee [86, 87] shed more light into the conjecture and provide a deeper insight into the

structure of finite p-groups.

Table 1: Number of 2-groups.

Order Number of groups

2 1

4 2

8 5

16 14

32 51

64 267

128 2328

256 56092

512 10494213

1024 49487365422

2048 >1774274116992170

Higman and Sims [84] also showed that there are p2n3/27+O(n8/3) isomorphism types of

groups of order pn. All these works show that finite p-groups have a very intricate

structure and for a fixed prime the number of groups of order pn grows very fast when

n increases, see Table 1; details can be found in [25, 46, 47, 84]. For larger exponents,

the sheer number of groups of a fixed prime-power order pn makes the classification of

finite p-groups by order seem impossible. For example, there is no explicit classification

of the 49487365422 groups of order 210. The above discussion indicates that it might be

useful to classify p-groups by some invariant other than the order. Besides the order, the

(nilpotency) class is thus a natural invariant. Finite p-groups of class ≤ 1 are abelian,

and easily described. However, finite p-groups of class ≥ 2 defy classification, as in a
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sense they are as complicated as all finite groups, and because intractable problems, like

determining simultaneous canonical forms of two endomorphisms of a vector space, are

hard to be reformulated within their realm.

1.1 Coclass and coclass graphs

A different approach to classifying finite p-groups is to consider all such groups of a fixed

coclass (see definition below); this invariant has been formulated by Leedham-Green and

Newman [60] in 1980 and, since then, has led to a new area called Coclass Theory. We

first recall the definition of the lower central series of a group.

Definition 1.2. Let G be a group.

a) The lower central series (or descending central series) of G is the descending series

of subgroups

G = γ1(G) ≥ γ2(G) ≥ . . . ≥ γn(G) ≥ . . . ,

where each γn+1(G) = [γn(G), G], the subgroup of G generated by all commutators

[x, y] = x−1xy = x−1y−1xy with x in γn(G) and y in G.

b) If the lower central series of G terminates in the trivial subgroup, say γn(G) >

γn+1(G) = 1, then G is nilpotent of (nilpotency) class c(G) = n.

Coclass describes the relation between the order of a finite p-group and its class.

Definition 1.3. The coclass of a finite p-group G of order pn is cc(G) = n− c(G).

One of the first major results in coclass theory is due to Blackburn [25] who obtained a

full classification of the 2- and 3-groups of maximal class. These groups can be defined

by “parametrised presentations”; these are group presentations whose defining relations

have exponents which are arithmetic expressions containing finitely many indeterminate

integers as parameters. For example we note from [25] that the isomorphism types of 2-

groups of maximal class with order 2n and n ≥ 4 are given by the following parametrised

presentations of dihedral, semi-dihedral, and generalised quaternion groups respectively.

D2n = 〈a, b | a2n−1 = 1, b2 = 1, ab = a−1〉

SD2n = 〈a, b | a2n−1 = 1, b2 = 1, ab = a2n−2−1〉 (1.1)

Q2n = 〈a, b | a2n−1 = 1, b2 = a2n−2
, ab = a−1〉

Any such classification for p ≥ 5 and coclass 1 is still not available but many deep results

on the structure of these groups are obtained during the investigation of p -groups of
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maximal class, for example see [18–20, 56–59]. In fact, inspired by Blackburn’s approach

to the groups of maximal class, Leedham-Green and Newman [60] started the more

general classification by coclass project. Together with Definition 1.3, Leedham-Green

and Newman proposed five conjectures, known as Conjectures A - E, on the structure

of the p-groups of a fixed coclass, we give more details in Section 3.1. These conjectures

were investigated over the past decades and finally the strongest one, Conjecture A, was

proved independently by Leedham-Green [52] and Shalev [83]. Both proofs used a wide

range of theories involving pro-p-groups and Lie algebras. A detailed account of the

proofs including further details and references is given in the book of Leedham-Green

and McKay [53]. The other conjectures, Coclass Conjectures B - E can be deduced from

Coclass Conjecture A, though this is not obvious; a discussion is included in Section 3.2.

Since all Coclass Conjectures have been proved, we call them Coclass Theorems. Along

the way coclass theory has delivered significant insight into the structure of the p-groups

of a fixed coclass. For example, Eick and Leedham-Green [35] introduced certain infinite

sequences of p-groups of fixed coclass, so-called infinite coclass sequences. It was then

proved that for each infinite coclass sequence the groups in this sequence can be described

by a parametrised presentation. An advantage of coclass sequences is that they allow one

to prove results for an infinite family of groups; results of this flavour have been obtained

for automorphism groups, Schur multipliers, character degrees, etc. For example, Eick

used these sequences in [31] to investigate the order of the automorphism groups of

finite 2-groups of fixed coclass. It is thus believed that the coclass project is capable of

producing a detailed description of finite p-groups. We note from [21] that an important

conjecture underpinning the coclass project is the following.

Conjecture 1.4. Let p be a prime and let r be a positive integer. The finite p-groups

of coclass r can be divided into finitely many periodicity classes such that the structure

of the groups in a periodicity class can be described in a uniform way. In particular all

groups in a periodicity class can be defined by a single parametrised presentation.

Conjecture 1.4 is vague since it has no precise definition of periodicity class. Later

investigations and research in this direction identified what a periodicity class could be,

we give more details in Section 2.2. In particular, we mention that Conjecture 1.4 is

proved for p = 2 and arbitrary r; Section 2.2.1 explains why the case p > 2 is significantly

more difficult. One can observe that if Conjecture 1.4 is true, then a classification of p-

groups by coclass is possible and that would be a powerful step towards understanding of

p-groups. However, there is only partial evidence available in full support for the above

conjecture. We refer to [17–20, 34, 35, 53] for details, also see Section 2.2 for a brief

discussion. In particular, Newman, Leedham-Green and McKay [35, 53] suggested that

p-groups of coclass greater than 1 are more difficult to classify. In fact, there is still no

classification available even for maximal class. We refer to the book [53] for more details
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and references. We now discuss one of the most important tools in coclass theory, that

is, the coclass graph.

The coclass graph G(p, r) associated with the finite p-groups of coclass r is an infinite

(directed) graph which is defined as follows.

Definition 1.5. The vertices of G(p, r) are the isomorphism types of finite p-groups of

coclass r where a vertex is identified with a group representing its isomorphism class.

Two vertices G and H are connected G→ H if and only if G ∼= H/γc(H)(H).

When visualising (parts of) G(p, r), groups of the same order are normally pictured on

the same level and smaller groups above larger ones. This way, the direction of an edge

is always from top to bottom, so we can leave out arrows. One of the easiest and best

known examples is given in Figure 1, the coclass graph G(2, 1): this graph consists of

the Klein 4-group V4, the cyclic group C4 of order 4, the groups D8 and Q8, and the

groups in (1.1).

V4 C4

D8 Q8

D16 Q16 SD16

D32 Q32 SD32

Figure 1: The coclass graph G(2, 1).

Towards Conjecture 1.4, the structure of coclass graphs has been studied in detail and

along the way many useful results were obtained. Many explicit computations of parts of

coclass graphs have revealed surprising periodic patterns, which in some cases have been

proved (on a group-theoretic level). It is one of those important results that says that a

coclass graph can be partitioned into a finite subgraph, and finitely many infinite trees,

so-called coclass trees, each having exactly one infinite path (mainline) starting at its

root; a detailed description and properties of coclass graphs are discussed in Chapter 2.

Since the general structure of G(p, r) is determined by the structure of its coclass trees,

the main aim of coclass theory in recent years is to understand these trees in more

detail. There are two promising approaches to investigate coclass trees. First, one

attempts to study the mainline groups via so-called infinite pro-p-groups: there is a

one-one correspondence between the mainlines of coclass trees and certain infinite pro-

p-group of coclass r, see Section 3.1. In particular, for a fixed coclass tree, the groups
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on its mainline are the nilpotent quotients of the associated infinite pro-p-group. One

important kind of such pro-p-groups is the uniserial p-adic space group; a brief discussion

is given in Section 1.2. Second, the structure of the groups in a coclass tree can be studied

by investigating the so-called skeleton groups. Those groups played an important role

in the investigation of some special coclass graphs, such as G(3, 2) in [34].

It is the aim of this thesis to enhance coclass theory by exploiting both of these ap-

proaches; the next sections give an outline of our contributions.

1.2 Uniserial p-adic space groups

Let Qp and Zp be the field of p-adic numbers and the ring of p-adic integers respectively.

The additive group of p-adic integers (Zp,+) is a classic example of pro-p-groups; these

groups are inverse limits of finite p-groups; details are provided in Example 3.2. For

example, Zp is the inverse limit of the groups Z/pnZ with n ∈ N, where the homomor-

phisms Z/piZ→ Z/pjZ are defined by z + piZ 7→ z + pjZ for all j ≤ i. As a result, the

elements of Zp can be considered as sequences (an)n∈N such that each an ∈ Z/pnZ and

ai ≡ aj mod pjZ for j ≤ i and the addition is done pointwise.

The definition of coclass can be extended to infinite pro-p-groups: the coclass of an

infinite pro-p-group S with nilpotent quotients Sj = S/γj(S) for j ≥ 2 is defined as

cc(S) = r if there is an integer t such that Sj is a finite p-group of coclass r for all j ≥ t.
Any such pro-p-group will define an infinite path St → St+1 → . . . in the coclass graph

G(p, r). On the other hand, the inverse limit of the groups on the infinite path of a coclass

tree in G(p, r) is an infinite pro-p-group of coclass r. For example the inverse limit of the

groups in the mainline of G(2, 1) is the infinite dihedral group; that is D8 → D16 → · · ·
yields lim

←
D2n = lim

←
C2 n C2n = C2 n Z2 with C2 acting via inversion on Z2.

Interestingly, Coclass Theorem D shows that there are only finitely many isomorphism

types of infinite pro-p-groups of coclass r. It is known that such pro-p-groups are closely

related to uniserial p-adic space groups. A detailed description of such groups is given

in Section 3.1. Here we briefly discuss the definition. We denote d copies of the abelian

group (Zp,+) and (Qp,+) by Zdp and Qd
p respectively for any positive integer d. We

start with the definition of uniserial action from [53, Section 7.4]. A finite p-group P

acts uniserially on a ZpP -module T if [T : Ti] = pi for all i ≥ 0 where T0 = T and Ti =

[Ti−1, P ] for all i ≥ 1. Here [Ti−1, P ] is the subgroup of Ti−1 generated by the elements

−t + tg where t ∈ Ti−1 and g ∈ P . The linearly ordered series T = T0 > T1 > T2 > . . .

is the uniserial series for this action. A uniserial p-adic space group S of dimension d is

an extension of T ∼= Zdp by a finite p-group P where P acts faithfully and uniserially on
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T . For such a uniserial p-adic space group, P is called the point group and T is called

the translation subgroup of S. Since these uniserial p-adic space groups are important,

a constructive classification for determining these groups is thus considered to be an

important tool for the investigation of G(p, r). For odd primes there is an algorithm,

given by Eick [30] to determine these space groups. However the case p = 2 remained

open and only special instances of point groups were considered in [44]. One aim of this

thesis is to fill this gap and to complete the constructive classification of uniserial p-adic

space groups for all primes; details are given in Chapter 7.

1.3 Skeleton groups

Since the structure of coclass trees is in general very intricate, one possible way to look

into these trees is to first restrict attention to certain subgraphs. One such important

subgraph is the graph spanned by skeleton groups. These groups are twisted finite

quotients of the pro-p-group associated with the coclass tree. It is to be noted that the

main difficulty towards proving Conjecture 1.4 is that so far there is no method known

to take account of the groups in a coclass tree which are far away from a mainline group.

Skeleton groups can provide a meaningful approach to overcome this difficulty. Since

Conjecture 1.4 is proved for p = 2, we assume that p is an odd prime in the following.

Motivated by the results in [53], we prove in Theorem 4.19 that almost every group in

the graph G(p, r) is close (of distance bounded in p and r) to a skeleton group. Skeleton

groups therefore determine the general structure of coclass graphs. These groups are

studied in [17–20, 34] for special cases motivated by so-called constructible groups defined

in [53, Section 8.4]. One aim of this thesis is to introduce a systematic treatment of the

skeleton groups of any coclass. To define skeleton group in a coclass tree, one starts

with the associated uniserial pro-p-group S. If S has translation subgroup T and point

group P , then the skeleton groups are defined as extensions of a twisted quotient of

T (twisted by a ZpP -module homomorphism γ : T ∧ T → T ) by the point group P .

The detailed description is provided in Chapter 4. An immediate problem is to decide

when two homomorphisms lead to isomorphic skeleton groups. Only special instances

of this problem are discussed in current literature, for example see [18, 20, 34]. One

aim of this thesis is to study this isomorphism problem in a more general context. An

isomorphism between skeleton groups induced by the automorphism of S is called an

orbit isomorphism in [34]; this situation is particularly interesting since it means that

the construction of skeleton groups up to isomorphism depends solely on the structure of

S. However, it is also shown in [34] that there exist exceptional isomorphisms between

skeleton groups which are not induced by automorphisms of S. We investigate some cases

where all isomorphisms between skeleton groups can be realised by orbit isomorphisms,
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see Chapter 5. These results will be utilised in Chapter 6 to derive some new structure

results for coclass trees. The contents of the Chapters 4 and 5 are published in [22].

1.4 Outline of the thesis

• Chapters 2 and 3 are dedicated towards preliminary definitions and results. In

these chapters we will also introduce the notations required to describe coclass

graphs and pro-p-group of coclass r. These chapters contain the background for

the rest of the thesis.

• Chapter 4 is about skeleton groups. As mentioned before, we introduce a system-

atic description of skeleton groups; for example:

– We define skeleton groups for general coclass r, see Definitions 4.4 and 4.7.

– We show that almost every group in a coclass graph is close to a skeleton

group, see Theorem 4.19.

• The isomorphism problem of skeleton groups was investigated in special cases, for

example, p = 3 and r = 2 (see [34]) or p ≥ 3 and r = 1 (see [20]). In Chapter 5

we study the isomorphism problem in a more general situation; for example:

– We provide a complete solution of the isomorphism problem in two important

cases (pro-p-groups with cyclic or meta-cyclic point groups), see Section 5.2.2.

– We identified and corrected gaps in two proofs in [34] related to the isomor-

phism problem, see Remarks 5.2, 5.7 and 5.13.

Contents of Chapters 4 and 5 are published in [22].

• In Chapter 6 we discuss some properties and applications of skeleton groups which

do not admit exceptional isomorphisms. Based on our results in Chapter 5, we

improve a known periodicity result for coclass graphs, see Theorem 6.4. In The-

orem 6.43 we also provide a family of examples that shows that a conjectured

periodicity result in [18] (about “periodic parents”) cannot be true. This illus-

trates that despite the existence of several periodic patterns in G(p, r), it still

remains a challenge to use periodicity towards a proof of Conjecture 1.4 for odd p.

• In Chapter 7 we discuss uniserial 2-adic space groups. A theoretical insight into

these groups is important to understand the coclass trees in G(2, r). The results

of this chapter are motivated by the constructive classification of space groups for

odd primes given by Eick [35]. The case p = 2 is more complicated, because of the

existence of so-called quaternion point groups. Our main result is a constructive

classification similar to the odd prime case.



Chapter 2

The Coclass Graph G(p, r)

In this chapter, we discuss some known structural results for coclass graphs. A detailed

account of these results can be found in [18, 19, 34, 53]. Recall the definition of coclass

and coclass graph from Chapter 1. A few more notations are needed for further discus-

sion. A group H in G(p, r) is a descendant of a group G if G = H or if there is a path

from G to H in G(p, r). If this path has length 1, then H is an immediate descendant of

G and G is called the parent of H. A group G in a coclass graph is called terminal if it

has no descendant except G itself. If this is not the case then G is called capable. One

example of a coclass graph is given in Figure 1. Another example of G(2, 2) is given in

Figure 2. However, structures of these graphs are relatively easy compared to the gen-

eral structure of coclass graphs. In order to understand the full scale of the complicacy

one can observe that except for few graphs like G(2, 1), G(3, 1) and G(5, 1) it currently

seems impossible to sketch significant parts of other coclass graphs. As mentioned in

Chapter 1, with finitely many exceptions, every group in G(p, r) lies in a coclass tree;

we first give a formal definition of these trees.

2.1 Coclass trees

The descendant tree of a group G in G(p, r) is the subtree of G(p, r) which is induced by

all descendants of G.

Definition 2.1. A coclass tree of G(p, r) is a descendant tree which is maximal with

respect to the property that its root is the initial vertex of exactly one infinite path.

This unique maximal path is the mainline of the coclass tree.

9
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For example, the coclass graph G(2, 1) has only one coclass tree and its mainline starts

from V4, see Figure 1. G(2, 2) has five coclass trees, see Figure 2 where the roots of the

coclass trees are indicated by the boxes.

As mentioned in the Introduction, coclass trees are uniquely associated with infinite

pro-p-groups of finite coclass; this relationship will be described in Chapter 3. Here we

only concentrate on the graph-theoretic structures and hence refrain from giving any

details on the related pro-p-groups.

The next theorem, which was obtained in the course of proving the Coclass Theorems,

describes the general structure of coclass graphs. Details can be found in [53, Corol-

lary 11.2.3]. Since the proof involves structural results of pro-p-groups, we give a brief

proof in Theorem 3.5 and Lemma 3.6.

Theorem 2.2. The graph G(p, r) consists of finitely many coclass trees and finitely

many groups not lying in any coclass tree.

Figure 2: The coclass graph G(2, 2) and the roots of its coclass trees.

We now need some more notation to describe coclass trees. The depth of a vertex in a

rooted tree is its distance from the root, and the depth of a rooted tree is the maximum

depth of a vertex in the tree. The width of a rooted tree is the maximum number of

vertices at the same depth.

Definition 2.3. Let T be a coclass tree with mainline S1 → S2 → . . ..

a) The j-th branch Bj of T is the subtree of T induced by all descendants of Sj which

are not descendants of Sj+1. For a positive integer k, denote by Bj [k] the subtree of

Bj induced by the groups of depth at most k in Bj .

b) For a positive integer k, the shaved coclass graph Gk(p, r) is the subgraph of G(p, r)

induced by the mainline groups of the coclass trees in G(p, r) and their descendants

of distance at most k.
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Thus, by construction, the branches of a coclass tree are finite subtrees which are pairwise

disjoint and connected via the mainline, see Figure 3.

Figure 3: Branches of a coclass tree.

Theorem 2.2 describes the general structure of a coclass graph, but it remains to describe

the structure of its coclass trees. For example, it is known that G(p, 1) has only one

coclass tree; if p ≥ 7, then the set of widths of its branches is unbounded, see [20,

Corollary 1.2]. In fact, the size of the branches increases too fast for a reasonable amount

of computational examination. Even the branches of the coclass tree of G(5, 1) are much

more complicated then the branches we have seen in G(2, 1) and G(2, 2); Figures 4 and 5

display the branches B14 and B18 of G(5, 1) having roots of order 514 and 518; in these

figures, a vertex labelled with an integer m stands for m terminal immediate descendants

of the corresponding parent; we refer to [17, Chapter 10] for more details.

Many computer experiments suggest that significant parts of the branches in a coclass

tree exhibit periodic patterns; this is well illustrated in the graphs shown in Figures 1

and 2; see also Figures 4 and 5. A good deal of current research, for example [17, 18, 20],

is now concentrated on studying periodicity results. We discuss some of these results in

the following sections.

2.2 Periodicities

Motivated by the observed periodic patterns and the success for p = 2, one aims to find

a finite description of coclass graphs for all prime and coclass. This will also allow to

draw conclusions from these graph-theoretic structures to the structure of the groups
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Figure 4: B14 of the coclass tree in G(5, 1).

Figure 5: B18 of the coclass tree in G(5, 1).
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involved. Towards this aim one considers the following conjecture, see [17, Section 1.1.2];

this is a weaker version of Conjecture 1.4.

Conjecture 2.4. Let p be a prime and r be a positive integer. The coclass graph G(p, r)

can be described by a finite subgraph and periodic patterns.

Newman and O’Brien examined the coclass graph G(2, r) in detail and suggested that

Conjecture 2.4 is true for G(2, r), see [73]. They proposed Conjecture P which is proved

independently by du Sautoy [25] and later by Eick and Leedham-Green [35]. Since

Conjecture P is now proved, we denote this as Theorem P.

Coclass Theorem P. If T is a coclass tree of G(2, r) with branches B1,B2, . . . , then

there exists an integer d = d(T ) such that, up to finitely many exceptions, for j ≥ 1 the

branches Bj and Bj+d are isomorphic as rooted trees.

Theorem P is the first evidence towards Conjecture 2.4. The proof was first completed

by du Sautoy [25] using zeta functions and model theory. This proof was a qualitative

version of the conjecture and was non-constructive in the sense that one cannot obtain

any information of the groups involved. The constructive proof by Eick and Leedham-

Green [35] is based on an explicit group-theoretic construction. In fact, the results of du

Sautoy, Eick and Leedham-Green not only hold only for p = 2, but also for any shaved

coclass tree for any prime p and fixed coclass r ≥ 1. These results lead to what is now

known as periodicity of type I.

2.2.1 Periodicity of type I

The periodicity of type I deals with shaved coclass trees Gk(p, r). It says that for a

chosen depth k and for all large enough n, the shaved branch Bn[k] repeats itself in

some subsequent branches. We first state the result here, see also Figure 6.

Theorem 2.5. If T is a coclass tree in G(p, r) with branches B1,B2, . . . then for every

positive integer k, there exist integers f = f(T , k) and d = d(T ) such that, for every

n ≥ f , there is a graph isomorphism πn : Bn[k]→ Bn+d[k].

Theorem 2.5, also known as the periodicity of type I, shows that the shaved coclass graph

Gk(p, r) can be described by a finite subgraph and periodic patterns. The constructive

proof in [35] is based on an explicit group-theoretic construction and describes the groups

in a coclass tree T as suitable group extensions and then uses cohomology theory to

deduce the required graph isomorphisms. In this approach, detailed information on the

periodicity is uncovered. Importantly, the explicit description of the graph isomorphisms

helps to describe the structure of the groups involved. The proof also provides explicit
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Figure 6: Periodicity of type I.

bounds for the parameters mentioned in Theorem 2.5. As a result of these explicit

bounds, the periodicity of type I tells us that if there is an upper bound for the depths

of all branches of a particular coclass tree, then the whole coclass tree can be constructed

from a finite subtree with finitely many calculations using periodicity of type I. The latter

holds for all coclass tree if p = 2. Consequently it is shown in [35] that the 2-groups of

coclass r can be described by finitely many parametrised presentations with one integer

parameter, similar to the groups in (1.1). This proves Conjecture 1.4 for p = 2 and

generalises (1.1). However the case p ≥ 3 is widely open because in general there is no

bound for the depths of all branches of a particular coclass tree.

The periodicity of type I is significantly improved in the case of coclass 1 by Dietrich [19].

We briefly summarise the results related to this improvement; details can be found in

[17–19]. Fix a prime p ≥ 7 and consider the graph G(p, 1) (the case p ≥ 5 is similar

but needs some technical adjustments). Let en = max{0, n− 2p+ 8} and cp = 4p− 19.

The following results have been proved in [17, Theorem 2.6] and [19, Theorem 1.1]; see

Figure 7 for an illustration.

Theorem 2.6. Using the notation of the previous paragraph the following hold.

a) If n ≥ p+ 1, then Bn[en] ∼= Bn+p−1[en] as rooted trees.

b) The depth of Bn is at least en and at most en + cp.

Eick and Leedham-Green [35] determined an upper bound for the parameter f mentioned

in Theorem 2.5. Using these bounds for coclass 1, one can show that a shaved subtree

of Bn of depth approximately n/6d can be embedded into Bn+d where d = p − 1. In

contrast, the periodicity result in Theorem 2.6 embeds the subtree of Bn of depth en ≈ n
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Figure 7: Periodicity of type I for coclass 1 where d = p− 1.

into Bn+p−1. Thus Theorem 2.6 is a stronger version of the periodicity of type I as given

in Theorem 2.5. In this thesis we demonstrated a similar improvement for a special class

of skeleton groups see Theorem 6.4 for details.

In general, it is not possible to describe whole coclass graph in general using the period-

icity of type I. The difficulties are two-fold. One problem is that the number of coclass

trees in G(p, r) grows quickly as r grows. Eick [30, Section 6] showed that G(3, 3),G(3, 4),

and G(5, 3) already have more than 103, 1011, and 1016 coclass trees respectively; this

makes an explicit classification nearly impractical with a few exception like p = 2. An-

other problem is that for odd primes the set of depths of the branches in a coclass tree is

usually unbounded. In fact from [35, Remark 4] we can see that there exists an integer

k such that almost all vertices of G(p, r) are contained in Gk(p, r) only if either p = 2,

or both p = 3 and r = 1. This explains why not all coclass graphs can be described

using the periodicity of type I: for odd primes, it is necessary to consider the unbounded

growth of the branches. The aim is to use a second periodic pattern to describe the

growth of the branches. It seems to be true that descendant tree of a group deep enough

in a branch is isomorphic to the descendant tree of a group in a previous branch. In

order to describe the coclass tree by a finite calculation, we need a description of the

said isomorphisms. The periodicity results that take account such branches are known

as periodicity of type II. Currently this is investigated by considering periodic parents,

see [18, 20] for details. But there is still not enough evidence to support Conjecture 1.4.

However, partial evidence is available for special cases, see [20, 34] for details. We briefly

discuss these in the next section.
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2.2.2 Periodicity of type II

Let us fix a coclass tree T with branches Bn for n ≥ 1. Let k be an integer and define

the k-step descendant tree Dk(G) of a group G in Bn as the subtree of Bn induced by

the descendants of distance at most k from G. Let the depth of the branch Bn in T
be Mn. Also suppose mn is as large as possible such that Bn[mn] ∼= Bn+d[mn]. So by

Theorem 2.5, for suitably chosen n, the shaved branch Bn+d[mn] can be constructed

from Bn[mn]. Let rn = Mn+d −mn; we recall from Theorem 2.6 that for a fixed prime

p and coclass 1, we have rn = p − 1 (a constant in p) which might not be true in

general. So, if the branches have unbounded depths (there is no upper bound for all

Mn), then in order to describe the coclass tree, we need to describe the groups in Drn(G)

for every group G at depth mn in Bn+d. Computer experiments [18] suggest that for

r = 1 and p = 5, 7, 11, almost always the unique ancestor H at distance p − 1 from G

satisfies Dp−1(G) ∼= Dp−1(H), see Figures 4 and 5. Hence, one expects that, in general,

for a given group G at depth mn, there is a group H at depth mn − rn such that

Drn(H) ∼= Drn(G) in Bn+d , see Figure 8. In [18], such a group H is called a periodic

parent of G.

Figure 8: Periodic parent.

Computer experiments for p ≥ 7 suggest that there are infinitely many groups (deep

within the branches) for which the (p− 1)-step parent is not a periodic parent; in fact,

we prove in Theorem 6.43 that there is an infinite family of groups in G(7, 1) where this

fails. However, a modified result for coclass 1 is obtained in [18, Theorem 1.2].

Theorem 2.7. Consider G(p, 1) with p ≥ 5 and p ≡ 5 mod 6. Write d = p− 1. There

is an integer n0 = n0(p) such that, for all n ≥ n0, the following holds. Let G be a group
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at depth en in Bn+d having immediate descendants and let H be the d-step parent of G.

If the automorphism group of H is a p-group, then H is a periodic parent of G.

In addition to Theorem 2.7, a stronger yet partial result for periodic parents in G(p, 1)

has been proved in [18, Theorem 1.3]. One can observe from [18] that the condition p ≡
5 mod 6 plays an essential role for these results to be true. Our results in Theorem 6.43

suggests that the statement of Theorem 2.7 is not true for p ≡ 1 mod 6.

Computer experiments for coclass greater than 1 also suggested some other interesting

periodic patters. Conjecture W [34] is one of them; it proposes a new periodicity that

could be used to describe the branches with unbounded depth, see Figure 9. We state

Conjecture W after introducing some required notation. Recall from Section 1.3 that

the skeleton groups are defined via some homomorphisms. Let Γj,k be the subgraph

induced by the skeleton groups of depth k in the branch Bj of a coclass tree. One can

verify that the periodicity of type I (as in Theorem 2.5) induces a bijection between the

skeleton trees Γj,k and Γj+id,k for each i ≥ 0. If G ∈ Γj+id,k then let G be its image in

Γj,k under this bijection.

Conjecture W. Let T be a coclass tree in G(p, r). Then there exist integers d = d(T )

and l = l(T ) such that if Bl+id for i = 0, 1, . . . is a sequence of branches in T of

unbounded depth then there exist integers k ≥ d and a map ν : Γl,k → Γl,k−d that

satisfies the following: if G is in Γl+id,k, and H is in Γl+(i−1)d,k−d such that ν(G) = H,

then the descendant trees of G and H are isomorphic.

Figure 9: Conjecture W.
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Following Theorem 2.5, for every k one can arrange the infinitely many branches of a

coclass tree into d sequences such that Bn[k] = Bn+id[k] for i ≥ 0 and large enough n.

The theorem then completely describes a sequence of branches of bounded depth k.

Recall from Section 1.3 that almost every group in the graph G(p, r) is close (of distance

bounded in p and r) to a skeleton group. Hence, Conjecture W, if true, along with this

fact is capable of describing a sequence of branches of unbounded depth. We briefly

illustrate how this can be done; we refer [34, Section 9] for details. Consider a coclass

tree T with branches B1,B2, . . . having unbounded depth. We first choose an explicit

value of k. The periodicity of type I implies that, for fixed l ≥ f(T , k), the graphs

Bl+id[k] are all isomorphic for all i ≥ 0, and hence may be constructed using finite

calculations, see Theorem 2.5. If Conjecture W is true then the descendant tree of

G ∈ Γl+d,k is isomorphic to the descendant tree of the image H of ν(G) ∈ Γl,k−d in

Γl+(i−1)d. Thus the subgraph of Bl+d containing both the skeleton groups of depth at

most k and the descendants of groups at depth k may be constructed. Now the subgraph

of Bl+2d containing both the skeleton groups of depth at most k and the descendants of

groups at depth k can be constructed from the corresponding subgraph of Bl+d and the

map ν using Theorem 2.5. The corresponding subgraphs of Bl+id for all i > 0 can be

constructed recursively in the same way. Thus, the complete graphs Bl+id for all i > 0

may be constructed by a finite calculation using Theorem 2.5 provided Conjecture W is

true. We note from [34] that the central difficulty in proving Conjecture W is finding a

description for the map ν. The investigations of G(3, 2) and G(5, 1) suggest that ν can

be defined by taking the d-step parent of a given group.

The periodicity of type I and the results related to periodic parents in case p ≡ 5 mod 6

produced a great insight into the structure of G(5, 1); see [18, 19]. We recall some of

the related results from [18, 19], a brief historical description can also be found in [20,

Appendix A]. The investigation of the structure of G(5, 1) started with the work of

Newman [72]. Later Dietrich, Eick and Feichtenschlager [21], did extensive computer

experiments which suggest in G(5, 1) the following might be true: Bn[n−1] ∼= Bn+4[n−1]

and Bn+4 \ Bn+4[n− 1] ∼= Bn \ Bn[n− 5] for all large enough n. Afterwards Dietrich [18]

proved that Bn[n−4] ∼= Bn+4[n−4] and Bn+4[n]\Bn+4[n−4] ∼= Bn[n−4]\Bn[n−8] for

all large enough n. These periodicity results describe G(5, 1) almost completely except

the groups which are at the last 4 levels in the branches, see also Figures 4 and 5.

The structure of the branches in G(p, r) is still wide open and very little is known about

these graphs. Conjecture W, if true, will be a powerful tool to investigate the branches

with unbounded depth. This is because of the fact that almost every group in a branch,

however deep, is at a bounded distance (in terms of p and r) from a skeleton group;

we will elaborate this result in Chapter 4. Recently a fair amount of research work has

been done on skeleton groups and often periodicity results are first investigated for the
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skeleton subgraphs. The recent investigation in [20] (for odd p and r = 1) illustrates

this well; it provides the first evidence supporting Conjecture W for coclass trees with

branches of unbounded widths. Motivated by these results, we discuss skeleton groups

in Chapters 4 and 5.



Chapter 3

Infinite Pro-p-Groups of Coclass r

This chapter aims to introduce the results related to infinite pro-p-groups of fixed coclass

that play an important role in the structure of coclass graphs. The results in this chapter

can be found in [23, 30, 51, 53–55, 65]

3.1 Infinite pro-p-groups and coclass graphs

The inverse limit of the groups in the mainline of any coclass tree is a special type of

infinite pro-p-group. Here we give a detailed description of these groups. For further

details we refer to the book by Dixon, du Sautoy, Mann and Segal [23, Chapter 10].

Definition 3.1. a) A partially ordered set (I,≤) is said to be inductively ordered if

for all i, j ∈ I there exists k ∈ I such that i ≤ k and j ≤ k.

b) Let (I,≤) be an inductively ordered set and {Gi | i ∈ I} be a family of groups with

surjective homomorphisms {θij : Gi → Gj | j ≤ i} such that θjk ◦ θij = θik for all

k ≤ j ≤ i. Then ({Gi}i∈I , {θij}j≤i) is called an inverse system of groups . Its inverse

limit is defined as the subgroup G of
∏
i∈I Gi consisting of the elements (gk)k∈I such

that if j ≤ i then θij(gi) = gj . We write G = lim←−Gi.

c) A pro-p-group is the inverse limit of an inverse system of finite p-groups.

If every Gi in the above definition is a finite group, then we can furnish
∏
i∈I Gi with

the product topology of discrete spaces. In this way, the inverse limit with the induced

topology becomes a topological group, that is, a group which is a topological space such

that group multiplication and inversion are continuous. In this thesis, we will not focus

on the topological structure of a pro-p-group but the notion of closed or open subgroups

of any such group will be followed according to the said definition of topological group,

we refer to [53, Section 7.1] and [23, Chapter 1].

20
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We can see from Definition 3.1 that any finite p-group is a pro-p-group. The classical

infinite example is the additive group of p-adic integers Zp.

Example 3.2. Let p be a prime and for all n ≥ 1 let Z/pnZ be the additive group

of integers modulo pn. Consider N as an inductively ordered set with natural order ≤
and let F = ({Z/piZ}i∈I , {θij}j≤i) be the inverse system of groups where θij : Z/piZ→
Z/pjZ is defined by z + piZ 7→ z + pjZ for j ≤ i. Then the inverse limit of F is Zp.
Every integer m defines a p-adic integer by defining a sequence (m mod pn)n∈N.

Remark 3.3. Following Example 3.2, it can be seen from [23, Lemma 1.24 and Defini-

tion 1.25] that for every pro-p-group G, there is a natural Zp-action where each z ∈ Zp
acts on g ∈ G as gz = lim←− g

zn with zn = z mod pn. Note that, if g, h ∈ G commute

and y, z ∈ Zp, then gy+z = gygz, (gy)z = gyz, and (gh)z = gzhz. In particular, if G

is abelian, then G is a Zp-module. We note that a group G is finitely generated as a

pro-p-group (that is as a topological group), if there exists a finite subset X ⊆ G such

that the only open subgroup of G containing 〈X〉 is G. For example, (Zp,+) is generated

(topologically) by {1}, whereas 〈1〉 = (Z,+) as abstract groups. In this context we note

from [23, Chapter 1] that if G and H are pro-p-groups and G is finitely generated, then

every abstract group homomorphism G → H is continuous. This means every homo-

morphism from a finitely generated pro-p-group G to a pro-p-group H is compatible

with the Zp-action. In particular, the identity map G → G is continuous and, hence,

the topology of G is determined uniquely by the group structure, see also [17, Section

5.2].

The definition of coclass can be extended to infinite pro-p-groups, see [53, Defini-

tion 7.4.1].

Definition 3.4. A pro-p-group S with nilpotent quotients Sj = S/γj(S) has coclass

cc(S) = r if there is an integer t such that Sj is a finite p-group of coclass r for all j ≥ t.
This is equivalent to saying that St is a finite p-group of coclass r and γi(S)/γi+1(S) has

order p for all i ≥ t.

By definition, every infinite pro-p-group S of coclass r yields an infinite path St →
St+1 → . . . in the coclass graph G(p, r); in the following, the label of the branch Bn is

usually chosen such that Bn has root Sn = S/γn(S). On the other hand, the inverse limit

of the groups on an infinite path in G(p, r) is an infinite pro-p-group of coclass r. For

constructing these pro-p-groups, up to isomorphism, the inverse limit does not depend

on the chosen epimorphisms, see [23, Chapter 10]. The following is one of the central

theorems in coclass theory which relates the isomorphism types of infinite pro-p-groups

of coclass r with the coclass trees in G(p, r). Given the importance of these pro-p-groups,

we include a proof as given in [23, page 267].
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Theorem 3.5. There is a one-one correspondence between the isomorphism types of

the infinite pro-p-groups of coclass r and the coclass trees of G(p, r).

Proof. First consider a mainline G1 → G2 → . . . in G(p, r). Since Gn+1 and Gn are

connected in the coclass graph G(p, r), we can form a family of surjective homomorphisms

φn : Gn+1 → Gn. Taking the inverse limit, G = lim
←

Gn is an infinite pro-p-group.

Note that each |Gn| = pc+n−1+r where c = c(G1). As a result we have kerφn =

γc+n(Gn+1). We first show that the infinite pro-p-group G is independent of the chosen

epimorphisms. Suppose there is is a second family of epimorphisms ψn : Gn+1 → Gn,

and and let Gφ and Gψ be the inverse limits with respect to φn and ψn, respectively.

Using [23, p. 267; Excercise 1(i)], for every fn ∈ Aut(Gn) we find fn+1 ∈ Aut(Gn+1)

such that φn ◦ fn+1 = fn ◦ ψn. This produces an inverse system of groups given by

. . . → Aut(Gn+1) → Aut(Gn) → . . . and since φn ◦ fn+1 = fn ◦ ψn for all n, we

deduce Gφ ∼= Gψ, see [23, p. 267; Excercise 1(ii)]. This shows that G is independent

of the chosen epimorphisms. In order to show that G has coclass r, we consider the

natural projections πn : G → Gn. Suppose Kn = kerπn. Since |Gn| = pc+n−1+r and

kerφn = γc+n(Gn+1), there is some N such that |G : Knγi+1(G)| = pi+r for all i ≥ 1

and n ≥ N . This in turn shows that G/γn(G) is a finite p-group and it has coclass r for

all n ≥ N . Hence G has coclass r.

Conversely, let G be an infinite pro-p-group of coclass r; let m ≥ 1 be as small as possible

such that |G/γi+1(G)| = pi+r for all i ≥ m. We take Hi = G/γm+i(G) for i ≥ 1 with the

natural projection maps. By definition each Hn is a finite p-group of coclass r and, by

[23, p. 267; Excercise 2], it follows that G = lim
←

Hn. Thus the groups {Hn | n ∈ N} form

a mainline in G(p, r) which corresponds to the infinite pro-p-group G of coclass r.

Coclass Theorem D (see Section 3.2 for the statement) shows that there are only finitely

many isomorphism types of infinite pro-p-group of fixed coclass r. Recall that The-

orem 2.2 tells us that there are finitely many coclass trees and finitely many groups

outside these trees in any coclass graph. In view of Theorem 3.5, to complete the proof

of Theorem 2.2, it now remains to show that there are only finitely many groups outside

the coclass trees of a coclass graph. The proof below is based on the results provided in

[53, Chapter 4].

Lemma 3.6. In any coclass graph G(p, r), there are only finitely many groups outside

the coclass trees.

Proof. Let S be a family of pairwise non-isomorphic finite p-groups of coclass r such

that no group in S is part of any coclass tree in G(p, r). We show that S is finite.

Assume for a contradiction that S is infinite. Now let S1 = S and X1 = 〈1〉. By
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assumption, the groups G/γ2(G) with G ∈ S1 all have order at most pr+1. Hence the

groups {G/γ2(G) | G ∈ S1} fall into a finite number of isomorphism classes. Thus, there

are infinite subset S2 ⊆ S1 and a group X2 such that S2 = {G ∈ S1 | G/γ2(G) ∼= X2}.
Inductively we can form a chain of infinite subsets S1 ⊇ S2 ⊇ . . . of S and a sequence

of groups X1, X2, . . . such that G/γi(G) ∼= Xi for all G ∈ Si. As a consequence we have

Xi+1/γi(Xi+1) ∼= Xi. Thus the inverse limit of the groups Xi forms an infinite pro-p-

group, say R. In addition, for all i > 1 there is G ∈ S such that G/γi(G) ∼= R/γi(R).

Since every G ∈ S has coclass r it follows from [53, Corollary 11.1.5] that R has coclass

r. Theorem 3.5 shows that R corresponds to coclass tree, say TR, and there will be some

group H ∈ S1 such that H ∈ TR, a contradition. Hence, S is finite.

Theorem 3.5 and Theorem D tell us that there are only finitely many coclass trees in a

coclass graph. By Lemma 3.6 we see that there are finitely many groups outside these

coclass trees; this completes the proof for Theorem 2.2.

3.1.1 Structure of infinite pro-p-groups

In this section we briefly discuss some of the important structural results for an infinite

pro-p-group of finite coclass. We start with the definition of uniserial action.

Definition 3.7. A finite p-group P acts uniserially on a ZpP -module T if [T : Ti] =

pi for all i ≥ 0 where T0 = T and Ti = [Ti−1, P ] for all i ≥ 1. Here [Ti−1, P ] is the

subgroup of Ti−1 generated by the elements −t + tg where t ∈ Ti−1 and g ∈ P . The

linearly ordered series T = T0 > T1 > T2 > . . . is the uniserial series for this action.

The following lemma connects certain subgroups of an infinite pro-p-group with the terms

of its lower central series. The proof this lemma relies on many topological arguments, so

we refrain from giving the details here, rather we refer to [53, Section 7.4] for a complete

proof. This lemma will be used in the proof of many subsequent results.

Lemma 3.8. Let G be an infinite pro-p-group of finite coclass such that γi(G)/γi+1(G)

is of order p for all i ≥ u for some integer u. Then

a) G is finitely generated as a pro-p-group.

b) If j ≥ u then G/γj(G) acts uniserially on γu(G)/γj(G), and if N / G and γu(G) ≥
N ≥ γj(G), then N = γi(G) for some j ≥ i ≥ u.

The following, from [53, Lemma 7.4.10], is a structural result related to uniserial action.
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Lemma 3.9. Let P be a finite p-group acting uniserially on a ZpP -module T where the

terms of the uniserial series are given by Ti for i ≥ 0. If N is non-trivial ZpP -submodule

of T then there is j ≥ 0 such that N = Tj. Further if T ∼= Zdp for some positive integer

d then Ti+d = pTi for all i ≥ 0.

Proof. We first show that
⋂
Ti is trivial. Note that for any t > 0, the quotient T/ptT is

finite and so Ti ≤ ptT for some large enough i. This shows that
⋂
i Ti ≤

⋂
t p
tT which is

trivial. Now let N be a non-trivial ZpP -submodule of T . So N contains an element of

Ti \ Ti+1 for some i. As N is closed and Ti/Ti+1 is cyclic, it follows that N contains Ti.

Since N contains an element of Ti\Ti+1, we have N = Tj for some j ≤ i. This also proves

the last assertion of the statement as pTi is a ZpP -submodule and |Ti : pTi| = |Ti : Ti+d|
for all i ∈ Z.

Many structural results of an infinite pro-p-group depend on its hypercentre.

Definition 3.10. The upper central series of a group G is the sequence of subgroups

1 = Z0 /Z1 / · · ·/Zi / · · · , where each successive group is defined by Zi+1/Zi = Z(G/Zi).

The hypercentre Z∞(G) of G is defined as the union of the upper central series of G.

The next result, from [53, Lemma 7.4.4], describes the hypercentre of an infinite pro-p-

group of finite coclass.

Lemma 3.11. Let G be an infinite pro-p-group G of coclass r and let u be an integer

such that γi(G)/γi+1(G) has order p for all i ≥ u. Then the hypercentre H of G has

finite order ph for some h < r, contains every finite normal subgroup of G and intersects

γu(G) trivially. Additionally, G/H is a group of coclass r − h with trivial hypercentre.

Proof. Following the definition of the hypercentre, it is sufficient to prove that the centre

Z of G has finite order pz with z < r, has non-trivial intersection with every non-trivial

finite normal subgroup of G and intersects γu(G) trivially, and that G/Z has coclass

r − z. By Lemma 3.8 we find that G/γj(G) acts uniserially on γu(G)/γj(G) for all

j ≥ u. Note that the quotients γi(G)/γi+1(G) are all cyclic for all i ≥ u and hence γu(G)

must intersect Z trivially; otherwise G/γj(G) can not act uniserially on γu(G)/γj(G).

Since γu(G) has finite index, Z is of finite order pz; otherwise γu(G) can not intersect

Z trivially. Now let N be a non-trivial finite normal subgroup of G. Then N is a finite

union of conjugacy classes, each of order pi for some i. By the Orbit-Stabiliser Theorem,

we find that the number of conjugacy classes with just one element must be a multiple

of p and so N intersects Z non-trivially. Consider now j ≥ u; since γu(G) intersects Z

trivially, |G : γj(G)Z| = |G : γj(G)|p−z. Since G/γj(G)Z has nilpotency class at most

j, we have G/Z has coclass r − z where z < r.
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We conclude this section with the following two lemmas which will be used later in the

proof of Theorem 3.16.

Lemma 3.12. Let G be a pro-p-group of finite coclass which has trivial centre. Then

G contains a unique subgroup which is maximal with respect to being open normal self-

centralising abelian; this subgroup is a free Zp-module of finite rank.

Proof. We describe the proof as given in [53, Corollary 7.4.5 and Lemma 7.4.8]. Since

G has finite coclass, there is a positive integer u such that γi(G)/γi+1(G) has order p for

all i ≥ u. Now Coclass Theorem C (see Section 3.2 for the statement) shows that G is

soluble, and so the last non-trivial term A of the derived series of γu(G) is an open abelian

normal subgroup of G. Let T be a maximal open abelian normal subgroup of G. The

topological argument in [53, Lemma 7.2.2(v)] shows that T is finitely generated; hence

the torsion subgroup T̂ of T is a finite normal subgroup of G. So by Lemma 3.11 we see

that T̂ is trivial. This shows that T is a free Zp-module of finite rank. Let C = CG(T ).

Since T is an open normal subgroup, G/T is a finite p-group (see [23, Proposition 1.2]),

hence the normal subgroup C/T EG/T intersects Z(G/T ) nontrivially (see [80, 5.2.1]).

Thus, there exists a ∈ C \ T with aT ∈ Z(G/T ); now 〈T, a〉 is an abelian normal open

subgroup of G, contradicting the maximality of T . This proves that C = T , and T is

self-centralising. Let U be any other open abelian normal subgroup of G. Then U ∩ T
is open in T and hence contains pkT for some k. Since T is self-centralising, G/T acts

faithfully on T , and so also on U ∩ T ; recall that pkT ≤ U ∩ T . If u ∈ U , then uT acts

trivially on the abelian group U ∩ T , and so u ∈ T since G/T acts faithfully on U ∩ T .

This proves that U ≤ T , and the uniqueness of T follows from the maximality.

Lemma 3.13. Let G be a pro-p-group of finite coclass r. If G has trivial centre, then

G has an open normal subgroup T ∼= Zdp, where d = (p− 1)ps−1 where 1 ≤ s ≤ r for odd

p and 1 ≤ s ≤ r + 2 for prime 2.

Proof. We describe the proof as given in [53, Theorem 7.4.12]. From Lemma 3.12 we

see that G contains an open normal self-centralising abelian subgroup T which is a free

Zp-module of finite rank, say d; hence G/T acts faithfully on T . Let u be an integer

such that γi(G)/γi+1(G) has order p for all i ≥ u. Then by definition, G acts uniserially

on γu(G) and hence acts on T by Lemma 3.11. For any group H we denote by H [p], the

group generated by the p-th power of the elements in H. Note that, G/γi(G) is a finite

p-group of coclass r for all i ≥ u, and so by applying [53, Theorems 6.3.8 and 6.3.9] for

large j, there exists w such that if j ≥ w then γj(G)[p] = γj+d(G) and has index pd in

γj(G) where d = (p−1)ps−1 with 1 ≤ s ≤ r for odd p and 1 ≤ s ≤ r+ 2 for prime 2.
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Lemma 3.13 gives rise to the important class of infinite pro-p-groups of coclass r with

trivial centre. Such groups are called uniserial p-adic space groups. We discuss the

structure of these groups in the subsequent sections.

3.1.2 Uniserial p-adic space groups

In this section we discuss some properties of uniserial p-adic space groups and how

they are related to infinite pro-p-groups. The results in this section are based on [53,

Section 7.4]. We note from [53, Lemma 10.4.1] that if T = Zdp then the uniserial series

for T can be extended “to the left” as . . . ≥ T−2 > T−1 > T0 > T1 > T2 > . . . where

T−i = p−1T−i+d ≤ Qd
p for all i > 0.

Definition 3.14. a) A p-adic pre-space group S of dimension d is an extension of a

d-dimensional Zp-module T by a finite p-group P . If P acts faithfully on T then S

is called a p-adic space group.

b) Let T be a normal subgroup in a p-adic pre-space group S. If T is maximal with

respect to being open, abelian, torsion-free, and normal, then T is a translation

subgroup of S with corresponding point group S/T .

c) A p-adic pre-space group S is called split if there is a translation subgroup T such

that S is a split extension of T by a suitable point group; otherwise, S is called

non-split.

d) A p-adic pre-space group S is uniserial if there exists a translation subgroup on which

the corresponding point group acts uniserially. In addition, if the point group acts

faithfully, then S is a uniserial p-adic space group.

We now give an example of a uniserial p-adic space group. Before providing the details,

we briefly recall what a semidirect product of groups is. Given two groups N and

H such that H acts on N via a group homomorphism φ : H → Aut(N), we can

construct a new group H nφ N , called the (outer) semidirect product of N and H

with respect to φ, whose underlying set is H × N and the group operation is defined

as (h1, n1)(h2, n2) = (h1h2, φ(h2)(n1)n2). If the action of H on N is clear from the

context then we usually drop φ in the notation and simply write H n N . For the

following example we take θ to be a primitive ps-th root of unity over Qp for some

s ≥ 1 so that the ps-th local cyclotomic field is Qp(θ) and its valuation ring is defined

as Zp[θ] = {
∑ds−1

i=0 aiθ
i | ai ∈ Zp} where ds = ps−1(p− 1), a detailed description of these

structures are given in Section 4.1.2. The following is an illustration of [53, Example

7.4.14(ii)]. This will also serve as a standard example in later chapters.

Example 3.15. Let p be an odd prime, s ≥ 1 and T = (Zp[θ],+). So T is a Zp-module

of dimension ps−1(p − 1). Let κ = θ − 1 and denote by p the ideal of Zp[θ] generated
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by κ. Then p is the unique maximal ideal of the principal ideal domain Zp[θ] and the

residue class field Zp[θ]/p of Qp(θ) is isomorphic to Fp, the field of order p. For z ∈ N
define pz = {κzt | t ∈ T}. Let P be a cyclic group of order ps and generated by g.

We define an action of P on T via multiplication by θ, that is, tg
i

= θit. Let T0 = T

and following Definition 3.7 we have T1 = 〈−t + θt | t ∈ T 〉 = p and one can show by

induction that Tn = pn for all n ≥ 1. We note that pz/pz+1 and T/p are both cyclic of

order p for all z ≥ 1 and hence they are isomorphic. Thus |T : Ti| = pi for all i ≥ 1.

This shows that the action of P on T is uniserial. Also, we find that if tg
i

= t for all

t ∈ T , in particular 1g
i

= 1. Thus θi = 1 which shows that i ≡ 0 mod ps. So the action

is also faithful. Hence S = P n T is a uniserial p-adic space group.

We now state one of the central theorems on the structure of infinite pro-p-groups, see

[23, Theorem 10.1] and [53, Theorem 7.4.12].

Theorem 3.16. Let G be an infinite pro-p-group of coclass r which has trivial centre.

Then G is a uniserial p-adic space group which has an open normal subgroup T ∼= Zdp,
where d = (p−1)ps−1 with 1 ≤ s ≤ r for odd p and 1 ≤ s ≤ r+2 for prime 2. Moreover,

G/T has coclass r.

The proof of Theorem 3.16 can be found in [53, Section 7.4] and [23, Chapter 10]. Here

we briefly discuss the proof using Lemmas 3.12 and 3.13. We can now complete the

proof of Theorem 3.16.

Proof of Theorem 3.16. By Lemma 3.11, we see that G has a finite hypercentre H and

G/H is a pro-p-group with trivial centre and of coclass less than r. Lemma 3.13 shows

that G/H has an open normal subgroup T̃ which satisfies the conditions listed in the

theorem. Let u be an integer such that γi(G)/γi+1(G) has order p for all i ≥ u. Then

the pre-image in G of T̃ contains T = T̃ ∩ γu(G) and from the proof of Lemma 3.11 we

see that T is a free uniserial ZpP -module of dimension d.

The following result, which is an easy corollary of Theorem 3.16 and Lemma 3.13,

summarises the relation between the uniserial p-adic (pre)space groups and infinite pro-

p-groups, see [53, Theorem 7.4.12] and [53, Corollary 7.4.13] also for details.

Corollary 3.17. Every infinite pro-p-group G of finite coclass r is a uniserial p-adic

pre-space group of dimension ds = (p−1)ps−1 where 1 ≤ s ≤ r for odd p and 1 ≤ s ≤ r+2

for prime 2. If G has trivial hypercentre, then G is a uniserial p-adic space group.

In general a translation subgroup and the corresponding point group is not unique for a

pre-space group. However, the uniqueness holds for uniserial space groups. This follows

from Lemma 3.12 and Corollary 3.17. Thus we have the following, see [53, Lemma 7.4.8]

for details.
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Lemma 3.18. Every uniserial p-adic space group has a unique characteristic translation

subgroup and so each term of its uniserial series is also characteristic.

Notation 3.19. Unless mentioned otherwise, for the rest of the chapter, we will ab-

breviate “uniserial p-adic (pre)space group” by “p-adic (pre)space group” or simply

“(pre)space group” if the prime p is clear from context.

A large amount of research, for example [30, 51, 52, 60], has contributed towards the

determination of the structure of these space groups. A systematic description of these

results is given in [53, Chapters 7 and 10]. We provide some of those structural results in

the following sections. By definition, every space group is an extension of its translation

subgroup by its point group. We discuss these point groups in Section 3.1.3. Coclass

of a space group will be discussed in Section 3.1.4. It is an important result that every

non-split space group can be embedded into some split space group. We discuss these

in Section 3.1.5. This discussion will also prepare the background for Chapter 7 where

we will provide a constructive classification of uniserial 2-adic space groups.

3.1.3 Point groups

The aim of this section is to give an overview of the construction of possible point groups

for a space group. Results of this section are mainly from [53, Chapters 2, 4 and 10].

For a group H and a non-empty set Ω, the multiplicative group HΩ is defined as the

set of maps from Ω to H with pointwise multiplication f1f2(ω) = f1(ω)f2(ω) for all

f1, f2 ∈ HΩ and ω ∈ Ω.

Definition 3.20. Let H be a group, and let G be a finite group acting on a non-empty

finite ordered set Ω = (ω1, . . . , ωm). For g ∈ G and f = (f(ω1), . . . , f(ωm)) ∈ HΩ, define

fg ∈ HΩ by fg(ω) = (f(ωg
−1

1 ), . . . , f(ωg
−1

m )) for all ω ∈ Ω. Given Ω, the (permutational)

wreath product H o G is defined as the split extension G n HΩ. The subgroup HΩ of

H o G is the base group of the wreath product and can be identified with the direct

product of |Ω| copies of H.

Remark 3.21. We consider Definition 3.20 in the case when G is isomorphic to the

cyclic group Cps of order ps. In this case we take the regular (permutation) repre-

sentation of Cps , or equivalently assume that the fixed generator of G acts on the set

Ω = {1, . . . , ps} as the ps-cycle (1, 2, . . . , ps). As a result, for a finite group H, the wreath

product Cps o H can then be formed according to Definition 3.20. The base group of

Cps oH will be the ps-fold direct product of H.

Notation 3.22. For the rest of this chapter we fix an odd prime p and write

ds = ps−1(p− 1).



Chapter 3 Infinite Pro-p-Groups of Coclass r 29

The point groups of a space group have a well-understood structure and it follows from

[53, Section 10.2] that, up to conjugacy in GL(ds,Qp), the possible point groups in

dimension ds can be realised as subgroups of GL(ds,Zp). For odd primes, it can further

be shown that up to conjugacy in GL(ds,Qp) it is enough to consider subgroups of

GL(ds,Z). These kind of point groups are called rational point groups. For p = 2 and

s > 1, the situation is more complicated: in addition to the rational point groups, there

are point groups which are subgroups of GL(2s,Q2) but not of GL(2s,Q), and these

point groups cannot be conjugated into GL(2s,Q). It is known these point groups are

isomorphic to certain subgroups of the iterated wreath product of Q16 and s− 2 copies

of C2, where Q16 is the generalised quaternion group of order 16.

The above discussion shows that there is a significant difference between odd primes and

prime 2 for constructing space groups. For odd primes, Eick [30] has given a constructive

classification of uniserial p-adic space groups. The case p = 2 remained mostly open.

We will investigate this case in Chapter 7 and will provide the theoretical description

needed for the required constructive classification.

For odd p, we know from [53, Section 10.2] that the point groups of p-adic space groups

of dimension ds can be represented by some subgroups of W (s, p) where W (1, p) is a

cyclic subgroup of GL(p−1,Z) and W (s, p) = W (s−1, p)o〈Ms〉 for some cyclic subgroup

Ms ≤ GL(ds,Zp) for s ≥ 2.

Definition 3.23. The cyclic group W (1, p) ≤ GL(p− 1,Z) is generated by the matrix

A1 =



0 1 0 . . . 0

0 0 1 . . . 0
...

...
...

. . .
...

0 0 0 . . . 1

−1 −1 −1 . . . −1


and for s ≥ 2, the group W (s, p) ≤ GL(ds,Z) is generated by the matrices in the set

{Ms} ∪ {A∗ | A ∈W (s− 1, p)} where

Ms =



0 I 0 . . . 0

0 0 I . . . 0
...

...
...

. . .
...

0 0 0 . . . I

I 0 0 . . . 0


and A∗ =



A 0 0 . . . 0

0 I 0 . . . 0

0 0 I . . . 0
...

...
...

. . .
...

0 0 0 . . . I


.

with I and 0 being the identity and zero matrices, respectively, of dimension ds−1.
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For the purpose of constructing point groups, an alternative definition of W (s, p) is given

in [30] for odd p; the following is shown in [30, Theorem 17].

Theorem 3.24. Let U ∈ GL(ds,Zp) be a point group of a uniserial p-adic space group.

If p is odd then U is conjugate in GL(ds,Qp) to a subgroup of W (s, p) ≤ GL(ds,Z).

The statement of Theorem 3.24 is not true for p = 2. We consider this case in Section 7.4.

3.1.4 Coclass of space groups

The results mentioned in this section can be found in [53, Section 10.5]. Recall that the

p-adic valuation νp : Q→ Z ∪ {∞} can be defined by νp(0) =∞ and, for x 6= 0, by the

formula

x = pνp(x)a

b
, p - ab for some a, b ∈ Z,

see Section 4.1 for further details. The following result describes the coclass of a space

group, see [30, Theorem 1] for details.

Theorem 3.25. Let G be a p-adic space group with point group P and p odd. Then

s ≤ cc(G) ≤ ps−1 + . . .+ p+ 1 and the dimension of G is at most (p− 1)pcc(G)−1. If G

is split then the coclass of G is νp(|P |).

We conclude this section by giving an example of a space group of finite coclass.

Example 3.26. Let p be an odd prime. We show that the space group S obtained

in Example 3.15 is of finite coclass. We retain the notations used in Example 3.15

and take γ1(S) = S. We now calculate γ2(S). An arbitrary generator of γ2(S) is

given by (gi, x)−1(gj , y)−1(gi, x)(gj , y) where x, y ∈ T and i, j ∈ Z. A technical but

straightforward calculation shows that γ2(S) is generated by {(1, κt) | t ∈ T}. By

induction we can prove that γn(S) is generated by {(1, κn−1t) | t ∈ T} for any n ≥ 2.

Thus the terms of the lower central series of S are given by γ1(S) = S and γi(S) = pi−1

for all i ≥ 2. It is easy to see that S/κT ∼= P n T/κT . Hence we deduce that |S/κT | =
ps+1. This shows that S/γ2(S) is a group of finite coclass. Finally, |γi(S)/γi+1(S)| =

|pi−1/pi| = p for all i ≥ 2. We conclude that S has finite coclass.

3.1.5 Embedding

It is an important result that any non-split (pre)space group can be embedded into

some split (pre)space group. In this section we discuss this and some related results.

The content of this section is from [53, Section 10.4]. We begin with an example of a

non-split space group.
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Example 3.27. This is discussed in [34, p. 1250]. Let K = Q3(θ) be the ninth cy-

clotomic number field where θ is a primitive ninth root of unity. Write T = (Z3[θ],+)

which is a Z3-module of rank 6 generated by 1, θ, . . . , θ5. Let W be the group of order 81

generated by the permutations a = (1, θ, . . . , θ8) and y = (1, θ3, θ6). The action of W on

T is understood from the permutational structure of the elements of W . A straightfor-

ward calculation shows that the action is faithful and uniserial with the uniserial series

T > p1 > p2 > . . . where pn = (θ − 1)nT . Let b = (θ, θ4, θ7)(θ2, θ8, θ5) ∈ W . Hence

D = 〈a, b〉 and T both can be regarded as subgroups of W n T . Let S = 〈a, b(θ − 1)〉.
Clearly p is the kernel of the natural map from S onto D and hence S is a uniserial

3-adic space group which is not a split extension of T by D. Then S can be embedded

into the split-space group D n p = 〈a, b, (θ − 1)〉.

Recall that if T ∼= Zdp is a translation subgroup of a space group then the terms of

uniserial series for T are given by Ti for all i ∈ Z with T−i = p−1T−i+d ≤ Qd
p for all

i > 0. If P is a point group of a pre-space group with a translation subgroup T then

the action of P on T can be extended to an action on p−iT for all i ≥ 0.

Theorem 3.28. Let G be a p-adic pre-space group with a translation subgroup T and

corresponding point group P . Then there exists a smallest integer i ≥ 0 such that G

embeds into the split extension G∗ of T−i by P with G∗ ∩ T−i = T .

The group G∗ in Theorem 3.28 is called the minimal super-split pre-space group of G

corresponding to T . This group will play an important role in Chapters 4 and 5.

3.2 The Coclass Theorems

We first state the Coclass Theorems by sorting them in order of strength, that means,

Coclass Theorem B can be deduced from Coclass Theorem A and so on. The discussion

in this section is motivated from [36, Section 2.3]. We start with Coclass Theorem E,

which was the first one to be proved.

Coclass Theorem E. Given p and r, there are only finitely many isomorphism types

of infinite soluble pro-p-groups of coclass r.

Coclass Theorem E was first proved by Leedham-Green, McKay and Plesken in [54] for

odd primes and in [55] for p = 2.

The next in strength are Coclass Theorems D and C.

Coclass Theorem D. Given p and r, there are only finitely many isomorphism types

of infinite pro-p-groups of coclass r.
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Coclass Theorem C. Every pro-p-group of finite coclass is soluble.

Coclass Theorem C was first proved in 1987 by Donkin [24] for p > 3. His proof uses

results related to the automorphism group of a simple Lie algebra over a local field.

Later Shalev and Zel’manov [82] provided a proof that is valid for all primes.

Coclass Theorem B. There is an integer g = g(p, r) such that every p-group of coclass

r has soluble length at most g.

For a proof of Coclass Theorem B (by Leedham-Green) see [53, Corollary 6.4.6]. The

function g(p, r) mentioned in Coclass Theorem B turned out to be 4+log2((p−1)pr−1−1)

for odd p and r + 4 for p = 2. The strongest one is Coclass Theorem A.

Coclass Theorem A. There is an integer f = f(p, r) such that every p-group of coclass

r has a normal subgroup of class 2 with index at most pf .

The proof of Coclass Theorem A (see [53, Theorem 6.4.3 and Theorem 6.4.5]) is one

of the major achievements in the coclass theory and numerous papers are contributed

to the ultimate proof. We mention a few highlights from [23, p. 265]. We also refer

to [53] and [17, Appendix A.2] for background and further references. Theorem A was

first proved by Leedham-Green, see [52], though only for p > 3. This proof relies on

Donkin’s proof of Coclass Theorem C for p > 3. Later Shalev and Zel’manov [82] gave

a self-contained proof, for all primes, of the results used in Donkin’s proof for Theorem

C. Afterwards Shalev gave an independent proof of Coclass Theorem A in [83] which is

valid for all primes. We note that Leedham-Green’s proof uses the concept of uniserial

action and the application of Lie methods, whereas Shalev’s proof uses the theory of Lie

algebras. An interesting read in this context is the featured online review of these two

papers written by Mann [63]. The function f(p, r) mentioned in Coclass Theorem A

turned out to be p2(p−1)pr−1+r−3 for odd p and 23.2r+1+r−2 if p = 2.

We conclude this section by recalling some brief proofs of Coclass Theorems B–E as

consequences of stronger Coclass Theorems. Recall that a group G is soluble if the

derived series G ≥ G(1) ≥ G(2) ≥ . . . eventually reaches the trivial subgroup of G where

we define G(0) = G and G(i) = [G(i−1), G(i−1)].

Proof of Theorem B. Let G be a p-group of coclass r. Note that G(i) ≤ γ2i(G). Now it

follows from the proof of Theorem A, see [53, Section 6.4], that G has derived length at

most i+ 2 if 2i ≥ 2(p− 1)pr−1 − 2 for odd p, and if 2i+1 ≥ 3 · 2r+1 − 1 for p = 2.

Proof of Theorem C. Let G be a pro-p-group of coclass r. Then by definition G/γi(G)

is a finite p-group of coclass at most r for all i > 1. By Theorem B we have G/γi(G) is
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soluble of length at most g where g only depends on p and r and hence independent of i.

Thus from the proof of Lemma 3.9, we get G(g) <
⋂
i γi(G) = 1 and so G is soluble.

Proof of Theorem D. We note from Theorem 3.16 that an infinite pro-p-group G of

coclass r has an open normal subgroup A ∼= Zkp, where k = (p− 1)ps for some s < r if p

is odd, k = 2s for some s < r + 1 if p = 2. Moreover, see [23, Theorem 10.1] we deduce

that G/A has coclass r and [G : A] = pr+p
r

if p is odd, and [G : A] = 2r+(r+1)2
r+1

if p = 2.

As shown in [23, Section 10.4], the proof of this assertion relies on Theorem C. Finally

from [23, Theorem 5.8], there are only finitely many isomorphism types of extensions of

the pro-p-group Zkp by a finite p-group.

Theorem E is a direct consequence of Theorem D.



Chapter 4

Skeleton Groups

We have seen in Section 2.2 that large parts of coclass graphs exhibit periodic patterns

and it is conjectured that these patterns are sufficient to reconstruct the coclass graph

from a finite subgraph. Theorems 2.2 and 3.5 explain that it is sufficient to study this

conjecture for coclass trees. Many deep and rich results have been proved for these

coclass trees; the book [53] has a detailed description and references. A brief summary

of known periodicity results is also given in [20, Appendix A.2]. However, there are

still many open questions related to the structure of coclass trees; see Section 2.2 for

a detailed discussion. An unfortunate characteristic of previous work on G(p, r) is that

proofs often become quite technical, frequently involving p-adic number theory. It has

also become apparent that a more feasible approach for investigating G(p, r) is to first

focus skeleton groups for reasons explained below.

While the precise structure of the groups in a coclass tree T is very intricate, skeleton

groups are notable exceptions: these groups can informally be described as twisted finite

quotients of the space group associated with T ; the twisting is induced by certain ZpP -

module homomorphisms where P is the point group of the space group associated with

T . We show in Theorem 4.19 that almost every group in T has bounded distance to such

a skeleton group. This justifies saying that these groups indeed form the ‘skeleton’ of

G(p, r) and hence the structure of G(p, r) is mostly determined by the subtree(s) induced

by all skeleton groups. In conclusion, we will see that skeleton groups not only have a

direct and a well-understood construction, conveniently parametrised by certain ZpP -

homomorphisms, they also determine the broad structure of the graph G(p, r). This

makes them an interesting and important object to study in coclass theory.

In this chapter we introduce the systematic treatment of skeleton groups. Our work is

based on the technical definition of “constructible groups” given in [53, Definition 8.4.9].

Some variations have been studied for special cases in [18–20, 34], but with a very

34
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succinct discussion and proof. Motivated by previous work, we elaborate a less technical

definition and prove that skeleton groups are same as the groups defined in [53]; we give

definitions and proofs in Section 4.4. Some results of this chapter are published in [22].

Notation 4.1. Throughout this chapter let G be a uniserial p-adic space group of

dimension d and coclass r, with point group P , translation subgroup T , and extended

uniserial series . . . > T−1 > T0 = T > T1 > . . .. In this chapter, from Section 4.3

onwards, we assume that p is an odd prime.

4.1 Some number theory

The aim of this section is to briefly recall the number theory required for this chapter.

These results are standard and can be found in [42, 45, 69, 70].

4.1.1 p-adic numbers

The p-adic valuation of Q is the map νp : Q→ Z ∪ {∞} which is defined as follows.

νp(n) =


v if n ∈ Z \ {0} and pv | n but pv+1 - n

νp(a)− νp(b) if n = a
b ∈ Q where a, b ∈ Z \ {0}

∞ if n = 0.

In fact, recall from Section 3.1.4 that the p-adic valuation νp : Q → Z ∪ {∞} can be

defined by νp(0) =∞ and, for x 6= 0, by the formula

x = pνp(x)a

b
, p - ab for some a, b ∈ Z.

The above definition produces a p-adic absolute value | · |p on Q which is defined by

|x|p = p−νp(x) if x 6= 0 and |0|p = 0. The field of p-adic numbers Qp is defined as the

completion of Q under the p-adic absolute value. We note that Qp consists of equivalence

classes of Cauchy sequences. The following description is given from [42, Chapter 3].

Let us define

Cp(Q) = {(xn)n∈N | (xn)n∈N Cauchy sequence in Q with respect to | · |p}

and

Np(Q) = {(xn)n∈N ∈ Cp(Q) | lim
n→∞

|xn|p = 0}.
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It can be shown that Np(Q) is a maximal ideal of Cp(Q) and the field of p-adic numbers

can be defined by the quotient

Qp = Cp(Q)/Np(Q).

The p-adic absolute value can be extended to Qp via |x|p = lim
n→∞

|xn|p where (xn)n∈N is

a Cauchy sequence in Qp representing x. It can also be shown that Qp is complete with

respect to | · |p. Every x ∈ Qp can uniquely be written as

x =
∑
n≥n0

bnp
n, bn ∈ {0, . . . , p− 1} and n0 = νp(x).

The ring of p-adic integers Zp is the valuation ring {x ∈ Qp | |x|p ≤ 1} and can be

regarded as

Zp = {
∞∑
i=0

aip
i | 0 ≤ ai ≤ p− 1, ai ∈ N}.

Note that

Q ∩ Zp = {a
b
∈ Q | p - b}

and for each n ∈ N we have Zp/pnZp ∼= Z/pnZ.

The group of p-adic units consists of the elements in Zp which are invertible in Zp and

equals Z?p = {x ∈ Qp | |x|p = 1}; we have Q ∩ Z?p = {a/b ∈ Q | p - ab}.

Using Hensel’s Lemma, see [42, Section 3.3], it can be deduced that the only roots of

unity in Q2 are {1,−1}; moreover if p is odd then the (p − 1)-th roots of unity are

contained in Qp, and these are the only roots of unity.

4.1.2 Cyclotomic fields

We refer to [69, Section II, Chapters 5 and 7] for the results mentioned in this section.

Let θ be a primitive ps-th root of unity over Qp for some s ≥ 1. The ps-th local

cyclotomic field is defined as Qp(θ), that is,

Qp(θ) ∼= Qp[X]/(1 +X + . . .+Xps−1)Q[X].

The field extension Qp(θ)/Qp is of degree ds = ps−1(p − 1) and Qp(θ) has a Qp-basis

{1, θ, . . . , θds−1}.

The p-adic absolute value on Qp extends to Qp(θ) and, with respect to this absolute

value, Qp(θ) is complete. The valuation ring of Qp(θ) is {x ∈ Qp(θ) | |x|p ≤ 1} and
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equals

Zp[θ] = {
ds−1∑
i=0

aiθ
i | ai ∈ Zp}.

The invertible elements in Zp[θ] are {x ∈ Qp(θ) | |x|p = 1}; we denote this group of

units by

Ups = (Zp[θ]?, ·).

The element

κ = θ − 1

is a prime in Qp(θ) and generates the unique maximal ideal

p = {x ∈ Qp(θ) | |x|p < 1}

in the principal ideal domain Zp[θ]. For any z ∈ Z we define pz = {κzt | t ∈ Zp[θ]}.
The ideals p0, p1, p2, . . . are all the non-zero ideals of Zp[θ], and each quotient pj/pj+1 is

isomorphic to Z/pZ.

The Galois group

Gθ = {α ∈ Aut(Qp(θ)) | α(x) = x for all x ∈ Qp}

is cyclic of order ds and generated by an automorphism defined by θ 7→ θk for some

primitive root k ∈ {2, . . . ps − 1} modulo ps. For any such k, the Galois automorphism

defined by θ 7→ θk is denoted by σk.

We now recall the structure of the group of units Ups . If ω ∈ Zp is a primitive (p− 1)-th

root of unity, then

Ups = 〈ω〉 × (1 + p);

every u ∈ Ups can be written uniquely as u = ωa(1+ t) with a ∈ {0, . . . , p−2} and t ∈ p.

The group of i-th one-units with i ≥ 1 is defined as U (i)
ps = 1 + pi.

4.2 Exterior square

Let V be the Zp-submodule of T⊗T generated by {a⊗a | a ∈ T} where T is a Zp-module.

The exterior square of T is

T ∧ T = (T ⊗ T )/V,

which is the Zp-module generated by the symbols s ∧ t with s, t ∈ T subject to the

relations (zs)∧ t = s∧ (zt) = z(s∧ t), (s+ t)∧u = (s∧u)+(t∧u) and s∧ t = −(t∧s) for
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all s, t, u ∈ T and z ∈ Zp. We consider T ∧ T as a ZpP -module where P acts diagonally

on T ∧ T , and write Ti ∧ T for the ZpP -submodule of T ∧ T generated by all s ∧ t with

s ∈ Ti and t ∈ T .

4.3 Twisted groups

In the following, let γ : T ∧T → T be a ZpP -module homomorphism. Recall that T has

Zp-rank d.

Lemma 4.2. There exists 0 ≤ j ≤ k such that γ(T ∧ T ) = Tj and γ(Tj ∧ T ) = Tk; in

particular, k ≥ 2j − d.

Proof. Since γ is a ZpP -homomorphism, for any a, b ∈ T and g ∈ P we have that

γ(a∧ b)g = γ(ag ∧ bg) ∈ γ(T ∧T ). This shows that γ(T ∧T ) is a P -invariant subgroup of

T , hence by Lemma 3.8 we have γ(T ∧ T ) = Tj for some j ≥ 0. By a similar argument

we can show γ(Tj ∧ T ) = Tk for some k ≥ 0. Clearly k ≥ j since Tk = γ(Tj ∧ T ) ⊆
γ(T ∧ T ) = Tj . For the last claim, write Tj = pyTi with 0 ≤ i ≤ d − 1 and note that

γ(Tj ∧ T ) ≤ pyTj ≤ T2j−d.

We now assume that

γ(T ∧ T ) = Tj and γ(Tj ∧ T ) = Tk.

If m ∈ {j, j + 1, . . . , 2j − d}, then Tk ≤ Tm ≤ Tj , and so γ induces a well-defined

surjective P -homomorphism (T/Tj) ∧ (T/Tj)→ Tj/Tm which maps (a+ Tj ∧ b+ Tj) to

γ(a ∧ b) + Tm. For remainder of the chapter, let us fix these j, k and m.

The definition of Tγ,m in the following proposition depends on the fact that p is odd,

hence 2 is invertible in Zp.

Proposition 4.3. Let Tγ,m = (T/Tm, ◦γ) where

(a+ Tm) ◦γ (a+ Tm) = a+ b+ 1
2γ(a ∧ b) + Tm.

Then Tγ,m is a group of order pm with central derived subgroup Tj/Tm.

Proof. Since, Tm ⊆ Tj and γ(Tj ∧ T ) = Tk ⊆ Tm, the operation ◦γ is well defined. We

now show that Tγ,m is a group. Clearly 0+Tm is the identity and −a+Tm is the inverse
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of a+ Tm for any a ∈ T . To show associativity, we note that Tk ≤ Tm and if a, b, c ∈ T
then

((a+ Tm) ◦γ (b+ Tm)) ◦γ (c+ Tm)

= ((a+ b+ 1
2γ(a ∧ b)) + Tm) ◦ (c+ Tm)

= (a+ b+ 1
2γ(a ∧ b) + c+ 1

2γ((a+ b+ 1
2γ(a ∧ b)) ∧ c)) + Tm

= a+ b+ c+ 1
2γ(a ∧ b) + 1

2γ((a+ b) ∧ c) + Tm

= a+ b+ c+ 1
2(γ(a ∧ b) + γ(a ∧ c) + γ(b ∧ c)) + Tm.

Similarly we can show that

(a+ Tm) ◦γ ((b+ Tm) ◦γ (c+ Tm)) = a+ b+ c+ 1
2(γ(b ∧ c) + γ(a ∧ b) + γ(a ∧ c)) + Tm.

Clearly Tγ,m has order pm and if a, b ∈ T then

[a+ Tm, b+ Tm]

= (−a+ Tm) ◦γ (−b+ Tm) ◦γ (a+ Tm) ◦γ (b+ Tm)

= ((−a− b+ 1
2γ(−a ∧ −b)) + Tm) ◦γ ((a+ b+ 1

2γ(a ∧ b)) + Tm)

= γ(a ∧ b) + Tm.

Since the derived subgroup T ′γ,m is generated by all such commutators and γ has image

Tj , we deduce T ′γ,m = Tj/Tm. If a ∈ T and b ∈ Tj , then [a+Tm, b+Tm] = γ(a∧b)+Tm =

0 + Tm, so Tj/Tm is central in Tγ,m.

4.4 Skeleton groups

We continue using Notation 4.1 and assume that p is odd. Moreover, when considering

a twisted group Tγ,m, we implicitly assume that all parameters are chosen appropriately,

that is, if γ(T ∧ T ) = Tj and γ(Tj ∧ T ) = Tk, then j ≤ m ≤ 2j − d.

4.4.1 The split case

We first consider the case when G = P nT is split since this allows a direct construction.

We consider a ZpP -homomorphism γ : T ∧ T → T and the associated twisted group

Tγ,m = (T/Tm, ◦γ).

Since γ is a ZpP -homomorphism, we can now make the following definition.
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Definition 4.4. Let γ : T ∧ T → Tj be a surjective ZpP -homomorphism and choose m

such that j ≤ m ≤ 2j − d. The skeleton group defined by γ and m is

Gγ,m = P n Tγ,m

with multiplication (g, a+ Tm)(h, b+ Tm) = (gh, ah + b+ 1
2γ(ah ∧ b) + Tm).

The definition of Gγ,m depends on the choice of the translation subgroup, which is

implicitly encoded in γ, but it is independent of the chosen complement P .

4.4.2 The general case

Now we consider the general case, that is, the extension G of P by T is not necessarily

split. The approach here is to embed G into some split pro-p-group G∗, to construct

skeleton groups for G∗ as in Section 4.4.1, and then to translate these groups back to

groups defined over G. We describe these three steps in the following.

(1) By Theorem 3.28, there exists a smallest integer x ≥ 0 such that if T ∗ = p−xT ,

then G can be embedded into the pro-p-group G∗ = GT ∗, where G ∩ T ∗ = T and

G∗ is a split extension of T ∗ by P . We note that G has coclass r. Now x ≤ r

follows from Lemma 3.17 and Section 3.1.5, cf. the proof of [53, Theorem 11.3.9].

To abbreviate notation, for an integer j it will be convenient to define

j∗ = j − 2xd; (4.1)

recall that d is the dimension of G. In the following we write

G = P.T = {(g, t) | g ∈ P, t ∈ T} and G∗ = P.T ∗ = {(g, t) | g ∈ P, t ∈ T ∗}

for the underlying sets of G and G∗, respectively, so that the embedding given

by φ : G ↪→ G∗ maps (g, t) to (g, t). Let P ∗ be a complement to T ∗ in G∗; since

P ∗ ⊆ P.T ∗, write

P ∗ = {hg | g ∈ P} where each hg = (g, tg) ∈ P.T ∗.

(2) Let γ : T ∧ T → Tj be a surjective ZpP -homomorphism with γ(Tj ∧ T ) = Tk and

j ≥ 2xd; recall that k ≥ 2j − d. Multiplication by p−x translates γ to a surjective

ZpP -homomorphism T ∗ ∧ T ∗ → Tj∗ , which, by abuse of notation, is also denoted

by γ. If m satisfies j∗ ≤ m ≤ 2j∗ + (x− 1)d, then γ(Tj∗ ∧ T ∗) ≤ Tm, and we can
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define the skeleton group G∗γ,m as in Section 4.4.1 by

G∗γ,m = P ∗ n T ∗γ,m.

(3) Note that Tj∗/Tm is a normal subgroup of G∗γ,m with quotient group G∗/Tj∗ ;

denote by π the associated natural projection. We now define GP ∗,γ,m to be the

full preimage under π of the embedding of G/Tj∗ into G∗/Tj∗ via φ.

Proposition 4.5. Writing the elements of P ∗ n T ∗γ,m as (hg, t+ Tm), we have

GP ∗,γ,m = {(hg, t− tg + Tm) | g ∈ P, t ∈ T} ⊆ P ∗ n T ∗γ,m.

Proof. By abuse of notation, φ yields an embedding φ : G/Tj∗ → G∗/Tj∗ which maps

u = (g, t+ Tj∗) ∈ P.(T/Tj∗) to φ(u) = (hg, t− tg + Tj∗) ∈ P ∗ n T ∗/Tj∗ ; recall that each

(g, 0) ∈ P.T ∗ can be written as (hg,−tg) ∈ P ∗ n T ∗. Thus the full preimage of φ(u)

under π consists of all (hg, t+ s− tg) ∈ P ∗nT/Tm with s ∈ Tj∗ . It follows that GP ∗,γ,m

is indeed the set given in the proposition.

Remark 4.6. We give a direct proof that the set in Proposition 4.5 is a subgroup

of G∗γ,m. If g, k ∈ P , then hgk = (gk, tgk) and hghk = (gk, tkg + tk + δ(g, k)) ∈ P ∗

where δ ∈ Z2(P, T ) is the 2-cocycle defining the extension G of T by P ; in particular,

hgk = hghk and so tgk = tkg + tk + δ(g, k) ≡ tkg + tk mod T . This can be used to verify

that the product in P ∗ n T ∗γ,m of two elements in GP ∗,γ,m lies indeed in GP ∗,γ,m. It

follows from t
(g−1)
g + tg−1 = 0 that GP ∗,γ,m is closed under inversion.

In the following, let x ≥ 0, T ∗ = p−xT , P ∗, and hg = (g, tg) ∈ P ∗ for g ∈ P be as above.

Since P ∼= P ∗ and each hg ∈ P ∗ acts on T ∗ as g ∈ P , we can define:

Definition 4.7. Let γ : T ∧ T → Tj be a surjective ZpP -homomorphism such that

j∗ = j − 2xd ≥ 0, and let m be such that j∗ ≤ m ≤ 2j∗ + (x− 1)d. The skeleton group

defined by γ and m and the chosen complement P ∗ is

GP ∗,γ,m = {(g, t− tg + Tm) | g ∈ P, t ∈ T} ⊆ P n T ∗γ,m.

A group is a skeleton group if it is isomorphic to GP ∗,γ,m for certain P ∗, γ, and m.

The projection GP ∗,γ,m → P has kernel {(1, t + Tm) | t ∈ T} ∼= Tγ,m and is surjective,

so GP ∗,γ,m is an extension of Tγ,m by P . Moreover, if G splits, then T = T ∗ and we

can choose P = P ∗ and tg = 0 for all g ∈ P ; in this case GP ∗,γ,m = P n Tγ,m as in

Section 4.4.1. We also note the following, cf. [53, Lemma 8.4.11].

Remark 4.8. The projection from Gγ,m onto P ∗ ∼= P is surjective with the kernel

{(1, t + Tm) | t ∈ T} ∼= Tγ,m. This shows that Gγ,m is an extension of P by Tγ,m. In
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particular if G splits over T , then T ∗ = T and G = P nT , so we can choose tg = 0 for all

g ∈ P , and Gγ,m = ({(g, t+ Tm) | t ∈ T, g ∈ P}, ·γ) = P n Tγ,m. From the construction

of skeleton group Gγ,m, it can be seen that Gγ,m lies at depth m− j in the branch with

root P n T/Tj .

The following shows that the skeleton group GP ∗,γ,m lies in the branch Bj .

Corollary 4.9. Let j0 = max{k, d + 1} where γc+1(G) = Tk and c is the nilpotency

class of P . Let γ be a surjective ZpP -homomorphism T ∧ T → Tj with j∗ > j0, and

choose m such that j∗ ≤ m ≤ 2j∗ + (x− 1)d. Then GP ∗,γ,m has coclass r and G/Tj∗ as

a quotient. If x = 0, then GP ∗,γ,m does not have G/Tj∗+1 as a quotient.

Proof. Since P acts uniserially on T , the group G/Tj has coclass r for all j ≥ j0. It

follows from γ(T ∗ ∧ T ∗) ≤ Tj∗ and γ(Tj∗ ∧ T ∗) ≤ Tm that N = Tj∗/Tm is a normal

subgroup of S = GP∗,γ,m. Since ι : (g, t + Tj∗) → (g,−tg + t + Tj∗) is an isomorphism

between G/Tj∗ and S/N , see Remark 4.6, the latter groups have coclass r by assumption.

Thus, if G/Tj∗ has order pu, then Tj∗ = γu−r+1(G) and γu−r+1(S) ≤ N . Note that S/N

acts uniserially on N and γu−r+1(S) ≤ N is S/N -invariant. Thus, S has coclass r if

γu−r+1(S) = N , which holds if γu−r+1(S) 6≤ Tj∗+1/Tm, see Lemma 3.8. To prove the

latter, we first use ι to deduce that γu−r(S/N) = Tj∗−1/Tj∗ . This allows us to choose

(1, t+ Tm) ∈ γu−r(S) and (g,−tg + Tm) ∈ S with t ∈ Tj∗−1 and t− tg /∈ Tj∗+1, so that

in S

[(g,−tg)(1, t+ Tm)] = (1, t− tg − 1
2γ(tg ∧ t) + γ(tg ∧ tg) + Tm) /∈ Tj∗+1/Tm;

note that 1
2γ(tg ∧ t) + γ(tg ∧ tg) ∈ Tj∗+1 since Tj∗−1 ≤ pT . Thus γu−r+1(S) = N . If

x = 0, then the quotient of Tγ,m by Tj+1/Tm is not abelian whereas G/Tj+1 is abelian

and thus the claim follows.

4.4.3 Skeleton groups are constructible groups

Skeleton groups are motivated by the definition of constructible groups as in [53, Defi-

nition 8.4.9]. We first recall the latter from [53, Chapter 8] by first introducing results

related to pull-backs and Baer sums, see [53, Section 2.2]. We finally show that every

constructible group is a skeleton group and vice versa.

Definition 4.10. Let L, H and K be groups, and α : L → K and β : H → K be

homomorphisms; then the pull-back, (X,α′, β′) of (α, β) is the subgroup of L×H given

by

X = {(g, h) | g ∈ L, h ∈ H and α(g) = β(h)},
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together with the maps α′, β′ which are the projections fromX intoH and L respectively.

In other words, the following is a commutative diagram,

X
β′
//

α′

��

L

α
��

H
β
// K

Lemma 4.11. Let E ≡ 0 −−→ A
α−−→ E

π−−→ B −−→ 1 be an extension of an abelian group

A by a group B. If φ : B1 → B is a homomorphism, then there exists an extension

Eφ ≡ 0 −−→ A
α′−−→ E1

π′−−→ B1 −−→ 1 and a homomorphism, φ′ : E1 → E such that the

following diagram commutes:

Eφ ≡ 0 // A
α′ // E1

π′ //

φ′
��

B1
//

φ
��

1

E ≡ 0 // A
α // E

π // B // 1

If φ is surjective, then so is φ′.

Lemma 4.12. Let E ≡ 0 −−→ A
α−−→ E

π−−→ B −−→ 1 be an extension of an abelian group

A by a group B. If A2 is a B-module and φ : A → A2 is a B-module homomorphism,

then there exists an extension φE ≡ 0 −−→ A2
α′′−−→ E2

π′′−−→ B −−→ 1 and a homomorphism,

φ′′ : E → E2 such that the following diagram commutes:

φE ≡ 0 // A2
α′′ // E2

π′′ // B // 1

E ≡ 0 // A
α //

φ

OO

E
π //

φ′′
OO

B // 1

If φ is injective, then so is φ′′.

Definition 4.13. Let A be an abelian group, and let

E ≡ 0 −−→ A
α−−→ E

π−−→ B −−→ 1

and

E ′ ≡ 0 −−→ A
β−−→ E1

ρ−−→ B1 −−→ 1

be two extensions inducing the same action of B on A; then the Baer sum E + E ′ of the

two extensions is constructed as follows. Let (S, π′, ρ′) be the pull-back of (π, ρ), and let

N = {(α(a),−β(a)) | a ∈ A}, which is a normal subgroup of S. Define E∗ = S/N , and

a surjection π∗ : E∗ → B by (e, e′)N 7→ π(e) for all (e, e′) ∈ S, and define an injection

α∗ : A → E∗ by a 7→ (α(a), 0)N . Then α∗(A) is the kernel of π∗. Now E + E ′ is the

extension 0 −−→ A
α∗−−→ E∗

π∗−−→ B −−→ 1.
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The following definition is from [53, Section 8.1]. Recall that for any prime p, an abelian

group H is p-divisible if for every h ∈ H, there exists y ∈ H such that py = h, or

equivalently, an abelian group H is p-divisible if and only if pH = H.

Definition 4.14. Let A and B be Q-modules for some group Q; for reasons that will be-

come apparent later, we write A additively and B multiplicatively. If γ ∈ HomQ(∧2B,A)

and the image of γ is 2-divisible, then the group R(γ) is defined as follows. The under-

lying set of R(γ) is the direct product of the sets B and A, and multiplication on R(γ)

is defined by

(b1, a1)(b2, a2) = (b1b2, a1 + a2 +
1

2
γ(b1 ∧ b2))

for all a1, a2 ∈ A and b1, b2 ∈ B. The realisation of γ is the extension given by the

natural exact sequence

Rγ ≡ 0 −−→ A −−→ R(γ) −−→ B −−→ 1.

We now recall the very first step to define constructible groups; see [53, Definition 8.4.3].

Definition 4.15. The following data will be used to construct a group Gγ .

a) An extension E ≡ 0 −−→ B
µ−−→ E

π−−→ Q −−→ 1 where B is abelian and Q is a finite

p-group.

b) An Q-embedding θ of B in a Q-module B0 with a given splitting τ of θE .

c) An extension D ≡ 0 −−→ A
ν−−→ K

π−−→ E −−→ 1 where A is abelian of odd order and

is centralised by µ(B), and so is a Q-module.

d) γ ∈ HomQ(∧2B0, A).

The group Gγ is constructed as follows. From a) and b) there exists an embedding

φ : E → Q n B0 such that φµ = ηθ where η : B0 → Q n B0 is the natural map. Now

the homomorphism γ in d) gives rise to the following central Q-extension

Rγ ≡ 0 −−→ A −−→ R(γ) −−→ B −−→ 1.

This gives rise to the extensions

Fγ ≡ 0 −−→ A −−→ QnR(γ) −−→ QnB0 −−→ 1

and

Fγφ ≡ 0 −−→ A −−→ Y −−→ E −−→ 1,

and, using c), the group Gγ is defined by the Baer sum

(D + Fγφ) ≡ 0 −−→ A
νγ−−→ Gγ

ργ−−→ E −−→ 1.
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We will now state the definition of constructible group as in [53, Definition 8.4.8]. Recall

from Section 3.1.5 that if G is a pre-space group with a translation subgroup T and

corresponding point group P then there is a split pre-space group G∗ containing G with

a translation subgroup T ∗ and corresponding point group P . We note from [53] that

for an odd prime p the concept behind constructible group is to construct, from a space

group G with G-module U < V of its translation subgroup T , a new group out of G/U

by ‘twisting’ the image T/U of T in such a way that the twisted version of T/U is a

central extension of V/U by T/V .

Definition 4.16. Let G be a pre-space group with a translation subgroup T and cor-

responding point group P . Let U < V be P -modules of T , and T ∗ be the minimal

supergroup of T over which G splits, and let τ0 : P → T ∗G be a splitting. Let

α ∈ HomP (∧2T, V ) induce γ ∈ HomP (∧2(T ∗/V ), V/U). Then the group (G,U, V, α)

is defined to be the group Gγ constructed using Definition 4.15 where K,E,A,B,B0, Q

are respectively G/U,G/V, V/U, T/V, T ∗/V, P with γ as given here, and τ is the com-

posite of τ0 and the natural projection from T ∗G to T ∗G/V .

Definition 4.17. [53, Definition 8.4.9] A finite p-group of coclass r is called con-

structible if it is isomorphic to a group (G,U, V, α) as given in Definition 4.16 with

G a uniserial p-adic space group of coclass at most r.

We now establish the following:

Proposition 4.18. Every constructible group is a skeleton group, and every skeleton

group for a uniserial p-adic space group is a constructible group.

Proof. Let G = P.T be a uniserial p-adic space group of coclass r, with point group P ,

translation subgroup T , and extended uniserial series with terms Ti, i ∈ Z.

Let G∗ = P.T ∗ = P ∗ n T ∗ be as defined in Section 3.1.5, with embedding φ : G → G∗.

By abuse of notation, for i ≥ 0 we denote the induced embeddings G/Ti → G∗/Ti also

by φ. Let α : T ∧ T → Tj be a surjective ZpP -homomorphism, inducing a surjective

ZpP -homomorphism γ : (T ∗/Tj∗) ∧ (T ∗/Tj∗) → Tj∗/Tm where j∗ = j − 2xd as in (4.1);

this requires α(Tj∗ ∧ T ∗) ≤ Tm. Use this homomorphism γ to define

R(γ) = (T ∗/Tj∗ × Tj∗/Tm, ◦γ)

where (a, c) ◦γ (b, d) = (a+ b, c+ d+ 1
2γ(a ∧ b)); note that R(γ) is an extension

Rγ ≡ 0→ Tj∗/Tm → R(γ)→ T ∗/Tj∗ → 1
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which has the same commutator structure as the twisted group T ∗α,m defined in Sec-

tion 4.4.1. In fact, T ∗α,m can be defined by the Baer sum Rγ + E where

E ≡ 0→ Tj∗/Tm → T ∗/Tm → T ∗/Tj∗ → 1

is the natural extension of Tj∗/Tm by T ∗/Tj∗ describing T ∗/Tm. Since γ is compatible

with the action of P , one can define an extension Fγ as follows, and then use φ and a

pull-back construction to define a group Y via Fγφ:

Fγ ≡ 0 // Tj∗/Tm // P ∗ nR(γ) // G∗/Tj∗ // 1

Fγφ≡ 0 // Tj∗/Tm // Y //
?�

φ′
OO

G/Tj∗
?�
φ
OO

// 1

In cohomological terms, if δ is the cohomology class defining P ∗nR(γ) as an extension of

Tj∗/Tm by G∗/Tj∗ , then the restriction of δ to φ(G/Tj∗) describes φ′(Y ) as an extension

of Tj∗/Tm by φ(G/Tj∗); now Y is the preimage of that extension under the embedding.

Lastly, describe G/Tm as the extension

D ≡ 0→ Tj∗/Tm → G/Tm → G/Tj∗ → 1.

The constructible group Gγ is now defined via the Baer sum

D + Fγφ ≡ 0→ Tj∗/Tm → Gγ → G/Tj∗ → 1.

This completes the description of constructible groups as given in [53, Section 8.4]; we

now investigate this further.

If G splits over T , then the construction of G∗ = P ∗nT = P.T = G amounts to choosing

a complement P ∗. The corresponding embedding φ : G → G∗ is an isomorphism, and

working through the above details shows that the constructible group Gγ is isomorphic

to the skeleton group Gγ,m = P n Tγ,m, as defined in Section 4.4.1. In particular,

the isomorphism type of Gγ is independent of the chosen complement and embedding;

moreover, starting with G = P n T , we can assume that φ is the identity, and so Gγ,m

can be defined via the Baer sum D + Fγ .

Now suppose that G does not split over T . To understand the group defined by D+Fγφ,

we make a detour via G∗ = P ∗ n T ∗. As explained in the previous paragraph, the

constructible group G∗γ can be constructed as G∗γ,m = P ∗ n T ∗γ,m, which is realised via

the Baer sum D̃ + Fγ , where

D̃ ≡ 0→ Tj∗/Tm → P ∗ n T ∗/Tm → P ∗ n T ∗/Tj∗ → 1.
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Note that D ≡ D̃φ and D+Fγφ ≡ D̃φ+Fγφ ≡ (D̃+Fγ)φ, see [53, Exercise 2.2(3)(iii)],

so we have

D̃ + Fγ ≡ 0 // Tj∗/Tm // P ∗ n T ∗γ,m
π // P ∗ n T ∗/Tj∗ // 1

(D̃ + Fγ)φ ≡ 0 // Tj∗/Tm // Gγ //
?�

φ′′
OO

G/Tj∗
?�
φ
OO

// 1

In cohomological terms, if δ is the cohomology class defining G∗γ = P ∗ n T ∗γ,m as an

extension of Tj∗/Tm by G∗/Tj∗ = P ∗ n T ∗/Tj∗ , then the restriction of δ to φ(G/Tj∗)

describes φ′′(Gγ) as an extension of Tj∗/Tm by φ(G/Tj∗); now Gγ is the preimage of

that extension under the embedding. In other words, φ′′(Gγ) ∼= Gγ is the full preimage

under π : G∗γ → G∗/Tj∗ of the embedding of G/Tj∗ into G∗/Tj∗ via φ. This proves that

Gγ is a skeleton group as defined in Section 4.4.2.

Conversely, the above construction also shows that every skeleton group (defined for a

space group) is constructible. In fact, our construction of skeleton groups is motivated

by an analysis of the definition of constructible groups.

We argue that for split space groups, we can choose the embedding φ to be the identity, as

done in the proof of Proposition 4.18. To see this we refer back to [53, Definition 8.4.3]

and use the notation in the proof of Proposition 4.18. Suppose G = P n T is split.

Writing the elements of G as (g, t) with g ∈ P, t ∈ T we choose a splitting τ : P → G,

(g, t) 7→ hg = (g, tg) with tg ∈ T for each g ∈ P ; its image is P̃ = {hg | g ∈ P}. If,

in cohomological terms, G is defined by a 2-cocycle δ (in fact, a 2-coboundary since

G is split), then tgk = tkg + tk + δ(g, k) for all g, k ∈ P . We now take the embedding

φ : G/Tj → P̃ n T/Tj defined by

(g, t+ Tj) 7→ (hg, t− tg + Tm).

Note that, since G/Tj and P̃ n T/Tj have same order, φ is an isomorphism with inverse

given by (hg, t + Tj) 7→ (g, t + tg + Tj). For a P -module homomorphism γ, the group

R(γ) has underlying set T/Tj × Tj/Tm and multiplication

(a+ Tj , c+ Tm)(b+ Tj , d+ Tm) = (a+ c+ Tj , b+ d+
1

2
γ(a ∧ c) + Tm).

We now recall the following exact sequences.

Fγ ≡ 0 // Tj/Tm
α // P̃ nR(γ)

β
// P̃ n T/Tj // 1

Fγφ≡ 0 // Tj/Tm
α′ // Y

β′
//

?�
φ′
OO

G/Tj
?�
φ
OO

// 1
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where α and β are given by (t+Tm) 7→ (1, (0 +Tj , t+Tm)) and (hg, (a+Tj , b+Tm)) 7→
(hg, a+Tj) respectively for g ∈ P, t ∈ Tj , a ∈ T, b ∈ Tj . The group Y is constructed using

the pull-back as described in the beginning of Section 4.4.3. Following the definition of

pull-backs, as a set Y is given by

{((hg, (a+Tj , b+Tm)), (k, t+Tj)) | (hg, a+Tj) = (hk, t−tk+Tj)} ≤ (P̃nR(γ))×(G/Tj).

Thus Y = {((hg, (a + Tj , b + Tm)), (g, a + tg + Tj)) | g ∈ P, a ∈ T, b ∈ Tj}, and so Y is

indeed isomorphic to P̃ nR(γ); this means that φ′ can be regarded as the identity. This

allows us to take α′ = α and β′ is defined by (hg, (a + Tj , b + Tm)) 7→ (g, tg + a + Tj).

Now consider the exact sequence

D ≡ 0→ Tj/Tm → G/Tm → G/Tj → 1

and take the Baer sum

D + Fγφ ≡ 0→ Tj/Tm → Gγ → G/Tj → 1.

To understand this Baer sum, we note that Gγ = S/N where

S = {((hg, (a+ Tj , b+ Tm)), (g, tg + a+ s+ Tm)) | g ∈ P, a ∈ T, b ∈ Tj , s ∈ Tj}

and

N = 〈{((1, (0 + Tj , u+ Tm)), (1,−u+ Tm)) | u ∈ Tj}〉.

Now we observe that the group Tγ,m can be realised as the Baer sum of two exact

sequences, one representing R(γ) as an extension of T/Tj by Tj/Tm and the other

representing T/Tm as an extension of T/Tj by Tj/Tm. Hence Tγ,m ∼= S̃/Ñ where

S̃ = {((a+ Tj , b+ Tm), a+ s+ Tm) | a ∈ T, b, s ∈ Tj}

and

Ñ = 〈{((0 + Tj , u+ Tm),−u+ Tm) | u ∈ Tj}〉 ∼= N.

Now consider P̂ = {((hg, (0 + Tj , 0 + Tm)), (g, tgTm)) | g ∈ P} ∼= P and note that

((hg, (a+ Tj , b+ Tm)), (g, tg + a+ s+ Tm))

= ((hg, (0 + Tj , 0 + Tm)), (g, tgTm))((1, (a+ Tj , b+ Tm)), (1, a+ s+ Tm))
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for all g ∈ P , a ∈ T , and s, b ∈ Tj . Hence irrespective of the chosen embedding φ, we

have

Gγ,m = Gγ = S/N = (P̃ n S̃)/N = P̂ n (S̃/N) = P̃ n Tγ,m ∼= P n Tγ,m.

Hence without loss of generality we may take the embedding φ to be identity.

As mentioned before, in [53] constructible groups are only defined for uniserial p-adic

space groups. However, if Gγ,m is a skeleton group for a uniserial p-adic pre-space group

G, then there is a finite normal subgroup H EGγ,m, isomorphic to the hypercentre Z of

G, such that Gγ,m/H is a constructible group for the uniserial p-adic space group G/Z,

see Lemma 3.11. In particular, [53, Theorem 11.3.9] can be formulated for skeleton

groups.

Theorem 4.19. Almost every finite p-group H of coclass r has a normal subgroup N

such that H/N is a skeleton group and |N | ≤ p(p−1)pr−1(7pr−1+7r+4).

Remark 4.20. In conclusion, skeleton groups are important for two reasons:

• In contrast to an arbitrary p-group of coclass r, skeleton groups are easy to con-

struct and to work with: they are “twisted” finite quotients of the associated pro-

p-group, conveniently parametrised by certain ZpP -homomorphisms T ∧ T → T .

• Theorem 4.19 shows that, with finitely many exceptions, every group in the graph

G(p, r) has bounded distance to a skeleton group. This shows that skeleton groups

in G(p, r) form indeed the “skeleton” of the graph.

Since understanding the skeleton subgraph of G(p, r) is a crucial and more feasible first

step toward understanding the general structure of G(p, r), it is of interest to study

skeleton groups. To determine the structure of the subgraph spanned by skeleton groups

(and to possibly identify periodic patterns in the graph), it is important to decide when

two homomorphisms parametrise isomorphic skeleton groups. We investigate this in the

next chapter.



Chapter 5

Isomorphism Problem of Skeleton

Groups

Let G be an infinite pro-p-group of coclass r and dimension d, with point group P and

translation subgroup T ; we assume that p is an odd prime. Throughout in this chapter,

we assume that T is characteristic in G; this holds, for example, if G is a space group.

We denote by

G∗ = P.T ∗ = P ∗ n T ∗ with T ∗ = p−xT

the minimal split supergroup, as discussed in Theorem 3.28. In particular, throughout

this chapter, x is defined by this property. The results of this chapter appear in [22].

5.1 Preliminary results

Lemma 5.1. Let Gγ,m and Gγ′,m be skeleton groups defined with respect to P ∗ as in

Definition 4.7. Let α ∈ Aut(G) be such that

α(γ(t ∧ s)) ≡ γ′(α(t) ∧ α(s)) mod Tm+2xd for all s, t ∈ T . (5.1)

a) If G is split, then Gγ,m ∼= Gγ′,m.

b) If G is non-split and Gγ′,m ∼= Gα(P ∗),γ′,m, then Gγ,m ∼= Gγ′,m.

Proof. By assumption, T ≤ G is characteristic, so α induces automorphisms of T and

P ∼= G/T which, by abuse of notation, are also denoted by α in the following.

a) Note that α maps (g, t) ∈ P n T to (α(g), φ(g) + α(t)) for some map φ : P → T .

Then G → G, (g, t) 7→ (α(g), α(t)), is also an automorphism satisfying (5.1), hence we

50
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assume φ = 0 in the following. The next map is well-defined

Φ : P n Tγ,m → P n Tγ′,m, (g, t+ Tm) 7→ (α(g), α(t) + Tm);

together with (5.1), it follows that Φ is a group isomorphism:

Φ((g, a+ Tm) ◦γ (h, b+ Tm))

= Φ(gh, ah + b+ 1
2γ(ah ∧ b) + Tm)

= (α1(gh), α(ah) + α(b) + 1
2α(γ(ah ∧ b)) + Tm)

= (α(g)α(h), α(a)α(h) + α(b) + 1
2γ
′(α(a)α(h) ∧ α(b)) + Tm)

= Φ((g, a+ Tm)) ◦γ′ Φ((h, b+ Tm))

b) We extend α to an automorphism of G∗; now α(P ∗) is also a complement to T ∗ in

G∗ as α(T ∗) = T ∗. Write the elements of P ∗ and α(P ∗) as hg and kg, respectively, with

g ∈ P , such that α maps (hg, t) ∈ P ∗ n T ∗ to (kα(g), α(t)) ∈ α(P ∗) n T ∗. Recall that

Gγ,m = {(g, t− tg + Tm) | g ∈ P, t ∈ T},

Gα(P ∗),γ,m = {(g, t− sg + Tm) | g ∈ P, t ∈ T},

where sg, tg ∈ T ∗ are defined by expressing (g, 0) ∈ P.T as (hg,−tg) ∈ P ∗ n T ∗ and as

(kg,−sg) ∈ α(P ∗)nT ∗. As α maps (hg,−tg) to (kα(g),−α(tg)) ∈ α(P ∗)nT ∗, this image

element also lies in G since α(G) = G. So we deduce α(tg) ≡ sα(g) mod T for all g ∈ P .

A direct calculation shows that the following is an isomorphism:

Φ : G∗γ,m → G∗γ′,m, (g, t+ Tm) 7→ (α(g), α(t) + Tm).

In particular, Φ maps (g, t− tg +Tm) ∈ Gγ,m to (α(g), α(t)−α(tg) +Tm), and the latter

lies in Gα(P ∗),γ′,m since α(tg) ≡ sα(g) mod T . Thus, Φ induces an isomorphism between

Gγ,m and Gα(P ∗),γ′,m, and Gα(P ∗),γ′,m
∼= Gγ′,m by assumption.

Remark 5.2. Lemma 5.1 is a modified version of the result given in [34, Lemma 3.3].

The modification is needed because the statement and proof given in [34] does not seem

correct: for example, in the non-split case, [34, Lemma 3.3] states (5.1) with “mod Tm”,

whereas it must be “mod Tm+2xd”.

An isomorphism between skeleton groups that arises from an automorphism of G (as

described in Lemma 5.1) is called orbit isomorphisms in [34]; if two isomorphic skeleton

group do not admit any orbit isomorphism, then any isomorphism is called exceptional,

see [34, p. 1249]. It is shown in [34, p. 1269] that in G(3, 2) exceptional isomorphisms

exist and that it can happen that G∗γ,m
∼= G∗γ′,m, but Gγ,m and Gγ′,m are not isomorphic.
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In [34] and [53] it is not discussed to what extent the isomorphism type of a skeleton

group depends on the chosen translation subgroup T , point group P , and complement

P ∗. For example, if one fixes a complement P ∗, is every skeleton group isomorphic

to some GP ∗,γ,m? In fact, [34, Theorem 3.4] seems to imply that this is true because

skeleton groups in [34] are defined with respect to a fixed complement. Unfortunately

no justification is given, and to us it seems that the answer to this question is not easy

in general. We concentrate on the split case in the following.

5.2 Isomorphism problem

In this section, we assume that G is split. We study twisted groups Tγ,m and Tγ′,m

with surjective homomorphisms γ, γ′ : T ∧ T → Tj ; recall that j ≤ m ≤ 2j − d by

Definition 4.7. The next lemma shows how twisted groups are related to the abelian

quotients of T .

Lemma 5.3. Consider Tγ,m and Tγ′,m with γ, γ′ : T ∧ T → Tj surjective.

a) Every automorphism of T/Tm lifts to an automorphism of T .

b) If β : Tγ,m → Tγ′,m is an isomorphism, then β ∈ Aut(T/Tm).

c) The groups Tγ,m and Tγ′,m are isomorphic if and only if there is α ∈ Aut(T ) satis-

fying α(Tm) = Tm and (5.1) with x = 0.

Proof. a) Let β ∈ Aut(T/Tm), let {t1, . . . , td} be a (topological) generating set of T ,

and identify Aut(T ) = GLd(Zp). Choose a d × d matrix A = (ai,j) over Zp such that

each β(tj+Tm) = aj,1t1 + . . .+aj,dtd+Tm. If m ≥ d, then Tm ≤ pT ≤ T and so A mod p

describes the restriction of β to T/pT . This proves p - det(A), so det(A) is a unit in Zp,
and hence A ∈ GLd(Zp) by [26, Theorem 11.30]. Clearly, A induces β. Suppose now

m < d. In this case T/Tm is elementary abelian, so T/Tm ∼= Cmp where Cp is the cyclic

group of order p. Let V = T/pT ∼= Cdp and U ≤ V such that V/U ∼= T/Tm. We choose a

basis {r1, . . . , rd} of V such that {rm+1, . . . , rd} is a basis of U . Let α ∈ Aut(T/Tm) and

choose a matrix B ∈ GLm(Z/pZ) that represents α with respect to {r1 +U, . . . , rm+U}.
Then B̂ = diag(B, Id−m) ∈ GLd(Z/pZ) ∼= Aut(T/pT ). As in the case m ≥ d, we see

that B̂ lifts to an automorphism B̃ of T which clearly induces α.

b) Note that Tγ,m, Tγ′,m, and T/Tm have the same underlying set. Let α : T → T be

a map such that β(t + Tm) = α(t) + Tm for all t ∈ T . Since β is an isomorphism and

[s + Tm, t + Tm] = γ(s ∧ t) + Tm in Tγ,m for all s, t ∈ T , we deduce that α(γ(s ∧ t)) ≡
γ′(α(s) ∧ α(t)) mod Tm. In the following let e = s + t and f = 1

2γ(s ∧ t); note that

γ(e∧f) = 0. Now α(s+t)+Tm = α(s)+α(t)+Tm follows from β((s+Tm)◦γ (t+Tm)) =
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α(s) + α(t) + 1
2α(γ(s ∧ t)) + Tm and

β((s+ Tm) ◦γ (t+ Tm)) = β((e+ Tm) ◦γ (f + Tm))

= (α(e) + Tm) ◦γ′ (α(f) + Tm)

= α(e) + α(f) + 1
2γ
′(α(e) ∧ α(f)) + Tm

= α(s+ t) + 1
2α(γ(s ∧ t)) + Tm.

This implies β(s+ t+ Tm) = β(s+ Tm) + β(t+ Tm) for all s, t ∈ T , as claimed.

c) If β : Tγ,m → Tγ′,m is an isomorphism, then β ∈ Aut(T/Tm) by b), and therefore

β(t + Tm) = α(t) + Tm for some α ∈ Aut(T ) with α(Tm) = Tm by a). Since β is an

isomorphism, α satisfies (5.1) with x = 0. Conversely, if α is as given in the lemma,

then β : Tγ,m → Tγ′,m, t+ Tm 7→ α(t) + Tm is an isomorphism.

The following proposition gives a partial converse of Lemma 5.1a).

Proposition 5.4. An isomorphism φ : Gγ,m → Gγ′,m with φ(Tγ,m) = Tγ′,m induces an

automorphism of G/Tj = P n T/Tj defined by

β : (g, t+ Tj) 7→ (φ(g), φ(g + Tj));

here we also write φ for the induced automorphisms of P ∼= Gγ,m/Tγ,m and T/Tj. If

j > d and β lifts to an automorphism α of G, then α satisfies (5.1) with x = 0.

Proof. An isomorphism φ as in the proposition maps (g, 0), (1, t + Tm) ∈ P n Tγ,m

to (φ(g), φ′(g)) and (1,Φ(t) + Tm), respectively, for some map φ′ : P → Tγ′,m and

Φ ∈ Aut(T ) with Φ(γ(s ∧ t)) ≡ γ′(Φ(s) ∧ Φ(t)) mod Tm for all s, t ∈ T , see the proof

of Lemma 5.3. Since φ maps the derived subgroup Tj/Tm of Tγ,m to that of Tγ′,m, the

map t + Tj 7→ Φ(t) + Tj is an automorphism of T/Tj . Recall the definition of ◦γ from

Proposition 4.3. Since φ is an isomorphism, evaluating the image of (1, t+ Tm) ◦γ (g, 0)

implies Φ(tg) ≡ Φ(t)φ(g) mod Tj for all g ∈ P and t ∈ T . Thus, β : (g, t + Tj) 7→
(φ(g),Φ(t) + Tj), is an automorphism of G/Tj ; clearly, Φ(t) + Tj = φ(t+ Tj).

Now suppose β lifts to α ∈ Aut(G), which maps (g, t) to (α(g), α′(g) + α(t)) for some

map α′ : P → T . Note that α′(P ) ≤ Tj and α(t) ≡ Φ(t) mod Tj for all t ∈ T since β

induces α. Recall that j ≤ m ≤ 2j − d and write j = yd + i with i ∈ {0, . . . , d − 1}
and y ≥ 1. Then j ≥ yd and j + yd = 2yd + i ≥ 2j − d ≥ m, that is, Tj ≤ pyT and

pyTj ≤ Tm. This shows that α(t) ≡ Φ(t) mod Tm for all t ∈ Tj , and therefore α satisfies

(5.1) with x = 0.
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5.2.1 Lifting automorphisms

We continue with the assumption that G = P n T is split and T ≤ G is characteristic.

In view of the proof of Proposition 5.4, it is of interest to know when an automorphism

of G/Tj (which can be assumed to have the form (g, t + Tj) 7→ (α(g), β(t) + Tj) with

α ∈ Aut(P ) and β ∈ Aut(T )) lifts to an automorphism of G. Such automorphisms

are closely related to compatible pairs, see [48, Page 55]: for A ∈ {T, T/Tj} the group

of compatible pairs Comp(P,A) consists of all (α, β) ∈ Aut(P ) × Aut(A) such that

β(ag) = β(a)α(g) for all g ∈ P and a ∈ A. It is easy to verify that every such pair yields

an automorphism of P nA via (g, a) 7→ (α(g), β(a)).

We now investigate when (α, β) ∈ Comp(P, T/Tj) with j ≥ d can be lifted to an

element in Comp(P, T ). Here we consider the case Tj = Tyd = pyT . Note that if

(α, β) ∈ Comp(P,A), then α ∈ Aut(P ) and β ∈ HomP (A,Aα) where Aα = A is the

P -module where g ∈ P acts as a 7→ aα(g). Thus our question is: which elements of

HomP (T/Tj , (T/Tj)α) lift to elements in HomP (T, Tα)? In the following we write Za×bp

for the set of all a× b matrices over Zp.

Proposition 5.5. Let α ∈ Aut(P ) and Tyd = pyT with y ≥ 1. We can decompose

HomP (T/Tyd, (T/Tyd)α) = Lyd ⊕Nyd,

where Lyd = {t + Tyd 7→ f(t) + Tyd | f ∈ HomP (T, Tα)} are exactly the liftable homo-

morphisms, and the property Nyd = 0 or Nyd 6= 0 is independent of y. In particular, we

have N(u+1)d = pNud for all large enough u.

Thus, every element in HomP (T/Tyd, (T/Tyd)α) is liftable if and only if Nyd = 0; the

detailed construction of Nyd is technical and only given in the proof.

Proof. Fix a basis of T = Zdp to identify Aut(T ) = GLd(Zp) and End(T ) = Zd×dp . Let

P = 〈g1, . . . , gm〉 and let ρ1, ρ2 : P → GLd(Zp) be the two ZpP -module actions on T ;

write T {i} for the P -module T whose action is defined by ρi. Now define the Zp-linear

map ψ = ψ(ρ1, ρ2) from End(T ) to Zd×mdp by the matrix

ψ(A) =

[
Aρ1(g1)− ρ2(g1)A . . . Aρ1(gm)− ρ2(gm)A

]

so that kerψ = HomP (T {1}, T {2}), which is the group we are interested in.

Choosing the canonical Zp-basis of End(T ) = Zd×dp , we identify ψ with a d2×md2 matrix

over Zp. Since Zp is a principal ideal domain, there exist invertible matrices R and C
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such the Smith-Normal-Form of ψ is

Snf(ψ) = RψC =
[

diag(α1, . . . , αu, 0, . . . , 0) 0
]
∈ Zd

2×md2
p ,

with α1, . . . , αu 6= 0 and each αi | αi+1. Define m(ψ) = (m1, . . . ,mu) ∈ Zu where each

mi is the largest p-power dividing αi. Since the nonzero diagonal entries of Snf(ψ) are

uniquely defined up to multiplication by elements of the unit group Z∗p,the vector m(ψ)

is uniquely defined by ψ.

Now define the same for T̄ = T/pyT , that is, let ψ̄ = (ρ̄1, ρ̄2), where each of the maps

ρ̄i : P → GLd(Z/pyZ) is induced by ρi. In this case ker ψ̄ = HomP (T̄ (1), T̄ (2)). Let

Snf(ψ̄) = R̄ψ̄C̄ with nonzero diagonal entries ᾱ1, . . . , ᾱv. Since Snf(ψ) mod py is also a

Smith-Normal-Form of ψ̄, we can assume that R̄ψ̄C̄ = RψC mod py.

Note that ker(RψC) = 〈eu+1, . . . , ed2〉 where each ei is the standard basis element with

1 in position i, thus

HomP (T {1}, T {2}) = kerψ = 〈eu+1R, . . . , ed2R〉.

Similarly, αi mod py 6= 0 if and only if y > mi, and so R̄ψ̄C̄ = RψC mod py yields

HomP (T̄ {1}, T̄ {2}) = ker ψ̄ = Lyd ⊕Nyd where Lyd = 〈eu+1R̄, . . . , ed2R̄〉 and

Nyd = 〈pmax{y−m1,0}e1R̄, . . . , p
max{y−mu,0}euR̄〉.

If each mi = 0, then Nyd = 0 follows from pyR̄ = 0. Conversely, suppose Nyd = 0. If

there exists mi ≥ y, then eiR̄ ∈ Nyd 6= 0, which is a contradiction, hence y > mi for

all i. Since R̄ = R mod py is invertible, p - det(R̄) for all y, and so each eiR̄ has at least

one entry not divisible by p. Since each py−mieiR̄ ∈ Nyd = 0 by assumption, we deduce

that each mi = 0. The claim follows.

5.2.2 Two special cases

We now discuss the isomorphism problem for special types of skeleton groups. Both the

cases are motivated by [34] and generalises some results given there.

Cyclic point groups

We first consider space groups with cyclic point groups and show that in this case iso-

morphic skeleton groups always admit orbit isomorphisms. We start with a preliminary

lemma.
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Lemma 5.6. Let G = P n T be a uniserial p-adic space group where P has nilpotency

class c and γc+1(G) = Tk. Let γ, γ′ : T ∧ T → Tj with j > max{k, d + 1} be surjective

ZpP -module homomorphisms. If CP (Tk/Tj) = 1, then every isomorphism Gγ,m → Gγ′,m

between skeleton groups maps Tγ,m to Tγ′,m.

Proof. Let S = Gγ,m and N = Tj/Tm. The proof of Corollary 4.9 shows G/Tj ∼= S/N

and, if |G/Tj | = pu, then γu−r+1(S) = N , where r is the coclass of G. Moreover,

Tk/Tj = γc+1(G/Tj) = γc+1(S/N), which yields γc+1(S) = Tk/Tm. Let C be the

centraliser in S of γc+1(S)/γu−r+1(S). By assumption, C ∩ P = 1, so C = Tγ,m.

Remark 5.7. At the end of the proof of [34, Lemma 5.8] it is claimed that a certain

compatible pair of P and T/Tj lifts to a compatible pair of P and T . In view of

Proposition 5.5 it is not clear to us why this is true. However, the statement of [34,

Lemma 5.8] is covered by our Proposition 5.8.

Proposition 5.8. Let G = P.T be a uniserial p-adic space group with cyclic point group

P . Let GP ∗,γ,m and GP ∗,γ′,m be skeleton groups with γ, γ′ : T ∧ T → Tj for some j > d.

Every isomorphism between GP ∗,γ,m and GP ∗,γ′,m is an orbit isomorphism, induced by

some automorphism of G which satisfies (5.1) with x = 0.

Proof. By [40, Lemma 11], for every s ≥ 1 there is, up to isomorphism, a unique uniserial

p-adic space group with cyclic point group of order ps: We can assume that G = P n T

where T = (Zp[θ],+) for a primitive ps-th root of unity θ over Qp, and P = 〈µ〉 acts

on T by multiplication by θ, see Example 3.15. The uniserial series of T has terms

Ti = (θ − 1)iT for all i, and each Ti is characteristic in G. In particular, Ti = γi+1(G)

for each i ≥ 1, and so G has coclass s.

If α ∈ Aut(G) satisfies (5.1) with x = 0, then Gγ,m ∼= Gγ′,m by Lemma 5.1. Conversely,

consider an isomorphism φ : Gγ,m → Gγ′,m. We now apply Lemma 5.6: if µ(pi) ∈ P

centralises T1/Tj , then (θ(pi)−1)t ∈ Tj for all t ∈ T1, so θp
i−1 ∈ Tj−1. Since Tj > pT , this

forces µp
i

= 1; it follows that φ(Tγ,m) = Tγ′,m. Proposition 5.4 now shows that φ induces

an automorphism β of G/Tj = P nT/Tj of the form (µ, t+Tj) 7→ (µk, φ(t+Tj)), where

φ also denotes the induced automorphisms of P and T/Tj . Since j > d, Proposition 5.4

proves the claim once we have shown that β lifts to Aut(G). Recall that tφ(µ) = t(µ
k) =

θkt = σk(θ)t for all t ∈ T . Write φ(1 +Tj) = v0 +Tj for some v0 ∈ T ; note that v0 ∈ Ups
since otherwise φ would not be an automorphism of T/Tj . Together, if i ≥ 1, then

φ(θi + Tj) = φ(1(µi) + Tj) = φ(1 + Tj)
φ(µi) = v0σk(θ

i) + Tj ;
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this implies that φ(t + Tj) = v0σk(t) + Tj for all t ∈ T . Now define Φ ∈ Aut(T ) by

the map t 7→ v0σk(t). Clearly, Φ(tµ) = Φ(t)φ(µ), and so α : (µ, t) 7→ (φ(µ),Φ(t)) is an

automorphism of G. By construction, α induces β, so α is a lift of β.

Some metacyclic point groups

The second case is motivated by [34, Theorem 6.8] and the gap we have identified in its

proof, see Remark 5.13. As a slight generalisation, we consider G = P n T for

P = 〈µ, σ〉 and T = (Zp[θ],+)

where θ is a primitive ps-th root of unity over Qp, and µ and σ are automorphisms of

T such that tµ = θt is multiplication by θ, and tσ = σv(t) is the Galois automorphism

defined by θ 7→ θv. We assume that θσ 6= θ since otherwise P is cyclic; we also assume

that P is a p-group. Note that T has dimension d = ps−1(p − 1) and G is a uniserial

p-adic space group, with uniserial series terms Tj = (θ − 1)jT for all j ≥ 0. Suppose

|σ| = pi with 1 ≤ i ≤ s−1, so that P has order pi+s and nilpotency class ds/(s− i)e ≤ s.
Since the Galois group of Qp(θ) is cyclic and |σ1+ps−i | = pi, we can assume v = 1 +ps−i.

Note that σ fixes η = θ(pi) and, in fact, Z(P ) = 〈µ(pi)〉 has order ps−i. It follows from

[2, Theorem 3.1] that |Aut(P )| = (p− 1)ps+2i−1 if 2i ≤ s, and |Aut(P )| = (p− 1)p2s−1

otherwise. The previous notation is retained in the remainder of this section. We note

that in [34, Theorem 6.3] the case (p, s, i) = (3, 2, 1) is considered, hence the following

lemma applies.

Lemma 5.9. If 2i ≤ s then Aut(G) maps onto Aut(P ).

Proof. Recall from Section 4.1 that the generator σk of the Galois group of Qp(θ) induces

automorphisms of G and P of order ps−1(p−1). Since 〈σk〉∩P = 〈σ〉 and |Z(P )| = ps−i,

the order of J = 〈σk, Inn(P )〉 ≤ Aut(P ) is (p − 1)ps+i−1. Clearly, J is induced by

automorphisms of G. Considering σ and µ as permutations of {1, θ, . . . , θps−1}, both

µ and σµ are ps-cycles, and µw = σµ for the permutation w which maps each θj to

θ1+v+...+vj−1
. Our claim is that 〈w, σk, Inn(P )〉 = Aut(P ) is induced by Aut(G). We first

prove σw = σ. Note that wσ and σw send θj to e1 = θv+v2+...+vj and e2 = θ1+v+...+vjv−1
,

respectively. Now vj − 1 > j, so e1 = e2 follows if y = 1 + vj+1 + vj+2 + . . . +

vjv−1 ≡ 0 mod ps. Since i ≤ s/2, we have va ≡ 1 + aps−i mod ps for all a ≥ 0, thus

y ≡ j(v− 1) + ((j + 1) + (j + 2) + . . .+ (jv − 1)) ps−i mod ps, and y ≡ 0 mod ps follows

from evaluating this sum. Thus, conjugation by w induces an automorphism α of P

which maps µ and σ to σµ and σ, respectively. Since µ(wj) = σjµ for all j, this implies

that 〈w, σk, Inn(P )〉 has order (p−1)ps+2i−1, and therefore equals Aut(P ). We now show
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that α is induced by an automorphism of G. Recall that w permutes {1, θ, . . . , θps−1}.
Since w maps each θj to θ1+v+...+vj−1

, we have

(θjp
s−1

)w = θ1+v+...+vjp
s−1−1

= θjp
s−1

for all 0 ≤ j ≤ p − 1. Since T is generated by {1, θ, . . . , θps−1} subject to the relation

θp
s−1(p−1) + θp

s−1(p−2) + . . .+ θp
s−1

+ 1 = 0, this proves that w defines an automorphism

β of T . By construction, (α, β) is a compatible pair of P and T , hence it defines an

isomorphism of G inducing α.

For the following lemma recall the definition of i, s, η from above.

Lemma 5.10. Let y ∈ Z, ` ∈ {0, 1, . . . , pi − 1}, and j > d.

a) If θy 6= 1, then θy − 1 /∈ Tps−1+1.

b) If w = w0 + θw1 + . . .+ θ`w` ∈ Tj with each wj ∈ Zp[η], then each wa ∈ Tj−pi+1.

Proof. a) We can assume 1 ≤ j < ps, and writing j = cpu with p - c and u ≤ s−1 yields

θi − 1 = (θ(pu) − 1)(1 + θ(pu) + θ2(pu) + . . .+ θ(c−1)(pu)). The second factor is congruent

c modulo T1, hence lies in T \ T1. By the binomial formula, the first factor satisfies

θ(pu) − 1 ≡ (θ − 1)(pu) mod pT . Thus θj − 1 ∈ Tpu \ Tpu+1.

b) Every w ∈ T admits unique w0, . . . , wpi−1 ∈ Zp[η] such that

w = w0 + θw1 + . . .+ θp
i−1wpi−1.

The proof of a) yields η − 1 ∈ Tpi \ Tpi−1, so Tj = (η − 1)xTy for some 0 ≤ y ≤ pi − 1

and we can write w = (η − 1)xw′ for some w′ ∈ Ty. Decomposing w′ as above implies

that each wa = (η − 1)xw′a ∈ Txpi ≤ Tj−pi+1, as claimed.

Definition 5.11. For n ∈ Z with n 6≡ 0, 1 mod p let νn : T ∧ T → T be defined by

νn(t ∧ s) = σn(t)σ1−n(s)− σn(s)σ1−n(t).

A ZpP -homomorphism γ : T ∧T → T is called a 1-parameter homomorphism if γ = zνn

for some z ∈ T and n ∈ Z.

All skeleton groups in G(p, r) for (p, r) ∈ {(3, 1), (3, 2), (5, 1)} are defined by 1-parameter

homomorphisms. In these cases, a solution to the isomorphism problem of skeleton

groups is within reach, cf. [34]. For skeleton groups defined by non-1-parameter homo-

morphisms, the isomorphism problem is much more complicated, even for p-groups of

maximal class (cf. the analysis in [18, 20]). This is the reason why the next result focuses
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on 1-parameter homomorphisms. This proposition closes the gap we have identified in

the proof of [34, Theorem 6.8], see Remark 5.13.

Proposition 5.12. Let G = P n T be as above with 2i ≤ s. Let Gγ,m and Gγ′,m be

skeleton groups with γ, γ′ : T ∧ T → Tj onto such that d < j ≤ m ≤ 2j − d. If γ′ is a

1-parameter homomorphism and Gγ,m ∼= Gγ′,m, then there is also an orbit isomorphism,

induced by some automorphism of G satisfying (5.1) with x = 0.

Proof. Write S = Gγ,m. Let c be the nilpotency class of P , so γc+1(S) = Tk/Tm with

k ≤ s and Tj/Tm = γc+1+j−k(S), cf. the proof of Lemma 5.6. Let C be the centraliser

in S of Tk/Tj ; we show that P ∩ C = 1. If c = σaµb ∈ P ∩ C, then θbσva(t)− t ∈ Tj for

all t ∈ Tk. For t = (θ− 1)y with k ≤ y ≤ j this yields θb(1 + θ+ . . .+ θv
a−1)y− 1 ∈ Tj−i.

Subtracting the equations for y = k and y = k + 1 eventually forces θv
a−1 − 1 ∈ Tj−k.

Since j − k > d− s ≥ ps−1, Lemma 5.10a) yields θv
a−1 = 1, and so c = µb. This implies

θb − 1 ∈ Tj−k, and θb = 1 again by Lemma 5.10a). This proves c = 1, and so P ∩C = 1

and C = Tγ,m.

Thus, if φ : Gγ,m → Gγ′,m is an isomorphism, then φ(Tγ,m) = Tγ′,m. In particular,

there exist a map φ′ : P → T and Φ ∈ Aut(T ) such that φ maps (h, 0 + Tm) and

(1, t + Tm) to (φ(h), φ′(h) + Tm) and (1,Φ(t) + Tm), respectively; here we identify φ

with the induced automorphism of P . Now Proposition 5.4 shows that this yields an

automorphism β : (h, t+Tj) 7→ (φ(h),Φ(t) +Tj) of G/Tj , with Φ(th) ≡ Φ(t)φ(h) mod Tj

for all h ∈ P and t ∈ T .

By Lemma 5.9, the automorphism φ is induced by some α ∈ Aut(G). Since α(T ) = T ,

we can assume that α maps (h, t) to (φ(h), α(t)) with α(th) = α(t)φ(h) for all h ∈ P and

t ∈ T , which yields an automorphism β1 : (h, t+ Tj) 7→ (φ(h), α(t) + Tj) of G/Tj . Note

that β2 = β ◦β−1
1 is an automorphism of G/Tj of the form (h, t+Tj) 7→ (h, τ(t)+Tj) for

some τ ∈ Aut(T ) with τ(th) ≡ τ(t)h mod Tj for all h ∈ P and t ∈ T . Since µ ∈ P acts

by multiplication by θ on T , it follows that τ(t) ≡ ut mod Tj for some unit u ∈ Ups ; since

σ ∈ P , it follows that σ(u) ≡ u mod Tj . In conclusion, the automorphism β = β2 ◦ β1 of

G/Tj induced by the isomorphism φ is of the form

β : (h, t+ Tj)→ (φ(h),Φ(t) + Tj) = (φ(h), uα(t) + Tj).

In general, σ(u) 6= u and β cannot be lifted to Aut(G). Motivated by [34, Lemma 6.7],

we now modify β in a suitable way. First, we examine the unit u.

Write u =
∑pi−1

k=0 θ
kuk with each uk ∈ Zp[η] fixed by σ. Now σ(u) − u ∈ Tj trans-

lates to
∑pi−1

k=1 θ
kuk(θ

kps−i − 1) ∈ Tj , so uk(θ
kps−i − 1) ∈ Tj−pi+1 for each k ≥ 1 by

Lemma 5.10. The proof of Lemma 5.10a) yields θkp
s−i − 1 /∈ Tps−1+1 for 0 < k < pi, so
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uk ∈ Tj−pi−ps−1+1 ≤ Tj−d for k ≥ 1. Since j > d and u is a unit, this forces u0 ∈ T \ T1.

Thus u0 is a unit and u = u0v for v = 1+(
∑pi−1

k=1 θ
kuk)u

−1
0 ∈ 1+Tj−d. Since σ(u0) = u0

and α(tg) = α(t)φ(g) for all t ∈ T and g ∈ P , we obtain an automorphism

β′ : G→ G, (h, t) 7→ (φ(h), u0α(t)).

We now prove that β′ satisfies (5.1) with x = 0; then Lemma 5.1 proves the claim. By

assumption γ′ = zνn for some z ∈ T and n ∈ Z, which implies γ′(us∧ut) = uρn(u)γ′(s∧t)
with ρn(u) = u−1σn(u)σn−1(u) for all s, t ∈ T . Since φ is an isomorphism, a direct

calculation shows that

uα(γ(t ∧ s)) ≡ γ′(uα(t) ∧ uα(s)) ≡ uρn(u)γ′(α(t) ∧ α(s)) mod Tm.

Since ρn : Ups → Ups is a homomorphism, γ′ has image Tj , the unit u satisfies u = u0v

with v ∈ 1 + Tj−d, and m ≤ 2j − d, the above equivalence yields

u0α(γ(t ∧ s)) ≡ u0ρn(u0)γ′(α(t) ∧ α(s)) ≡ γ′(u0α(t) ∧ u0α(s)) mod Tm.

This proves that β′ satisfies (5.1); as explained above, this completes the proof.

As said above, when proving the above results we identified and corrected some gaps in

[34]; the following remark provides details.

Remark 5.13. In [34, Theorem 6.8] the following situation is considered; we partly

adapt the notation of that theorem. Let G = Gj−3 be a non-split uniserial 3-adic space

group of coclass 2 with split supergroup H = Hj−3 = P n T . We have P = 〈µ, σ4〉 and

T = Z3[θ] as above, for a primitive 9-th root of unity θ. In particular, Aut(H) maps

onto Aut(P ). Let A = Hj−3,γ,m and B = Hj−3,γ′,m be skeleton groups for H, and let

φ : A → B be an isomorphism. In the proof of [34, Theorem 6.8] it is said that, since

Aut(H) maps onto Aut(P ), one can assume that φ acts as the identity on the common

quotient P of A and B, respectively. We claim that this assumption cannot be made,

for two reasons.

First, in GAP [39], we have constructed two such skeleton groups which are isomorphic,

but which do not admit an isomorphism between them which acts as the identity on

the common quotient P . These two skeleton groups A = Hj−3,γ1,13 and B = Hj−3,γ2,13

are constructed via 1-parameter homomorphisms γ1, γ2 : T ∧ T → T9 defined by γi =

ti(θ
3 − 1)3ν2 with t1 = −2 + 3θ3 and t2 = 1 + θ3, respectively. We constructed an

explicit isomorphism φ between these skeleton groups, which acts on P as α : (µ, σ4) 7→
(σ2

4µ
8, σ4µ

6), and we have verified there is no automorphism of B inducing α on P . Thus

the claim in the proof of [34, Theorem 6.8] is not correct.
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A second line of argument (not presented in the proof of [34, Theorem 6.8]) is to re-

define B with respect to the point group φ(P ) ≤ B. Then the isomorphism between A

and B would act as the identity on the common quotient isomorphic to P . However,

it is not clear whether this construction will allow us to lift the isomorphism φ to an

automorphism of H = PnT , which is the ultimate aim in the proof of [34, Theorem 6.8].

We note that these problems in the proof of [34, Theorem 6.8] are solved with our slightly

more general Proposition 5.12.



Chapter 6

Orbit Isomorphic Skeleton

Groups

In this chapter, p is an odd prime. We use Notation 3.19 and consider a split space group

G = P n T of dimension d and coclass r, with point group P , translation subgroup T ,

and extended uniserial series . . . > T−1 > T0 = T > T1 > . . .. Let TG be the coclass tree

in G(p, r) defined by G; its branches are labelled such that Bj has root Gj = P n T/Tj .

The shaved branch Bj [k] is the subgraph of Bj consisting of the groups of depth at most

k in Bj . For any j ≥ 1, we write

Hj = HomP (T ∧ T, Tj)

and

Lj = {γ ∈ Hj | γ is surjective}.

Let γ ∈ Lj with γ(Tj ∧ T ) = Tk where k ≥ 2j − d. For every m with j ≤ m ≤ 2j − d
we have defined the skeleton group Gγ,m = P n Tγ,m, see Chapter 4. Recall that Gγ,m

lies at depth m − j in Bj . As before, whenever considering a skeleton group Gγ,m, we

implicitly assume that all parameters are chosen appropriately, that is, if γ(T ∧T ) = Tj

and γ(Tj ∧ T ) = Tk, then j ≤ m ≤ 2j − d.

The skeleton groups in Bj induce a subgraph Sj of depth 2j−d. By Sj [k] we denote the

subgraph of Sj consisting of all skeleton groups in depth at most k for k ≤ 2j − d. In

Chapter 5 we investigated the isomorphism problem of skeleton groups and showed in

Lemma 5.1 that if two homomorphisms γ, γ′ satisfy α◦γ ≡ γ′◦(α∧α) mod Hm for some

α ∈ Aut(G), then Gγ,m ∼= Gγ′,m. The converse is no always true, but holds in special

cases, for example, for the skeleton groups of coclass 1. The latter has been investigated

in [17, 19]. The next result follows directly from Lemma 5.1.

62
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Lemma 6.1. Every φ ∈ Aut(G) acts on γ ∈ Hj via γ 7→ γφ, defined by

γφ(t ∧ s) = φ−1(γ(φ(t) ∧ φ(s))). (6.1)

If γ is surjective, then so is γφ.

The action defined in (6.1) induces an action of Aut(G) on Lj . Note that γ ≡ γ′ mod Hm

if and only if γ − γ′ ∈ Hm. For V ≤ Aut(G), we write

StabV (γ +Hm) = {α ∈ V | γα ≡ γ mod Hm}.

Now Lemma 5.1 can be rephrased as follows.

Lemma 6.2. Let γ, γ′ ∈ Lj. If there exists β ∈ Aut(G) such that γβ ≡ γ′ mod Hm then

Gγ,m ∼= Gγ′,m.

Recall that two skeleton groups are orbit isomorphic if there is an isomorphism as in

Lemma 6.2, induced by the automorphism group of the associated space group.

Lemma 6.2 is a partial solution to the isomorphism problem of split skeleton groups; a

complete solution can be obtained in some special cases, see Chapter 5. However there

are examples where the converse of Lemma 6.2 is not true, see [34].

Note that if the converse of Lemma 6.2 holds, the skeleton subgraph (in the coclass

tree associated with G) is completely determined by the structure of G: the ingredients

for constructing skeleton groups are P , T , and homomorphisms T ∧ T → T , and their

isomorphism problem can be solved by considering the action of Aut(G).

6.1 Periodicities in skeleton graph

In this section we study how the converse of Lemma 6.2 improves some known periodicity

results; it generalises some results for G(p, 1) obtained in [17, 19].

Hypothesis 6.3. In this section we assume that G is chosen such if two skeleton groups

(defined in TG) are isomorphic, then they are also orbit isomorphic.

We have proved in Chapter 5 that Hypothesis 6.3 holds whenever G has a cyclic point

group; this includes the prominent example G(p, 1). Assuming Hypothesis 6.3, the con-

dition given in Lemma 6.2 is in fact both necessary and sufficient for solving the isomor-

phism problem of skeleton groups.

The periodicity of type I, see Section 2.2, shows that for any fixed k and all large

enough n, there is a graph isomorphism Bn[k]→ Bn+d[k]; recall that d is the dimension
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of the space group G. As discussed in Section 2.2.1, this result was later improved by

Dietrich [19] for groups of maximal class. This motivated us to investigate the periodicity

of type I under Hypothesis 6.3. We establish the following improvement.

Theorem 6.4. Under the assumption of Hypothesis 6.3 the following holds. For all

large enough j, we have Sj ∼= Sj+d[j − d] as rooted trees; here d is the dimension of the

associated space group.

Proof. From Section 4.4 we find that for 6d < j ≤ m ≤ 2j−d, a complete list of skeleton

groups at depth m− j in Bj is given by

Sj,m = {Gγ,m | γ ∈ Lj}.

Multiplication by p defines a bijection Lj → Lj+d. Since j+d ≤ m+d ≤ 2j ≤ 2(j+d)−d,

we have

Sj+d,m+d = {Gpγ,m+d | γ ∈ Lj}.

Clearly (pγ)α = p(γα) for α ∈ Aut(G). Hence in view of Hypothesis 6.3 we have the

following using Lemmas 5.1 and 6.2.

Gγ,m ∼= Gγ′,m ⇐⇒ Gpγ,m+d
∼= Gpγ′,m+d.

This proves the existence of a bijection between the isomorphism types of the skeleton

groups at depth e in Bj and at depth e in Bj+d, respectively, for all e ≤ j − d. The

parent of Gγ,m in Bj is Gγ,m−1 for m > j; this also implies that the above bijection

induces a graph isomorphism from Sj to Sj+d[j − d]; recall that Sj has depth j − d.

We now describe why Theorem 6.4 is a significant improvement over the periodicity of

type I as described in [35]: It is shown in [35] that, for large enough j, one can embed

Bj [ej ] into Bj+d where ej is approximately j/6d. In contrast, Theorem 6.4 shows one can

embed the whole skeleton tree Sj (of depth j− d) into Bj+d, such that Sj ∼= Sj+d[j− d].

6.2 Skeleton groups with cyclic point group

Motivated by the skeleton groups of maximal class, see[20], we here investigate p-adic

uniserial space groups with cyclic point groups. It follows from [40, Lemma 11] that

every such space group is split and uniquely determined, up to isomorphism, by the size

of its point group; thus, the following convention covers the general case of space groups

with cyclic point groups.
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Notation 6.5. We assume that G = P n T is a split space group whose point group

P is cyclic of order ps, generated by g. If θ is a primitive ps-th root of unity, then we

can assume that T = (Zp[θ],+) whose uniserial series has terms Ti = (θ− 1)iT = pi; see

Chapter 3 for details. Recall that T has dimension ds = ps−1(p−1). We denote the unit

group of the ring Zp[θ] by Ups , and write Ups,i = 1 + pi for all i > 0, with Ups,0 = Ups ,
see Section 4.1 for details.

The space group associated with the coclass tree of G(p, 1) is obtained by taking s = 1.

6.2.1 Homomorphisms from T ∧ T

To get a better understanding of skeleton groups it is important to study the set of

parametrising homomorphisms. Let K = Qp[θ] and recall that σa ∈ Aut(K) is defined

by θ 7→ θa, see Section 4.1.2. The following is [53, Theorem 11.4.1].

Theorem 6.6. For a 6≡ 0, 1 mod p define νa : K ∧K → K by

νa(x ∧ y) = σa(x)σ1−a(y)− σa(y)σ1−a(x). (6.2)

Then {νa | 2 ≤ a ≤ 1
2(ps − 1), a 6≡ 0, 1 mod p} is a K-basis of HomQpP (K ∧K,K).

Remark 6.7. The image of T ∧ T under νa lies inside T , hence we can consider the

restriction νa : T ∧ T → T without any ambiguity.

We now concentrate on the structure of the homomorphisms from T ∧ T to T . In

the following theorem, we first find how T ∧ T is generated as a ZpP -module; this is

motivated by [53, Proposition 8.3.5]. Recall that θ + . . .+ θp
s−1 = −1.

Theorem 6.8. The ZpP -module T ∧ T is the direct sum of a free ZpP -module of rank
1
2(ps− 2ps−1− 1) generated by {1∧ θi | ps−1 + 1 ≤ i ≤ (ps− 1)/2} and a free Zp-module

generated by z =
∑

0≤i<k<(ps−1) θ
i ∧ θk.

Proof. We know that W = {θi ∧ θk | 0 ≤ i < k < ds} freely generates T ∧ T as Zp-
module. Further, θi ∧ θk = (1 ∧ θk−i)gi and 1 ∧ θk = −(1 ∧ θps−k)gk for 0 ≤ i < k < ps.

Since ps − x ≤ (ps − 1)/2 whenever x > (ps − 1)/2, we have that T ∧ T is generated by

B′ = {1 ∧ θ, . . . , 1 ∧ θ(ps−1)/2} as a ZpP -module.

Now for each ps−1 + 1 ≤ i ≤ (ps − 1)/2, define Bi as the 1-dimensional ZpP -submodule

of T ∧ T generated by 1 ∧ θi. Also define B1 = {cz | c ∈ Zp} which is a 1-dimensional

Zp-submodule of T ∧ T . We observe that for ps−1 + 1 ≤ i ≤ (ps − 1)/2, as a Zp-module

of Bi is generated by

Vi = {1 ∧ θi, θ ∧ θi+1, . . . , θds−i ∧ θds , 1 ∧ θds−i+1, θ ∧ θds−i+2, . . . , θi−1 ∧ θds}.
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Let V be the union of all such Vi and let B = V ∩W which is the subset of V omitting

θds . Take a Zp-linear combination in V , say x =
∑

v∈V avv and rewrite it as

x =
∑
v∈B

avv +

ds−ps−1−1∑
m=1

bm(θm ∧ θds)

for some bm ∈ Zp. Observe that θnp
s−1 ∧ θm ∈ V|m−nps−1| for 1 ≤ m ≤ ds − ps−1 − 1

and 0 ≤ n ≤ p − 2 we have |m − nps−1| ∈ {ps−1 + 1, . . . , (ps − 1)/2}. Suppose now

Xm = {n | 0 ≤ n ≤ p−2, |m−nps−1| ∈ {1, 2, . . . , ps−1}} and consider the Zp-submodule

B̂ = 〈B〉Zp generated by B. Thus we have

θm ∧ θds ≡ (−θm) ∧ (
∑
n∈Xm

θn) mod B̂. (6.3)

If x = 0, we use (6.3) to deduce
∑ds−ps−1−1

m=1 bm(−θm) ∧ (
∑

n∈Xm θ
n) ∈ B̂, so each

bm = 0 and this implies av = 0 for all v ∈ B since W is a free generating set. Hence

V̂ = 〈V 〉Zp is freely generated by V as Zp-module and hence V̂ is freely generated by

the set {1 ∧ θi | ps−1 + 1 ≤ i ≤ (ps − 1)/2} as a ZpP -module.

Finally from the definition of B̂, we have θi∧θi+n ≡ 1∧θn mod B̂ for n ∈ {1, 2, . . . , ps−1}
and 0 ≤ i ≤ n− 1. Also, z can be written

z =

ps−1∑
i=1

(1 ∧ θi)1+g+...+gp
s−1−i

+
∑

0≤i<k<(ps−1)
k≥ps−1+1

θi ∧ θk.

Hence z ≡ (1 ∧ θn) mod V̂ for n ∈ {1, 2, . . . , ps−1}. Recall that T ∧ T is generated by

{1 ∧ θ, . . . , 1 ∧ θps−1, 1 ∧ θps−1+1, . . . , 1 ∧ θ(ps−1)/2} as a ZpP module. Hence {z} ∪ V
generates T ∧ T as Zp-module. Also we note that cz 6∈ V̂ for all c ∈ T \ {0}. Hence

V̂ ∩B1 = {0}. This completes the proof.

Lemma 6.9. The element z of Theorem 6.8 is fixed under the action of P .

Proof. This follows from

zg =
∑

0≤i<k<(ps−1)

θi+1 ∧ θk+1

=
∑

0≤i<k<(ps−1)−1

θi+1 ∧ θk+1 +
∑

1≤i≤(ps−1)−1

θi ∧ θ(ps−1)

=
∑

1≤i<k<(ps−1)

θi ∧ θk + (
∑

1≤i≤ps−2

θi) ∧ θ(ps−1)
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=
∑

1≤i<k<(ps−1)

θi ∧ θk + (−1− θps−1) ∧ θ(ps−1)

=
∑

1≤i<k<(ps−1)

θi ∧ θk + 1 ∧ (−θps−1)

=
∑

1≤i<k<(ps−1)

θi ∧ θk + 1 ∧ (
∑

1≤i≤ps−2

θi)

=
∑

0≤i<k<(ps−1)

θi ∧ θk

= z

Since both T ∧T and T are Zp-modules of finite rank, every homomorphism T ∧T → T

and T ∧ T → T/Te (for any e) is a Zp-module homomorphism; see Remark 3.3. Since

the only fixed point of T under the action of P is 0, Lemma 6.9 shows that every

P -homomorphism T ∧ T → T must map z to 0. Therefore Theorem 6.8 shows that

every P -homomorphism T ∧ T → T is uniquely determined by its values on 1 ∧ θi

for i ∈ {ps−1 + 1, . . . , (ps − 1)/2}. Since the elements in T/Te fixed by g ∈ P are

precisely Te−1/Te, the image of z under a P -homomorphism T ∧ T → T/Te lies in the

subgroup generated by ẑe = (θ−1)e−1+Te. The following results are motivated from [53,

Chapter 8] where the case s = 1 has been discussed. We denote by δi,k the Kronecker

delta with δi,k = 1 if i = k and δi,k = 0 otherwise.

Definition 6.10. For i, k ∈ {ps−1 + 1, . . . , (ps − 1)/2} and any e > 0, we define P -

homomorphisms

fk : T ∧ T → T and f̃k : T ∧ T → T/Te

by fk(1∧θi) = δi,k and fk(z) = 0, and f̃k = π◦fk, where π : T → T/Te is the projection.

Let f̃1 : T ∧T → T/Te be the P -homomorphism defined by f̃1(1∧θi) = 0 and f̃1(z) = ẑe.

Since Zp[θ] is abelian, HomP (T ∧ T, T ) is a Zp[θ]-module via (f c)(x) = cf(x) for all

c ∈ Zp[θ], x ∈ T ∧ T and f ∈ HomP (T ∧ T, T ). The next two results are corollaries to

Theorem 6.8.

Corollary 6.11. As Zp[θ]-module, H0 is generated by {fk | ps−1 + 1 ≤ k ≤ (ps− 1)/2}.

Corollary 6.12. HomP (T ∧ T, T/Te) is a direct sum of 1
2(ps − 2ps−1 − 1) summands

isomorphic to T/Te, generated by f̃k for ps−1 + 1 ≤ k ≤ (ps − 1)/2, and a summand of

order p generated by f̃1.

Proof. The image of z under any homomorphism in HomP (T ∧ T, T/Te) must be in the

subgroup generated by ẑe. Thus using Theorem 6.11 we find that HomP (T ∧T, T/Te) is

the direct sum of 1
2(ps−2ps−1−1) summands generated by f̃k for ps−1+1 ≤ k ≤ (ps−1)/2
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and a summand generated by f̃1. Finally, each of the subgroups generated by f̃k is

isomorphic to T/Te for ps−1 + 1 ≤ k ≤ (ps − 1)/2 and the subgroup generated by f̃1 is

isomorphic to Te−1/Te ∼= Cp.

Denote ms = 1
2(ps − 2ps−1 − 1) and consider

Ip,s = {a ∈ Z | 2 ≤ a ≤ (ps − 1)/2, a 6≡ 0, 1 mod p},

Jp,s = {ps−1 + 1, . . . , (ps − 1)/2}.

From Theorem 6.10 and Definition 6.6 we can see that there are two different bases of

H0 which are indexed over different sets of size ms, namely the bases are {νk | k ∈ Ip,s}
and {fk | k ∈ Jp,s}. Note that Ip,s → {1, 2, . . . ,ms} : n 7→ n − 2bn/pc − 1 and

Jp,s → {1, 2, . . . ,ms} : n 7→ n − ps−1 are indeed bijections. Both bases are useful for

different purposes: the definition of {fk | k ∈ Jp,s} is natural, whereas {νk | k ∈ Ip,s}
will be convenient when studying the action of the automorphism group (to solve the

isomorphism problem for skeleton groups), see (6.8) below. The presence of two bases

poses some notational difficulties; in order to reduce these technicalities, we adopt the

following.

Notation 6.13. We relabel the ordered bases (νk)k∈Ip,s and (fk)k∈Jp,s as (νk)
ms
k=1 and

(fk)
ms
k=1 respectively.

The following result follows from Corollary 6.11 and Theorem 6.6.

Lemma 6.14. If γ ∈ HomP (T ∧ T, T ) then

a) there exists a unique (c1, . . . , cms) ∈ Tms such that γ =
∑ms

a=1 cafa,

b) there exists a unique (b1, . . . , bms) ∈ Kms such that γ =
∑ms

a=1 baνa.

Remark 6.15. Lemma 6.14 shows that there exists an invertible matrix B ∈ GLms(K)

which represents the change of bases for HomP (T ∧ T, T ) from {fk | 1 ≤ k ≤ ms}
to {νk | 1 ≤ k ≤ ms}. If γ is uniquely represented as γ =

∑ms
a=1 cafa then γ =∑ms

a=1 baνa where b = cB with c = (c1, . . . , cms) ∈ Tms and b = (b1, . . . , bms) ∈ Kms .

For example if s = 1, then [20, Section 4.1] shows that B = (βij)m1×m1 is given by

βi,j =
(
θi−2 − θ3−i) ((θi−2 − 1

) (
θ3−i − 1

))j−1
.

Our next aim is to investigate the automorphism group of the space group.

6.2.2 The automorphism group

To determine the automorphism group of G, it is useful to exploit the extension structure

of G. For this a cohomological argument can be used. We therefore first recall some
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facts on cohomology groups; these are standard and can be found in [48, 80]. For any

group H and an H-module N , the corresponding groups of 1-cocycles, 1-coboundaries,

and the first cohomology group are defined as follows.

Z1(H,N) = {γ : H → N | γ(gh) = γ(g)h + γ(h) for all g, h ∈ H},

B1(H,N) = {γ ∈ Z1(H,N) | ∃n ∈ N such that γ(g) = ng − n for all g ∈ H},

H1(H,N) = Z1(H,N)/B1(H,N).

The next lemma describes the structure of Z1(P, T ).

Lemma 6.16. Z1(P, T ) = {αt | t ∈ T} where αt : P → T is given by αt(g
i) = θi−1

θ−1 t for

all i ≥ 0.

Proof. Suppose α ∈ Z1(P, T ) maps g to t ∈ T . By definition α(uv) = α(u)v + α(v) for

u, v ∈ P . Then inductively we can show that α maps gi to (1 + θ + . . .+ θi−1)t = θi−1
θ−1 t

for all i ≥ 0. Hence every such α is equal to αt for some t ∈ T . Conversely take t ∈ T
and consider αt. Then αt(g

b)g
a

+αt(g
a) = θb−1−1

θ−1 θat+ θa−1−1
θ−1 t = θa+b−1

θ−1 t = αt(g
a+b) for

all 1 ≤ a, b ≤ ps − 1, So αt ∈ Z1(P, T ).

The proof of the following theorem is motivated by [34, Lemma 5.4]. Recall from Sec-

tion 4.1 that the Galois group Gθ of Qp(θ)|Qp is cyclic of order ds and is generated by

σk for a primitive root k modulo ps.

Theorem 6.17. The automorphisms of G are φ(k, u, s) : G→ G defined by

(gi, t) 7→ (gik, uσk(t) + uiks), (0 ≤ i ≤ ps − 1, t ∈ T ) (6.4)

where k ∈ {1, . . . , ds} with p - k, s ∈ T, u ∈ Ups and uj = θj−1
θ−1 for all j ≥ 0.

Proof. Since G/T ∼= P and T is characteristic in G, see Lemma 3.18, we can define

a homomorphism λ : Aut(G) → Aut(P ) mapping φ 7→ φ|G/T . Recall that the Gθ is

generated by σk and σk induces an automorphism ηk of G mapping (gi, t) 7→ (gki, σk(t)).

Hence the subgroup 〈ηk〉 (of Aut(G)) maps onto Aut(P ) under λ. We now determine

the kernel of λ. Consider a restriction map ζ : Aut(G)→ Aut(T ) mapping φ 7→ φ|T . If

φ ∈ ker(λ) then φ|P = idP . Hence φ|T is a P -module automorphism of T . Now T acts

on T by natural ring multiplication. In that case any P -module automorphism of T is

a T -module automorphism of T since g acts as multiplication by θ on T . So φ|T is a

T -module automorphism of T . But T is a cyclic T -module and multiplication by a unit

is a T -module automorphism of T . Hence the group of T -module automorphisms of T

is isomorphic to Ups . Thus ζ maps ker(λ) into Ups and multiplication by a unit induces
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an automorphism of G which lies in ker(λ). Hence ζ maps ker(λ) onto Ups . Finally we

find ker(ζ) ∩ ker(λ). If φ ∈ ker(ζ) ∩ ker(λ) then φ fixes P and T point-wise. Hence

φ ∈ Aut(G) satisfies φ(gi, 0) = (gi, φ2(g)) for some φ2 ∈ Z1(P, T ). Thus by Lemma 6.16

there is s ∈ T such that φ2(gi) = θi−1
θ−1 s for all i ≥ 0. Note that each x ∈ T induces an

automorphism of G mapping (gi, t) 7→ (gi, t+ (θi−1)
θ−1 x). Finally we recall that P is cyclic

and every automorphism of P maps gi 7→ gik for some 1 ≤ k ≤ ds such that p - k.

Remark 6.18. a) The inverse of φ(k, u, s) is given by φ(l, σl(u)−1, σl(u)−1ujs
−1) where

k ≡ l−1 mod ps.

b) Let Aθ, Au, and Az denote the automorphisms of G induced by Gθ,Ups , and Z1(P, T )

respectively, that is,

Aθ = {φ(k, 1, 0) | 1 ≤ k ≤ ds, p - k} ∼= Gθ,

Au = {φ(1, u, 0) | u ∈ Ups} ∼= Ups ,

Az = {φ(1, 1, θi) | 0 ≤ i ≤ ds − 1} ∼= Z1(P, T ).

We have Aut(G) ∼= (Aθ nAu) nAz. Below we sometimes identity Aθ = Gθ, etc.

The following lemma is immediate from the proof of Theorem 6.17. This result is

analogous to [20, Lemma 3.2 (a)].

Lemma 6.19. Let ρ : Aut(G) → Aut(T ) be the natural restriction. The kernel of ρ

is Az ∼= Z1(P, T ). The image of ρ is Aθ n Au restricted to T , that is, isomorphic to

Gθ n Ups; a preimage of (σz, u) ∈ Gθ n Ups under ρ is φ(z, u, 0).

Recall from [53, Definition 3.1.3] that if H is a finite p-group with class n then for

i ∈ {2, . . . , n−2}, the 2-step centraliser Ki in H is the centraliser in H of γi(H)/γi+2(H).

Recall that Gj = P n T/Tj .

Lemma 6.20. If j ≥ 4, then f 7→ f |Gj is a surjection from Aut(G) to Aut(Gj).

Proof. Let α ∈ Aut(Gj). We note that P is abelian and the 2-nd and 4-th term of the

lower central series of Gj are T1/Tj and T3/Tj respectively. So the two step centraliser of

Gj is CGj (T1/T3) = T/Tj . Hence T/Tj is characteristic in Gj . So α(g, 0 + Tj) = (gl, a)

for some a ∈ T/Tj and l ∈ Z∗p. Suppose now for each a ∈ T/Tj we choose and fix

an element τ(a) ∈ T using a transversal τ : T/Tj → T such that τ(a) + Tj = a.

We take an automorphism β = φ(l, 1, θσl(τ(a)))|Gj , see Theorem 6.17, and observe

that β ◦ α−1(g, 0 + Tj) = β(gn,−agn) = (g, σl(−τ(a)g
n
) + θσl(τ(a)) + Tj). Hence β ◦

α−1(g, 0 + Tj) = (g, 0 + Tj). Further it is evident that α has a preimage in Aut(G)

if and only if β ◦ α−1 has a preimage in Aut(G). Thus we can assume that α(g) =

g and α(1 + Tj) = v + Tj for some v ∈ T . Then for x ∈ {0, . . . , ds − 1} we have
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α(gx, 1 +Tj) = α(gx, 0 +Tj)α(1, 1 +Tj) = (gx, v+Tj) and so α(1, θx +Tj) = α(g−x, 1 +

Tj)α(gx, 0 + Tj) = (g−x, v + Tj)(g
x, 0 + Tj) = (1, θxv + Tj) = (1, (v + Tj)(θ

x + Tj)). So

α|T/Tj is the multiplication by v + Tj . But α|T/Tj ∈ Aut(T/Tj) and so v ∈ Ups . Thus

α(gi, t+ Tj) = (gi, vt+ Tj) for t ∈ T and 0 ≤ i ≤ ps − 1. Hence α = φ(1, v, 0)|Gj .

6.2.3 Orbit isomorphisms

Recall that ms = 1
2(ps−2ps−1−1) and the skeleton subgraph of the branch Bj is denoted

by Sj . Let B be the base change matrix as given in Remark 6.15. Now Lemma 6.14

allows us to define the following.

Definition 6.21. If c = (c1, . . . , cms) ∈ Kms and γ =
∑ms

a=1 caνa ∈ Lj , then the

skeleton group Gγ,m defined by γ and m is denoted by Sm(c).

In order to investigate orbit isomorphisms, one requires to study the orbits of the action

of Aut(G) on Lj as defined in (6.1). From Definition 6.21 we can see that one can also

parametrise the skeleton groups by the elements of Kms . Thus we first transfer the

action (6.1) to the tuples that define skeleton groups. For j ≥ 1 we define

Θj = {c ∈ Kms | Sm(c) ∈ Sj for some m with j ≤ m ≤ 2j − ds}, (6.5)

Ωj = {(c1, . . . , cms)B
−1 | ci ∈ pj for 1 ≤ i ≤ ms} (6.6)

and we consider the following homomorphisms defined for all a ∈ Ip,s

ρa : Ups → Ups defined by u 7→ u−1σa(u)σ1−a(u). (6.7)

Lemma 6.17 and Remark 6.18 show that Az acts trivially on Lj and hence the action of

Aut(G) on Lj is same as the action of Aθ n Au on Lj . In the following we rewrite this

action in terms of the parameters from Θj . This is motivated by [20, Lemma 4.3].

An element (σn, u) ∈ Gθ n Ups acts on c = (c1, . . . , cms) ∈ Θj via

c(σn,u) = (ρ1(u−1)σn(c1), . . . , ρms(u
−1)σn(cms)) (6.8)

To see this we observe the following. Let c = (c1, . . . , cms) ∈ Θj . Suppose

γ =

ms∑
a=1

caνa and γ′ =

ms∑
a=1

σn(ca)ρa(u
−1)νa.
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We note that φ(n, u, 0)−1 = φ(l, v, 0) where l ≡ n−1 mod ps and take v = σl(u
−1). Then

using (6.1) and (6.7), for all t, s ∈ T we have

γφ(n,u,0)−1
(t ∧ s) = φ(n, u, 0)(γ((vσl(t)) ∧ ((vσl(s))))

= φ(n, u, 0)(

ms∑
a=1

caνa((vσl(t)) ∧ ((vσl(s))))

= φ(n, u, 0)(

ms∑
a=1

caσa(v)σ1−a(v)νa(σl(t) ∧ (σl(s)))

=

ms∑
a=1

σn(ca)uσa(u
−1)σ1−a(u

−1)νa(t ∧ s)

=

ms∑
a=1

σn(ca)ρa(u
−1)νa(t ∧ s)

= γ′(t ∧ s).

Now c ∈ Θj implies Sm(c) ∈ Sj . Then using (6.1) we get that Gγ′m ∈ Sj , in other words

Sm(c(σn,u)) ∈ Sj , and therefore c(σn,u) ∈ Θj .

Remark 6.22. The action defined in (6.8) induces an action on Ωj and hence on the

set of cosets Ωj/Ωj+e for all e ≥ 1.

Now we rephrase Proposition 5.8 in terms of Θj and (6.8).

Theorem 6.23. Let j > ds and choose m such that j ≤ m ≤ 2j−ds. Suppose c, b ∈ Θj.

Then Sm(c) and Sm(b) are isomorphic if and only if c+ Ωm and b+ Ωm lie in the same

orbit under the action of Gθ n Ups on Ωj/Ωm.

Proof. Let c = (c1, . . . , cms) and b = (b1, . . . , bms). Using Lemma 6.14, consider γ =∑ms
a=1 caνa and γ′ =

∑ms
a=1 baνa. Since the point group is cyclic, we know from Lemma 6.2

that Sm(c) and Sm(b) are isomorphic if and only if there exists some automorphism ψ

of G such that (γ′)ψ ≡ γ mod Hm. Now by Lemma 6.19 we can assume ψ = φ(n, u, 0)

for some n with p - n and u ∈ Ups . The action of φ(n, u, 0) corresponds to the action of

(σn, u) ∈ Gθ n Ups on Θj . Hence Sm(c) and Sm(b) are isomorphic if and only if for all

t, s ∈ T
ms∑
a=1

(ba − σn(ca)ρa(u
−1))νa(t ∧ s) ∈ Tm. (6.9)

Let αa = ba − σn(ca)ρa(u
−1) for 1 ≤ a ≤ ms and (α1, . . . , αms)B

−1 = (β1, . . . , βms).

Now using Remark 6.15 we see that (6.9) holds if and only if we have for all t, s ∈ T

ms∑
a=1

βafa(t ∧ s) ∈ Tm.
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Note that (α1, . . . , αms)B
−1 = bB−1 − c(σn,u)B−1. Thus from Definition 6.10 we con-

clude (6.9) holds if and only if (bB−1 − c(σn,u)B−1) ∈ Tm that is Sm(c) and Sm(b) are

isomorphic if and only if c + Ωm and b + Ωm lie in the same orbit under the action of

Gθ n Ups .

6.2.4 The one-parameter case

Definition 6.21 shows that skeleton groups can be parametrised by tuples in Kms . One

interesting case is to consider all those homomorphisms that are parametrised by tuples

having exactly one non-zero entry. Recall from Definition 5.11 that these are called one-

parameter homomorphism and were first considered in [59] for maximal class groups;

later they were studied in [34] for investigating G(3, 2). Here we analyse these homo-

morphisms for odd primes and coclass r. We start with a preliminary lemma.

We define consider the subset I ′p,s = {a ∈ Ip,s | p | (2a−1)}, and write δa for the largest

p-power dividing 2a− 1. For a ∈ Ip,s, let

Ea,j = {cνa | c ∈ K} ∩Hj .

In the following we consider skeleton groups defined by the one-parameter homomor-

phisms in Ea,j . The following result is a generalisation of [34, Lemma 5.3].

Lemma 6.24. For a ∈ Ip,s, the following hold.

a) Ea,j = {ca(θ − 1)j−δaνa | ca ∈ T}.

b) Ea,j \ Ea,j+1 = {(θ − 1)j−δauνa | u ∈ Ups}.

Proof. a) Since T is a P -module of rank ds, the image of T ∧ T under νa is generated

by {νa(θu1 ∧ θu2) | 0 ≤ u1 < u2 ≤ ds − 1} for all a ∈ Ip,s. If u1 > u2, say u1 = ε + u2

with ε ≥ 1 then

νa(θ
u1 ∧ θu2) = σa(θ

u1)σ1−a(θ
u2)− σa(θu2)σ1−a(θ

u1)

= θa(ε+u2)θ(1−a)u2 − θau2θ(1−a)(ε+u2)

= θaε+u2 − θε+u2−aε

= θε+u2−aε[θ(2a−1)ε − 1].

Together with the proof of Lemma 5.10a), this implies that νa(T ∧T ) lies in Tδa but not

in Tδa+1. Thus each (θ − 1)j−δaνa is in Ea,j . Now by Theorem 6.6 and the definition of

Ea,j we get that νa generates Ea,j as T -module. Hence if γ : T ∧ T → Tj is a P -module

homomorphism then there exists ca ∈ T such that γ = ca(θ − 1)j−δaνa.

b) This follows from the fact that pl \ pl+1 = (θ − 1)lUps for all l.
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For suitably chosen j and m, the skeleton group Gcνa,m is called a one-parameter group

defined by the parameter a. Lemma 6.24 shows that if γ ∈ Ea,j and γ is surjective then

γ can be written as γ = (θ − 1)j−δacνa for some c ∈ Ups . Recall that Ups,i = 1 + pi for

all i ≥ 0 where Ups = Ups,0.

Lemma 6.25. Let a ∈ Ip,s and j > ds. If c, c′ ∈ Ups are units, then the homomorphisms

(θ − 1)j−δacνa and (θ − 1)j−δac′νa induce the same element in Lj if and only if c ≡
c′ mod Ups,n.

Proof. Note that two homomorphisms γ and γ′ induce isomorphic skeleton group in Sj
at depth n if and only if γ(t ∧ s) − γ′(t ∧ s) ∈ Tj+n for all s, t ∈ T . First we suppose

c ≡ c′ mod Ups,n. Thus c′ = c(1 + e) for some e ∈ pn. Thus for any s, t ∈ T we have

(θ− 1)j−δac′νa(t∧ s)− (θ− 1)j−δacνa(t∧ s) = e(θ− 1)j−δacνa(t∧ s) ∈ Tj+n since e ∈ pn.

Converse is similar.

Theorem 6.26. Let j > ds and n < j − ds. Then the isomorphism types of the one-

parameter skeleton groups defined by the parameter a ∈ Ip,s at depth n in branch Bj
correspond to the cosets Ups/ρa(Ups)Ups,n.

Proof. From (6.5) and (6.6) one can observe that the elements in Ωj induce homomor-

phisms that define skeleton groups in Bj . Also Lemma 6.23 shows that the isomorphism

types of skeleton groups at depth n ≤ j−ds in branch Bj are in one-one correspondence

with the orbits of the action of Gθ n Ups on Ωj/Ωj+n. In view of Notation 6.13, ele-

ments of the following set define one-parameter skeleton groups defined by the parameter

a ∈ Ip,s

Ωj,a = Ωj ∩ {(c1, . . . , cms)B
−1 | ci = 0 if i 6= a and ca ∈ (θ − 1)j−δaUps}.

Note that the action of Gθ n Ups on Ωj/Ωm induces an action on Ωj,a/Ωm,a for all

m ≥ j. Hence the isomorphism types of the one-parameter skeleton groups defined by

the parameter a ∈ Ip,s at depth n ≤ j−ds in branch Bj are in an one-one correspondence

with the orbits of the action of Gθ n Ups on Ωj,a/Ωj+n,a. Using Lemma 6.25 wee see

that the desired orbits of corresponds to the Gθ n Ups-orbits of Ups/Ups,n.

We consider (1, u) ∈ Gθ n Ups and c ∈ T and observe that

((θ − 1)j−δacνa)
(1,u)(t ∧ s) = (θ − 1)j−δaucνa(tu

−1 ∧ su−1)

= (θ − 1)j−δacσa(u
−1)σ1−a(u

−1)uνa(t ∧ s)

= ρa(u
−1)(θ − 1)j−δacνa(t ∧ s).
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Thus the subgroup {1}nUps of GθnUps acts on Ups/Ups,n via multiplication by ρ(Ups).
Let us consider α(m, a) = (1 + θ + . . .+ θm−1)j−δa and observe that this is a unit since

m 6= ds. We now consider (σlk, 1) ∈ Gθ n Ups and c ∈ T and observe that

((θ − 1)j−δacνa)
(σlk,1)(t ∧ s) = σlk((θ − 1)j−δacνa(σ

−l
k (t) ∧ σ−lk (s)))

= α(kl, a)σlk(c)(θ − 1)j−δaσlk(σ
−l
k (νa(t ∧ s)))

= α(kl, a)σlk(c)(θ − 1)j−δaνa(t ∧ s).

Thus for a fixed a ∈ Ip,s, we can consider an action of Gθ on Ups/ρa(Ups) defined by

(uρa(Ups))σk = σk(u)ρa(Ups). Note that α(kl, a) is a unit for 0 ≤ l ≤ ds − 1 . Let

γ = (θ − 1)j−δacνa, γ
′ = ((θ − 1)j−δacνa)

(σlk,1) and γ′′ = σlk(c)(θ − 1)j−δaνa. Then for

j ≤ m ≤ 2j−ds, the skeleton groups Gγ,m and Gγ′,m are isomorphic if and only if Gγ′′,m

and Gγ,m are isomorphic; this is because Gγ′,m and Gγ′′,m are isomorphic as α(kl, a) is

a unit and multiplication by a unit induces an automorphism of G. Thus the desired

orbits correspond to the cosets Ups/ρa(Ups)Ups,n.

6.2.5 Descendants of a skeleton group

Since the parent of Gγ,m+1 is Gγ,m for γ ∈ Lj , the following is easy to see from

Lemma 6.2. Recall that any isomorphism between skeleton groups in TG is an orbit

isomorphism.

Lemma 6.27. Given γ ∈ Lj and j ≤ m ≤ 2j − ds − 1, a skeleton group Gγ′,m+1

is an immediate descendant of Gγ,m if and only if there exists α ∈ Aut(G) such that

γα ≡ γ′ mod Hm.

Noting that if γ ∈ Lj then there is s, t ∈ T such that γ(t∧ s) ∈ Tj \Tj+1, the next result

follows from Lemma 4.2.

Lemma 6.28. Suppose γ ∈ Lj and δ ∈ Hk for k > j then γ + δ ∈ Lj.

The next lemma describes the descendants of a skeleton group.

Lemma 6.29. Let j ≥ 0 and γ ∈ Lj. Suppose j < m ≤ 2j − ds − 1 and 1 ≤ k ≤
2j − ds −m. Consider the skeleton group Gγ,m at depth e = m− j in Bj. Then

a) A skeleton group H is a descendant of Gγ,m of distance k if and only if

H ∼= Gγ+δ,m+k

for some δ ∈ Hj+e.
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b) For δ1, δ2 ∈ Hj+e, two skeleton groups Gγ+δ1,j+e+k and Gγ+δ2,j+e+k are isomorphic

if and only if there exists α ∈ StabAut(G)(γ +Hj+e) such that

δα1 + γα − γ ≡ δ2 mod Hj+e+k.

Proof. a) Note that m = e+ j. Consider δ ∈ Hm and by Lemma 6.28 we get γ+δ ∈ Lj .
Now (γ+δ) ≡ γ mod Hm since δ ∈ Lm. Thus for the identity automorphism id ∈ Aut(G)

we get (γ+δ)id ≡ γ mod Hm. So by Lemma 6.27, we conclude that Gγ+δ,m+k is a k-step

descendant of Gγ,m.

Conversely let Gη,m+k be a k-step descendant of Gγ,m for some η ∈ Lj . Then by

Lemma 6.27 we find that there is α ∈ Aut(G) such that ηα ≡ γ mod Tm. This means

ηα = γ + δ for all t, s ∈ T for some δ ∈ Hm. Thus by Lemma 6.2 we conclude Gη,m+k
∼=

Gηα,m+k. Hence Gη,m+k
∼= Gγ+δ,m+k.

b) Consider Gγ+δ1,m+k
∼= Gγ+δ2,m+k. Now by Lemma 6.2 there is α ∈ Aut(G) such that

(γ+ δ1)α ≡ γ+ δ2 mod Hm+k and hence δα1 +γα−γ ≡ δ2 mod Hj+e+k. Now δ1, δ2 ∈ Lm
and Tm+k ≤ Tm. So γα ≡ γ mod Hm which is same as saying α ∈ StabAut(G)(γ +Hm).

The converse is straightforward by using Lemma 6.2.

Remark 6.30. Each γ ∈ Lj can uniquely be written as γ = (θ − 1)jF where F ∈ L0.

Hence every F ∈ L0 induces a skeleton group G(θ−1)jF,m at depth e = m − j in the

branch Bj where j ≤ m ≤ 2j− ds. Also note that multiplication by any unit induces an

automorphism of G. Hence StabUps (γ +Hm) = StabUps (F +Hm−j).

Motivated by Lemma 6.29 and [17, Section 9.1] we define the following.

Definition 6.31. For α ∈ Aut(G), F ∈ H0, g ∈ Hn and e ≥ n ≥ 0 we write

(g +He)α = gα + (Fα − F ) +He. (6.10)

Note that (6.10) defines an affine action; it is a group action if and only if Fα ≡
F mod He. However, we have (g +He)(α◦β) = ((g +He)α)β and (g +He)id = (g +He).

Lemma 6.32. Suppose γ ∈ Lj. Choose m and k such that j < m ≤ 2j − ds − 1 and

1 ≤ k ≤ 2j − ds − m. Let Mγ,m,k be the set of StabAut(G)(γ + Hm)-representative of

{g+Hm+k | g ∈ Hm} under the affine action as in the Definition 6.31. Then the k-step

descendants of Gγ,m, up to isomorphism, are given by

{Gγ+η,m+k | η ∈Mγ,m,k}.

Proof. By Lemma 6.29, the list of k-step descendants of Gγ,m is given by

{Gγ+δ,m+k | δ ∈ Hm}
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and for δ1, δ2 ∈ Hm, two skeleton groups Gγ+δ1,m+k and Gγ+δ2,m+k from this list are

isomorphic if and only if there exists α ∈ StabAut(G)(γ +Hm) such that δα1 + γα − γ ≡
δ2 mod Hj+e+k. By assumption γ = (θ − 1)jF where F ∈ L0 and hence Gγ+δ1,m+k and

Gγ+δ2,m+k are isomorphic if and only if there exists α ∈ StabAut(G)(γ + Hm) such that

(δ2 +Hm) ≡ δα1 + γα − γ mod Hm+k which is equivalent saying (δ2 +Hm)α ≡ δ1 under

the action defined in (6.10) for γ ∈ Lj . The claim follows. {Gγ+η,m+k | η ∈Mγ,m,k}.

6.2.6 The maximal class case

In this section we consider G(p, 1). This is studied in detail in [17–20, 53, 56–59]. We

are particularly interested in the descendants of a skeleton group. The case p ≡ 5 mod 6

is discussed in [18]. We here consider other primes. In view of Notation 6.5, we here

take s = 1 so that θ is a primitive p-th root of unity. Then T = (Zp[θ],+) has Zp-rank

d = ds = p − 1. The associated space group with the coclass tree of G(p, 1) has point

group P which is cyclic of order p, see [19].

We briefly recall some number theory from [18, section 5.1]. A detailed account of these

results can also be found in [59, Section 2] and [69, Satz II.15.5]. Let Ip,1 = {2, . . . , d/2}
as in Section 6.2.1 and denote I = Ip,1. It is also known that for i ≥ 2, there exists

Zp-module isomorphisms between Ti and Up,i which are defined by the usual power series

of the exponential and logarithm mapping

exp : Ti → Up,i and log : Up,i → Ti

with exp−1 = log. For simplicity when the prime p is clear from the context, we denote

Up = U and Up,i = U (i) for all i ≥ 0. From (6.7), recall the definition of ρa for every

a ∈ I:

ρa : U → U defined by u 7→ u−1σa(u)σ1−a(u).

Using log, the restriction of ρa : U → U to U (2) = 1 + T2 induces the following Qp(θ)-

linear map,

τa : T2 → T2, z 7→ −z + σa(z) + σ1−a(z). (6.11)

As before we take ω ∈ Zp to be a primitive (p − 1)-th root of unity. The following can

be found in [18, 53].

Lemma 6.33. There exist v3, . . . , vp+1 ∈ T1 with vk ∈ Tk−1 \ Tk for all k such that, for

all a ∈ I, the following holds. If a ≡ ωi mod p and 1 − a ≡ ωj mod p, then vk is an

eigenvector of τa with eigenvalue ωa,k = ωik +ωjk− 1. The images of v3, . . . , vp+1 under
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exp map generate U (2) as a Zp-module. If p ≡ 5 mod 6, then ωa,k 6= 0 for all a and k.

If p ≡ 1 mod 6, then ωa,k = 0 for some a and k.

So for integers a and k, if ωa,k 6= 0 then there exists a largest integer pa,k with ωa,k ≡
0 mod ppa,k , and from [20] we define va,k,e = max{d(e− k+ 1)/de− pa,k, 0} for all e ≥ 0.

For a ∈ I we define

N(a) = {k ∈ Z | 3 ≤ k ≤ p+ 1, ωa,k 6= 0}. (6.12)

The following lemma is motivated by [18, Lemma 5.3], which only takes account for

primes p ≡ 5 mod 6. We relax this condition and consider all odd primes.

Lemma 6.34. Let a ∈ I. Suppose u ∈ U (2) is such that u =
∏
k∈N(a) exp(vk)

ak , then

ρa(u) ∈ U (e) if and only if pva,k,e divides ak for all k ∈ N(a).

Proof. Recall that ωa,k is the eigenvalue of τa corresponding to vk. Then using log and

exp, it is easy to observe that ρa(u) =
∏
k∈N(a) exp(vk)

akωa,k . Note that ωa,k 6= 0 and

vk ∈ Tk−1 \Tk for all k ∈ N(a). Hence from the definition of ωa,k (as in Lemma 6.33) we

find that ρa(u) ∈ U (e) if and only if exp(vk)
akωa,k ∈ U (e) for all k ∈ N(a). Using log, this

is equivalent to saying akωa,kvk ∈ Te for all k ∈ N(a). Now recall that vk ∈ Tk−1 \ Tk
and pTi = Ti+d. Thus akωa,kvk ∈ Te if and only if akωa,k ∈ Te−k+1 which is equivalent

to saying ak ∈ Te−k+1−dpa,k for all k ∈ N(a) since ppa,k is the highest power of p which

divides ωa,k. This is true if and only if pva,k,e divides ak since pTi = Ti+d.

Recall the definition of νa from (6.2) :

νa : K ∧K → K, x ∧ y 7→ σa(x)σ1−a(y)− σa(y)σ1−a(x).

The following result, from Lemma 6.14, describes the structure of HomP (T ∧ T ). See

also [18, Lemma 4.4].

Lemma 6.35. Every P -homomorphism f : T ∧ T → T can be written uniquely as

f = c2ν2 + . . .+ cd/2νd/2 with c2, . . . , cd/2 ∈ T−(p−3)2/4.

If f is surjective, then ca 6∈ T for at least one a ∈ I.

Recall that u ∈ U acts on f =
∑

a∈I caνa ∈ H0 via

fu =
∑
a∈I

ρa(u
−1)caνa. (6.13)



Chapter 6 Orbit Isomorphic Skeleton Groups 79

We recall from Section 4.1.2 that the group of units U can be decomposed as

U = 〈ω〉 × 〈θ〉 × U (2).

Note that if a ∈ I then ρa(θ) = 1 and ρa(ω) = ω. So in view of (6.13), we now investigate

the action of U (2). We note that for every u =
∏p+1
k=3 exp(vk)

ak ∈ U (2) and a ∈ I we can

write u = Na(u)Ma(u) where

Na(u) =
∏

k∈N(a)

exp(vk)
ak and Ma(u) =

∏
k 6∈N(a)

exp(vk)
ak .

Since ρa(u) =
∏p+1
k=3 exp(vk)

akωa,k for a ∈ I, if u ∈ U then

ρa(u) = ρa(Na(u)).

For f =
∑

a∈I caνa ∈ L0 and u ∈ U , we get

fu =
∑
a∈I

ρa(Na(u−1))caνa.

We now recall the following result from [18, Theorem 5.1]. For any group A, we denote

the group of p-th power by A[p].

Theorem 6.36. Let p ≡ 5 mod 6 and f ∈ L0. Then there exists e0 ≥ 0 such that if

e ≥ e0 then

StabU(2)(f +He)
[p] = StabU(2)(f +He+ds)

and StabU(2)(f +He) centralises Hi/Hi+3ds for all i ≥ 0.

In [18] the case p ≡ 5 mod 6 has been studied while the case p ≡ 1 mod 6 is still open.

In the following sections we consider the latter case in more detail. In general, the

common observation is that for groups deep enough in a branch, the ds-step parent

often is a period parent, Theorem 6.36 is one such example. But computer experiments

also show that there are cases where this is not true, and the question is whether this is

a general fact or only an anomaly because those explicit examples involve groups of too

small order. Our results in the following sections show that this is not an anomaly. The

crucial difference between primes p ≡ 5 mod 6 and p ≡ 1 mod 6 is that in the latter case

we have ωa,k = 0 for some k and a, while ωa,k 6= 0 for all a and k in the former case.



Chapter 6 Orbit Isomorphic Skeleton Groups 80

6.2.7 Periodic parents of skeleton groups in G(7, 1)

Consider the coclass graph G(p, 1). We first recall a few definitions. Let k be an integer

and define the k-step descendant tree Dk(H) of a group H in Bn as the subtree of Bn
induced by the descendants of distance at most k fromH. The following conjecture states

one of the possibly ways describe these trees, see [18]. For any n ≥ 0, let ep(n) = n−2p+8

if p ≥ 7 and e5(n) = n− 4.

Conjecture 6.37. There is an integer n0 = n0(p) such that, for every group K in

G(p, 1) at depth ep(n) in Bn+p−1 with n ≥ n0, there exists a group H at depth ep(n−p+1)

in Bn+p−1 with Dp−1(K) ∼= Dp−1(H).

Such a group H is a periodic parent of K. The conjecture is still open and there is only

some partial evidence supporting it. The main difficulty is to find the correct periodic

parent. Computer experiments for p = 5, 7, 11 suggest that the periodic parent can be

chosen to be the (p − 1)-step parent, that is, the unique ancestor at distance p − 1. In

fact the following is proved in [18, Theorem 1.2].

Theorem 6.38. Let p ≡ 5 mod 6. There is an integer n0 = n0(p) such that, for all

n ≥ n0, the following holds. Let K be a group at depth ep(n) in Bn+d having immediate

descendants and let H be the d-step parent of K. If the automorphism group of H is a

p-group, then H is a periodic parent of K.

From the proof of Theorem 6.38, as in [18], one can see that there are many number

theoretic results used in the proof which are specifically true for p ≡ 5 mod 6, one such

result is given in Theorem 6.36. Later in Lemma 6.40 we show that if p = 7 then the

statement of Theorem 6.36 is not true. The aim of this section is to consider p = 7 and

investigate the statement of Theorem 6.38 by relaxing the condition p ≡ 5 mod 6.

In the remainder of this section, let p = 7, that is, θ is a primitive 7-th root of unity and

T is a Z7-module of dimension d = 6. The point group P is cyclic of order 7. Moreover,

I = {2, 3} and ω is a 6-th root of unity; we choose ω ≡ 5 mod 7. Then for a = 2 we

have a ≡ ω4 mod 7 and 1− a ≡ ω3 mod 7. Similarly for a = 3 we get a ≡ ω5 mod 7 and

1− a ≡ ω mod 7. Recall from Lemma 6.33 that if a ≡ ωi mod p and 1− a ≡ ωj mod p,

then vk is an eigenvector of τa with eigenvalue ωa,k = ωik + ωjk − 1 for k ∈ {3, . . . , 8}.
Using a straightforward computation we can list the eigenvalues of τa as

a ↓,k → 3 4 5 6 7 8

2 −1 −ω 3ω2 − 2ω 1 2ω2 − 3ω ω2

3 −3 −2 0 1 0 −2
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Hence τ2 has no zero eigenvalue whereas τ3 has two zero eigenvalues for k = 5, 7. As a

result, for any u ∈ U (2), we can see that N2(u) = u. It is also easy to see that p2,k = 0

if k 6= 7 and p2,7 = 1. Also p3,k = 0 for k 6= 5, 7. We exploit the above facts in the

following results.

Notation 6.39. For the rest of this chapter, for n ≥ 1, we consider the homomorphisms

hn = (θ − 1)nν2 + (θ − 1)−1ν3.

We show that certain skeleton groups (parametrised by hn) and their 6-step parents

have non-isomorphic descendant trees. We first show that Theorem 6.36 is not true for

p = 7.

Lemma 6.40. If n ≥ 1 then hn ∈ L0 and

StabU(2)(hn +Hn+2)[p] 6= StabU(2)(hn +Hn+2+d).

Proof. By Lemma 6.35 we deduce hn ∈ L0. It is thus enough to find u ∈ StabU(2)(hn +

Hn+2+d) such that there does not exist any v ∈ U (2) with u = vp. We aim to find integers

x and y such that u = exp(v7)x exp(v5)y is such an element of StabU(2)(hn + Hn+2+d).

Now ρ3(u) = 1. So hun − h = (ρ2(u) − 1)(θ − 1)nν2. By Lemma 6.35 we find that if

(ρ2(u) − 1) ∈ T4 then u ∈ StabU(2)(hn + Hn+2+d). We now show that ρ2(u) ∈ U (4).

Now by Lemma 6.34, we find ρ2(u) ∈ U (4) if and only if pv2,7,4 divides x and pv2,5,4

divides y. Recall that p2,7 = 1, p2,5 = 0 and va,k,e = max{d(e− k + 1)/de − pa,k, 0} that

is v2,7,4 = v2,5,4 = 0. So we choose x, y such that 7 - x, y. Recall that the images of

v3, . . . , v8 under exp map generate U (2) as a Zp-module. So if there is v ∈ U (2) such that

vp = exp(v7)x exp(v5)y then p must divide both x and y. Hence by our choice of x and

y, there does not exist any v ∈ U (2) with u = vp. This completes the proof.

Corollary 6.41. Let n ≥ 1 and e = n+ 2. Then there exist g ∈ He+d and

v ∈ StabU(2)(hn +He+d) \ StabU(2)(hn +He)
[p]

such that (g +He+d+1)v 6= (g +He+d+1)up for all u ∈ StabU(2)(hn +He+d).

Proof. Take g = (θ − 1)e+dhn. By the proof of Lemma 6.40, we can choose the element

v = exp(v7)y exp(v5)x with integers x, y ≥ 1 not divisible by 7. Let α = ((θ− 1)e+d + 1).

Then from (6.10) we have

(g +He+d+1)v = (θ − 1)n(αρ2(v−1)− 1) + (θ − 1)−1(αρ3(v−1)− 1).
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Suppose, for a contradiction that (g+He+d+1)v = (g+He+d+1)up for some unit u from

StabU(2)(hn +He+d). Then we find that

α((θ − 1)n(ρ2(v−1)− ρ2(u−p)) + (θ − 1)−1(ρ3(v−1)− ρ3(u−p))) ∈ He+d+1.

Since α is a unit, we have (ρ2(v−1)−ρ2(u−p)) + (θ−1)−1(ρ3(v−1)−ρ3(u−p))) ∈ He+d+1

which means (θ − 1)−e−d−1(ρ2(v−1) − ρ2(u−p)) + (θ − 1)−1(ρ3(v−1) − ρ3(u−p))) ∈ H0.

So from Lemma 6.35 we get (θ − 1)−9(ρ2(v−1) − ρ2(u−p)) ∈ T−4. Hence we find that

(ρ2(v−1) − ρ2(u−p)) ∈ T5. So (ρ2(vu−p) − 1) ∈ T5 since ρ2(up) is a unit. And hence

ρ2(vu−p) ∈ U (5). Write u =
∏8
k=3 exp(vk)

ak . Now by Lemma 6.34 we get pv2,5,5 divides

x− 7a5 where v2,5,5 = max{d(5− 5 + 1)/6e − 0, 0} = 1 which is a contradiction since 7

does not divide x.

We now find a family of skeleton groups in G(7, 1) whose automorphism groups are

7-groups.

Lemma 6.42. Let n = 3+6z with z ≥ 1.Then the automorphism group of G(θ−1)jhn,j+n+2

is a 7-group for j ∈ (18 + 6Z) \ (15 + 42Z).

Proof. Using Remark 6.15 we have

B =

(
θ2(1− θ4) (θ3 − 1)u1

θ3(1− θ2) (θ3 − 1)u2

)

where u1 = θ + 2θ2 + 2θ3 + 2θ4 + θ5 and u2 = θ + 3θ2 + 4θ3 + 3θ4 + θ5 are both units.

We now take

c1 = (θ − 1)n, c2 = (θ − 1)−1, q1 = (θ − 1)jc1, q2 = (θ − 1)jc2.

So if f = q1ν2 + q2ν3 then H = Gf,j+e is a skeleton group at depth e in branch Bj .
Note that the Galois group of Q7(θ) is generated by σ3 which has order 6. Also note

that σ2
3 = σ2 has order 3 and σ3

3 = σ6 has order 2. Recall that the point group is

cyclic and hence Hypothesis 6.3 is true here. So from [20, Section 5] we conclude that

Aut(H) is a p-group if and only if there does not exist wi ∈ U such that (q1, q2)(σi,wi) ≡
(q1, q2) mod Ωj+e for all i = 2, 3, 6 where the action is as defined in (6.8). Using (6.6),

this is true if and only if ((q1, q2)(σi,w) − (q1, q2))B 6∈ Tj+e × Tj+e for all w ∈ U and

i = 2, 3, 6. Now we take e = n+ 2 and note that (θi− 1) = (θ− 1)zi for i = 2, 3, 6 where

z2 = 1+θ, z3 = 1+θ+θ2 and z6 = 1+θ+θ2 +θ4 +θ5 = −θ6. Following the definition of

B, a straightforward computation shows that if ((q1, q2)(σi,wi)− (q1, q2))B ∈ Tj+e×Tj+e
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for some wi ∈ U then

(θ − 1)nθ2(1− θ4)(zj+ni ρ2(w−1
i )− 1) + (θ − 1)−1θ3(1− θ2)(zj−1

i ρ3(w−1
i )− 1) ∈ Tn+2

for i = 2, 3, 6. Now we have (θ−1)n(1−θ4) ∈ Tn+1 which shows (zj−1
i ρ3(w−1

i )−1) ∈ Tn+1.

If ρ3(w−1
i ) ∈ U1 then let ρ3(w−1

i ) = 1 + t for some t ∈ T1 and i = 2, 3, 6. So for n ≥ 0

we get zj−1
i − 1 = t′ − tzj−1 ∈ T1 for some t′ ∈ Tn+1. Note that z18+6z−1

i − 1 is of the

form aθ(1 + θ5) + bθ2(1 + θ3) + cθ3(1 + θ) for i = 2, 3, 6 and z ≥ 1 where a, b, c ∈ Zp are

obtained via binomial theorem. So z18+6z−1
i − 1 6∈ T1 for all z ≥ 1 and i = 2, 3. Since z6

is a 6-th root of unity, we can observe that zj−1
6 − 1 6∈ T1 unless j = 15 + 42k for some

k ≥ 1 as in such cases zj−1
6 − 1 = 0. Thus wi 6∈ U1 for all i = 2, 3, 6 unless j = 15 + 7k

for some k ≥ 1 such that 6 | k.

Finally if ρ3(w−1
i ) = 1 + s for s ∈ T \T1 then z18+6z−1

i (1 + s)−1 6∈ T1 which shows there

is no wi ∈ U such that (zj−1
i ρ3(w−1

i ) − 1) ∈ Tn+1 unless j = 15 + 42k for some k ≥ 1.

Hence Aut(H) is a p-group unless j = 15 + 42k for some k ≥ 1.

We finally find a family of skeleton groups in G(7, 1) whose 6-step parents are not periodic

parents. Let F18+6z = (θ − 1)18+6zh3+6z and e(18 + 6z) = 5 + 6z for z ≥ 0.

Theorem 6.43. Using the notation of the above paragraph, for any j = 18 + 6z with

z ≥ 0, the skeleton groups GFj ,j+e(j) and GFj ,j+e(j)+6 have different number of immediate

descendants if j ∈ (18 + 6Z) \ (15 + 42Z).

Proof. Let j = 18 + 6z and take e = n + 2 where n = 3 + 6z. Take γ = F18+6z. Let

m = j + e and Mhn,m,1 be the set of StabAut(G)((θ − 1)jhn +Hm)-orbit representatives

of {g + Hm+1 | g ∈ Hm} under the action as in Definition 6.31. Then by Lemma 6.32,

the immediate descendants, up to isomorphism, of the skeleton group Gγ,j+e are given

by

{Gγ+η,j+e+1 | η ∈Mhn,m,1}.

By Lemma 6.42 we see that the automorphism group of the skeleton group Gγ,j+e is

a p-group unless unless j = 15 + 42k for some k ≥ 1. Hence by Remark 6.30, the

immediate descendants, up to isomorphism, of the skeleton groups Gγ,j+e and Gγ,j+e+6

are in one-one correspondence with M′hn,e,1 and M′hn,e+6,1 respectively where M′hn,e,1 is

the set of StabU(2)(hn +He)-orbit representative of {g +He+1 | g ∈ He}.

Take v = exp(v7)y exp(v5)x for some integers x, y ≥ 1 such that 7 - x, y. Let us take

g = (θ − 1)e+dhn. Suppose for a contradiction, say (p−1g + He+1) and (p−1g + He+1)v

are in same orbit under the action of StabU(2)(hn + He). Then using (6.10) we have

(p−1g + He+1)u = (p−1g + He+1)v for some u ∈ StabU(2)(hn + He). A straightforward
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computation shows that gu − gv ∈ He+d+1 which means

(θ − 1)n+e+d(ρ2(u−1)− ρ2(v−1))ν2 + (θ − 1)−1+e+d(ρ3(u−1)− ρ3(v−1))ν3 ∈ He+d+1.

Thus

(θ − 1)n−1(ρ2(u−1)− ρ2(v−1))ν2 + (θ − 1)−2(ρ3(u−1)− ρ3(v−1))ν3 ∈ H0.

By Lemma 6.35 we have (ρ2(u−1)−ρ2(v−1)) ∈ T−3+n and (ρ3(u−1)−ρ3(v−1)) ∈ T−2. We

can choose large p-power of u−1 (and with abuse of notation we write the power as u−p)

such that we have (ρ2(u−p)− ρ2(v−1)) ∈ T−3+n and (ρ3(u−p)− ρ3(v−1)) ∈ T−2. Hence

we have (θ − 1)n−1(ρ2(u−p) − ρ2(v−1)) ∈ T−4 and (θ − 1)−2(ρ3(u−p) − ρ3(v−1)) ∈ T−4.

So by Lemma 6.35,

(θ − 1)n−1(ρ2(u−p)− ρ2(v−1))ν2 + (θ − 1)−2(ρ3(u−p)− ρ3(v−1))ν3 ∈ H0

that is,

(θ − 1)n+e+d(ρ2(u−p)− ρ2(v−1))ν2 + (θ − 1)−1+e+d(ρ3(u−p)− ρ3(v−1))ν3 ∈ He+d+1.

This means (g+He+d+1)up = (g+He+d+1)v which is not possible by Corollary 6.41. This

shows that (p−1g+He+1) and (p−1g+He+1)v are never in the same orbit under the action

of StabU(2)(hn+He) whereas (g+He+d+1) and (g+He+d+1)v are in same orbit under the

action of StabU(2)(hn+He+d) as v ∈ StabU(2)(hn+He+d). Hence |M′hn,e,1| 6= |M
′
hn,e+d,1

|.
Thus the skeleton groups GFj ,j+e(j) and GFj ,j+e(j)+6 have different number of immediate

descendants.

The main idea of Theorem 6.38 is the observation that in many instances the d-step

parent is a periodic parent; Theorem 6.38 considers this set up for groups at depth ep(n)

because this is the depth that plays a role in the periodicity of type 1, see Section 2.2.

At the same time, the condition p ≡ 5 mod 6 also played a crucial role in proving

Theorem 6.38. In Theorem 6.43 we relaxed this condition by considering G(7, 1) and

showed that there are pairs of groups at different depths, one being the 6-step parent of

the other, where both groups have a 7-group as automorphism group, but non-isomorphic

descendent trees. This shows that, in general, one cannot expect that the d-step parent

always has an isomorphic descendant tree. Note from [18, Theorem 1.1], in G(7, 1), the

depth of the branch Bn is at most n + 3 and the depth of the skeleton subgraph Sn is

n− 6. So if n = 18 + 6z for some z ≥ 1 then the depth of Sn is 12 + 6z. The examples

given in Theorem 6.43 are the skeleton groups at depth 11 + 6z in the branch B18+6z for

z ≥ 1. This shows that these examples are occurring deep in the branches.
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Uniserial p-adic Space Groups

Recall from Chapters 2 and 3 that each coclass tree in a coclass graph defines a pro-p-

group via the inverse limit of its mainline groups. Each such infinite pro-p-group has

a finite hypercenter and the hypercentral quotient is a uniserial p-adic space group of

coclass at most r, see Corollary 3.17. We know that infinite pro-p-groups of coclass r, up

to isomorphism, are in a one-one correspondence with the coclass trees of G(p, r) and the

mainline groups can be realised as the quotient of the associated pro-p-group. Hence the

uniserial p-adic space groups of coclass at most r are significant to study the structure

of G(p, r). For odd primes, a constructive classification of these space groups is given

by Eick [30]. For prime p = 2, this is still open; see Chapter 3 for a brief discussion. It

is the aim of this chapter to provide the necessary theoretical insight to determine and

construct the uniserial 2-adic space groups of fixed coclass. We will continue using the

notation mentioned in Section 1.2. In particular:

Notation 7.1. For the rest of this chapter, we will abbreviate “uniserial p-adic space

group” by “space group”.

7.1 Background

Let G be a space group of dimension d. Recall from Chapter 3 that G is an extension

of its (characteristic) translation subgroup T ∼= Zdp by a point group P acting faithfully

and uniserially on T .

Space groups were first investigated by Leedham-Green and Newman in [60] for odd

primes and in [55, 73] for p = 2. However these results were not conclusive towards any

constructive classification. Later, for odd primes, Eick [30] has introduced a variety of

results towards a classification of space groups. The case of prime 2 remained mostly

85
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open, but has been partially investigated in the diploma thesis [44]. The case of quater-

nion point groups was not considered in [44]. The aim of this Chapter is to fill this gap.

We set some notation first and begin with two definitions.

Notation 7.2. Suppose R ∈ {Qp,Zp,Q,Z}. For any positive integer d, let Md(R)

denote the ring of d × d matrices over R. If U ≤ GL(d,R) then we write R[U ] for the

subalgebra of Md(R) generated by U , and define ER(U) = CMd(R)(U) and

CR(U) = CGL(d,R)(U) and NR(U) = NGL(d,R)(U).

Definition 7.3. Let g ⊗ h denote the Kronecker product of two matrices g and h.

Suppose R ∈ {Qp,Zp,Q,Z} and denote by Sym(q) the symmetric group on q points. By

In we denote the identity matrix of size n× n.

a) For M ⊆Md(R), let Iq ⊗M = {Iq ⊗ g | g ∈M}.

b) For M ⊆ Sym(q), let M ⊗ Id = {ḡ⊗ Id | g ∈M}, where ḡ is the permutation matrix

(acting on columns) corresponding to g.

Definition 7.4. A finite p-group is uniserial if there is an embedding into GL(d,Zp) for

some d > 1 such that its image acts uniserially on the natural module Zdp.

Preliminary results and notations required for this chapter are given in Chapter 3. We

now briefly recall from [30] how space groups are determined for odd primes. The case

p = 2 will be considered from Section 7.4 onwards. For s ≥ 1, we write

ds =

ps−1(p− 1) (p odd)

2s (p = 2).

Since every space group is an extension of its translation subgroup by a point group,

it will be necessary to study the corresponding cohomology groups (which paramatrise

group extensions). If H is a group and N is an H-module, then the group of corre-

sponding 2-cocycles is

Z2(H,N) = {γ : H ×H → N | γ(h, k) + γ(l, hk) = γ(lh, k) + γ(l, h)k,

γ(1, h) = γ(h, 1) = 1 for all h, k, l ∈ H};

the corresponding subgroup of 2-coboundaries is

B2(H,N) = {γ ∈ Z2(H,N) | there exists δ : H → N with

γ(k, h) = δ(kh)− δ(k)h − δ(h)}.
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The quotient group is known as the cohomology group

H2(H,N) = Z2(H,N)/B2(H,N).

The normaliser of a point group U ≤ GL(d,Zp) can be used to determine the isomor-

phism types of extensions of T = (Zdp,+) by U . We briefly recall this process from

[30, 69, 70, 88]. First note that Aut(T ) ∼= GL(d,Zp) and, by Remark 3.3, every auto-

morphism of T is Zp-linear. Recall from Section 5.2.1 that for any U ≤ GL(d,Zp), the

group of compatible pairs of U and T is defined as

Comp(U, T ) = {(β, γ) ∈ Aut(U)×Aut(T ) | (tg)γ = (tγ)g
β

for t ∈ T, g ∈ U};

it acts on Z2(U, T ) via δ 7→ δ(β,γ), where the latter is defined by

δ(β,γ)(u, v) = δ(uβ
−1
, vβ

−1
)γ . (7.1)

Moreover, this action leaves B2(U, T ) invariant, hence there is an induced action on

H2(U, T ). It is well-known that the orbits of this action classify all extensions of T by

U up to strong isomorphism, see [30, Section 4]; moreover, if U acts uniserially on T ,

then T is a characteristic translation subgroup in any such extension; this implies the

following.

Theorem 7.5. If U ≤ GL(d,Zp) is uniserial, then the isomorphism types of extensions

of T by U correspond to the Comp(U, T )-orbits of elements in H2(U, T ).

Since U ≤ GL(d,Zp) acts faithfully on T , it follows from [48, p. 78] that there is an

isomorphism

NZp(U)→ Comp(U, T ), g 7→ (κ(g−1), g),

where κg is the automorphism of U via conjugation by g. Thus from (7.1) we see that, for

any uniserial point group U ≤ GL(d,Zp), the element g ∈ NZp(U) acts on δ ∈ Z2(U, T )

via δ 7→ δg, where the latter is defined by

δg(u, v) = δ(ug
−1
, vg

−1
)g. (7.2)

In conclusion, the next result follows, cf. [30, Theorem 27].

Theorem 7.6. If U ≤ GL(ds,Zp) is, then the isomorphism types of extensions of T by

U correspond to the NZp(U)-orbits of elements in H2(U, T ).

We conclude this section with the notion of Bravais groups since this is one of the main

tools in [30] used in the classification of space groups for odd primes.
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Definition 7.7. Let (K,R) ∈ {(Q,Z), (Qp,Zp)} and let G ≤ GL(n,R) be finite.

a) The invariant form of G is FK(G) = {m ∈Mn(K) | gᵀmg = m for all g ∈ G}.

b) The Bravais group of G is BR(G) = {g ∈ GL(n,R) | gᵀmg = m for all g ∈ FK(G)};
we also write B(G) = BZ(G).

The following can be found in [30, Lemmas 21 and 22].

Lemma 7.8. If G,H ≤ GL(n,Z) are finite, then the following hold.

a) If there is an invertible f ∈ FK(G), then FK(G) = fEK(G),

b) G ≤ B(G) and FK(G) = FK(B(G)),

c) NZ2(G) ≤ NZ2(B(G)),

d) B(G) ≤ B(H) if G ≤ H.

In the next sections we briefly describe the algorithm in [30] for odd primes. Later

in Section 7.4, when we discuss the case p = 2, it will be easy to identify the main

differences. The algorithm for odd primes proceeds in two steps: First, the construction

of point groups and second, the construction of extensions. The first step depends on

some deep results on the structure of point groups. The second step involves results on

2-cohomology and dimension shifting. We briefly describe these steps in the following.

All the results and definitions mentioned in Sections 7.2 and 7.3 are from [30].

7.2 Point groups (case p > 2)

In this section, p denotes an odd prime; recall that dj = pj−1(p − 1) for all j ≥ 1.

We briefly discuss how the point groups of the uniserial p-adic space groups can be

determined; we refer to Section 3.1.3 for preliminary results. In particular recall from

Theorem 3.24 that if p is odd then any uniserial point group U is conjugate in GL(ds,Qp)

to a subgroup of GL(ds,Z). This is elaborated in the following discussion.

Definition 7.9. Let m1 be the companion matrix of 1 + x + . . . + xp−1 and for j ≥ 2

define iteratively,

mj =



0 Idj−1
0 . . . 0

0 0 Idj−1
0

...
. . .

. . .

0 0 . . . 0 Idj−1

mj−1 0 . . . 0 0


∈ GL(dj ,Z)

and let Mj = 〈mj〉 ≤ GL(dj ,Z) for all j ≥ 1.



Chapter 7 Uniserial p-adic Space Groups 89

The next result is [30, Lemma 6].

Lemma 7.10. Let K ∈ {Q,Qp}. Then CK(Mj) = K[Mj ] \ {0} and NK(Mj) = Aj n
CK(Mj) for some cyclic Aj ≤ GL(dj ,Z) of order dj.

Let P be the p-cycle (1 . . . p) ∈ Sym(p) and recall from [49, III.15.3] that the i-fold

wreath product

Pi = P o . . . o P

is a Sylow p-subgroup of Sym(pi); it is known that NSym(pi)(Pi) = Ki n Pi for some

abelian Ki of order (p− 1)i, see [30, Lemma 7].

In the following we fix an integer s ≥ 1 and start with [30, Definition 8].

Definition 7.11. For i ∈ {0, . . . , s−1} and R ∈ {Q,Z,Qp,Zp}, we define the following.

a) Wi(s) = Ms−i o Pi ≤ GL(ds,Z) and W (s) = Ws−1(s).

b) Ni(s) = ((Ipi ⊗As−i)× (Ki ⊗ Ids−i)) nWi(s) and N(s) = Ns−1(s), where As−i and

Ki are defined as above.

Each Ni(s) is a finite subgroup of GL(ds,Z); it will be useful to describe the normaliser

of Wi(s). The next result is [30, Lemma 12].

Lemma 7.12. Let K ∈ {Q,Qp} and R ∈ {Z,Zp}. The following hold for all i ∈
{0, . . . , s− 1}.

a) CK(Wi(s)) = (Ipi ⊗K[Ms−i]) \ {0}.

b) NK(Wi(s)) = CK(Wi(s))Ni(s).

c) NR(Wi(s)) = CR(Wi(s))Ni(s).

Note that the base group of Wi(s) is a direct product of pi copies of the cyclic group

Ms−i. Since W (s) is a s-fold wreath product of cyclic groups, it has a natural generating

set of s elements namely g1, . . . , gs, where gs corresponds to m1 in the base group. As

a result, Z(Wi(s)) = Ipi ⊗Ms−i, see [30, p. 627]. The next result is [30, Lemma 10].

Lemma 7.13. We have W0(s) < W1(s) < . . . < Ws−1(s) = W (s); each Wi(s) is

uniserial and generated by i+ 1 elements g1, . . . , gi, gi+1gi+2 · · · gs.

This result already determines s uniserial subgroups of dimension ds; the next theorem

shows that those subgroups are sufficient to construct all uniserial space groups up to

conjugacy. For k ∈ {1, . . . , s} let

Vk(s) = W (s)′〈g1, . . . , gk−1, gk+1, . . . , gs〉 ≤W (s).

The next result is [30, Theorem 18].
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Theorem 7.14. Let U ≤ GL(ds,Zp) be finite.

a) If U is uniserial, then U is conjugate in GL(ds,Qp) to a subgroup of W (s).

b) If U ≤W (s), then U is uniserial if and only if U 6≤ Vk(s) for k ∈ {1, . . . , s}.

The next theorem summarises how to construct all uniserial point groups of dimension

ds up to conjugacy in GL(ds,Qp). The next theorem is a result from [30, p. 631].

Theorem 7.15. Recall the construction of N(s) ≤ GL(ds,Z), see Definition 7.11; the

following hold.

a) If U ≤ W (s) is uniserial, then |Z(U)| = pk for some k ≤ s and Z(U) is conjugate

in N(s) to Z(Ws−k(s)).

b) Two uniserial subgroups of U1, U2 ≤ W (s) are conjugate in GL(ds,Qp) if and only

if they are conjugate in N(s).

c) In order to find the GL(ds,Qp)-conjugacy classes of uniserial groups, it is sufficient

to consider the N(s)-classes of the uniserial groups U ≤W (s) with Z(U) = Z(Wi(s))

for each i ∈ {0, . . . , s− 1}.

7.3 Construction of extensions (p > 2)

We continue with the assumption that p is an odd prime. In this section, U ≤ GL(ds,Zp)
is uniserial with natural module T = Zdsp . By Theorem 7.15 we can assume U ≤ W (s).

We now discuss how to determine, up to isomorphism, the extensions of T by U ; see

[30, Section 4]. Recall that NZp(U) acts on Z2(U, T ) as described in (7.2).

7.3.1 Dimension shifting and coclass

In view of Theorem 7.6, we want to determine the NZp(U)-orbits in H2(U, T ). In

[30], this is done via dimension shifting : this technique relates H2(U, T ) with some

1-cohomology group, which simplifies the computations.

Let V = Qds
p so that T ≤ V . By Theorem 7.15, we can assume that Z(U) = Z(Wi(s))

for some i ∈ {0, 1, . . . , s− 1}. By FixZ(U)(V/T ) we denote the set of fixed points in V/T

under the action of Z(U). The next theorem is [30, Theorem 28].

Theorem 7.16. If U ≤W (s) is uniserial and Z(U) = Z(Wi(s)), then F = FixZ(U)(V/T )

is elementary abelian of rank pi and H2(U, T ) ∼= H1(U/Z(U), F ).

The action of NZp(U) on H2(U, T ) is translated to an action on H1(U/Z(U), F ) via

an explicit isomorphism H2(U, T ) → H1(U/Z(U), F ); it follows from [30, Theorem 28]
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that g ∈ NZp(U) acts on δ ∈ Z1(U/Z(U), F ) via δ 7→ δg, where the latter is defined by

δg(u) = δ(ug
−1

)g; this induces an action on H1(U/Z(U), F ).

In order to read off coclass of an extension defined by cohomology class inH2(U/Z(U), F ),

we need the following result from [30, Theorem 30] and [54, Theorem 3.5].

Theorem 7.17. Let U ≤ GL(ds,Zp) be uniserial of order pm with Z(U) = Z(Wi(s));

write F = FixZ(U)(V/T ). There exists a unique series

1 = F (0) < . . . < F (pi) = F

of U -invariant subgroups. Let Z(k) be the image of Z1(U/Z(U), F (k)) in H1(U/Z(U), F )

and let G be the extension of T by U defined by some cohomology class γ ∈ H1(U/Z(U), F ),

via the correspondence H1(U/Z(U), F ) ∼= H2(U,F ) as in Theorem 7.16. If j is the

smallest index such that γ ∈ Z(j), then G is a space group of coclass m− j.

Theorem 7.16 shows that F = FixZ(U)(V/T ) is an Fp-space of dimension pi. If u1, . . . , ut

is a generating set for U , then we can identify H1(U/Z(U), F ) with a subspace H of F t

via the embedding δ 7→ (δ(u1), . . . , δ(ut)). This identification is used in the following

result, which is from [30, Theorems 25 and 34].

Theorem 7.18. If U ≤W (s) is uniserial with Z(U) = Z(Wi(s)), then

NZp(U) = CZp(Wi(s))NNi(s)(U)

and CZp(Wi(s)) acts as the group of scalar matrices on H1(U/Z(U),FixZ(U)(V/T )).

We conclude this section with a brief description of the classification algorithm for odd

primes; we refer to [30] for more background information. To construct all uniserial p-

adic space groups of dimension ds, up to isomorphism, one first determines all uniserial

point groups in W (s) up to N(s)-conjugacy (see Theorem 7.15). For each such point

group U , one needs to compute the NZp(U)-orbits in H2(U, T ), see Theorem 7.6. This

computation is simplified by Theorem 7.16 which shows that it is sufficient to determine

the NZp(U)-orbits in H1(U/Z(U), F ). Theorem 7.18 explains that CZp(Wi(s)) acts as

scalars on H1(U/Z(U), F ) and that the final step is to fuse those CZp(Wi(s))-orbits

under the action of NZp(U); the latter group is constructed using a lattice subgroup

algorithm, and fusion of orbits can be achieved with an orbit-stabiliser algorithm, see

[30, Section 5.1] for computational details. We note that Bravais groups play a crucial

role in determining the various normalisers computationally, see [30, Section 3.3.3].

In order to determine the uniserial points groups of 2-adic space groups, we first find the

largest point group in Theorem 7.19, and then determine which subgroups are uniserial.

For any such uniserial U , we describe the centraliser CZ2(U) and normaliser NZ2(U) in
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Section 7.4.3. Unlike in the odd prime case, we were not able to use Bravais groups. In

Section 7.5, we find all non-isomorphic extensions of the natural Zp-module T = Zdp by

these uniserial point groups. In view of Theorem 7.6, this can be done by determining

the orbits of the action of the normalisers on H2(U, T ). In Theorem 7.35, we provide

a dimension shifting argument for prime 2, which allows us to consider a 1-cohomology

group instead of H2(U, T ).

7.4 Point groups (p = 2)

We first recall the following theorem from [55, Lemma 1.1]. This result will also show

that Theorem 3.24 is not true for p = 2. In the following letWQ(2) = Q16, the quaternion

group of order 16, and inductively define WQ(i+ 1) as the wreath product of WQ(i) by

a cyclic group of order 2 for i ≥ 2.

Theorem 7.19. If s ≥ 2 and U ≤ GL(2s,Z2) is a uniserial point group, then U is

conjugate in GL(2s,Q2) to a subgroup of GL(2s,Z) or to a subgroup of WQ(s).

In order to determine, up to conjugacy, the uniserial point groups for prime 2, we need

to consider two cases: the groups that are conjugate to subgroups of GL(2s,Z), called

integral point groups, and the subgroups of WQ(s) which are not conjugate to subgroups

of GL(2s,Z), called quaternion point groups. The integral point groups are discussed

in [44] and those behave similarly to the point groups in the odd prime case. It is the

existence of the quaternion point groups which makes the determination of the 2-adic

space groups challenging. We concentrate on those point groups in the remainder of this

chapter.

7.4.1 Quaternion point groups

Our first objective is to get a matrix representation of the group WQ(s). Using [55, Sec-

tion 4], in the following we assume that Q16 is given by its 4-dimensional representation

〈x, y〉 ≤ GL(4,C), where

x =
1√
−39


3 1 2 5

1 2 5 −3

2 5 −3 −1

5 −3 −1 −2

 and y =
1√
−39


5 −3 −1 −2

−3 −1 −2 −5

−1 −2 −5 3

−2 −5 3 1

 .
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The element α = yx will be used frequently; note that

α =


0 0 0 −1

1 0 0 0

0 1 0 0

0 0 1 0

 ∈ GL(4,Z).

Remark 7.20. We will show below that x, y can be considered as elements in GL(4,Z2),

hence the generators of WQ(s) with s ≥ 3 can be defined as {g1, g2, . . . , gs} where each

gi is a 2s × 2s matrix defined by gs−1 = diag(y, I2s−4) and gs = diag(x, I2s−4), and for

i ∈ {1, . . . , s− 2}, by

gi =

(
Xi 0

0 I2s−2s−i+1

)
where Xi =

(
0 I2s−i

I2s−i 0

)
.

The next lemma shows that each gi can be regarded as a matrix in GL(2s,Z2); in

particular, for computational purposes, these generators can be constructed over the

algebraic number field Q(
√
−39).

Lemma 7.21. If b is an integer with b ≡ −1 mod 8, then e2 = −b for some e ∈ Z∗2.

Proof. If e is a square root of −b in Z2 then e ≡ 1 mod 2; thus we need to show that

there exists f ∈ Z2 such that e = 1 + 2f and (1 + 2f)2 = −b. Note that (1 + 2f)2 = −b
implies 1 + 4f2 + 4f = −b, that is, f satisfies 4f2 + 4f = −(b+ 1) and f2 + f ≡ 0 mod 2

as (b+1)/4 ≡ 0 mod 2. Now consider the polynomial x2 +x which only has simple roots

in Q2. By Hensel’s Lemma, see [42, Pages 68 and 72], there is a root f of x2 + x in Z2.

Now e = 1 + 2f ∈ Z2 is a root of −b. Note that any such root is a unit in Z2.

Theorem 7.19, together with Lemma 7.21, demonstrates the main difference between

the odd and even prime case. In contrast to Theorem 3.24 (which hold only for p > 2),

Theorem 7.19 shows that uniserial point groups for p = 2 can be conjugate to a subgroup

of WQ(s) ≤ GL(2s,Z2).

7.4.2 Uniserial subgroups of WQ(s)

In this section we will identify the uniserial subgroups of WQ(s); for this we consider

the following subgroups as defined in [55, p. 420].

Definition 7.22. For s ≥ 2 and i ∈ {0, 1, . . . , s− 1} define the subgroup

W
(i)
Q (s) = 〈g1, g2, . . . , gi, gi+1gi+2 · · · gs〉 ≤WQ(s);
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note that W
(s−1)
Q (s) = WQ(s).

We give more details on those generators. If x, y and α are as in Section 7.4.1, then a

direct calculation shows that for i ≤ s− 2 we have

gi+1gi+2 · · · gs =

(
βs−i

I2s−2s−i

)
∈ GL(2s,Z).

where β2 = α and for s− i ≥ 3,

βs−i =



I2s−i−1

I2s−i−2

. .
.

I4

α


∈ GL(2s−i.Z)

An immediate consequence is the following.

Lemma 7.23. If i ∈ {1, . . . , s− 2}, then

W
(i)
Q (s) = Cs,i o Pi

where Pi = 〈g1, . . . , gi〉 is isomorphic to the i-fold wreath product of cyclic groups of

order 2, and

Cs,i = 〈gi+1gi+2 · · · gs〉

is cyclic of order 2s−i+1.

We now focus on the structure of W
(i)
Q (s). The next remark summarises a few observa-

tion; those follows similarly to the odd prime case [30].

Remark 7.24. The following hold.

a) If i < s − 1, then the base group of W
(i)
Q (s) is a direct product of pi copies of Cs,i,

and [80, Exercise 1.6(14)] shows that the centre of W
(i)
Q (s) is the diagonal subgroup

Z(W
(i)
Q (s)) = I2i ⊗ 〈βs−i〉.

Note that Z(Q16) = 〈−I4〉, and and induction on s shows Z(WQ(s)) = I2s−4⊗〈−I4〉.

b) There is a subgroup series W
(0)
Q (s) < W

(1)
Q (s) < . . . < W

(s−1)
Q (s) = WQ(s).

c) Each W
(i)
Q (s) ≤ GL(2s,Z2), and W

(i)
Q (s) ≤ GL(2i,Z) if and only if i < s− 1.

d) We have Q16 ∩ GL(4,Z) = 〈α〉; thus, it follows that U ≤ WQ(s) is a subgroup of

GL(2s,Z) if and only if U ≤W (s−2)
Q (s).
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e) We have CWQ(s)(Z(W
(i)
Q (s))) = W

(i)
Q (s) for all i ≤ s− 1.

The next result on base groups of wreath products follows from [71, Theorem 9.12].

Lemma 7.25. The base group of W
(i)
Q (s) is characteristic in W

(i)
Q (s) for all i and s.

The uniserial subgroups of WQ(s) are characterised by the following result, see [60,

Theorem 2]. Recall from Section 6.2.2 that if H is finite p-group with class n, then for

i ∈ {2, . . . , n − 2}, the 2-step centraliser Ki in H is defined to be the centraliser in H

of γi(H)/γi+2(H). It follows from [53, Definition 4.2.3 and Theorem 10.3.2] that the

set {H1, . . . ,Hs} of 2-step centralisers in WQ(s) is exactly the set {VQ,1(s), . . . , VQ,s(s)}
where each

VQ,k(s) = WQ(s)′〈g1, . . . , gk−1, gk+1, . . . , gs〉 ≤WQ(s).

Parts a) and b) of the next result are from [60, p. 199]; part c) follows from b) and the

fact that W
(0)
Q (s) is not contained in any 2-step centraliser.

Theorem 7.26. Fix s ≥ 2.

a) A subgroup U ≤ WQ(s) is uniserial if and only if U is not contained in any of the

2-step centralisers of WQ(s).

b) A subgroup U ≤WQ(s) is uniserial if and only if U 6≤ VQ,k(s) for all k ∈ {1, . . . , s}.

c) The groups W
(i)
Q (s) are uniserial for all i ∈ {0, . . . , s− 1}.

Our next aim is to determine the normaliser of WQ(s) in GL(2s,Z). In the odd prime

case, normalisers were constructed using Bravais groups; this was possible becauseBZ(G)

is finite for finite G ≤ GL(ds,Z), see [30]. For p = 2, however, computer approximations

of BZ2(G) suggest that the latter group is infinite when G is a quaternion point group.

Below we adopt a different approach to construct normalisers. Recall from Lemma 7.23

that Pi is isomorphic to the i-th fold wreath product of P = 〈(1, 2)〉.

7.4.3 Centralisers and normalisers

Recall that the groups W
(i)
Q (s) can be realised as matrix groups of degree 2s over Z2

for i ∈ {0, . . . , s− 1}. In this section, we determine the centralisers and the normalisers

of these groups in GL(2s,Z2). Normalisers are required to determine the extensions of

Z2s
2 by the uniserial point groups, up to isomorphism, see Theorem 7.6. We use several

techniques to determine the normalisers of WQ(s) for s ≥ 2. Lemma 7.21 shows if we

set λ =
√
−39 then λx and λy have integer entries; both have determinant 1521. For

s ≥ 2, we define

Cs = CZ2(WQ(s)) and Ns = NZ2(WQ(s)).
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The following matrices are necessary to describe the normalisers.

L =


0 1 0 −1

1 0 1 0

0 1 0 1

−1 0 1 0

 and M =


3 0 2 0

0 −2 0 3

2 0 −3 0

0 3 0 2

 .

Note that det(M) = 169 and det(L) = 4, so M ∈ GL(4,Z2).

Lemma 7.27. We have C2 = {c1I4 + c2L | c1 ∈ Z∗2 and c2 ∈ Z2}.

Proof. Let H = {c1I4 + c2L | c2 ∈ Z2, c1 ∈ Z∗2}. A straightforward computation shows

that if c1I4 + c2L ∈ H, then det(c1I4 + c2L) ≡ c4
1 mod 2 is a unit in Z2. It is easy to

check that Lx = xL and Ly = yL, hence H ≤ C2. For the converse, let A ∈ C2 and

write A = (aij) with each aij ∈ Z2. From Ax = xA and Ay = yA we will get a system of

linear equations in the entries of A with coefficients in Z2. A direct computation shows

that a Q(λ)-basis of the solution space of the matrix of this system is {L, I4}, hence

C2 ≤ {c1I4 + c2L | c1, c2 ∈ Q(a)} ∩GL(4,Z2). Since for any c1, c2 ∈ Q(a) the entries in

c1I4+c2L are either c1 or c2 or −c2, we deduce C2 ≤ {c1I4+c2L | c1, c2 ∈ Z2}∩GL(4,Z2).

As before, det(c1I4+c2L) ≡ c4
1 mod 2, so c1I4+c2L ∈ GL(4,Z2) if and only if c1 ∈ Z∗2.

Lemma 7.28. We have Cs = I2s−2 ⊗ C2 for s ≥ 2.

Proof. We prove the result by induction on s. The case s = 2 holds trivially. Now

assume the statement of the lemma holds for s − 1 for some s ≥ 3. Let A ∈ H where

H = I2s−2 ⊗ C2 = {I2s−2 ⊗ g | g ∈ C2} ≤ GL(2s,Z2). From the definition of H it is

easy to see that Agi = giA for i ∈ {1, . . . , s}, hence H ≤ Cs. We now consider A ∈ Cs

and write A =
(
A1 A2
A3 A4

)
where each Ai ∈ M2s−1(Z2). Since A commutes with both

gs−1 and gs then a direct computation shows that A1 commutes with both g′s−1 and

g′s−2, where g′1, . . . , g
′
s−1 are the corresponding generators in WQ(s − 1). Additionally,

A2 = A3 = 0. Moreover A1 = A4 follows from Ag1 = g1A, that is A =
(
A1 0
0 A1

)
with

A1 ∈ GL(2s−1,Z2) and hence A1 ∈ Cs−1. Thus Cs = I2 ⊗ Cs−1. Now the induction

hypothesis shows that Cs = I2s−2 ⊗ C2. This completes the proof.

Now we consider the normaliser Ns = NZ2(WQ(s)); again we start with s = 2.

Lemma 7.29. We have N2 = 〈Q16,M,C2〉.

Proof. Recall that Q16 = 〈x, y〉. We denote by κM the automorphism of Q16 via conju-

gation by M . A straightforward computation shows that κM (x) = x and κM (y) = xyx.

The group J = 〈Inn(Q16), κM 〉 has order 16 and index 2 in Aut(Q16). In particular, we
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have 〈J, σ〉 = Aut(Q16 where σ is the automorphism of Q16 that swaps the generators

x and y. Recall from Section 7.4.1 that α = yx ∈ GL(4,Z) and the subgroup 〈α〉 is

characteristic in Q16 of size 8. It turns out that σ(α) = α7. Clearly H = 〈Q16,m,C2〉
lies in N2 and H induces the subgroup J of Aut(Q16). We now show that N2 = H.

Suppose for a contradiction, this is not true, that is there is some element in N2 \H and

so N2 induces Aut(Q16); recall that J has index 2 in Aut(Q16). Now σ ∈ Aut(Q16) and

thus there must be some A ∈ N2 inducing σ. Since σ(α) = α7, we have αA = α7. This

implies that A has the following structure

A = A(z) =


a b c d

b c d −a
c d −a −b
d −a −b −c

 for some z = (a, b, c, d) ∈ Z4
2.

Since A induces σ, we also have Ax− yA = 0. This yields a system of linear equations

in the entries of the matrix A with coefficients in Z2. A direct computation shows that

the null space of the matrix of this system over Q2(λ) has a basis {b1, b2} with respect

to (a, b, c, d) where b1 = (62/11, 13/11, 1, 0) and b2 = (−13/11,−10/11, 0, 1). So for any

c1, c1 ∈ Q(a) we have c1b1 + c2b2 = ((62c1 − 13c2)/11, (13c1 − 10c2)/11, c1, c2). This

shows that A(z) is defined over Z2 if and only if z = c1b1 + c2b2 with c1, c2 ∈ Z2.

Moreover if A = A(z) for some z = c1b1 + c2b2 = (a, b, c, d), then a direct computation

shows that det(A) ≡ a4 + b4 + c4 + d4 mod 2 and hence

det(A) = 53202/14641c4
2 − 596856/14641c3

2c1 + 3999216/14641c2
2c

2
1

−12480936/14641c2c
3
1 + 14819538/14641c4

1 ≡ 0 mod 2.

Note that 14641 is odd but all the numerators in the terms of the above sum are even.

This shows that det(A(z)) 6∈ Z∗2 for any choice of z ∈ Z4
2, contradicts A ∈ GL(4,Z2). So

there is no element in N2 \H, hence N2 = H.

The following lemma will be used to determine the structure of Ns for s ≥ 3.

Lemma 7.30. If G ≤ GL(d,Q2) acts irreducibly on the natural module Qd
2, then GoPi ≤

GL(2nd,Q2) acts irreducibly on Q2nd
2 for every i ≥ 0.

Proof. Write Gi = G o Pi with natural module Vi = Q2nd
2 . We prove the claim by

induction on i, the base case i = 0 being true by assumption. Now consider i ≥ 1 and

assume the claim is true for Gi−1. Note that we can decompose

Gi = Gi−1 o C2 = 〈σ〉n (H1 ×H2) and Vi = U1 ⊕ U2,
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where each Hj
∼= Gi−1 acts irreducibly on Uj ∼= Vi−1 and σ is an involution swapping U1

and U2. Now consider a non-trivial submodule U ≤ Vi and write u ∈ U as u = u1 + u2

with each uj ∈ Uj . Since U is invariant under σ, there must be some u ∈ U with

u1, u2 6= 0. Since H1 acts irreducibly on U1, there is h ∈ H1 with uh1 6= u1, hence

u−uh = u1−uh1 ∈ U1 \{0}; since U is a submodule, it follows that U1 ≤ U ; analogously,

we deduce U2 ≤ U , hence U = Vi. This proves that Gi acts irreducibly.

We now determine the structure of Ns for s ≥ 3.

Lemma 7.31. We have Ns = N2 o Ps−2 for s ≥ 2.

Proof. We use induction on s. The case s = 2 holds trivially and recall the structure

of N2 from Lemma 7.29. Now we assume that the claim is true for some s − 1 with

s ≥ 3. From the proof of Lemma 7.30 we take WQ(s) = 〈σ〉 × (WQ(s− 1)×WQ(s− 1)).

So WQ(s) acts on the natural G-module V = Q2
2s and decompose V = V1 ⊕ V2, where

each Vi ∼= Q2
2s−1

and the base group of WQ(s) acts as WQ(s − 1) on each Vi. We

know that Q16 = 〈x, y〉 acts irreducibly on Q4
2, see [55, page 418]. So by applying

Lemma 7.30 inductively we deduce that WQ(s) acts irreducibly on V . Note that the

base group of WQ(s) is characteristic in WQ(s), see Lemma 7.25. By a similar argument

as in the proof of Lemma 7.30, we deduce that for any g ∈ NQ2(WQ(s)), the unique

decomposition of V g into WQ(s − 1) × WQ(s − 1) invariant subspaces is V1 ⊕ V2; in

other words, {V g
1 , V

g
2 } = {V1, V2}. Hence g permutes {V1, V2} and thus there is a

homomorphism φ : NQ2(WQ(s)) → Sym(2). Now we recall that σ ∈ NQ2(WQ(s))

also permutes {V1, V2}. Hence NQ2(WQ(s)) = 〈σ〉 n ker(φ) = NQ2(WQ(s − 1)) o C2 as

ker(φ) = NQ2(WQ(s − 1)) × NQ2(WQ(s − 1)). Now Ns = NQ2(WQ(s)) ∩ GL(2s,Z2) =

(NQ2(WQ(s − 1)) o C2) ∩ GL(2s,Z2) = Ns−1 o C2, and the induction hypothesis shows

that Ns = (N2 o Ps−3) o C2 = N2 o Ps−2.

We now determine the normaliser of W
(i)
Q (s) for all s ≥ 2 and i ∈ {0, . . . , s − 2}; the

following proof is using ideas from [44, Satz 46].

Lemma 7.32. Consider s ≥ 2 and i ∈ {0, . . . , s− 2}. Then

NQ2(W
(i)
Q (s)) = CQ2(W

(i)
Q (s))N

(i)
Q (s)

where CQ2(W
(i)
Q (s)) = I2i ⊗ (Q2[Cs,i] \ {0}), and N

(i)
Q (s) = (I2i ⊗ Ls−i) nW

(i)
Q (s) for

some cyclic Ls−i ≤ GL(2s−i,Z) order 2s−i.

Proof. First, we note that CQ2(W
(i)
Q (s)) = I2i⊗(Q2[Cs,i]\{0}) follows from [44, Satz 39].

Recall that W
(i)
Q (s) = Cs,i o Pi. Clearly CQ2(W

(i)
Q (s))N

(i)
Q (s) normalises W

(i)
Q (s). Re-

call the structure of Cs,i from Lemma 7.23. It remains to show that NQ2(W
(i)
Q (s)) ≤
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CQ2(W
(i)
Q (s))N

(i)
Q (s). The base group B = Cs,i× . . .×Cs,i of W

(i)
Q (s) is characteristic by

Lemma 7.25. Using [30, Lemma 6] and [44, Satz 42], we have NQ2(Cs,i) = LinCQ2(Cs,i),

where Li ∈ GL(2i,Z) is cyclic of order 2i. Thus NQ2(W
(i)
Q (s)) ≤ NQ2(B) with

NQ2(B) = NQ2(Cs,i) o S2i = (Ls−i n (CQ2(Cs,i))) o S2i .

Note from [30] that NS2i
(Pi) = Pi and so NQ2(W

(i)
Q (s)) ≤ (Ls−inCQ2(Cs,i))oPi; let H be

the base group of this wreath product. It follows that if h ∈ H, then h ∈ NQ2(W
(i)
Q (s))

if and only if mh ≤ W
(i)
Q (s) for all m ∈ Pi. We now claim that if h ∈ H \ B, then

h ∈ NQ2(W
(i)
Q (s)) if and only if h ≡ (I2i⊗A) mod B for some A ∈ Ls−inCQ2(Cs,i); by the

previous sentence, we have to show that P hi ≤W
(i)
Q (s) if and only if h ≡ (I2i⊗A) mod B

for some A ∈ Ls−i nCQ2(Cs,i). To see this, suppose h ∈ H \B is not congruent I2i ⊗A
modulo B; we show that P hi 6≤W

(i)
Q (s). By assumption, there are distinct blocks U and

V in h and a permutation matrix m ∈ Pi such that U−1V /∈ Cs,i and a permutation

matrix m ∈ Pi such that

mh =



. . .

0 U−1V

. . .

V −1U 0

. . .


;

in particular, mh /∈ W
(i)
Q (s) = Cs,i o Pi; this shows that P h1 6≤ W

(i)
Q (s) as claimed.

Conversely, if h = I2i ⊗ A for some A ∈ Ls−i n CQ2(Cs,i), then P h1 ≤ W
(i)
Q (s) follows.

This proves the claim, and it follows that

NQ2(W
(i)
Q (s)) ≤ Pi n 〈B, I2i ⊗ (Ls−i n CQ2(Cs,i))〉.

Now the claim follows from CQ2(Cs,i) = Q2[Cs,i] \ {0}, see [44, Satz 19 and 35], and the

structure of N
(i)
Q (s) and CQ2(W

(i)
Q (s)) as given in the lemma.

The proof of the next theorem follows ideas of [30, Theorem 19] and [44].

Theorem 7.33. Write Zi = Z(W
(i)
Q (s)) for i ∈ {0, . . . s−1}. If U ≤WQ(s) is uniserial,

then the following hold.

a) The centre Z(U) is cyclic of order 2k with k ≤ s+ 1.

b) We have Zi ≤ Z(U) if and only if U ≤W (i)
Q (s) for all i ≤ s− 1.

c) If U is not conjugate to a subgroup of W
(s−2)
Q (s), then |Z(U)| = 2.
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d) If U ≤ WQ(s) is uniserial such that |Z(U)| = |Zi| for some i ≤ s − 1, then up to

conjugacy U ≤W (i)
Q (s) and Z(U) is conjugate in WQ(s) to Zi.

Proof. In this proof, let β1 = −I2, so that Zi = I2i ⊗ 〈βs−i〉 for all i ≤ s − 1, see

Remark 7.24; each Zi+1 has index 2 in Zi with the exception [Zs−2 : Zs−1] = 4.

a) The uniseriality of U implies that the action on Q2s
2 is faithful and irreducible, see

[60, p. 201]. Over the algebraic closure Q̄2 of Q2, this irreducible Q2-module splits

into a direct sum of irreducible modules (Galois conjugates), see [62, Definition 1.5.8,

Lemma 1.5.9, Theorem 1.8.4], and U acts faithfully and irreducibly on each of those.

Let C2 be the completion of the algebraic closure of Q2; since C2
∼= C as fields, see [43,

Theorem 6.4.8], this implies that U has a faithful and irreducible complex representation;

now [50, 2.32] proves that Z(U) is cyclic. Since exp(Q16) = 8, an induction on s proves

that exp(WQ(s)) = 2s+1, hence Z(U) is cyclic of order at most 2s+1.

b) Suppose U ≤ W
(i)
Q (s). Then Zi is centralised by U and UZi is a uniserial group

by Theorem 7.26. It follows from a) that Z(UZi) is a cyclic 2-group; since it contains

both Z(U) and Zi, either Z(U) < Zi or Zi ≤ Z(U). We show that Z(U) 6< Zi. This

holds trivially if i = s − 1 since in this case |Zi| = 2; in the following let i < s − 1

and suppose, for a contradiction, that Z(U) < Zi. Let us consider the decomposition

Q2s = V1⊕. . .⊕V2i according to the wreath product structure of Zi = I2i⊗〈βs−i〉, where

each Vj is a Zi-module. Since U ≤W (i)
Q (s), the group U permutes the direct summands

Vj and the kernel of this action contains Z(U). Up to equivalence, there is a unique

faithful irreducible rational representation of the cyclic group of order 2s−i+1 = |Zi|,
and this representation has degree 2s−i, see [29, pp. 104-105]. This implies that each

Vj is an irreducible Zi-module; note that, because of characteristic 0, every module is a

direct sum of irreducible modules. Since Z(U) < Zi by assumption, it follows from the

above comment that Z(U) acts reducibly on each Vj . Since U permutes the spaces Vj ,

it follows that U acts reducibly on Q2s . This is a contradiction to the fact that U acts

uniserially. Thus, Zi ≤ Z(U). Conversely if Zi ≤ Z(U) then U ≤ CWQ(s)(Zi) = W
(i)
Q (s)

by Remark 7.24.

c) Suppose for a contradiction that |Z(U)| > 2. Recall that U ≤ WQ(s) and by con-

struction, every u ∈ U is a 2s−2×2s−2 matrix of 4×4 block matrices in Q16 = 〈x, y〉. Let

Q(U) be the subgroup of Q16 generated by all those blocks. A direct computation shows

that if Q(U) 6= Q16, then either Q(U) ≤ Q′16〈x〉, or Q(U) ≤ Q′16〈y〉, or Q(U) ≤ Q′16〈α〉
with α = yx. Note that α ∈ GL(4,Z) and hence the last case is not possible since

U is not conjugate to a subgroup of W
(s−2)
Q (s). In the first two cases, U ≤ VQ,s(s) or

U ≤ VQ,s−1(s), which is not possible since U is uniserial, see Theorem 7.26. This shows

that Q(U) = Q16. Next note that, by a) and b), Z(U) is cyclic and contains 〈−I2s〉.
Since |Z(U)| > 2, there is g ∈ Z(U) with g2 = −I2s . As recalled above, every element
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in WQ(s) comes from a 2s−2 × 2s−2 permutation matrix where 1’s are replaced by some

4×4 blocks in Q16 and 0’s are replaced by 4×4 zero blocks. Let Q2s
2 =

⊕2s−2

j=1 Vj be the

corresponding decomposition into 4-dimensional subspaces such that WQ(s) preserves

this decomposition. These subspaces are permuted according to the permutation matrix

action. Since U is uniserial, hence irreducible, it follows that the permutation action is

transitive. Now we have two cases for the structure of g. We prove below that none of

these cases is possible; this proves |Z(U)| = 2.

First we consider that g is block-diagonal with g = diag(g1, . . . , g2s−2) with each gj is a

4×4 matrix in Q16 acting on Vj ; note that each g2
j = −I4. Since U is transitive, for every

j there is uj ∈ U such that uj maps V1 to Vj , that is, j-th entry of the diagonal in guj

is k−1g1k for some k ∈ Q16. But g ∈ Z(U), so gu = g which proves that gj is conjugate

in Q16 to g1. Since g2
1 = −I4, each gj has order 4. There are three classes of order 4

elements in Q16, those of x, y, and α2. So we can assume that g = diag(hi1 , . . . , hi2s−2 )

for some h ∈ {x, y, α2} and ij ∈ {1, 3}. Note that g ∈ Z(U) and neither of the subgroups

〈x〉 and 〈y〉 is normal in Q16. This forces h = α2, hence g = diag(±h, . . . ,±h) where

the signs can be arbitrary; note that h3 = h−1 = −h. Since 〈h〉 is normal in Q16, for

every w ∈ Q16 we have hw = wh or hw = −wh; in particular, h is not central, so there

exists w ∈ Q16 with hw = −wh. Since w ∈ Q16 = Q(U), there is u ∈ U containing w as

a 4× 4 block. But then gu 6= ug, which contradicts g ∈ Z(U).

In the second case, g is not block-diagonal, so g can be regarded as a permutation

matrix of order 4 or of order 2 (in its action on the subspaces of the decomposition

mentioned above). If the permutation action has order 4, then g permutes the Vj as

a product of transpositions and 4-cycles. However, since g2 = −I2s fixes each Vj , we

know that 4-cycles can not occur; so we only consider the latter case. In the following

we need to suppose that s > 3; for s ∈ {2, 3}, part c) can be verified directly by a

computation. Suppose g swaps blocks Vi and Vj with i 6= j. Recall the structure of

an element of WQ(s) as mentioned above and note that the permutation matrix comes

from the iterated wreath product of (1, 2). Since U ≤ WQ(s) and U acts transitively,

there is u ∈ U that swaps Vj with Vk, where i 6= k 6= j. But then gu swaps Vi and Vk,

contradicting gu = g (which holds because of g ∈ Z(U)). This final contradiction shows

that there is no g ∈ Z(U) of order 4, hence Z(U) = Zs−1
∼= C2.

d) If |Z(U)| = |Zs−1| then the statement holds trivially. Now let i 6= s− 1. If U is not

conjugate to a subgroup of W
(s−2)
Q (s) then part c) shows that Z(U) = Zs−1. Hence in

the following we assume, up to conjugacy, that U ≤W (s−2)
Q (s). Part b) and Remark 7.24

show that 8 = |Zs−2| ≤ |Z(U)|. We prove the assertion of the theorem by induction on

the index of U in W
(s−2)
Q (s). If U = W

(s−2)
Q (s), then the claim follows from b). Now

suppose U < W
(s−2)
Q (s). Since W

(s−2)
Q (s) is a finite 2-group, there exists a group H such

that U < H ≤W (s−2)
Q (s) and [H : U ] = 2. By the induction hypothesis, we can assume
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(up to conjugacy) that

Z(H) = Zi

for i < s− 1; in particular, |Zi| 6= 2. We now consider two cases.

First, suppose that Zi 6≤ U . Then H = UZi, and UZi/U ∼= Zi/(U ∩ Zi) shows that

Z(U) = U ∩ Zi has index 2 in Zi; recall that i 6= s − 1. Since Zi is cyclic, there is a

unique subgroup of index 2, and it follows that Z(U) = U ∩ Zi = Zi+1. This proves c)

for Zi 6≤ U .

Second, suppose that Zi ≤ U . If Zi = Z(U), then the claim follows, so now suppose

that Zi < Z(U). Since U ≤ H, we have Zi = Z(H)∩U ≤ Z(U). First consider the case

i = 0. In this case, W
(0)
Q (s) = Z0 ≤ U ; on the other hand, U ≤ H and Z(H) ≤ U imply

Z(H) = Z(H) ∩ U ≤ Z(U). Since Z(H) = Z(W
(0)
Q (s)) = W

(0)
Q (s), part b) shows that

U ≤ W
(0)
Q (s). Hence U = W

(0)
Q (s), and so the claim is proved for i = 0. Now consider

i > 0. Since [H : U ] = 2, both U and Z(U) are normal in H. The group H acts as

H/U ∼= C2 on Z(U), and the set of fixed points under this action is Zi. Since Z(U) is

a cyclic 2-group of order 2k, a direct computation shows that every automorphism of

Z(U) of order 2 either has 2k−1 fixed points or 2 fixed points. The case |Zi| = 2 is not

possible, as mentioned before, thus we conclude that |Zi| = 2k−1, and [Z(U) : Zi] = 2.

Note that b) implies

U ≤ H ≤W (i)
Q (s) = Cs,i o Pi.

If i = 1, then by assumption Z1 < Z(U) and hence |Z(U)| ≥ 2s+1 since |Z1| = 2s.

But Z(U) is cyclic, hence it contains a unique subgroup of order 2s+1. Now by [55,

Proposition 2.4] we find that, up to conjugacy, W
(0)
Q (s) = Z0 ≤ Z(U). Therefore, using

b), this gives U ≤W (0)
Q (s). We now take i > 1 and use a similar argument as in c) to show

that U ≤ W
(i−1)
Q (s). Recall that [Z(U) : Zi] = 2 and Zi is generated by li = I2i ⊗ βs−i.

Since Z(U) is cyclic and U ≤W (i)
Q (s), there is a generator g ∈ Z(U) with g2 = li. Note

that the generator li−1 = I2i−1 ⊗ βs−i+1 of Zi−1 satisfies l2i−1 = li. The structure of li

also shows that it has 2i blocks each of the form βs−i. Similarly, li−1 has 2i−1 blocks of

the form
(

0 I2s−i
βs−i 0

)
and the square of each such block yields I2 ⊗ βs−i. Similar to c),

we note that every matrix in W
(i)
Q (s) comes from a 2i × 2i permutation matrix, where

each 1 is replaced by some block of dimension 2s−i from Cs,i and every 0 is replaced

by such a 0-block. Let Q2s
2 =

⊕2i

j=1 Vj be the corresponding decomposition into 2s−i

dimensional subspaces such that W
(i)
Q (s) preserves this decomposition. These subspaces

are permuted according to the permutation matrix action. The permutation action of

li on these spaces is trivial and g2 = li. If g is block-diagonal with g = diag(g1, g2, . . .)

then g2
1 = βs−i, so g1 has order 2s−i+2; recall from Remark 7.24 that βs−i has order

2s−i+1. However as said before, the blocks of W
(i)
Q (s) come from Cs,i and therefore, have

order at most 2s−i+1. Hence, g cannot have a block-diagonal structure. This means that



Chapter 7 Uniserial p-adic Space Groups 103

g must be swapping pairs of the underlying subspaces of the decomposition mentioned

above. In other words, g permutes these spaces as a product of transpositions. Note

that U is uniserial, hence irreducible, it follows that the permutation action is transitive.

Suppose for a contradiction that U 6≤ W
(i−1)
Q (s), then it acts transitively on the blocks

of g and these blocks act as transposition on the subspaces mentioned above. Suppose

g swaps blocks Vl and Vj with l 6= j. Recall the structure of an element of W
(i)
Q (s) as

mentioned above and note that the permutation matrix comes from the iterated wreath

product of (1, 2). Since U(≤ W
(i)
Q (s)) acts transitively, there is u ∈ U that swaps Vj

with Vk, where l 6= k 6= j. Then gu swaps Vl and Vk, contradicting gu = g (which holds

because of g ∈ Z(U)). This shows that

U ≤W (i−1)
Q (s).

Then b) shows that Zi−1 = Z(U) as Zi has index 2 both in Zi−1 and in Z(U).

Recall the definition of N
(i)
Q (s) from the proof of Lemma 7.32. Recall that every uniserial

subgroup of W
(s−2)
Q (s) is integral and has a cyclic center. Now the structure of NZp(U)

can be determined using the same arguments as given in the proof of [44, Theorem 56]

for certain uniserial points with cyclic centers; this yields the following theorem.

Theorem 7.34. If U ≤W (s−2)
Q (s) is uniserial with Z(U) = Z(W

(i)
Q (s)) , then

NZp(U) = CZp(W
(i)
Q (s))N

N
(i)
Q (s)

(U).

7.5 Extensions of quaternion point groups

Let U ≤ GL(2s,Z2) be a uniserial point group and let T = Z2s
2 and V = Q2s

2 . It

is well-known that the equivalence classes of extensions of T by U correspond to the

elements of the second cohomology group H2(U, T ). As U is a finite group and T has

finite rank, H2(U, T ) is a finite group, see [80, Setion 11.4]. Recall the action of NZ2(U)

on Z2(U, T ) from (7.2). Theorem 7.6 tells us that the isomorphism types of extensions of

T by U correspond to the NZ2(U)-orbits of elements in H2(U, T ). As before, we denote

by FixZ(U)(V/T ) the set of fixed points in V/T under the action of Z(U). As for odd

primes, we use dimension shifting to reduce H2(U, T ) to H1(U/Z(U), F ).

Theorem 7.35. Let U ≤ WQ(s) be uniserial with Z(U) = Z(W
(i)
Q (s)) for some i; let

F = FixZ(U)(V/T ). Then the following hold.

a) The group F is elementary abelian of rank at most 2s.

b) H2(U, T ) ∼= H1(U/Z(U), F ).
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Proof. a) If i = s− 1, then Z(U) = 〈−I2s〉; otherwise we have Z(U) = 〈I2i ⊗ βs−i〉, see

Remark 7.24. In any case, −I2s ∈ Z(U), which proves that if f + T ∈ F , then 2f ∈ T .

This shows that F ≤ 1
2T/T , and the latter is elementary abelian of rank 2s.

b) This is [30, Theorem 28].

The isomorphism between H2(U, T ) and H1(U, V/T ) in Theorem 7.35 originates from

the short exact sequence 0 → T → V → V/T → 0, see [61, Theorem 3.3]. The explicit

definition of the map H1(U, V/T )→ H2(U, T ) can be found in [68, Remark II.1.21] and

it follows that the isomorphism between H2(U, T ) and H1(U/Z(U), F ) in Theorem 7.35

is compatible with the action of NZ2(U). Hence the orbits of NZ2(U) on H1(U/Z(U), F )

correspond to the isomorphism types of extensions of T by U , where g ∈ NZ2(U) acts

on δ ∈ Z1(U, T ) via δ 7→ δg, where the latter is defined by

δg(u) = δ(ug
−1

)g. (7.3)

As discussed in Section 7.2, this action leaves B1(U/Z(U), F ) invariant. Thus in order

to get the isomorphism types of the space groups, we need to determine the action of

NZ2(U) on H1(U/Z(U), F ). In Theorem 7.34 the structure of NZ2(U) has been de-

termined for U ≤ W
(s−2)
Q (s). This theorem explains why we are firstly interested in

the action of the centraliser of W
(i)
Q (s) for i ∈ {0, . . . , s − 2}. We recall from The-

orem 7.35 that F is elementary abelian of rank 2i and can thus be considered as a

F2-space of dimension 2i. As before, if u1, . . . , ut is a generating set for U , then we

can identify the group H1(U/Z(U), F ) with a subspace H of the vector space F t via

δ 7→ (δ(u1Z(U)), . . . , δ(utZ(U))). Hence from (7.3) we find that an element c ∈ CZ2(U)

acts on δ ∈ Z1(U/Z(U), F ) via δ 7→ δc, where the latter is defined by δc(u) = δ(uc
−1

)c;

this induces an action on H1(U/Z(U), F ). Recall that in Section 7.4.3, we determined

the structure of CZ2(W
(i)
Q (s)) for i ∈ {0, . . . , s− 1}.

Theorem 7.36. Let U be uniserial such that U is conjugate to some subgroup of

W
(s−2)
Q (s) and Z(U) = Z(W

(i)
Q (s)) for some i < s − 1, and write F = FixZ(U)(V/T ).

Then CZ2(W
(i)
Q (s)) acts trivially on H1(U/Z(U), F ).

Proof. Up to conjugacy we assume U ≤W (s−2)
Q (s). Note that CQ2(W

(i)
Q (s))∩GL(ds,Z) =

CZ2(W
(i)
Q (s)) and Lemma 7.32 shows that CQ2(W

(i)
Q (s)) = I2i ⊗ (Q2[Cs,i] \ {0}). Since

Z(U) = 〈I2i ⊗ βs−i〉, see Remark 7.24, it follows that CZ2(W
(i)
Q (s)) centralises U . Hence

c ∈ CZ2(W
(i)
Q (s)) acts on δ ∈ H1(U/Z(U), F ) by δc : u 7→ δ(u)c. This action coin-

cides with its natural diagonal linear action on F t. Next we investigate the action of

CZ2(W
(i)
Q (s)) on F . Since EQ2(W

(i)
Q (s)) = Q2[Z(W

(i)
Q (s))] = Q2[I2i ⊗ 〈βs−i〉], we have

CZ2(W
(i)
Q (s)) = Z2[c]∗, where c = I2i ⊗ βs−i, and so the elements of CZ2(W

(i)
Q (s)) are
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Z2-linear combinations of powers of c. By definition, c acts trivially on F and hence

CZ2(W
(i)
Q (s)) acts as Z∗2 on F ; since every unit in Z2 is congruent to 1 modulo 2, the

result follows.

Recall the definition of Cs = CZ2(WQ(s)) from Section 7.4.3. We now investigate the

action of Cs on H1(U/Z(U), F ) for the uniserial subgroups U ≤ WQ(s) with Z(U) =

Z(WQ(s)). For any Y ∈ M2n(Z2) where n ≤ s, we denote Ys = I2s−n ⊗ Y ∈ M2s(Z2).

Recall the definition of L from Section 7.4.3 and denote L̂ = I4 + L; note that L̂ mod 2

has order 2.

Theorem 7.37. Let U ≤ WQ(s) be uniserial such that U is not conjugate to any sub-

group of W
(s−2)
Q (s), so Z(U) = Z(WQ(s)); write F = FixZ(U)(V/T ). Then CZ2(U) acts

as powers of L̂s on H1(U/Z(U), F ), in particular, the orbit of v + T ∈ F under the

action of CZ2(U) is {v + T, vL̂s + T}.

Proof. We first note from Theorem 7.35 that F = 1
2T/T . Also from Lemma 7.28 we

see that any c ∈ CZ2(U) has the form c = I2s−2 ⊗ (c1I4 + c2L) for some c1 ∈ Z∗2 and

c2 ∈ Z2. Now c1 is a unit, hence c1 ≡ 1 mod 2. Also c2 ≡ k mod 2 where k ∈ {0, 1}.
Thus for any v ∈ 1

2T we have (vc+T ) = (v+ kvLs) +T , that is, (vc+T ) is either v+T

or vL̂s + T . Hence we have {(v + T )c | c ∈ CZ2(U)} = {vL̂is + T | i ≥ 0}. Note that

v ∈ 1
2T and L̂ mod 2 has order 2. Hence the orbit of v + T under the action of CZ2(U)

is {v + T, vL̂s + T}.

We now discuss how the above results yield a constructive classification of the 2-adic

space groups, up to isomorphism. Our construction of 2-adic space groups involves two

steps: determining the uniserial point groups (up to conjugacy) and then constructing

the extensions by their natural Z2-modules. First we determine the uniserial point

groups. We find the largest point group WQ(s) in Theorem 7.19. We then determine the

2-step centralisers of WQ(s) and identify the uniserial point groups (see Theorem 7.26):

only those subgroups of WQ(s) that do not lie in any 2-step centraliser are uniserial. To

construct all uniserial 2-adic space groups of dimension 2s, up to isomorphism, we first

show (Theorem 7.33) that it is sufficient to consider uniserial point groups U ≤ WQ(s)

with Z(U) = Z(W
(i)
Q (s)) for some i ∈ {0, . . . , s−1}. In order to construct such uniserial

groups one first constructs all W
(i)
Q (s) and their centres; then for each i one constructs

up to conjugacy subgroups of W
(i)
Q (s) that are not conjugate to a subgroup of W

(s−1)
Q (s)

and that have centre Zi. For each such point group U , one needs to compute the NZ2(U)-

orbits in H2(U, T ), see Theorem 7.6. This computation is simplified by Theorem 7.35

which shows that it is sufficient to determine the NZ2(U)-orbits in H1(U/Z(U), F ) where

F is elementary abelian as defined in the said theorem. Theorems 7.36 and 7.37 explain
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how CZ2(W
(i)
Q (s)) (and CZ2(U) for i = s − 1) acts on H1(U/Z(U), F ). The final step

is to fuse (using Theorems 7.31 and 7.34) those centraliser-orbits under the action of

NZ2(U); for i < s− 1 the latter group is constructed using a lattice subgroup algorithm

(as in the odd prime case), and fusion of orbits can be achieved with an Orbit-Stabiliser

algorithm. For i = s− i, one needs to determine NZ2(U) directly. Theorem 7.33 shows

that in such cases Z(U) = Zs−1, hence the orbit calculation can be simplified using

Theorem 7.37.
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mémoires de l’Académie royale des sciences et belles-lettres de Berlin, 1770.

[16] Max Dehn. Papers on group theory and topology. Springer-Verlag, New York, 1987.

Translated from the German and with introductions and an appendix by John

Stillwell.

[17] Heiko Dietrich. Periodic structures in the graph associated with p-groups of maximal

class. PhD thesis, Technische Universität Carolo-Wilhelmina zu Braunschweig,

2009.

[18] Heiko Dietrich. A new pattern in the graph of p-groups of maximal class. Bull.

Lond. Math. Soc., 42(6):1073–1088, 2010.

[19] Heiko Dietrich. Periodic patterns in the graph of p-groups of maximal class. J.

Group Theory, 13(6):851–871, 2010.

[20] Heiko Dietrich and Bettina Eick. Finite p-groups of maximal class with ‘large’

automorphism groups. J. Group Theory, 20(2):227–256, 2017.

[21] Heiko Dietrich, Bettina Eick, and Dörte Feichtenschlager. Investigating p-groups by

coclass with GAP. In Computational group theory and the theory of groups, volume

470 of Contemp. Math., pages 45–61. Amer. Math. Soc., Providence, RI, 2008.

[22] Heiko Dietrich and Subhrajyoti Saha. A note on skeleton groups in coclass graphs.

Internat. J. Algebra Comput., 29(1):127–146, 2019.

[23] J. D. Dixon, M. P. F. du Sautoy, A. Mann, and D. Segal. Analytic pro-p groups,

volume 61 of Cambridge Studies in Advanced Mathematics. Cambridge University

Press, Cambridge, second edition, 1999.

[24] Stephen Donkin. Space groups and groups of prime-power order. VIII. Pro-p-groups

of finite coclass and p-adic Lie algebras. J. Algebra, 111(2):316–342, 1987.

[25] Marcus du Sautoy. Counting p-groups and nilpotent groups. Inst. Hautes Études

Sci. Publ. Math., (92):63–112 (2001), 2000.



Reference 109

[26] David S. Dummit and Richard M. Foote. Abstract algebra. John Wiley & Sons,

Inc., Hoboken, NJ, third edition, 2004.

[27] Walther Dyck. Gruppentheoretische Studien. Math. Ann., 20(1):1–44, 1882.

[28] Walther Dyck. Gruppentheoretische Studien. II. Üeber die Zusammensetzung einer

Gruppe diskreter Operationen, über ihre Primitivität und Transitivität. Math.

Ann., 22(1):70–108, 1883.

[29] Beno Eckmann. Mathematical survey lectures 1943–2004. Springer-Verlag, Berlin,

2006.

[30] Bettina Eick. Determination of the uniserial space groups with a given coclass. J.

London Math. Soc. (2), 71(3):622–642, 2005.

[31] Bettina Eick. Automorphism groups of 2-groups. J. Algebra, 300(1):91–101, 2006.

[32] Bettina Eick. Schur multiplicators of finite p-groups with fixed coclass. Israel J.

Math., 166:157–166, 2008.

[33] Bettina Eick and David J. Green. Cochain sequences and the Quillen category of a

coclass family. J. Aust. Math. Soc., 102(2):185–204, 2017.

[34] Bettina Eick, C. R. Leedham-Green, M. F. Newman, and E. A. O’Brien. On the

classification of groups of prime-power order by coclass: the 3-groups of coclass 2.

Internat. J. Algebra Comput., 23(5):1243–1288, 2013.

[35] Bettina Eick and Charles Leedham-Green. On the classification of prime-power

groups by coclass. Bull. Lond. Math. Soc., 40(2):274–288, 2008.

[36] Dörte Feichtenschlager. Symbolic computation with infinite sequences of p-groups

with fixed coclass. PhD thesis, Technische Universität Carolo-Wilhelmina zu Braun-

schweig, 2010.
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