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Abstract

The El Niño- Southern oscillation (ENSO) is the largest climate variability on in-

terannual time scales on our planet. Its near-global climatic impacts can lead to

dramatic socioeconomic consequences. Thus, this thesis aims to enhance our under-

standing of details of ENSO dynamics and its predictability, both of which remain a

major challenge for scientists today. In particular, this thesis examines the equato-

rial Pacific warm water volume (WWV, the anomalous thermocline depth integrated

over the region 120-280◦E and 5◦N-5◦S), a variable shown to precede ENSO sea sur-

face temperatures (SSTs) by 1-3 seasons, and as such, is thought to be important

for understanding ENSO predictability and dynamics.

We first use linear shallow water model simulations to decompose WWV changes

between 1980-2016 into two components: the (i) adjusted wind response, which is

consistent with the ENSO phase change driver of traditional ENSO theories; and

(ii) instantaneous wind response, which are the instantaneous WWV changes due

to Ekman transports dominated by wind-forced Kelvin waves. While the adjusted

contribution dominates the WWV changes during the pre-2000 period, the instanta-

neous contribution dominates the WWV changes during the post-2000 period. This

change in the relative importance of WWV drivers is shown to explain the shorten-

ing of the WWV/ENSO SST lead time from 2-3 seasons during the pre-2000 period

to only 1 season during the post-2000 period. This leaves us with a post-2000 view

of ENSO being driven by sudden wind bursts, rather than a self-sustained oscillation

driven by the adjusted response as suggested by traditional ENSO theories.

Second, we reconcile the contrasting post-2000 44% decline of the adjusted WWV

and 15% increase of instantaneous WVV. These contrasting WWV responses demon-

strate that the generalization of strong anomalous equatorial Pacific wind stress

leading to strong adjusted WWV responses cannot be correct. Thus, we catego-

rize the oceanic adjusted responses to strong anomalous equatorial winds into three

categories to better understand why and how often the above generalization is not
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correct. During the entire 1980-2016 period only 35% of strong anomalous equato-

rial winds are consistent with this generalization, while the remaining are followed

by neutral (56%) or persistent (9%) adjusted responses. The prominent neutral ad-

justed WWV response is shown to be largely excited by strong equatorial anomalous

wind stress forcing with a weak curl and weaker Rossby wave projection than the

generalized response.

Finally, we seek to compliment the Chapter 3 analysis by building a regression model

of the adjusted WWV from the wind stress curl (an approximation for the Rossby

wave signal) in different boxes around the equatorial Pacific. We identify, that 25%

of the post-2000 adjusted WWV decline can be contributed to a decline of the STDs

of the curls. The remaining 25% and 50% are attributed to changes in frequency

and Rossby wave cancellations across the different regions respectively. Hereby, the

dominant longitudinal region explaining these changes is found between 200-240◦E

which is east of the region of strongest winds. This region has shown to only produce

WWV during eastern Pacific (EP) ENSO SSTs, thus the decline in adjusted WWV

is consistent with the post-2000 declined occurrence of EP ENSO events.
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CHAPTER 1.

1.1 The El Niño-Southern Oscillation

Early recognitions of what is known today as the El Niño-Southern Oscillation

(ENSO) date as far back as the late nineteenth century when Peruvian fishermen de-

tected an anomalous warming of water along their coast (e.g. Carrillo, 1893, Clarke,

2008). They called this warming “El Niño” (the Child Jesus) because of its appear-

ance around Christmas time. Some decades later Walker (1924) identified a seesaw

in sea level pressure (SLP) between the southern tropical western and eastern Pacific

which he called the “Southern Oscillation”. It took a further 45 years until Bjerknes

(1969) discovered the close connection between El Niño and the Southern Oscilla-

tion (ENSO) with both being two different aspects of the same phenomenon. Today

we know that despite its name, ENSO evolution is not confined to the southern

tropics, but it largely develops in a symmetrical manner around the Equator. It

is the largest source of climate variability on interannual timescales on our planet

and causes severe near-global climatic conditions (see Section 1.3). However, as it

will be shown in this chapter, many details of ENSO dynamics and its predictability

remain a major challenge for scientists to understand. Therefore, this thesis aims

to enhance the understanding of ENSO dynamics and predictability.

1.2 States of ENSO

In its mean state, the equatorial Pacific sea surface temperature (SST) is relatively

cool in the east and warm in the west (Fig. 1.1a). This longitudinal SST difference

causes a higher SLP in the east compared to the west, which excites the “Walker

Circulation” (Bjerknes, 1969, Fig. 1.2). Hereby, easterlies, known as “trade winds”,

blow at the surface and this air is heated and supplied with moisture as it moves to-

wards the west Pacific, where it rises and creates a region of persistent precipitation.

The air then returns aloft to the eastern equatorial Pacific where it sinks and closes

the circulation of a vertical equatorial plane. Effects of the Walker Circulation are

not limited to the atmosphere as the ocean’s thermocline reflects the SLP difference
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between east and west: the thermocline is shallower in the east where upwelling oc-

curs due to Ekman divergence and deeper in the west (Fig. 1.1b and Fig. 1.2). The

upwelling of cool water in the east in turn underpins the east-west SST gradient.

Figure 1.1: (a) Sea surface temperature (SST) [◦C] averaged over 1980-2019 using the HadiSST
v1.1 data set (Chelton and Risien, 2016). (b) Section of potential temperature [◦C] averaged over
5◦N-5◦S and over 1980-2017 using the ORSA4 data set (Balmaseda et al., 2013). Thin black line
marks the 20◦C isotherme which is an approximation of the thermocline depth.

Figure 1.2: Conceptu-
alization of the neutral
state of ENSO (source:
http://www.weather.gov.sg/
wp-content/uploads/2015/
03/climate2.png).

In addition to this mean state, Bjerknes (1969) noted a positive feedback (hereafter,

Bjerknes feedback) between the strength of the Walker Circulation and eastern Pa-

cific SST. An increase in strength of the Walker circulation implies stronger trade

winds which enhance upwelling in the eastern Pacific (Fig. 1.3a). The stronger

upwelling of cooler water from lower depths further cools the central/eastern Pacific

SST, increasing the contrast between the warm SST in the west and the cool SST

in the east (Fig. 1.3c). This strengthening of the zonal SST gradient in turn excites

stronger trade winds (Fig. 1.3c). In contrast, if anomalous equatorial westerly winds

are present, the Walker Circulation is weakened, which reduces the upwelling of cool

water in the east (Fig. 1.3b) leading to anomalous warm SSTs in the central/eastern
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Pacific (Fig. 1.3d). Consequently, the weaker zonal SST gradient further weakens

the Walker circulation. While the Bjerknes feedback explains the event growth,

Bjerknes (1969) could not find an explanation for event ending and new event ini-

tialization, with the latter remaining a major challenge to understand today.

Figure 1.3: Composite potential temperature [◦C] (ORSA4 data set, Balmaseda et al., 2013)
averaged over 5◦N-5◦S and over the months December-February (DJF) of (a) La Niña and (b) El
Niño events between 1980-2019 as marked in Fig. 1.4a. Thin black lines mark the 20◦C isotherme.
Composite SST anomalies [◦C] (shading) and wind stress anomalies [N/m2] (arrows) of DJF during
(c) La Niña and (d) El Niño events. The ERSST v5 (Huang et al., 2018) and ERA-interim (Dee
and Uppala, 2009) data sets are used.

Common measures for the ENSO states are: (i) the Southern Oscillation Index

(SOI), which describes the standardized SLP difference between Tahiti and Dar-

win (i.e. an estimate of the strength of the Walker Circulation, gray line, Fig.

1.4a); or (ii) the Niño 3.4 index which measures the SST anomaly averaged over

5◦N and 5◦S and 170-240◦E (black box Fig. 1.3c and d, black line Fig. 1.4a).

These two index time series are strongly negatively correlated (correlation=-0.84).

Today, the cool state of ENSO with easterly wind anomaly is known as La Niña;

and the warm state of ENSO with westerly wind anomaly is known as El Niño.

There are a few definitions for an ENSO event, but most commonly an El Niño

(La Niña) event is defined when the Niño 3.4 index averaged over three months ex-

ceeds (falls below) the 0.5◦C (-0.5◦C) threshold for at least five consecutive months

(https://www.ncdc.noaa.gov/teleconnections/enso/indicators/sst/; dots in Fig. 1.4a).
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The average ENSO event starts to evolve in late boreal spring and the events nor-

mally peak in boreal winter (Fig. 1.4c and d, Rasmusson and Carpenter, 1982).

The anomalously warm or cool state is then obtained until early boreal spring of

the following year (Fig. 1.4c and d). ENSO events develop every 2-7 years as can

be seen by the strongest power spectral density peaks of the Niño 3.4 time series at

these periods (Fig. 1.4b).
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Figure 1.4: (a) Monthly mean negative standardized Southern Oscillation Index (SOI, thin gray
line) available at https://www.esrl.noaa.gov/psd/gcos_wgsp/Timeseries/SOI/ and Niño 3.4 SST
anomaly [◦C] (black line) (ERSST v5 anomaly averaged over 170-240◦E, see black box in Fig. 1.3c
and d). Both time series are smoothed by a 3-month running mean. El Niño (La Niña) events are
marked (dots) when the smoothed Niño 3.4 time series exceed (falls below) 0.5◦C (-0.5◦C, horizontal
dashed lines) for at least five consecutive months. (b) Power spectral density [◦C2/month] of the
smoothed Niño 3.4 SST anomaly (1900-2019) calculated by the Welch’s method using a rectangular
window with no overlapping. (c)/(d) Niño 3.4 SSTs [◦C] during the El Niño/La Niña year and
during the year after the events (as indicated by the month with +1) identified in (a). Thick lines
in (c) and (d) give the average of all event evolutions (thin lines).

1.3 Climatic and socioecological impacts

ENSO’s impacts on climate can strongly affect ecosystems and societies (e.g. Glantz

et al., 2001, Glantz, 2002, McPhaden et al., 2006). The schematic in Fig. 1.5
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summarizes the seasonal effects El Niño (Fig. 1.5a) and La Niña (Fig. 1.5b) events

have on temperature and precipitation in the tropics and remote regions. These

impacts are averaged over the months December to February when ENSO reaches its

maximum (see Fig. 1.4c and d), however, it is noted that ENSO’s strongest impacts

may not always occur in boreal winter (e.g. Halpert and Ropelewski, 1992, Diaz

et al., 2001). This section provides a broad overview and explanation of the climatic

impacts shown in Fig. 1.5, and it gives some examples of their socioecological

consequences.

Figure 1.5: Schematic illustration of temperature and precipitation anomalies averaged over the
months December-February during (a) El Niño and (b) La Niña events. Figure adapted from
weather.gov.
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1.3.1 Impacts of ENSO in the tropical Pacific regions

During El Niño events, the warming of the central/eastern Pacific SST (Fig. 1.3d)

induces an eastward movement of the region of persistent precipitation from the

western Pacific into the central/eastern Pacific. As a result, coastal areas of the

western tropical Pacific become warmer and drier than normal and the eastern

Pacific becomes anomalously warm and wet (Fig. 1.5a). Droughts in Indonesia and

north east Australia become more common during El Niño conditions (e.g. Vicente-

Serrano et al., 2011), with more severe heat waves in north east Australia during El

Niño years for example (e.g. Loughran et al., 2017). On the eastern side of the Pacific

basin, enhanced rainfall and flooding occurs in the normally arid coastal plains of

Peru (e.g. Glantz et al., 2001). Additionally, the suppressed upwelling of nutrients

to the euphotic zone (the layer closer to the surface which receives enough light for

photosynthesis to occur) in the eastern Pacific negatively impacts fisheries (Glantz

et al., 2001, Ordinola, 2002). Moreover, these changes in climatic conditions and

marine ecosystem during El Niño events are suspected to cause epidemic diseases

(e.g. cholerae and severe diarrhea) in South America (e.g. Gil et al., 2004, Lama

et al., 2004).

During La Niña events a stronger Walker Circulation pushes the region of warmest

water further westward so that the region of persistent precipitations reaches onto

the maritime continent leading to unusually wet conditions in Indonesia and Aus-

tralia (Fig. 1.5b). On the contrary, the coastal regions around the eastern Pacific

become drier and cooler during La Niña years (Fig. 1.5b), which is associated with

severe droughts in the tropical coastal areas of South America (Ordinola, 2002).

In this case, the enhanced upwelling in the tropical eastern Pacific during La Niña

years has a positive impact, as it leads to higher fish yields in Peru (Ordinola, 2002).
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1.3.2 Remote impacts of ENSO

ENSO’s impacts can reach as far as to much of North and South America, east-

and southeast Asia, much of Australia and Africa (Fig. 1.5). The process by which

ENSO events influence remote areas is driven by the movement of the regions of

persistent precipitation (e.g. Sarachik and Cane, 2010). In regions of precipitation,

thermal forcing of the atmosphere occurs due to the latent heat release in the process

of cumulus condensation and precipitation. The rising air in these regions eventually

diverges which excites planetary waves at the upper levels of the atmosphere. These

waves propagate zonally away from the region transporting their anomalous signal

to the tropical Indian and Atlantic basins (e.g. Gill, 1980). For example, the Indian

Ocean SST is anomalously warm during El Niño events (e.g. Xie et al., 2009), and

India’s summer monsoon is suppressed (expanded) during El Niño (La Niña) years

which leads to devastating droughts (floods) (e.g. Xavier et al., 2007). ENSO’s

strong signal can even excite other modes of climate variability in the Atlantic and

Indian ocean basins (for instance the Indian Ocean Dipole) which can then feed-

back onto the Pacific (Cai et al., 2019). The planetary waves not only impact the

remote tropics, but they also influence the jet stream, bringing air of anomalous

temperature and humidity to higher latitudes (e.g. Sarachik and Cane, 2010, Fig.

1.5).

The details of ENSO’s teleconnections are far more complex than presented in this

subsection, and it is an area of research that remains a challenge for scientists today

(e.g. Sarachik and Cane, 2010). Each ENSO event is unique (e.g. Timmermann

et al., 2018) with their diverse spatial and temporal evolutions leading to differing

regional impacts (e.g. Hoerling and Kumar, 1997, Power et al., 1999, Wang and

Hendon, 2007, Capotondi et al., 2015). In Australia for instance, the strength of an

El Niño event cannot be simply linearly related to its impacts (Power et al., 2006,

Wang and Hendon, 2007, Chung and Power, 2017).
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1.4 The two steps to making a reliable ENSO pre-
diction

It is obvious from Section 1.3 that agriculture, water management, energy use, fish-

eries, risk management, health care and many other sectors in many regions around

the globe would strongly benefit from reliable seasonal climatic predictions. The

first step towards making a reliable prediction for societies in a specific region is

to improve the understanding of the impacts a certain state of ENSO has on that

region (Section 1.2). The second step is to improve the accuracy of the prediction of

ENSO events themselves and to enhance the lead times of the prediction. The im-

provement of ENSO prediction is thought to rely at least partially on improvements

in our dynamical understanding of ENSO (Section 1.1). This thesis will focus on

the latter; enhancing the dynamical understanding of ENSO to help making reliable

predictions of ENSO events. Thus, the following sections will provide an overview

of our today’s dynamical understanding of ENSO.

1.5 ENSO dynamics– traditional ENSO theories

The question of a turnabout from El Niño to La Niña events and vice versa remained

over the decades after Bjerknes’ (1969) seminal work which explained the positive

feedback of ENSO event growth (Section 1.1). In the 1980’s and 1990’s four main

ENSO theories were formulated to explain a negative feedback, and all presented

ENSO as a self-sustained oscillation. These theories were: (i) the delayed oscilla-

tor (Suarez and Schopf, 1988, Battisti and Hirst, 1989); (ii) the recharge-discharge

oscillator (Jin, 1997); (iii) the western Pacific oscillator (Weisberg and Wang, 1997,

Wang et al., 1999); and (iv) the advective-reflective oscillator (Picaut et al., 1997).

These models rely on ordinary differential Equations to represent the development of

eastern Pacific SST anomaly. At the core of each model lies the Bjerknes feedback,

but what differs between them is the negative feedback that initiates a change of

ENSO phase. This subsection will briefly explain two of these four theories: the de-

layed oscillator and the recharge-discharge oscillator. The former is being explained
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as it is implicitly incorporated in the latter, which is often considered as the leading

ENSO paradigm. A summary of all four theories and a unified model of them can

be found in Wang and Picaut (2004).

1.5.1 The delayed oscillator model

Nearly at the same time Suarez and Schopf (1988) and Battisti and Hirst (1989)

proposed a model to explain the delayed demise and phase change of ENSO events

(Fig. 1.4c and d). They assumed that the positive Bjerknes feedback of event

growth is reversed around 6-9 months after initiation by a delayed negative feedback

underpinned by oceanic Rossby waves (RWs). The equation for the delayed oscillator

model is the following:

dT

dt
=
ad

R
T − bd

R
T (t− η)− εT 3; (1.1)

where T is the SST anomaly in the equatorial eastern Pacific, t is time, the parame-

ters a, d and b represent constants, the parameters R and ε are damping coefficients,

and η denotes the delay time. The first term on the right-hand side (RHS) of Equa-

tion 1.1 represents the positive Bjerknes feedback of ocean atmospheric coupling.

The second term on the RHS of Equation 1.1 gives the negative feedback of wind

forced oceanic RWs. This negative feedback can be demonstrated by a simple shal-

low water model (SWM, see Appendix Chapter 2 Text A2.1 or Neske and McGregor,

2018, for SWM details) simulation forced by a westerly wind anomaly (Fig. 1.6).

For example, during El Niño conditions the anomalous westerly winds in the central

equatorial Pacific (Bjerknes feedback, Fig. 1.6a) force: (i) downwelling eastward

traveling oceanic Kelvin waves (KWs) that further warm eastern Pacific SSTs and

enhance the event growth; and (ii) upwelling westward traveling oceanic RWs ei-

ther side of the equator (RWs, Fig. 1.6b). The delayed effect several months later

is due to most of the downwelling KW signal leaving the equatorial region at the

eastern boundary, while the upwelling RWs reflect at the western boundary and are

10
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converted into eastward traveling upwelling equatorial KWs. These upwelling KWs

eventually shallow the thermocline in the eastern Pacific (Fig. 1.6c). This delayed

effect cools the eastern Pacific SST and conditions the system for a La Niña event.

During a La Niña event the easterly winds then have the opposite effect.

Figure 1.6: Pycnocline outcome of a shallow water model simulation (b) and (c) forced by west-
erly wind stress (a). The westerly wind (U) is Gaussian in time (t), longitude (x) and latitude (y):
U(x, y, t) = U0exp

[
−(x−X0+t

Lx
)2
]
exp
[
−(y−Y0+t

Ly
)2
]
exp
[
−( t−T0

Te
)2
]
, where U0 is set to 21 m/s, X0

and Y0 mark the spatial center (0◦Latitude, 180◦Longitude), Lx (=1.85·106 m) is the longitudinal,
and Ly (=0.7·106 m) is the latitudinal e-folding scale, T0(=10 days) gives the day of maximum
wind and Te (=3 days) is the e-folding time scale. U is converted to wind stress using the linear
stress law. (a) shows the maximum wind stress forcing [N/m2] at day 10, (b) shows the instan-
taneous effect of the wind forcing (20 days after the maximum forcing) and (c) shows the delayed
effect (130 days after the maximum forcing).
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1.5.2 The recharge-discharge oscillator model

In contrast to the delayed oscillator which emphasizes wave dynamics, Jin (1997)

based his recharge-discharge oscillator (RDO) theory on the sea level observations

of Wyrtki (1975, 1985): Wyrtki (1975, 1985) shows that the sea level in the western

Pacific rises before and during El Niño phases, and then declines as the warming

approaches its peak. He hypothesized that an El Niño event ends when this buildup

of warm water flows eastward and then poleward along the American coast, and that

the next event could not occur until another buildup of warm water had taken place.

What Wyrtki (1975, 1985) could not explain was the exact connection between one

event and the next. This connection was formulated by Jin (1997) using the following

theoretical model:

dT

dt
= RT + γh; (1.2)

dh

dt
= −αbT − rh; (1.3)

where T is the SST anomaly in the equatorial eastern Pacific, h is the anomalous

thermocline depth in the equatorial western Pacific, t is time, and the parameters

R, γ, α, b and r represent constants. The recharge-discharge oscillator involves a

coupling between eastern Pacific SST and the western Pacific thermocline which

represents the sea level anomaly and is consistent to the upper ocean heat content

(Rebert et al., 1985, Equation 1.2 and Equation 1.3). The oscillation results from

the non-equilibrium between the western Pacific thermocline depth anomaly and

changes in SST in the eastern Pacific. Thus, in contrast to the delayed oscillator

detailed wave propagation process is not explicitly considered, the “equatorial wave

dynamics are collectively viewed as an ocean adjustment process to redistribute mass

and heat under changing wind stress forcing” (Jin, 1997).

The dynamics of the RDO are illustrated in Fig. 1.7: during the warm phase

of ENSO anomalous westerlies cause an anomalous tilt of the thermocline in the

12



CHAPTER 1.

direction of the winds (Fig. 1.7a). The curl of the anomalous westerly winds is

associated with a poleward Sverdrup transport (V = curlzτ/β, with V being the

Sverdrup transport, curlzτ is the curl of the horizontal wind stress and β is the

meridional gradient of the Coriolis force) in each Hemisphere (Fig. 1.7a). The

divergence of zonally integrated Sverdrup transport eventually results in a discharge

of heat content which shallows the entire equatorial Pacific thermocline (Fig. 1.7b).

As a result, upwelling of anomalously cool water in the eastern Pacific cools the

eastern Pacific SST leading to a La Niña event (Fig. 1.7c). The anomalous cool

SST in the eastern Pacific induces anomalous easterlies and causes a recharge of

upper ocean heat content due to a convergence of Sverdrup transport (Fig. 1.7c and

d). The recharge then conditions the system to start a new cycle.

Figure 1.7: Conceptualization of the recharge-discharge oscillator (Jin, 1997) with SSTa being
the anomalous sea surface temperature in the eastern equatorial Pacific and τa represents the
anomalous zonal wind stress in the central equatorial Pacific. The thick black line marks the
anomalous thermocline depth. This figure is adapted from Meinen and McPhaden (2000).
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Although not explicitly expressed in the RDO theory, the mass adjustment can be

considered (as with Sverdrup transport) as being achieved through the propagation

of oceanic KWs and RWs similarly to the delayed oscillator. The Sverdrup transport

at a certain latitude on a longitudinal band is the sum of the zonally and vertically

integrated meridional geostrophic velocity, and the zonally integrated meridional

Ekman transport:

V =

∫ x=W

x=E

∫ z=h

z=0

g

f

dη

dx
dzdx+

∫ x=W

x=E

−τx

ρf
dx; (1.4)

where V is the Sverdrup transport, E and W describe the eastern and western

zonal boundaries, h is the thermocline depth (see Bosc and Delcroix (2008) for a

discussion about the integration depth for an estimate of geostrophic transports),

g is the Earth acceleration, η is the sea surface height (SSH), τx is the zonal wind

stress, ρ is the water density, and f is the Coriolis force. The instantaneous effect

of a westerly wind is the recharge of equatorial upper ocean heat content due to

converging Ekman transports (second term on the RHS of Equation 1.4, Fig. 1.6a

and b). This recharge of upper ocean heat content is due to the dominance of

wind forced downwelling KWs (Fig. 1.6b). At this stage there is no meridional

geostrophic transport (first term on the RHS of Equation 1.4) as the positive and

negative SSH gradients on each zonal side of the RWs and KWs cancel each other

(Fig. 1.6b). The geostrophic transport begins when the KWs and RWs meet the

eastern and western boundary respectively, inducing changes in zonal SSH gradient

which cause a discharge of equatorial upper ocean heat content. Thus, the sum of

the time integrated Ekman and geostrophic transports (i.e. the Sverdrup transport)

will lead to a delayed discharge of upper oceanic heat content (Fig. 1.6c) when the

RWs and KWs have met the boundaries which is required to reach the adjusted

state.

The benefit of the RDO formulation by not explicitly considering these wave dy-

namics, is that it provides a variable (i.e. the upper ocean heat content) that is

easily observed and accessible for observational ENSO studies.
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1.6 The RDO theory under review– our current un-
derstanding

The traditional ENSO models are milestones in research, highlighting the most im-

portant feedbacks of this phenomenon. During the past 20 years our understanding

of ENSO has, however, further evolved demonstrating new layers of complexity (e.g.

Timmermann et al., 2018, Santoso et al., 2019) that cannot be accounted for by

traditional linear ENSO theory. Improvements in our understanding of ENSO stem

from: (i) the observing system built during the 1980’s and early 1990’s to monitor

key variables for ENSO in the equatorial Pacific region (McPhaden et al., 2010);

and (ii) the improvement of coupled climate models.

1.6.1 Observational evidence of the RDO theory

Over the past decades, most attention was placed on Jin’s (1997) RDO theory

whose main concept was confirmed by several observational studies. The equatorial

Pacific upper ocean heat content is: (i) re-/ and discharging due to the converging

and diverging effects of the sum of meridional Ekman and geostrophic transports

(Meinen and McPhaden, 2001, Bosc and Delcroix, 2008); and (ii) leading ENSO SST

by 1-3 seasons (Fig. 1.8b and c; Meinen and McPhaden, 2001, McPhaden, 2003,

2012, Horii et al., 2012, Bunge and Clarke, 2014). From these studies, the variable

warm water volume (WWV) has been established to describe upper ocean heat

content in the equatorial Pacific band. The WWV is the anomalous thermocline

depth integrated over the region 120-280◦E and 5◦N-5◦S (black box in Fig. 1.8a), and

due to its role as a precursor of ENSO the WWV is thought to be the primary source

of predictability for ENSO (e.g. McPhaden et al., 2010). Therefore, examinations

of the WWV variable are the core of this thesis.
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Figure 1.8: (a) The locations of the warm water volume (WWV, blue box) and Niño3.4 (red
box) regions are presented. (b) Niño3.4 SST anomaly [◦C] (red line, estimated from ERSST
v5 anomaly Huang et al., 2018) and observed WWV anomaly [m3] (blue line, taken from:
https://www.pmel.noaa.gov/tao/wwv/data/). Both time series are smoothed by a 3-months run-
ning mean. (c) Lead-lag correlation between both time series in (b) during: (black line) the whole
period; (magenta line) the pre-2000 period; and (green line) the post-2000 period.

1.6.2 Complexity of ENSO dynamics and remaining ques-
tions

Despite of the existence of the RDO theory and the observational evidence linking

WWV and ENSO SST, certain aspects of ENSO remain unclear. A prime example

16



CHAPTER 1.

of our confusion is the predicted El Niño of the winter 2014/15. Despite being

widely predicted, this event failed to manifest and developed one year later as one

among the three strongest El Niño events during the past four decades (Fig. 1.4a,

McPhaden, 2015, Levine and McPhaden, 2016). The 2014/15 El Niño did not

manifest despite strong equatorial Pacific westerly wind events (high frequency wind

variability which is separated from the ENSO cycle itself and is thought to trigger

ENSO events, e.g. Giese and Harrison, 1990, Harrison and Vecchi, 1997) and a strong

WWV recharge were evident in boreal winter and spring 2014 (e.g. Hu and Fedorov,

2016, Levine and McPhaden, 2016, McGregor et al., 2016). As this example of the

failed El Niño manifestation demonstrates the WWV anomaly is a necessary but not

a sufficient precondition for and ENSO event (Kessler, 2002, Philander and Fedorov,

2003, Zavala-Garay et al., 2004).

Moreover, there is an observed decrease in WWV/ENSO SST lead time from around

three seasons in the 1980’s and 1990’s to only one season during the post-2000 period

(Fig. 1.8c; McPhaden, 2012, Horii et al., 2012, Bunge and Clarke, 2014). The reason

for this shortening in WWV/ENSO SST remains unclear and, it is consistent with

a lowering in predictable skill of ENSO for the post-2000 period (e.g. Wang et al.,

2010, Barnston et al., 2012, Kumar et al., 2015). Thus, a better understanding of

the dynamics causing this shortening in lead time has the potential to deepen our

understanding of ENSO predictability itself.

Additionally, there is a clear ENSO asymmetry evident with a certain amount of

WWV recharge leads to stronger El Niño SSTs than the same amount of WWV dis-

charge leads to La Niña SSTs (Fig. 1.8b and Fig. 1.9a-c, e.g. Meinen and McPhaden,

2000). The ENSO asymmetry can also be seen in the duration and phase change

transition, with El Niño events being of shorter duration and having a stronger

tendency to be followed by La Niña events than vice versa (Fig. 1.4c and d, e.g.

Kessler, 2002, Larkin and Harrison, 2002, Okumura and Deser, 2010, Guan et al.,

2019).
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Figure 1.9: (a) Phase orbits of both time series shown in Fig. 1.8b with Niño3.4 SST anomaly
[◦C] being plotted against the x-axis and WWV anomaly [m3] being plotted against the y-axis.
Magenta circle sketches the dynamics of the recharge-discharge oscillator (Jin, 1997). (b) and (c)
show the probability distributions of the WWV anomaly and Niño3.4 SST anomaly respectively.

Moreover, the climate system can rest for up to 2 years in a weakly-recharged weak

cool state (Fig. 1.9a, Meinen and McPhaden, 2001, Kessler, 2002, Timmermann

et al., 2018). This long “break” of the cycle clearly challenges the view of the WWV

anomaly precursor being built by adjusted ocean responses of the winds during a

preceding La Niña event. Within around 2 years any memory of the winds in the

equatorial ocean is lost and the new buildup of WWV preconditioning the system

for an El Niño event cannot be due to the adjusted response of an easterly wind

anomaly of a preceding La Niña event.

An explanation for these aspects of ENSO which cannot be explained by traditional

ENSO theory is sought in KWs, which are forced by sudden wind events (e.g. see

example Fig. 1.6a and b) and which are not considered in the RDO theory. These

KWs have been shown to provide important instantaneous (time scale of around

1-3 months) contributions to observed WWV changes determining ENSO event

initiation and/or evolution (Weisberg and Wang, 1997, McPhaden and Yu, 1999,
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Boulanger et al., 2003, Bosc and Delcroix, 2008, McGregor et al., 2016, Izumo et al.,

2019). What remains unclear is the relative weighting between this instantaneous

WWV contribution and the adjusted WWV contribution considered in traditional

theories as well as the consequences this weighting has as on ENSO. Thus, the core of

this thesis builds the separation of these two WWV components. In particular, pre-

and post-2000 differences are examined to gain more understanding of the post-2000

decline in ENSO prediction skill.

1.7 Thesis Aims and Outline

The aim of this thesis is to gain a better understanding of the drivers of this WWV

precursor (i.e. through the instantaneous or adjusted wind responses), as we expect

a better understanding of ENSO precursor dynamics to enhance our understanding

of ENSO and potentially improve its predictability. Chapters 2, 3 and 4 are struc-

tured as individual studies, with each chapter having its own Introduction, Methods,

Results, Summary and Conclusion sections. For brevity the references of each of

these chapters are collated in a comprehensive reference list at the end of the thesis.

Chapter 5 provides summary, conclusions and some future perspectives.

In Chapter 2 a wind forced oceanic SWM is used to separate the observed WWV

changes into instantaneous (short time scale, 1-3 months) and adjusted (long time

scale >3 months) wind responses. The relative weighting of both responses is exam-

ined over the whole study period (1980-2016), and also separately over the pre- and

post-2000 periods. For both periods, the lead time of each component to ENSO SST

is determined and compared to the lead time of the whole WWV ENSO SST (i.e.

Fig. 1.8c). Finally, differences in the relative weighting of both components during

re- and discharged periods are investigated to better understand ENSO asymmetry.

The results from Chapter 2 demonstrate a post-2000 decline in the adjusted WWV

component while at the same time the equatorial wind stress has not declined. This

work is published in Geophysical Research Letters.
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Chapter 3 aims to reconcile the conflicting changes in instantaneous and adjusted

responses by seeking to understand the role of changes in wind stress patterns and

their wind stress curl. To do so, the adjusted responses following the 23 strongest

equatorial wind periods are categorized according to their strength using SWM

simulations. Further, the wind stress pattern of each category is examined and

compared. Then the SWM and the global ocean sea ice GFDL-MOM025 models

are forced with these winds to understand how the wind pattern has influenced the

wave dynamics causing the different adjusted responses. Hereby, pre- and post-2000

differences as well as El Niño and La Niña asymmetries are examined.

Chapter 3 emphasizes the important role of wind stress curl over wind stress in order

to understand the details of ENSO dynamics. This work is submitted for publication

to the Journal of Climate.

Building on the insights of Chapter 3, in Chapter 4 a stochastic regression model is

build to reconstruct the adjusted WWV changes from wind stress curls in different

regions around the tropical Pacific region. This study deepens the understanding of

Chapter 3 by attributing post-2000 adjusted WWV changes to: (i) STD declines of

the wind stress curls in the different specific regions; (ii) changes in the frequencies

of the wind stress curl time series; and (iii) the interference of RW signals across

different regions. The main results of the regression model are compared to a Rossby

wave projection model to make a robust study. And finally, it will be shown for

which regions the wind stress curl rather than the wind stress is indispensable for

explaining ENSO dynamics.
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Chapter 2

Understanding the warm water
volume precursor of ENSO events
and its interdecadal variation

This chapter is based on the publication:

Neske, S. and McGregor, S. (2018), ’Understanding the warm water volume precur-
sor of ENSO events and its interdecadal variation’, Geophysical Research Letters,
45(3), 1577-1585.

Preface

A wind forced ocean model is used to decompose the equatorial Pacific warm water
volume (WWV) between 1980-2016 into two components, the (i) adjusted wind
response, which is found by letting the model evolve unforced for three months;
and (ii) instantaneous wind response, which are the instantaneous WWV changes
due to Ekman transports. Our results suggest roughly half of WWV variability
is only as predictable as the winds that drive the instantaneous change. Separate
examinations of pre- and post-2000 periods reveal: (i) nearly equal importance of
instantaneous and adjusted responses for the pre-2000 period; and (ii) dominance
of the instantaneous response during the post-2000 period, which is most apparent
during the recharged phase. This increasing instantaneous contribution prominence
explains the post-2000 reduction in WWV/ENSO sea surface temperature lead times
(from 6-9 months pre-2000 down to 3-months post-2000) and is consistent with the
reduction in post-2000 ENSO prediction skill.
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2.1 Introduction

The El Niño-Southern Oscillation (ENSO) is an ocean-atmosphere climate phe-

nomenon which dominates interannual variability in the equatorial Pacific. Its ocean

component consists of anomalous warming (El Niño) and cooling (La Niña) of east-

ern tropical Pacific sea surface temperatures (SSTs) with an approximate period of

2-7 years. ENSO events have been connected with severe climate events such as

droughts, heavy rainfall, storms, floods and/or heat waves in many regions around

the globe (Diaz et al., 2001, McPhaden et al., 2006, Sarachik and Cane, 2010).

An enhanced understanding and a precise prediction of ENSO states is essential to

enable societies to prepare for such climatic events.

Early studies of Bjerknes (1969), Wyrtki (1975, 1985) and Cane and Zebiak (1985)

laid the foundation of our current conceptual understanding of ENSO. Jin’s (1997)

recharge-discharge oscillator (RDO) theory summarized this early work by describ-

ing ENSO as a self-sustained cycle: During El Niño (La Niña) events, equatorial

westerly (easterly) wind anomalies and eastern tropical Pacific positive (negative)

SST anomalies reinforce each other (Bjerknes feedback), at the same time as the

oceanic adjustment to these winds acts to discharge (recharge) equatorial upper

ocean heat content and leads to a change in the phase of ENSO. The main character-

istics of the RDO theory have been confirmed in observational studies, showing that

the equatorial Pacific region (120◦E-80◦W and 5◦N-5◦S) upper ocean heat content

(also commonly known as warm water volume, WWV) leads the ENSO SST by 1-3

seasons (Meinen and McPhaden, 2000, 2001, Bosc and Delcroix, 2008, McPhaden,

2012). The relationship between WWV and ENSO SST also highlights the role of

heat content as a precursor of ENSO and as the primary source of predictability for

ENSO (e.g. McPhaden et al., 2010). Additional theories, which include the delayed

oscillator (Suarez and Schopf, 1988) and the western Pacific oscillator (Weisberg

and Wang, 1997), were also proposed to describe dynamics underlying ENSO and

representing it as a self-sustained cycle.
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In spite of the existence of the RDO theory linking WWV and ENSO some aspects

of this relationship remain unclear. Firstly, the post-2000 reduction in WWV vs.

ENSO SST lead times, which started with WWV leading SSTs by 6-9 months be-

tween 1980-1999, reduced to a 2-3-month lead time during the 2000-2010 period

(McPhaden, 2012, Horii et al., 2012, Bunge and Clarke, 2014). This change in lead

time has also been accompanied by an apparent reduction in the predictive skill of

ENSO in the post-2000 period (e.g. Wang et al., 2010, Barnston et al., 2012, Kumar

et al., 2015). Secondly, the Pacific climate system can pause for up to two years

(far longer than the ocean dynamic memory of the region) in a weakly-recharged,

weak La Niña state, prior to El Niño events (Kessler, 2002). And thirdly, Boulanger

et al. (2003) demonstrated that 80% of the Kelvin wave signal at 175◦E (1993-2001)

is wind induced rather than being the adjusted contribution of the Rossby wave re-

flection. This raises questions over the cyclicity of ENSO, and raises the possibility

of ENSO being a series of events with specific triggers (e.g. Thompson and Battisti,

2001, Fedorov et al., 2015), rather than a self-sustained cycle.

As to what causes the WWV recharge (discharge) prior to an El Niño (La Niña)

event if the events are not part of a self-sustained cycle, McGregor et al. (2016)

demonstrated that bursts of anomalous winds produce near instantaneous WWV

response that is only as predictable as the forcing wind event itself, while the ad-

justed WWV response, which is referred to by the RDO theory, is predictable months

in advance due to the slowly evolving nature of the ocean. What is currently un-

known, however, is the weighting of the instantaneous and adjusted WWV response

in observed WWV.

In this study, we aim to better understand the role of instantaneous vs. adjusted

WWV responses in the observed WWV preceding ENSO events between 1980-2016.

A better understanding of the drivers of event preceding WWV will provide valuable

information of the dynamics and predictability of ENSO events as well as it has the

potential to help explain the 21st century reduction in the WWV/ENSO SST lead

times.
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2.2 Model and experimental Design

An oceanic 1.5-layer shallow water model (SWM) is forced by daily wind stress

anomalies from January 1979 to May 2016 (see Appendix Text A2.1 for full SWM

details). Forcing is derived from 6-hourly ECMWF (Dee and Uppala, 2009, ERA-

interim) 10 m surface winds, which are first converted to wind stresses before daily

averages are calculated and the long-term seasonal cycle and linear trend is re-

moved. The model produces daily pycnocline depth anomalies which approximate

the thermocline depth anomalies in the tropical Pacific region well (Rebert et al.,

1985), which we compare to observed estimates of WWV (Smith, 1995, available at

https://www.pmel.noaa.gov/tao/wwv/data/). It is noted that this observed WWV

estimate depends on a mix of temperature profiles from different equipment (Smith,

1995) that change over the study period, raising the open question how the un-

certainty of WWV estimates change over time and whether this uncertainty may

impact results presented herein. However, the fully forced simulation monthly mean

equatorial region (120◦E-80◦W and 5◦N-5◦S) WWV (red line, Fig. 2.1a) shows

strong agreement with observed estimates of WWV (dashed gray line, Fig. 2.1a).

Remaining differences between the simulated and observed WVV, though relatively

small, may be due to a number of factors including the approximation of the ocean

behaving like a 1.5-layer model (e.g. Rebert et al., 1985, Clarke, 2008), errors in the

wind stress forcing (e.g. McGregor et al., 2012a) and errors of in-situ measurements

(e.g. Gasparin et al., 2015). It is noted that the removal of the linear wind stress

acts to slightly enhance the correspondence with observations as observed WWV

does not display any significant trend. This WWV discrepancy is at least partly

due to the trend contained in the ERA-interim wind stress being larger than that

observed in wind stress by TAO observations (Chiodi and Harrison, 2017).

The dynamical model allows us to decompose the WWV signal into its adjusted

and its instantaneous WWV contributions. As illustrated in Fig. 2.1b and detailed

below, this is done by conducting hindcast experiments initialized on the first day

of each month between January 1980 and May 2016. Each of these hindcasts have
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a wind stress forced spin up of 1 year, before being left to freely evolve unforced

(turquoise line, Fig. 2.1b) for 3 months, while for the control simulation the model

is kept forced over these 3 months (black circle, Fig. 2.1b). The output from the

control simulation (black line, Fig. 2.1a), was close to observations and the fully

forced simulation and it is taken for further analysis due to the consistency in the

model spin up.
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Figure 2.1: (a) Monthly mean WWV anomaly [m3] from observations (gray dashed line), the
fully forced simulation (red line) and the control simulation (black line); correlations and RMSEs
are calculated between the simulated and observed WWVs. (b) Sketched example WWVs from
a hindcast run initialized on 07/01/1982 and its decomposition into instantaneous and adjusted
WWV contributions. (c) Smoothed control simulation WWV [m3] (black line) and its adjusted
(orange line) and instantaneous (blue line) contributions as described in Section 2. Correlations
are calculated between the control simulation WWV and each WWV contribution.
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Adjusted WWV : As Kelvin waves cross the Pacific basin in 1-2 months, any Kelvin

wave initiated by wind events in the equatorial Pacific (prior to the wind stresses

being switched off) would have reached the Pacific basins eastern boundary during

the third month of free ocean evolution and taken the majority of their associated

WWV poleward (McGregor et al., 2016). Consequently, the WWV signal during

the third month of free ocean evolution would be due to the effect of Rossby waves,

excited by winds 2 or more months ago, reflecting into the WWV region at the

western boundary (McGregor et al., 2016). This is what we consider to be an

adjusted wind response, and hereafter we refer to the 3-month WWV hindcasts

(orange circle, Fig. 2.1b) as the adjusted WWV contribution. This adjusted WWV

contribution is largely consistent with the dynamics considered by the RDO theory

(Jin, 1997) and the delayed-oscillator theory (Suarez and Schopf, 1988). We also

introduce the seasonal change here (dashed red line, Fig. 2.1b), which is the change

of the hindcast WWV during the model’s free evolution (how the WWV has evolved

from the control simulation of a particular period to the 3-month hindcast extending

from that period; Fig. 2.1b).

Instantaneous WWV : The instantaneous WWV response builds due to the winds

prevailing in the control simulation that are not incorporated in the free evolution of

the adjusted WWV contribution during the same period. The instantaneous WWV

contribution is therefore obtained by taking the difference between the control WWV

and the adjusted WWV contribution (blue arrow, Fig. 2.1b). It is consistent with

WWV changes induced by Ekman transports (cor=0.9, Fig. A2.2).

If stated not differently, all correlations are significant at the 95% confidence level

based on Ebisuzaki’s (1997) method for autocorrelated time series. Temporal smooth-

ing, where discussed, was carried out with a 3-month running mean. All SWM-data

needed for calculations in this study are provided in tables S2-S8 in Neske and

McGregor (2018).
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2.3 Results

In order to understand the drivers of: (i) WWV change during the oceans free evolu-

tion to its adjusted WWV state (i.e., its seasonal change, see Fig. 2.1b); and (ii) how

the instantaneous WWV contribution is built; the seasonal change and the instan-

taneous contribution are plotted against the western/central Pacific (150◦E-160◦W,

5◦N-5◦S) zonal wind stress anomalies (Fig. 2.2). The western/central Pacific region

is selected as the coupling between ocean and atmosphere is largest here (Deser and

Wallace, 1990) and wind events in this region have the largest instantaneous and

adjusted WWV response (McGregor et al., 2016). The seasonal WWV change is

strongly negatively correlated (cor=-0.86, Fig. 2.2a) to the average wind stress two

months prior to the free evolution period (i.e., 3-4 months prior to the adjusted

month; see “winds before” in Fig. 2.1b), while the instantaneous contribution has a

strong positive correlation (cor=0.82, Fig. 2.2b) to the average wind stress during

the evolution (i.e., the month prior to and the month of the adjusted contribution,

see “winds during”, Fig. 2.1b).
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Figure 2.2: (a) Seasonal WWV change [m3] plotted against the western/central Pacific (150◦E-
160◦W, 5◦N-5◦S) zonal wind stress [N/m2] averaged over the two months prior to the free evolution
(“winds before” in Fig. 2.1b) (1980-2016). (b) The instantaneous WWV contribution [m3] plotted
against the western/central Pacific (150◦E-160◦W, 5◦N-5◦S) wind stress [N/m2] averaged over the
two last months of the hindcast runs (“winds during” in Fig. 2.1b) (1980-2016).
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These findings are consistent with wave theory (e.g. summarized by Clarke, 2008)

and the idealized experiments of McGregor et al. (2016), in which an equatorial

westerly wind burst leads to: (i) an instantaneous WWV recharge through Ekman

transport and the generation of downwelling Kelvin waves in the WWV region;

and (ii) an adjusted discharge (negative seasonal change) through the delayed effect

of the majority of the Kelvin wave signal leaving the WWV region at the eastern

boundary and the western boundary reflection of the associated upwelling Rossby

waves into the WWV region after around 1-2 months. As expected, the 3-month

hindcast has its highest (lowest) correlation (RMSE) to the control simulation at

a 0-month lag, while for higher months hindcasts the highest (lowest) correlation

(RMSE) to the control simulation is shifted to longer lag times (Fig. A2.1). This

suggests that longer lead time hindcasts are mainly the decayed version of the 3-

month hindcast with an additional time lag, which emphasizes the usefulness of

taking the 3-month hindcast to split the control WWV into the two parts. These

results justify our definition of the adjusted and instantaneous WWV contributions

and suggest that the experiment design allows to separate these two components for

the first time.

The WWV decomposition shows that the adjusted WWV contribution does a rea-

sonable job producing the control simulation WWV (cor=0.81; Fig. 2.1c). Secondly,

it is also clear that approximately half of the control WWV signal does not rely on

the adjusted WWV contribution, rather it is changed through the instantaneous

WWV contribution (cor=0.75; Fig. 2.1c), which is further supported by the similar

standard deviations (STDs) of the adjusted contribution (STD=5.73 · 1013 m3) and

the instantaneous contribution (STD=5.14·1013 m3). Considering the recharged and

discharged periods separately (defined as positive and negative values of the control

simulation respectively), a clear asymmetry is identified as the discharged periods

are dominated by the adjusted contribution (purple dots in Fig. 2.3a, cor=0.8 and

B=0.72), while the recharged periods are dominated by the instantaneous contribu-

tion (gray dots in Fig. 2.3d, cor=0.67 and B=0.68).
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Figure 2.3: Smoothed adjusted WWV contribution plotted against the control simulation WWV
for the periods (a) 1980-2016, (b) 1980-1999 and (c) 2000-2016. (d), (e) and (f) show the same
time periods as above plots, but display the instantaneous WWV contribution plotted against
the control simulation WWV. Correlations and linear regression equations of the positive (nega-
tive) values of the control simulation and their related values of the adjusted and instantaneous
contributions are in gray (purple). Dashed lines give the 95% confident interval of the fitted slopes.

2.3.1 Pre- and post-2000 differences

As noted by McPhaden (2012) and Horii et al. (2012), the Pacific Ocean has dis-

played some distinct changes since the year 2000, so it makes sense to assess these

two periods separately. The most obvious of these pre- to post-2000 changes is a

30% reduction in the STD of the control simulation WWV signal which can be seen

in Fig. 2.1a and c (black line) (e.g. Hu et al., 2017).

Focusing on the pre-2000 period in Fig. 2.1c, the STD of the instantaneous WWV

contribution is 4.79 · 1013 m3 and its correlation to the control WWV is 0.75 (see

also Table A2.1). The STD of the adjusted WWV contribution is around 40% larger

(6.88 ·1013 m3) and its correlation to the control WWV (0.88) is around 15% larger.

The magnitude of the STDs and correlations highlights that both the instantaneous

29



CHAPTER 2.

and the adjusted response are important contributors to the pre-2000 control WWV,

however, the adjusted response plays the more prominent role during this period.

On the other hand, the STD of the adjusted WWV contribution during the post-

2000 period (3.86 · 1013 m3) is around 44% lower than its pre-2000 value, while its

correlation to the control simulation WWV is reduced to 0.6. The STD of the instan-

taneous WWV contribution during this latter period (5.49·1013 m3) is slightly larger

(around 14%) than its pre-2000 value, while the post-2000 correlation of this signal

to the control simulation WVV is also slightly higher (cor=0.82). Consequently,

the reduction of the STD of the control simulation WWV from the pre-2000 period

to the post-2000 period can be attributed to the reduction of the adjusted WWV

contribution. This also has the added effect of leaving the instantaneous WWV

contribution as the dominant WWV contributor during the post-2000 period.

When repeating the hindcast experiments with JRA-55, NCEP-I and NCEP-II wind

products (see Text A2.2 for details about the wind products) the results produced

are consistent with those of the ERA-interim hindcasts. That is: (i) a post-2000

reduction of adjusted WWV is identified in every experiment (Fig. A2.3a); and (ii)

the post-2000 dominance of the instantaneous WWV contribution for the JRA-55

and NCEP-II simulations (Fig. A2.3b). It is noted, however, that the control WWVs

produced by the ERA-interim forced simulation (used for this study) produce the

most to observed WWV (cor = 0.85, Fig.A2.4a), followed closely by the JRA-55

forced simulation (cor = 0.82, Fig. A2.4b). In contrast, the WWVs of the NCEP-I

and NCEP-II forced simulations are less consistent with the observed WWV (cor ≤
0.7, Fig. A2.4c and d).

The largest pre- and post-2000 difference is seen during recharged periods which

are significantly correlated to the adjusted contribution during the pre-2000 period

(cor=0.54; B=0.44; gray dots, Fig. 2.3b), while the recharged periods are not sig-

nificantly correlated to the adjusted contribution during the post-2000 period (gray

dots, Fig. 2.3c). Thus, suggesting that the post-2000 recharged periods can almost

be solely explained by the instantaneous response to westerly winds. This is further
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supported by the post-2000 increase in regression slope (pre-2000 B=0.56; post-2000

B=1.05) and correlation (pre-2000 cor=0.64; post-2000 cor=0.79) between the in-

stantaneous and control simulation WWVs recharged periods (gray dots, Fig. 2.3e

and f).

Pre- and post-2000 differences seen during discharged periods are relatively small in

comparison to the recharged periods. The discharged period of the pre-2000 period

is strongly correlated to the adjusted response (cor=0.84; B=0.68; Fig. 2.3b purple

dots), the correlation reduces to 0.63 (but still significant) and the regression slope to

0.58 (purple dots, Fig. 2.3c). The pre-2000 correlation and regression slope indicate

that the discharged period is less strongly influenced by the instantaneous response

(cor=0.61; B=0.32; purple dots, Fig. 2.3e), and this remains during the post-2000

period (cor=0.53; B=0.42; purple dots, Fig. 2.3f).

Combined, these results allow us to conclude that the dominance of the instanta-

neous WWV response over the adjusted WWV response in the post-2000 period is

almost purely manifested during the recharged periods.

The consequence of the changes in the balance of the adjusted vs. instantaneous

WWV contributions from pre- to post-2000 period is highlighted in their lead/lag

correlations with observed ENSO (Niño 3.4, available at

http://www.cpc.ncep.noaa.gov/data/indices/) SST (Fig. 2.4). For the pre-2000

period the control simulation WWV leads ENSO SST with a maximum correlation

of 0.68 occurring with a 6-month lead time (black line, Fig. 2.4a), while the post-

2000 maximum correlation of 0.70 occurs with a 3-month lead time (black line, Fig.

2.4b).

The instantaneous WWV contribution reveals similar ENSO SST peak correlations

for the pre- (cor=0.75) and post-2000 (cor=0.8) periods at lead times of 2 months

(blue line in Fig. 2.4a and b). The adjusted WWV contribution, however, reveals

ENSO SST peak correlations of 0.62 at 9 months for the pre-2000 period (orange

line, Fig. 2.4a), while no significant peak is apparent at any lead time in the post-

2000 period (orange line, Fig. 2.4b). Thus, the lack of a clear adjusted WWV
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Figure 2.4: (a) Cross correlation of monthly mean Niño 3.4 SST and WWV from the (i) obser-
vations (red line), (ii) control simulation (black line), (iii) instantaneous contribution (blue line)
and (iv) adjusted contribution (orange line) for 1982-1999. (b) Same as in (a) but for 2000-2016.

contribution correlation during the post-2000 period has acted to: (i) enhance the

similarity of the instantaneous WWV and ENSO SST lead correlations with those

of the control WWV and ENSO SST; and, (ii) reduce the WWV lead time prior to

the event (compare blue and black line in Fig. 2.4b).

Additionally, focusing on the WWV and ENSO SST lagged minimum correlations,

clear differences are apparent between the pre- and post-2000 periods. For the

pre-2000 period, the control simulation lagged correlation to ENSO SST displays a

minimum correlation (cor=-0.6) at -10 months (black line, Fig. 2.4a). This largely

resembles the lagged correlations of the adjusted WWV contribution (cor=-0.75 at

-9 months lag; orange line, Fig. 2.4a), but is clearly offset towards more positive

values due to the addition of the instantaneous contribution. The post-2000 con-

trol simulation lagged correlation displays a minimum correlation (cor=-0.23) at -7

months, which is not significant (black line, Fig. 2.4b). Again, the timing of this

lagged negative correlation largely resembles the lagged correlations of the adjusted

WWV contribution (cor=-0.67 at -7 months lag; orange line, Fig. 2.4b). While this

is similar to the pre-2000 period, the instantaneous contribution in the post-2000

period leads to a much larger offset towards positive values, such that the recharge

(discharge) of control WWV following a negative (positive) Niño 3.4 SST anomaly

is almost non-existent in this post-2000 period.
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2.4 Discussion and Conclusion

This paper sought to explain and better understand the mechanisms that under-

lay the predictability of ENSO by decomposing the equatorial Pacific WWV into

its instantaneous and adjusted responses. The adjusted response was defined as

the averaged third month outcome of a wind-forced SWM that is left to evolve

unforced for three months (after any wind-excited Kelvin wave has reached the

eastern boundary); while the instantaneous response was defined as the difference

between the wind-forced (control) simulation and the adjusted response at the same

time which is consistent with WWV changes due to Ekman transports (Fig. A2.2).

Both responses can either recharge or discharge WWV prior to ENSO events, what

differs between them is how predictable the oceanic response is (the adjusted re-

sponse is predictable at least 3 months in advance while the instantaneous is only

as predictable as the winds themselves) (Fig. 2.2). This decomposition was carried

out in order to (1) get a better understanding of the dynamics and predictability of

ENSO events; and (2) provide insight into the mechanisms underlying the post-2000

reduction in the WWV/ENSO SST lead times.

It was clear that during the 1980-2016 period, a little more than half of the control

WWV signal relies on the adjusted contribution, while the remaining portion is

changed due to the instantaneous contribution (Fig. 2.1c). The existence of this

large instantaneous contribution raises serious questions about the dominance of the

RDO (Jin, 1997) and delayed-oscillator (Suarez and Schopf, 1988) theories and the

notion of ENSO being a self-sustained cycle. These questions are further supported

by the fact that the recharge process prior to an El Niño event is dominated by the

instantaneous contribution while the discharge process appears to be dominated by

the adjusted contribution (Fig. 2.3 and Fig. A2.5). Both of which are consistent

with Kessler (2002) who shows that ENSOs oscillatory behavior can pause for a

longer time in a weakly recharged weak La Niña state (between 1980-2002) before

being reinvigorated for another cycle by recharging, while our study highlights that

the reinvigoration is due to the instantaneous WWV response. This suggests that
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the lead time for accurate forecasts may be longer for La Niña events than for El

Niño events. It is important to note, however, that while our results raise questions

over the dominance of the oscillatory view of ENSO and provides support for viewing

ENSO as event like disturbance (e.g. Thompson and Battisti, 2001, Kessler, 2002),

it is clear that both the self-sustained cyclic and event-like views of ENSO are

reasonable and what actually happens is a balance of the two.

Changes to the balance of adjusted vs. instantaneous contributions become appar-

ent when analyzing pre- and post-2000 periods separately. For the pre-2000 period

we found that both, the adjusted and the instantaneous contributions are important

to explain the WWV vs. ENSO SST lead of 6-9 months. The lead/lag correlations

of control WWV to ENSO SST throughout this period (Fig. 2.4a) support both:

an oscillatory view of ENSO (e.g. Jin, 1997, Suarez and Schopf, 1988), where event

precursor WWV changes are due to the adjusted responses of preceding events of

the opposite sign; and the event-like view where the event triggering wind instanta-

neously recharges or discharges WWV (e.g. Thompson and Battisti, 2001).

We also found that the instantaneous WWV contribution is dominant during the

post-2000 period, which is consistent with the post-2000 increase of the influence

of the tilt-mode in explaining WWV changes (Bunge and Clarke, 2014), and which

reduces the oscillatory nature of ENSO as the weaker adjusted post event WWV

changes are overpowered by the instantaneous contribution (Fig. 2.4b). Further-

more, the reduced influence of adjusted WWV contributions during this period ex-

plains the observed shortening of WWV vs. ENSO SST lead time to 2-3 months (Fig.

2.4, McPhaden, 2012, Horii et al., 2012, Bunge and Clarke, 2014). The post-2000

reduced adjusted WWV contribution and the post-2000 dominance of the instan-

taneous WWV contribution are also found when repeating these experiments and

analysis with the JRA-55 and NCEP-II wind products (see Fig. A2.3). Further,

this reduced adjusted WWV contribution influence was most prominently found

in the recharge phase, which leaves the instantaneous WWV contribution almost

solely responsible for the recharge phase (Fig. 2.3c and f). Thus, our results sug-

gest that during the post-2000 period the instantaneous WWV recharge, associated
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with westerly wind bursts, is largely responsible for the pre-El Niño event recharge.

These are the same events that previous studies highlight to trigger the ENSO events

themselves (e.g. Harrison and Vecchi, 1997), which can also help to explain the low-

ering in predictable skill of ENSO for the post-2000 period (e.g. Wang et al., 2010,

Barnston et al., 2012, Kumar et al., 2015).

The two questions raised by this study are: (1) What causes the recharge process

being dominated by the instantaneous response and the discharge process being

dominated by the adjusted response; and (2) why has the adjusted WWV response

changed in the post-2000 period, while the instantaneous WWV response has not,

given both responses are forced by the same wind events. This might be due to: (i)

changes to the structure of wind events between these two periods (Harrison and

Chiodi, 2009), or (ii) the post-2000 westward shift of the Bjerknes feedback region

(Bunge and Clarke, 2014, Hu et al., 2017). Additionally, we speculate that off-

equatorial winds (between 5◦N-15◦N and 5◦S-15◦S), which have a large instantaneous

WWV contribution and a much smaller adjusted response (McGregor et al., 2016),

play a crucial role in answering this question.
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Appendix Chapter 2

Text A2.1

The linear 1.5-layer shallow water model (SWM) used for the experiments in this

study is a reduced gravity model of the stratified ocean (see equations below), with

a 1◦ · 1◦ spatial resolution, discretized on an Arakawa C grid, and configured for the

global ocean between 51◦N and 51◦S. A leapfrog time stepping scheme is applied

and the model time step is 2 h. The active upper layer (mean depth of H=300 m) is

driven by wind stresses and is separated from the lower motionless, infinitely deep

layer by a sharp tropical pycnocline, which approximates the thermocline in the

tropical Pacific region (Rebert et al., 1985). The SWM follows the linear reduced-

gravity form of the shallow water equations:

∂u

∂t
− fv + g′

∂η

∂x
=

τx

ρH
; (A2.1)

∂v

∂t
+ fu+ g′

∂η

∂y
=

τ y

ρH
; (A2.2)

g′
∂η

∂t
+ c21(

∂u

∂x
+
∂v

∂y
); (A2.3)

where u and v are the zonal and meridional velocity anomalies, t is the time, f is

the Coriolis parameter, ρ=1000 kg/m3 is the density of the upper layer, g’=0.03

m/s2 is the reduced gravity, reflecting the density difference between the upper and

the lower layer, η gives the displacement of the pycnocline, c1 is the first baroclinic

mode Kelvin wave speed and τx and τ y are the zonal and meridional components of

the wind stress forcing anomalies. The wind stress is calculated using the quadratic

stress law: (τx, τ y) = ρaCd(U10, V10)
√

(U2
10 + V 2

10), with ρa=1.2 kg/m3 being the air

density, Cd = 1.5 · 10−3 being a dimensionless drag coefficient and U10 and V10 being

the zonal and meridional winds at 10 m height. To calculate the wind stress, the
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6-hourly ECMWF Reanalysis (ERA-Interim Dee and Uppala, 2009) dataset is used,

averaged to a daily output and subtracted by the long-term seasonal cycle.

Text A2.2

The comparison of reanalysis wind products usually used for ENSO studies reveals

substantial discrepancies in variability and trends (e.g. McGregor et al. 2012a,

Chiodi and Harrison, 2017). Thus, we compare the produced adjusted, instanta-

neous and control WWVs of the ERA-interim wind stress simulations (which are

used for this study) and the produced WWVs of simulations of three additional

reanalysis wind products (Fig. A2.3 and Fig. A2.4): (i) the Japanese 55-year

Reanalysis wind product (JRA-55, Kobayashi et al., 2015), (ii) the NCEP–NCAR

Reanalysis-1 wind product (NCEP-I, Kalnay et al., 1996), and (iii) the NCEP–DOE

Reanalysis-2 wind product (NCEP-II, Kanamitsu et al., 2002). Consistently to the

ERA-interim simulations, u- and v- 10 m wind velocities are available 4 times daily

for every additional wind product, and daily wind stress anomalies are calculated

according to Text A2.1. What differs among the different wind products is the:

(i) assimilation method, (ii) observed data used, and (iii) grid which has a spatial

resolution of: 0.75◦ for the ERA-interim product, 1.25◦ for the JRA-55 product, and

1.875◦ for both the NCEP-I and NCEP-II products. It is noted that the discussion

about WWVs produced by different wind products is not part of the publication

"Neske and McGregor (2018)" which makes up the majority of Chapter 2, but it

evolved during the review process of this dissertation.
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Figure A2.1: (a) Cross-correlation of the smoothed (3-month running mean) control simulation
WWV and the smoothed 1-,3-,5-,7- and 9-month hindcast WWV between 1980-2016. (b) RMSE
[m3] between the smoothed 1-,3-,5-,7- and 9-month hindcast WWV and the smoothed control
simulation WWV.

Figure A2.2: Smoothed (3-month running mean) WWV anomaly due to (i) the instantaneous
contribution [m3] (blue line), and (ii) the meridional Ekman transport anomalies entering the
WWV box at the meridional boundaries (5◦N and 5◦S) [m3] (red line). Ekman transport anomalies
were calculated according to Vek = −τx

ρf , with τx being the zonal wind stress anomalies (same as
the zonal model wind stress forcing), ρ is the upper ocean density taken as constant (1023 kg/m3)
and f is the Coriolis parameter. The meridional transports were integrated over 120◦E-80◦W at
5◦N and over 150◦E-80◦W at 5◦S (to exclude the area over land).
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Figure A2.3: Smoothed time series of the (a) adjusted and (b) instantaneous WWV contribu-
tions [m3] conducted by hindcast experiments as described in Section 2.2 forced by wind stresses
derived from ERA-interim (black line), JRA-55 (magenta line), NCEP-I (green line), and NCEP-II
(red line) data sets.
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Figure A2.4: Smoothed time series of the control WWV contributions [m3] obtained by SWM
experiments as described in Section 2.2 forced by wind stresses derived from (a) ERA-interim, (b)
JRA-55, (c) NCEP-I, and (d) NCEP-II data sets.
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Figure A2.5: Smoothed WWV of the control simulation [m3] (black line) and instantaneous con-
tribution [m3] (blue line) between 1980-2016. Percentage values describe the proportion of control
simulation WWV peaks/troughs (red dots) preceding ENSO events (averaged for the five months
around) which is explained by the instantaneous WWV contribution. The El Niño (La Niña)
years are marked by the vertical dashed red (blue) lines. ENSO events are defined following the
National Oceanic and Atmospheric Administration (NOAA) thresholds and the closest preceding
WWV peaks/troughs for El Niño/La Niña events are considered. When multiple events occur in
a row and these events have only one clear WWV peak/trough, only this WWV peak/trough is
considered (e.g., the 1986/87 and 1987/88 El Niño, the 1983/84 and 1984/85 La Niña and the
1998/99 and 2000/01 La Niña). The WWV preceding the 1995/96 La Niña does not show a clear
discharge in the control simulation so it is also excluded from this analysis.

Table A2.1: Pre-2000 (1980-1999)- and post-2000 (2000-2016) (i) standard deviation (STD)
of the smoothed instantaneous and adjusted contributions, and (ii) correlation of the smoothed
instantaneous and adjusted contributions to the smoothed control simulation.

Instantaneous Adjusted

contribution contribution

STD pre-2000 [1013 m3] 4.79 6.88

STD post-2000 [1013 m3] 5.49 3.86

Correlation to control

simulation pre-2000 0.75 0.88

Correlation to control

simulation post-2000 0.82 0.6
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Chapter 3

Wind spatial structure underpins
ENSO’s oceanic warm water volume
changes

Preface

This study demonstrates that the generalization that strong anomalous equatorial
Pacific westerly (easterly) wind stress during El Niño (La Niña) events display strong
adjusted warm water volume (WWV) discharges (recharges) is often incorrect. Us-
ing ocean model simulations, we categorize the oceanic adjusted responses to strong
anomalous equatorial winds into three categories: (i) transitioning (consistent with
the above generalization); (ii) neutral; and (iii) persistent adjusted responses. Dur-
ing the entire 1980-2016 period only 35% of strong anomalous equatorial winds
are followed by transitioning adjusted responses, while the remaining are followed
by neutral (56%) or persistent (9%) adjusted responses. Moreover, 75% of the
winds with transitioning adjusted responses are found during the pre-2000 period
in agreement with the previously reported post-2000 decline of WWV lead time
to El Niño-Southern Oscillation (ENSO) events. The prominent neutral adjusted
WWV response is shown to be largely excited by anomalous wind stress forcing
with a weaker curl (consistent with a higher ratio of off-equatorial to equatorial
wind events) and weaker Rossby wave projection than the transitioning adjusted re-
sponse. We also identify a prominent ENSO phase asymmetry where strong anoma-
lous equatorial westerly winds (i.e., El Niño events) are roughly twice as likely to
strongly discharge WWV than strong anomalous equatorial easterly winds (i.e., La
Niña events) are to strongly recharge WWV. This ENSO phase asymmetry may be
added to the list of mechanisms proposed to explain why El Niño events have a
stronger tendency to be followed by La Niña events than vice versa.
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3.1 Introduction

The tropical Pacific region provides the unique conditions for the largest inter-annual

climate fluctuation on our planet: the El Niño Southern-Oscillation (ENSO). ENSO

describes a coupled atmospheric-ocean phenomenon occurring every 2 to 7 years. It

fluctuates between (i) anomalous warm states of equatorial eastern Pacific sea sur-

face temperature (SST) accompanied by a weakening or a reversal of trade winds (El

Niño), and (ii) anomalous cool states of equatorial eastern Pacific SST accompanied

by a strengthening of trade winds (La Niña). Around four decades of intense re-

search has tremendously enhanced our understanding of ENSO (e.g. Timmermann

et al., 2018), however, we still have difficulties in unscrambling the subtleties of

ENSO dynamics, and precisely predicting the ENSO state (e.g. Timmermann et al.,

2018, Santoso et al., 2019). Enhancing the predictability of ENSO, which is expected

to be partially reliant of enhancing our understanding of its dynamics, is sought af-

ter as the events are responsible for severe weather events and climatic conditions

that affect societies around the globe (e.g. Williams and Karoly, 1999, Diaz et al.,

2001, McPhaden et al., 2006, Sarachik and Cane, 2010, Werner and Holbrook, 2011,

Loughran et al., 2017). Furthermore, CMIP5 models indicate a strengthening of

these severe climatic events connected to ENSO under future climate change sce-

narios (Power et al., 2013, Cai et al., 2015, Perry et al., 2017, Power and Delage,

2018).

Traditional conceptual models of ENSO, which were developed in the 1980s-1990s,

are milestones in ENSO research that highlight our understanding of this phe-

nomenon by summarizing its important mechanisms and feedbacks (Suarez and

Schopf, 1988, Weisberg and Wang, 1997, Picaut et al., 1997, Jin, 1997). A summary

of these traditional conceptual models is provided by Wang (2001) and Wang and

Picaut (2004). These models are based on several ordinary differential equations

that solve for the eastern Pacific’s SST and they describe ENSO as a self-sustained

oscillation. In each of these models the growth of ENSO events is underpinned by

the Bjerknes feedback (Bjerknes, 1969), in which westerly (easterly) wind anomalies
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are generated due to the eastward extension (westward contraction) of the equa-

torial warm pool and its related shifts in anomalous deep convection that act to

reinforce the original anomalously warm (cool) SSTs. However, each model suggests

that different negative feedbacks are responsible for the end of the events, and due

to the numerous assumptions and approximations, none of these conceptual models

can fully describe ENSO’s complexity.

A leading paradigm for ENSO’s apparent oscillatory behavior is Jin’s (1997) recharge-

discharge oscillator (RDO) theory. According to this theory, during El Niño (La

Niña) events, the Bjerknes feedback (Bjerknes, 1969) causes equatorial westerly

(easterly) wind anomalies and positive (negative) eastern equatorial Pacific SST

anomalies to reinforce each other, at the same time as the oceanic adjustment to

the westerly (easterly) wind anomalies acts to discharge (recharge) equatorial up-

per ocean heat content, conditioning the system for a change in phase of ENSO.

The main ideas of Jin’s (1997) theory have been confirmed by observational stud-

ies showing that the warm water volume (WWV, which is the thermocline depth

integrated over the region 120-280◦E and 5◦N-5◦S), a variable describing the upper

ocean heat content, is leading ENSO SST by 1-3 seasons (Meinen and McPhaden,

2000, 2001, McPhaden, 2012, Bunge and Clarke, 2014). Consequently, the WWV

has been manifested as being viewed as a precursor to ENSO events, and is largely

thought to underlie its predictability.

Some aspects of ENSO, however, are not be explained by the RDO theory such

as: (i) the asymmetry between the magnitude of the WWV recharge preceding

El Niño events compared to the magnitude of WWV discharge preceding La Niña

events (Meinen and McPhaden, 2000, Clarke and Zhang, 2019); (ii) the asymmetry

in duration and phase change transition with El Niño events lasting a shorter period

and having a stronger tendency to be followed by La Niña events than vice versa

(e.g. Kessler, 2002, Larkin and Harrison, 2002, Okumura and Deser, 2010, Guan

et al., 2019, Clarke and Zhang, 2019); (iii) the decrease observed in WWV/ENSO

SST lead time from around three seasons in the 1980’s and 1990’s to only one season

during the post-2000 period (McPhaden, 2012, Horii et al., 2012, Bunge and Clarke,
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2014); and (iv) the existence of different ENSO types: Central Pacific (CP, with

maximum SST anomaly found in the central equatorial Pacific) vs. Eastern Pacific

(EP, with maximum SST anomaly found in the eastern equatorial Pacific) ENSO

events (e.g. Kao and Yu, 2009, McPhaden et al., 2011, Singh and Delcroix, 2013).

Moreover, the RDO theory considers only the adjusted oceanic response, which

occurs via Rossby wave (RW) reflection at the western boundary, while wind-forced

Kelvin waves (KWs, not considered in the RDO theory) have also been shown to

provide important short time scale (around 1-3 months) contributions to observed

WWV changes determining ENSO event initiation and/or evolution (Weisberg and

Wang, 1997, McPhaden and Yu, 1999, Boulanger et al., 2003, Bosc and Delcroix,

2008, McGregor et al., 2016, Neske and McGregor, 2018, Izumo et al., 2019).

Several studies have attempted to separate the WWV anomaly into its slower RW

and faster KW components using various methods (Meinen and McPhaden, 2000,

Neske and McGregor, 2018, Planton et al., 2018, Izumo et al., 2019). This parti-

tioning allows more insight into ENSO dynamics, that is not possible when consid-

ering the WWV anomaly as a whole. For example, Neske and McGregor (2018)

demonstrate that the post-2000 WWV STD (standard deviation) decline is due to

a 44% decline of post-2000 RW driven (hereafter, adjusted) WWV STD, and in

this post-2000 period the reduced adjusted contribution fails to work as a precursor

for ENSO. (see Chapter 2). Consequently, Neske and McGregor (2018) show that

the dominance of the KW driven (hereafter, instantaneous) WWV in the post-2000

period is responsible for the shortening of WWV/ENSO SST lead time reported by

McPhaden (2012).

It is currently not understood, however, why the STD of the adjusted component

of WWV decreased by around 44% from pre- to post-2000 period, when over the

same time period, the STD of the instantaneous component of WWV increased by

around 15% (Neske and McGregor, 2018, Chapter 2). Traditional ENSO theories

assume that the strength of the anomalous equatorial westerly (easterly) winds was

directly related to the strength of the upwelling (downwelling) RWs and its associated

following WWV discharge (recharge) (Suarez and Schopf, 1988, Jin, 1997, Wang
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and Picaut, 2004). Thus, we would expect that the post-2000 strengthening in

the instantaneous contribution’s STD associated with a strengthening in equatorial

winds’ STD would lead to a strengthening in the adjusted response STD as well and

not to a decline in the adjusted response STD as found by Neske and McGregor

(2018) (Chapter 2).

What is not considered in most of the literature, and we propose may be key in

explaining the post-2000 adjusted WWV decline, is the possible independence of

the wind stress curl from the strength of equatorial wind stress. The wind stress

curl around the equatorial region: (i) changes due to the spatial structure and central

latitude of the wind events; and (ii) determines the strength and sign of the RWs

through Ekman Pumping (e.g. Tomczak and Godfrey, 2013). McGregor et al. (2016)

show for instance, that the same amount of instantaneous WWV recharge leads to

a lower adjusted response for off-equatorial wind events than for equatorial wind

events as both produce a different wind stress curl around the WWV region.

An emphasis on considering wind stress curl for ENSO dynamics was given by

Clarke et al. (2007). They theoretically derived WWV changes by wind stress curl

at 5◦ latitude which has a correlation of 0.85 to observed WWV changes between

1993-2001. However, when later developing his conceptual model of ENSO, Clarke

et al. (2007) instead utilizes the relationship between wind stress curl derived WWV

and Niño3.4 SST (correlation=0.77), rather than wind stress curl itself. Thus, the

developed conceptual model leaves out the possibility of strong equatorial wind

stresses during ENSO events with weak wind stress curls around the bounds of the

WWV region. While this may not be essential for ENSO to operate, it may help

to explain both, the relatively subtle pre- to post-2000 changes in the WWV-ENSO

SSTA relationship as well as ENSO asymmetries.

This Chapter therefore aims to understand to what extent the spatial structure of

strong westerly (easterly) equatorial wind stresses in the 1980-2016 period can influ-

ence the adjusted contribution. Given that the adjusted contribution is thought to

underpin the ENSO predictability on lead times of around 1 year (Neske and McGre-
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gor, 2018, Chapter 2) our analysis further deepens our understanding of possibilities

and limits of ENSO predictability.

This Chapter is organized as follows: Section 3.2 provides a description of methods

and data. Section 3.3 classifies the adjusted responses following the strongest equa-

torial wind stresses into 3 different categories. We then analyze (i) the differences

of the wind composites according to their category (Section 3.4), and (ii) the WWV

impact of the composite winds (Section 3.5). The links between composite average

winds and single wind events within the composite are then examined in Section

3.6. Moreover, we examine the relationship between the adjusted responses of the

categorized winds and their reliability as an ENSO precursor (Section 3.7). Finally,

we summarize and discuss the results (Section 3.8).

3.2 Methods and Data

3.2.1 Wind stress and SST data

Wind stress data

For our analysis, we use daily average anomalous surface wind stresses (1979 to May

2016) of the European Centre of Medium-Range Weather Forecast (ERA-interim)

(Dee and Uppala, 2009). The stresses were generated from the 6-hourly 10 m surface

winds which were first converted to wind stress using the quadratic stress law, and

then averaged to a daily output, prior to the long-term seasonal cycle being removed.

We further define the wind stress time series averaged over the equatorial region,

120-280◦E and 5◦N-5◦S as τxeq.

SST data

Additionally, we use the spatial ERSST.v5 data set between 1979-2016 (Smith et al.,

2008, available at https://www1.ncdc.noaa.gov/pub/data/cmb/ersst/v5/netcdf/).

46



CHAPTER 3.

From this data set the Niño 3.4 SSTA time series is calculated by averaging over

5◦N-5◦and 170-240◦E.

3.2.2 Shallow water model simulations

Here, as in Chapter 2 (Neske and McGregor, 2018), a 1.5-layer shallow water

anomaly model (SWM) is utilized to split the WWV into its instantaneous and

adjusted contributions. The SWM has a 1◦ horizontal grid spacing for forcing and

output, and it is forced with daily wind stress anomalies. It produces daily pycno-

cline depth anomalies which are integrated over the WWV region (120-280◦E and

5◦N-5◦S) to obtain WWV anomalies. Further details about the SWM can be found

in Appendix Chapter 2 Text A2.1, or Neske and McGregor (2018, their Text S1).

The separation of the adjusted and instantaneous WWV contributions in the SWM

is done by conducting hindcast experiments initialized on the first day of each month

between January 1980 and March 2016 (as illustrated in Fig. 3.1a). Each of these

hindcasts have a wind stress forced spin up of one year, before the SWM is being left

to freely evolve unforced (turquoise line, Fig. 3.1a) for three months, while for the

control simulation, the model is kept forced over these three months (black circle,

Fig. 3.1a). The monthly mean control WWV changes are consistent with those

observed (Smith, 1995, available at https://www.pmel.noaa.gov/tao/wwv/data/),

as indicated by a correlation of 0.86 and a similar pre- to post-2000 decline in STD

(Fig. 3.1b).

Adjusted contribution

The adjusted contribution (Fig. 3.1c) is the WWV anomaly after the SWM has

run freely (without wind stress forcing) for 3 months (Fig. 3.1a). It largely consists

of RWs reflected at the western boundary into the WWV region and some wind

initiated RWs because (i) KWs reach the eastern Pacific boundary within 1-3 months

where they take the majority of their signal poleward (McGregor et al., 2016), and
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(ii) RW forced in the western/central Pacific where the strongest coupling between

atmosphere and ocean is found (Deser and Wallace, 1990) have reached the western

boundary within 3 months where they reflect into the WWV region. The adjusted

response has a peak correlation of 0.80 to observed western Pacific (120-205◦E)

WWV anomaly (WWVwest taken from: https://www.pmel.noaa.gov/elnino/upper-

ocean-heat-content-and-enso) at a 3-month lag (Fig. 3.1d). The 3-month lag and

the larger amplitude of WWVwest partially arises from the adjusted SWM run using

a 3-month long free evolution to mostly separate the reflected RW signal, whereas

the WWVwest additionally contains the RW and KW signals directly forced in the

western WWV region (Izumo et al., 2019).
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Figure 3.1: (a) Sketched example of obtaining (i) the control warm water volume (WWV),
and (ii) the control WWV’s adjusted and instantaneous contributions. The 1-year spin up run
is initialized on 07/01/1982. The figure is taken from Neske and McGregor (2018) (Chapter
2) and slightly modified. (b) WWV anomaly of (black line) the SWM control simulation [m3];
(green line) the GFDL-MOM025 simulation; and (dashed gray line) observations [m3]. Correlations
are calculated between the observed time series and (i) the SWM control simulation outcome
(black number); and (ii) the GFDL-MOM025 simulation outcome (green number). Calculations
for standard deviations (STDs) and correlations starting 1982. (c) SWM control WWV (black
line) [m3] and its instantaneous (blue line) and adjusted (orange line) contributions [m3]. (d)
Adjusted contribution (orange line) [m3] and observed WWVwest (gray line) [m3]. The correlation
is calculated when the adjusted contribution is lagging WWVwest by 3 months. All pre- and
post-2000 STDs in this figure are displayed in [1013 m3].
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Instantaneous contribution

The instantaneous contribution is the difference between the control WWV and the

adjusted contribution (Fig. 3.1a, c). Therefore, the instantaneous contribution in

any month is driven by winds over the 3-month period including the two months

prior to and the month during the instantaneous contribution (Fig. 3.1a). It pre-

dominantly consists of the wind-forced KW signal in the eastern Pacific, largely

dominating the wind-forced RW signal in the western Pacific (Neske and McGre-

gor, 2018). The instantaneous contribution shows strong consistency with WWV

changes due to meridional Ekman transport anomalies at 5◦N and 5◦S (Neske and

McGregor, 2018).

Instantaneous east contribution

To understand the different adjusted responses of the strongest equatorial wind

stresses, we analyze the wind stress forcing in the two months prior and the month

during the strongest instantaneous signal east of 200◦E (WWVinst.east, Fig. 3.2a).

Choosing the WWVinst.east signal rather than the instantaneous signal calculated

over the entire WWV region removes the potential compensating WWV impacts

of the wind-forced RW signal in the western Pacific, and allows us to focus on the

wind stress forced KW WWV signal (see the larger amplitude of the dark blue

line compared to the blue line in Fig. 3.2a). Thus, this choice ensures that we

are analyzing the strongest wind stress at the equatorial region: The correlation of

0.92 between WWVinst.east and τxeq is slightly stronger than the correlation of 0.86

between the instantaneous WWV signal and τxeq (Fig. 3.2a). The WWVinst.east

STD demonstrates a small pre- to post-2000 increase of 3% which is consistent with

the pre- to post-2000 small increase of the instantaneous WWV STD (15%, Fig.

3.2a).

If not stated differently, all time series are smoothed by a 3-months running mean and

correlations between time series are significant according to the method of Ebisuzaki

(1997).
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Figure 3.2: (a) Instantaneous contribution [m3] (thin blue line), WWVinst.east [m3] (Instanta-
neous contribution calculated east of 200◦E) (dark blue line), and τxeq [N/m2] (gray line). Colored
dots (squares) mark the WWVinst.east peaks/troughs above/below +/-1 STD of WWVinst.east
(0.79 · 1014 m3, horizontal dashed line). (b)/(c) Composite (thick black lines) and single WWV
outcomes (gray and colored lines) [m3] of the SWM forced by westerly/easterly wind stresses over
the 3-month periods leading to the WWVinst.east peaks/troughs as identified in (a). Vertical black
line marks the end of the forcing period and vertical dashed orange line marks the begin of the
adjusted response. Simulations with adjusted responses (averaged over day 60-90) in (b)/(c) are
colored (i) green when falling below/exceeding −0.2 · 1014/0.2 · 1014 m3 (transitioning adjusted re-
sponses), (ii) gray when lying between 0.2·1014 and −0.2·1014 m3 (neutral adjusted responses), and
(iii) purple when exceeding/falling below 0.2 · 1014/− 0.2 · 1014 m3 (persistent adjusted responses).

3.3 Categorizing adjusted WWV responses

To understand the different adjusted responses following the strongest WWVinst.east

signal (strongest equatorial wind stress), we identify 11 peaks (12 troughs) above/

below +/-1 STD of the WWVinst.east time series (dots and squares, Fig. 3.2a). We

then force the SWM with the 3-months westerly (easterly) wind stress forcing of

each identified peak (trough) (i.e. in the two months prior and the month during

the peak/trough). After the 3-months forcing period the SWM is left to freely
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evolve for 9 months (Fig. 3.2b and c). The simulated adjusted WWV responses

(averaged over day 60-90 after the start of the free evolution, when the KWs have

left the WWV region) is separated into 3 categories depending on their sign and

magnitude. These are: (i) transitioning where the westerly (easterly) wind forcing

leads to a discharged (recharged) adjusted response that has an absolute magnitude

larger than 0.2 ·1014 m3 (green lines in Fig. 3.2b and c; the initial KW WWV signal

transitions to the opposite sign WWV due to the oceanic dynamic adjustment as

expected from traditional theory); (ii) neutral, which has a relatively small adjusted

response with an absolute magnitude less than 0.2 · 1014 m3 (gray lines, Fig. 3.2b

and c); and (iii) persistent, where the westerly (easterly) wind forcing leads to a

recharged (discharged) adjusted response above (below) 0.2(−0.2) · 1014 m3 (purple

lines in Fig. 3.2b and c).

It is clear that only around a third of the simulations (8 out of 23) produce a tran-

sitioning adjusted response that is expected from theory (green dots and squares

in Fig. 3.2a). Furthermore, the ratio of transitioning responses to those remain-

ing (neutral plus persistent responses) is 5:6 for the westerly wind stress forcing of

WWVinst.east peaks (dots in Fig. 3.2a), while it is only 3:9 for the easterly wind stress

forcing of WWVinst.east troughs (squares in Fig. 3.2a). Consequently, the compos-

ite adjusted discharge following the WWVinst.east peaks (averaged over day 60-90)

is around twice as strong as the composite adjusted recharge of the WWVinst.east

troughs forcing (compare thick black lines in Fig. 3.2b and c). This asymmetry

suggests that the strongest westerly forcings have a larger potential as a long-term

precursor for La Niña events compared to the strongest easterly forcings for El Niño

events.

Additionally, during the pre-2000 period four times more transitioning adjusted

responses are found, compared to the post-2000 period (green dots and square in

Fig. 3.2a). The dominance of neutral (gray dots and squares in Fig. 3.2a) over

transitioning responses in the post-2000 period is consistent with the post-2000

reduction of the STD of the adjusted response found by Neske and McGregor (2018)

(Fig. 3.1c).
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As persistent responses are only found twice during the analysis period, once for the

WWVinst.east peaks and once for the troughs (purple lines in Fig. 3.2b and c), we

only briefly discuss analysis of these events as it is not possible to assess the statistical

significance of the difference. However, as these two persistent responses are very

extraordinary cases (the opposite of what is expected from ENSO theory, e.g. Jin,

1997) we keep to present the results of the persistent responses throughout the

figures. The following section retains a focus on the characteristics of and differences

between the transitioning and neutral simulations.

3.4 Composite winds and their underlying SSTAs

a) Wind stress composites

To better understand the differences between the transitioning and neutral WWV

responses, we make composites of the 3-month average zonal winds that have led

to WWVinst.east peaks and troughs according to their adjusted responses, i.e, (i)

transitioning responses (green composite Fig. 3.3a and b), (ii) neutral responses

(gray composite Fig. 3.3c and d), and (iii) persistent responses (purple composite

Fig. 3.3e and f) as identified in Section 3.4 (Fig. 3.2b and c).

The transitioning adjusted discharge composite displays strong anomalous equatorial

westerly wind stress between around 160-230◦E (Fig. 3.3a and g). The anomalous

westerly wind stress decreases poleward abruptly at around 5◦N and 5◦S (Fig. 3.3a

and h), inducing strong wind stress curls at the bounds of the WWV region (shading,

Fig. 3.3a). The transitioning adjusted recharge composite wind forcing is almost the

mirror image (easterly wind stress), with the exception of the winds being shifted

westward by around 20◦(Fig. 3.3b, g and h).

Comparing the transitioning and neutral zonal wind composites of WWV inst.east

peaks, it is clear that the neutral composite (i) has weaker equatorial winds; (ii)

displays a smaller zonal extent (Fig. 3.3c and d; compare gray and green lines in Fig.
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Figure 3.3: Composited zonal wind stress [N/m2] (arrows) and its curl (∂τx∂y ) [N/m
3] (shading)

of the WWVinst.east peaks/troughs forcing periods with a (a)/(b) transitioning (green), (c)/(d)
neutral (gray), and (e)/(f) persistent (purple) adjusted response according to Figure 3.3b and c.
The number in the upper right corner gives the amount of months considered for each composite.
Black arrows give the significant wind stress found by bootstrapping with 1000 samples at the
95% confidence interval. (g)/(h) Wind stress [N/m2] of each composite averaged over 5◦N -5◦S/
120◦E-280◦E.

3.3g); and (iii) is meridionally broader (Fig. 3.3c, d and h). Very similar differences

are also seen when comparing the transitioning and neutral zonal wind composites

of WWV inst.east troughs. This broader meridional pattern of the neutral zonal

wind stress leads to weaker wind stress curls close to the poleward edges of the

WWV region than those seen in the transitioning composites (shading, compare

Fig. 3.3c with a and Fig. 3.3d with b). Additionally, the neutral composite wind

stress curl around the east Pacific WWV region is of opposite sign to the wind stress

curl around the western Pacific region (shading Fig. 3.3c and d).

The zonal extent of the persistent WWVinst.east equatorial wind forcing (averaged

over 5◦N and 5◦S) is close to that of the composite neutral WWVinst.east for both

peaks and troughs (Fig. 3.3e and f, purple and gray lines in Fig. 3.3g). In contrast
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to the neutral composite, however, the anomalous wind stresses increase polewards

of the WWV region in both hemispheres (purple and gray lines in Fig. 3.3h). This

induces strong wind stress curl especially at the North of the WWV region which

is of opposite sign from that of the corresponding transitioning wind stress forcing

(shading Fig. 3.3e and f).

b) Underlying SSTAs

The WWVinst.east displays a strong linear relationship (correlation of 0.91) to Niño

3.4 SSTA (Fig. 3.4a). Consequently, the strongest peaks (troughs) of theWWVinst.east

are found during warm (cold) phases of ENSO (colored dots/squares Fig. 3.4a).

The transitioning adjusted responses (green colors Fig. 3.4a) generally display a

stronger Niño 3.4 SSTA magnitude compared to the neutral responses (gray colors

Fig. 3.4a). Comparing the underlying composite SSTA patterns, averaged over the

3-month period of WWVinst.east peaks and troughs forcing (Fig. 3.4b-g), reveals

that the transitioning (neutral and persistent) composites’ SSTA pattern display

their strongest magnitudes in the eastern (central) Pacific consistent with the SSTA

of EP (CP) ENSO events (e.g. McPhaden et al. 2011). This finding is largely

consistent when looking at the SSTAs during the forcing periods of each single sim-

ulation: For 80/100% of the transitioning WWVinst.east peaks/troughs the Niño 3

SSTA magnitude (averaged over 210-270◦E and 5◦N-5◦S) is larger compared to the

Niño 4 SSTA magnitude (averaged over 160-210◦E and 5◦N-5◦S). In contrast, the

Niño 3 SSTA magnitude is smaller than the Niño 4 SSTA magnitude for 80/88% of

the neutral peaks/troughs simulations.
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Figure 3.4: (a) WWVinst.east [m3] plotted against Niño 3.4 SST anomaly [◦C]. Dots/squares
mark the WWVinst.east peaks/ troughs with transitioning (green), neutral (gray), and persistent
adjusted responses (purple) according to Figure 3.3b and c. Lower panels: Composite sea surface
temperature anomaly [◦C] during the 3-month WWVinst.east peaks/troughs forcing periods with
a (a)/(b) transitioning, (c)/(d) neutral, and (e)/(f) persistent adjusted response. The number
in the upper right corner gives the amount of months considered for each composite. Small black
box marks the Niño 3.4 region.

3.5 Understanding the warm water volume response

To get a better understanding of the WWV response of the different categories of

adjusted responses, we carry out another set of SWM experiments. In this case one

SWM experiment is carried out for each category of adjusted response, and each

simulation is forced over 3 months with the composite mean wind field (Fig. 3.3).

After this initial forcing period the SWM is allowed to freely evolve (i.e., with no

wind forcing) for 9 months. We allowed a 10-day linear increase (decrease) of wind

stress forcing starting from (going towards) 0 at the beginning (end) of the 3-month

forcing period. The pycnocline outcome is averaged over: (i) the last month of the

forcing period (day -30 to 0), which gives the instantaneous response (Fig. 3.5a, d,

g and Fig. 3.6a, d, g); (ii) the third month of the free evolution (day 60 to 90),
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which gives the adjusted response (Fig. 3.5b, e, h and Fig. 3.6b, e, h); and (iii) the

eighth month of the free evolution (day 210 to 240), which gives the late adjusted

response (Fig. 3.5c, f, i and Fig. 3.6c, f, i).

a) WWVinst.east peaks

The equatorial region westerly wind stresses in all forcing composites (Fig. 3.3a, c,

e) excite downwelling KWs and an increase in WWVinst.east magnitude which differs

by less than around 20% between the different categories (Fig. 3.5a, d and g).

In contrast, the instantaneous discharge calculated west of 200◦E is clearly largest

for the transitioning composite and is around: (i) 54% smaller for of the neutral

composite; and (ii) 75% smaller for the single persistent case (compare Fig. 3.5a

with d and g).

Figure 3.5: Pycnocline anomaly output [m] averaged over days (a, d, g) -30 to 0 (instantaneous
response), (b, e, h) 60 to 90 (adjusted response), and (c, f, i) 210 to 240 (late adjusted response)
since the free evolution of the WWVinst.east peaks SWM simulations. The SWM simulations
are forced over 3 months by the adjusted (a-c), neutral (d-f) and persistent (g-i) wind stress
composite as shown in Fig. 3.3a, c and e.

The differences in instantaneous WWV west of 200◦E among the composites is

primarily explained by differences in the strength and sign of the wind stress curl

in each Hemisphere (Fig. 3.3a, c, e). Note that both negative wind stress curl

dominating the Northern Hemisphere and positive wind stress curl dominating the

Southern Hemisphere excite upwelling RWs. The differences of the curl patterns
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of Fig. 3.3 are strongly consistent with those curl patterns divided by the Coriolis

parameter f (Fig. A3.1). This is noted as the RW signal is determined by Ekman

pumping which divides the wind stress curl by f. Our focus is on the RW signal

equatorward of +/-8◦ as the western boundary reflection efficiency of RWs has shown

to be inefficient poleward of +/-8◦ (Kessler 1991). The transitioning forcing category

(Fig. 3.3a) gives the “ideal” case (as expected from theory) with westerly winds

accompanied by strong negative (positive) wind stress curl around the WWV regions

northern (southern) bounds which excites strong upwelling RWs in both Hemispheres

(blue shading, Fig. 3.5a). In comparison, the weaker wind stress curl and the smaller

zonal wind extent of the neutral forcing category (Fig. 3.3c) excites comparatively

weaker upwelling RWs at a similar distance to the equator (blue shading, Fig. 3.5d).

The persistent peak forcing wind stresses display wind stress curls of mixed sign in

each Hemisphere (Fig. 3.3e) which leads to an almost neutral (slightly upwelling)

RW signal close to the equatorial region.

The transitioning composite simulation clearly shows an adjusted (Fig. 3.5b) and

a late adjusted discharge (Fig. 3.5c) when the strong upwelling RWs reflect at the

western boundary into the WWV region (blue areas in Fig. 3.5b and c) and the

forced downwelling KWs has largely left the WWV region to travel poleward at the

eastern boundary (red areas in Fig. 3.5b and c). In comparison, the RW signal of

the neutral composite simulation reflecting into the WWV region is much weaker

(red area in Fig. 3.5e) and leads to no adjusted or late adjusted discharge (Fig.

3.5e and f). The single persistent case simulation clearly displays an adjusted (Fig.

3.5h) as well as a late adjusted recharge (Fig. 3.5i). This adjusted recharge is due to

the almost nonexistent upwelling RW signal not counterbalancing the downwelling

KW signal, and that the KW signal maintains a small downwelling presence in the

WWV region after reflection into RWs at the eastern boundary (Fig. 3.5h).

b) WWVinst.east troughs

The spatial pattern of the pycnocline in the WWVinst.east trough simulations virtu-

ally mirror those of the WWVinst.east peak simulations for instantaneous, adjusted
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and late adjusted outcomes (compare Fig. 3.5 with Fig. 3.6; spatial correlations

between 15◦N and 15◦S vary between -0.78 and -0.97). A difference is found in the

adjusted response of the transitioning simulation, as the trough simulation is around

21% weaker than the peak simulation (Fig. 3.5b and 7b). The stronger adjusted

response of the transitioning peak simulation can be explained by the stronger wind

stress curl closer confined to the WWV edges where excited RW have a stronger

western boundary reflection efficiency (Kessler, 1991) compared to that of the tran-

sitioning trough simulation (Fig. 3.3a and b): The upwelling wind stress curl of

the transitioning peak simulation is around 22% stronger from 120-280◦E and from

2-5◦ latitude where the first mode RW projection is strongest (e.g. McGregor et al.,

2016) than the downwelling wind stress curl of the transitioning trough simulation.

Figure 3.6: Same as Fig. 3.5 but for the WWVinst.east troughs SWM simulations forced with
the wind stress composite as shown in Fig. 3.3b, d and f.

The WWV magnitude and pycnocline spatial patterns for both the instantaneous

and adjusted responses are largely consistent when conducting the experiments

of this Section with the more comprehensive global ocean sea ice model GFDL-

MOM025 (Fig. A3.2, for a model description see Zeller et al., 2019). Thus, we

conclude that the results presented here are not significantly impacted by the sim-

plicity of the ocean model utilized.
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c) Idealized wind stress experiments

We conduct a simple experiment to better understand if the stronger adjusted re-

sponse of the WWVinst.east peaks transitioning forcing compared to the neutral forc-

ing is due to: (i) the larger longitudinal wind stress extent of the zonal transitioning

forcing (Fig. 3.3a); or (ii) the larger latitudinal extent of zonal wind stress forcing of

the neutral forcing (Fig. 3.3c). To this end, we produce wind forcings that have (i)

the average longitudinal extent of the transitioning peak simulation and the average

latitudinal extent of the neutral peak simulation (Fig. 3.7c, red line Fig. 3.7e and

f); and (ii) the average longitudinal extent of the neutral peak simulation and the

average latitudinal extent of the transitioning peak simulation (Fig. 3.7d, blue line

Fig. 3.7e and f). We also carry out two additional simulations which utilize the

average longitudinal and latitudinal extent of the transitioning and neutral simu-

lations for comparison (idealized transitioning and neutral forcings, Fig. 3.7a and

b). We firstly note, that the idealized adjusted wind stress curl pattern and its

adjusted response is consistent to the non-idealized equivalent (compare Fig. 3.3a

with 3.8a, and green solid and dashed lines in Fig. 3.7g). The wind stress curl

pattern of the idealized neutral forcing does not display the longitudinal variability

of its non-idealized equivalent (compare Fig. 3.3c with 3.8b), however, its adjusted

response is also very small but of opposite sign (gray solid and dashed lines in Fig.

3.7g).

The consistency of the idealized and non-idealized forcing WWV changes suggest

that this experiment will provide a reasonable base to better understand the rela-

tive importance of the wind stress forcing’s latitudinal and longitudinal extent. The

adjusted response of the longitudinal neutral and latitudinal transitioning forcings

shows a clear discharge that is by only 29% weaker than that of the idealized tran-

sitioning composite forcing (compare blue and green dashed lines in Fig. 3.7g). In

contrast, the differences between the adjusted responses of the transitioning longi-

tudinal and neutral latitudinal forcing and the idealized neutral forcing is negligible

(red and gray dashed lines in Fig. 3.7g). These results indicate that the latitudinal

extent of the wind stress forcing plays the prominent role in determining the strength
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of the adjusted response and the longitudinal extent plays a secondary role.

Figure 3.7: Zonal wind stress [N/m2] (black arrows) and wind stress curl of the zonal wind stress
[N/m3] (shading) of (a)/(b) idealized transitioning/neutral forcing with the average longitudinal
and latitudinal extent of the transitioning/neutral peak composite (Fig. 3.3a and c); and (c)/(d)
produced forcing with the average longitudinal extent of the transitioning/neutral peak composite
and the average latitudinal extent of the neutral/transitioning peak composite. (e)/(f) Wind stress
[N/m2] of each composite (Figure 3.3a,c and this Figure a-d) averaged over 5◦N-5◦S/ 120◦E-280◦E.
(g) WWV outcome [m3] when constantly forcing the SWM over 3 months with the forcings shown
in Figure 3.3a,c and this Figure a-d before the SWM is let to freely evolve. Vertical black line
marks the end of the wind stress forcing period and vertical dashed orange line marks the begin
of the adjusted response.

A similar result is found when comparing the magnitude of τxeq with the magnitude

of the adjusted response for each transitioning and each neutral simulation: Some

of the τxeq forcings of the neutral simulations have a stronger magnitude compared

to the transitioning simulations, however, the adjusted WWV is weaker (Fig. 3.8a).

Additionally, the absolute value of the ratio of adjusted WWV and τxeq is significant

larger (applying a two-sided t-test at the 95% confidence interval) for the transi-

tioning simulations compared to the neutral simulations (Fig. 3.8b). Summarizing,

this means that when there is a strong wind stress curl around the poleward edges

of the WWV region and the zonal wind stress has a large longitudinal extent and
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a strong magnitude, more RWs are excited leading to a stronger adjusted response

(compare blue dashed and green dashed line in Fig. 3.7g). However, when there is a

weak wind stress curl around the poleward edges of the WWV region, weak RWs are

excited and extending this forcing longitudinally or strengthening the magnitude of

τxeq has little impact on the neutral adjusted response (compare red and gray dashed

line in Fig. 3.7g).

Figure 3.8: (a) Adjusted WWV [m3] of the transitioning (green) and neutral (gray) WWVinst.east
peak/trough simulations (dots/squares) (see Fig. 3.2) as function of τxeq [N/m2] (zonal wind stress
anomaly averaged over the WWV region) averaged over the 3-month forcing period of each peak
and trough. (b) Absolute value of the ratio of the adjusted WWV [m3] and τxeq [N/m2] of (a).

3.6 Average winds vs. high frequency wind events-
looking at the problem from different angles

To better understand the link between the longer-term average composite wind

stress (Fig. 3.3) and those of high frequency wind events, we identify the anomalous

wind events in 11 different regions around the tropical Pacific (black boxes, Fig.

3.9a and c). A westerly (easterly) wind event (WWE/EWE) is identified when the

zonal mean wind stress averaged over a given region and smoothed by a triangle

filter in time exceeds (falls below) 0.04 N/m2 (-0.04 N/m2) for a period of 3 or

more days (consistent with McGregor et al., 2016). We sum the wind events in each

region for each 3-month forcing period of all of the previously identified adjusted
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WWV categories, (i) transitioning, (ii) neutral, and (iii) persistent; for both the

WWVinst.east peaks and troughs (numbers in Fig. 3.9a and c). We further distinguish

between equatorial wind events (located in the 4 boxes between 5◦N and 5◦S, Fig.

3.9a and c) and off-equatorial wind events (located in the 7 boxes between 5◦N-15◦N

and 5◦S-15◦S, Fig. 3.9a and c).
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Figure 3.9: (a)/(c) Average number of westerly wind events (WWE)/easterly wind events
(EWE) during the 3-month forcing periods of the WWVinst.east peaks’/troughs’ transitioning
(green numbers), neutral (gray numbers) and persistent (purple numbers) simulations (Fig. 3.2b
and c) for 11 different regions in the equatorial Pacific as marked by the boxes. (b)/(d) Ra-
tio of off-equatorial to equatorial WWE/EWE during the 3-month forcing periods of each single
WWVinst.east peak/trough transitioning (green), neutral (gray) and persistent (purple) simulation.
Black numbers give the number of equatorial wind events included in each single 3-month forcing
period. Note the difference in Y-axis scaling between (b) and (d).

The average ratio of off-equatorial to equatorial westerly (easterly) wind events dur-

ing these 3-month forcing periods is lowest for forcing periods that are categorized

as transitioning (0.97 for the peaks and 0.85 for the troughs), and substantially

larger for those categorized as neutral (1.6 for the peaks and 1.56 for the troughs)

and persistent simulations (2.5 for the peaks and 7.5 for the troughs). On average

we see that the transitioning peak (trough) simulations are forced by around 23%

(56%) more equatorial WWE (EWE) during the 3-month forcing period compared

to the neutral simulations. In contrast, the 3-month forcing periods of the neutral
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peak (trough) simulations have on average around 34% (19%) more off-equatorial

WWE (EWE) than the transitioning peak (trough) simulations. Further to this,

looking for hemispheric differences in the changes in the number of off-equatorial

wind events we find that the average number of off-equatorial westerly/easterly wind

events in the SH are very similar for transitioning (4.6/5.3) and neutral (4.8/4.8)

peak/trough simulations. This means that the increase in off-equatorial to equa-

torial wind events ratio seen during neutral transitioning responses arises due to

differences in the number of NH off-equatorial wind events (on average 6.6/6.3 and

10.2/9.1 WWE/EWE for the transitioning and neutral peak/trough simulations re-

spectively). Furthermore, there is little to no change in the total number of EWE

(WWE) occurring during the 3-month forcing periods of the WWVinst.east peaks

(troughs) simulations is (not shown here).

When examining the wind events within the individual event forcing periods sepa-

rately (Fig. 3.2), we see no significant difference in the average number of equatorial

wind events of the transitioning simulations compared to the neutral and persistent

simulations (black numbers in Fig. 3.9b and d). The same is true for off-equatorial

wind events and for the difference in NH and SH off-equatorial wind events. How-

ever, the ratio of off-equatorial to equatorial WWE during the peak simulations is

significantly different (applying a t-test at the 95% confidence interval) when com-

paring the transitioning simulations (ranging from 0.67-1.31, green dots in Fig. 3.9b)

with the neutral (ranging from 1.5-1.86, gray dots in Fig. 3.9b) and persistent simu-

lations (2.5, purple dot in Fig. 3.9b). The ratio of off-equatorial to equatorial EWE

during the 3-month forcing periods of the trough simulations is also clearly smaller

for the transitioning simulations (0.84-0.86, green squares Fig. ??d) when compared

with the neutral (1-3, gray squares Fig. 3.9d) and persistent simulations (7.5, purple

square Fig. 3.9d). While the difference in the off-equatorial to equatorial EWE ratio

between the transitioning and persistent trough simulations is statistically signifi-

cant at the 95% confidence interval, the difference between the transitioning and

neutral trough simulations is statistically significant at the 90% confidence inter-

val. This may be due to the lower number of samples of the transitioning trough
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simulation (only 3 forcing periods, see Fig. 3.2).

These results demonstrate a clear consistency between the composite winds (Fig.

3.3) and the wind events of each single simulation (Fig. 3.9). The strong wind stress

curls equatorward of around +/-8◦ of the transitioning simulations (Fig. 3.3a and b)

can only be produced by a lower off-equatorial to equatorial wind event ratio (green

numbers Fig. 3.9) compared to the weaker wind stress curls at the WWV boundaries

(Fig. 3.3c and d) of the neutral simulations (gray numbers Fig. 3.9). Moreover,

the equatorial westerly (easterly) wind stress of the persistent simulations can only

induce positive (negative) wind stress curl in the NH and negative (positive) wind

stress curl in the SH (Fig. 3.3e and f) when accompanied by a large amount of off-

equatorial WWE (EWE) (purple numbers Fig. 3.9).

3.7 ENSO precursor?

This paper has examined the difference in wind stress patterns leading to differences

in oceanic adjusted responses following the strongest equatorial wind stress forcings.

We note that the strongest adjusted WWV changes in our simulations (which are up

to 0.38/−0.52 ·1014 m3, Fig. 3.5 and 3.6) are much smaller than the extrema of the

adjusted time series shown in Fig. 3.1c (orange line). The reason for this disparity

is, that the adjusted time series in Fig. 3.1c is received by forcing the SWM by

12 rather than only 3 months before the SWM is left to freely evolve for 3 months

(see Fig. 3.1a, Section 3.2). Izumo et al. (2019) show that a constant equatorial

westerly wind forcing over a longer time period, leads to a constructive interference

of upwelling RWs in the western Pacific for RWs forced by winds at different times

and locations (their Fig. 5). Consequently, when a larger up- or downwelling signal

is accumulating in the western Pacific we expect a stronger adjusted response.

For this section we aim to understand whether (i) the 3-months forced adjusted signal

that we can predict some months in advance is representative of the total WWV;

and (ii) we can potentially gain predictive skill for ENSO using the 3-months forced
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adjusted signal. Thus, we examine if the 3-month forced adjusted response can be

related to the 12-month forced adjusted response and if this adjusted response can

be linked to the control WWV (see Fig. 3.1a and b and Section 3.2). Furthermore,

we analyse whether the transitioning and neutral categories can be linked to ENSO

SST.

The STD of the 3-month forced adjusted response contributes 42% (52%) of the

STD of the 12-month forced adjusted response during the pre- (post-) 2000 period

(Fig. A3.3). They have a correlation of 0.8 and both time series show a clear

pre- to post-2000 decline in STD (44% and 31% for the 12-month and 3-month

adjusted responses respectively, Fig. A3.3). The strongest 12-month forced adjusted

responses are found around 6-10 months after the adjusted WWVinst.east peaks and

troughs (Fig. A3.4a and b); and the strongest control WWV is found around 5-

12 months after the adjusted WWVinst.east peaks and troughs (Fig. A3.4c and

d). The neutral simulations show no clear strongest adjusted response or strongest

control WWV (Fig. A3.4). Consequently, in the following we examine the 12-

month adjusted response and the control WWV 8 months after the WWVinst.east

peaks/troughs. For simplicity we refer to the 12-months forced adjusted contribution

as the “adjusted contribution” in the following of this Section.

a) WWVinst.east peaks

The average adjusted discharge of the transitioning peak simulations 8 months after

the WWVinst.east peaks (−1 · 1014 m3, green dots Fig. 3.10a) is around 3.6 times

larger than that of the neutral peak simulations 8 months after the WWVinst.east

peaks (−0.28 · 1014 m3, gray dots Fig. 3.10a). Note that one neutral peak is missing

in this analysis as it was at the end of the time series (see Fig. 3.2a). The average

instantaneous response 8 months after the adjusted WWVinst.east peaks is also a clear

discharge (−0.63 · 1014 m3, green dots Fig. 3.10b). This suggests that the adjusted

discharge after the adjusted WWVinst.east peaks is strong enough to cool the Niño

3.4 region SSTs around 7 months after the WWVinst.east peaks (Fig. 3.11a). This

change in the sign of Niño 3.4 anomalies then transitions the system towards easterly
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winds, which explains the strong instantaneous discharge 8 months after the adjusted

WWVinst.east peaks. This change in equatorial zonal wind anomaly direction is also

consistent with the studies of McGregor et al. (2012b, 2013) that show an after-event

southward movement of westerly winds leading predominantly to equatorial region

easterlies. Both, instantaneous and adjusted responses of the average transitioning

peak simulation combine to strongly discharge the WWV region (on average −1.63 ·
1014 m3, see control WWV of the green dots in Fig. 3.10 a and c). This leads

on average to La Niña-like SSTs 12 months after the WWVinst.east peaks (Niño

3.4 SST= -1.1 ◦C, green dots Fig. 3.10e; green lines Fig. 3.11a). In contrast,

the instantaneous recharge (0.22 · 1014 m3, gray dots Fig. 3.10c) 8 months after

the neutral WWVinst.east peaks destructively interferes with the adjusted discharge,

leading to an average negligible control WWV anomaly (−0.06 ·1014 m3, see control

WWV of the gray dots in Fig. 3.10a and c). As a result, the neutral peak simulations

lead on average to no clear ENSO SST signal 12 months after the WWVinst.east peaks

(Niño 3.4 SST= -0.04 ◦C, gray dots Fig. 3.10e: gray lines Fig. 3.11 a).
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Figure 3.10: Adjusted (a)/(b) and instantaneous responses (c)/(d) [1014 m3] (y-axis), and
control WWV [1014 m3] (x-axis) 8 months after the WWVinst.east peaks/ troughs. (e)/(f) Niño
3.4 SST anomaly [◦C] 12 months after the WWVinst.east peaks/troughs. Green, gray and purple
dots and squares refer to the transitioning, neutral and persistent simulations respectively.
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Figure 3.11: (a)/(b) Niño 3.4 SST [◦C] after each transitioning (green lines), neutral (gray lines)
and persistent (purple lines) WWVinst.east peaks/troughs. Thick green/gray/purple lines give the
averaged of the thin green/gray/purple lines.

b) WWVinst.east troughs

The average adjusted recharge of the transitioning trough simulations 8 months after

the WWVinst.east troughs (0.69 · 1014 m3, green squares, Fig. 3.10b) is around 31%

smaller than the average adjusted discharge of the transitioning peak simulations

(green dots Fig. 3.10a). While adjusted and instantaneous responses of the tran-

sitioning peak simulations act together to discharge the WWV 8 months after the

WWVinst.east peaks, there is a destructive interference between the instantaneous

response 8 months after the transitioning troughs (on average −0.45 ·1014 m3, green

squares Fig. 3.10d) and the adjusted recharge (green squares in Fig. 3.10b and d).

It follows that, the average control WWV recharge 8 months after the equatorial

easterly forcing of the adjusted WWVinst.east troughs (0.24 · 1014 m3) has a magni-

tude that is approximately 15% of the size of the average control WWV discharge

found 8 months after the equatorial westerly forcing of the adjusted WWVinst.east

peaks. This suggests that the adjusted recharge of the adjusted trough simula-

tions 8 months after the WWVinst.east troughs is not strong enough to change the

system towards warmer SSTs (Fig. 3.10b) and westerly winds, to instantaneously

recharge the WWV. Consistently, the southward shift of easterly winds is not as

prominent after La Niña events as it is the southward shift of westerly winds after

El Niño events (McGregor et al., 2013). The system does not overcome its cool state

(green lines, Fig. 3.11b), and hence, 12 months after the transitioning WWVinst.east

troughs the Niño 3.4 SST is on average -0.76 ◦C. The adjusted response 8 months
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after the neutral WWVinst.east troughs has a similar low recharge (0.35 · 1014m3,

gray squares Fig. 3.10b) compared to the neutral peaks discharge; and similar to

the neutral WWVinst.east peaks the instantaneous response 8 months after the gray

WWVinst.east troughs has a different sign to the adjusted response (−0.28 · 1014 m3,

gray squares Fig. 3.10d). Consequently, the control WWV almost cancels out (on

average −0.07 · 1014 m3, gray squares Fig. 3.10b and d) and leaves the system

on average to not clearly follow any ENSO state 12 months after the WWVinst.east

troughs forcing (Niño 3.4 SST= -0.36 ◦C, gray squares Fig. 3.10f, gray lines Fig.

3.11b).

3.8 Summary and Discussion

This study uses shallow water model (SWM) simulations to categorize the adjusted

WWV responses following the strongest equatorial Pacific westerly/easterly wind

stress between 1980 and 2016. As in Chapter 2 (Neske and McGregor, 2018), the

adjusted WWV component is the WWV changes that are driven by Rossby waves

(RWs) and their reflection into the WWV region at the western boundary (McGregor

et al., 2016). The importance of understanding the adjusted response arises as

it is the slowly evolving component of WWV changes that is responsible for the

longer lead time relationship to ENSO SSTs (Neske and McGregor, 2018). Three

categories of adjusted responses were then defined and utilized, these were: (i)

transitioning adjusted responses (e.g. equatorial westerly wind stress is followed

by an adjusted discharge); (ii) neutral adjusted responses (e.g. equatorial wind

stress is followed by little to no adjusted recharge or discharge); and (iii) persistent

adjusted responses (e.g. equatorial westerly wind stress followed by an adjusted

WWV recharge). Traditional conceptual models (e.g. Suarez and Schopf, 1988,

Jin, 1997, Wang, 2001) lead us to expect that strong equatorial westerly (easterly)

winds during warm (cold) phases of ENSO initiate strong RWs which eventually lead

to strong transitioning adjusted discharges (recharges), conditioning the system for

a change in ENSO phase. Recent findings, however, show that the STD of the
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instantaneous WWV (predominantly consisting of the wind-forced Kelvin waves

(KWs), correlation to equatorial wind stress=0.86, Fig. 2a) increased by 15% from

pre-to post-2000 period, while the STD of the adjusted WWV decreased by 44%

at the same time (Neske and McGregor, 2018). Thus, our study seeks to better

understand what is driving the recent WWV changes as they are clearly at odds

with traditional theories that link equatorial wind stress to the adjusted response.

a) Categorized adjusted WWV responses and their pre- and post-2000

importance

We analyzed the 3-month forcing periods of anomalous equatorial wind stress that

has led to the strongest WWVinst.east (instantaneous WWV response east of 200◦E,

correlation to equatorial wind stress=0.92) peaks and troughs (Fig. 3.2a). These

simulations show that only 35% of these strong anomalous equatorial wind stresses

are followed by the transitioning adjusted responses that would be expected from

ENSO theory (green simulations, Fig. 3.2). The remaining identified strong anoma-

lous equatorial wind stresses are followed by a neutral adjusted response (56%; gray

simulations, Fig. 3.2) or by a persistent adjusted response (9%; purple simulations,

Fig. 3.2). Moreover, during the pre-2000 period 50% (6/12) of the strongest equato-

rial winds are followed by transitioning adjusted responses, and this reduces to only

18 % (2/11) for the post-2000 period. As such, the post-2000 period is dominated

by the neutral adjusted responses that have little to no adjusted re- and discharge

of WWV (Fig. 3.2). Consequently, this finding is consistent with the post-2000

decline in adjusted WWV STD reported by Neske and McGregor (2018) (Chapter

2).

b) Dynamical differences between (i) transitioning, and (ii) neutral ad-

justed responses

The dynamical differences between transitioning and neutral responses are linked

to the differences in wind stress patterns. The average neutral wind stresses are

shown to have a latitudinally broader and longitudinally narrower extent than the
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average transitioning wind stress forcing (Fig. 3.3). We then used a series of ide-

alized wind forced SWM experiments to further show that the negligible adjusted

WWV response of the neutral simulations is primarily caused by the different lati-

tudinal structure, which includes zonal wind stresses that are latitudinally broader

and have a northward displacement of the maximum zonal wind stresses. This lat-

itudinal difference creates a weaker wind stress curl equatorward of around +/-8◦

latitude, which diminishes the Ekman pumping and leads to a weaker RW signal

when compared to the adjusted transitioning simulations (Fig. 3.5-3.8). The lat-

itudinal differences between the average forcing of the transitioning and neutral

simulations can be explained by looking at wind events, as each identified neutral

forcing period displays a significant higher ratio of off-equatorial to equatorial wind

events than seen in each single transitioning forcing period (Fig. 3.9).

We further show that the differences in: (i) WWV magnitude; and (ii) pycnocline

spatial patterns among the transitioning, neutral and persistent simulations of the

SWM are largely consistent when repeating these simulations with the more com-

prehensive global ocean sea ice model GFDL-MOM025 (Fig. A3.2). Consequently,

we conclude that the results presented in this study are not significantly impacted

by the simplicity of the ocean model utilized.

The underlying average SSTA patterns during the transitioning (neutral) forcing

periods are similar to EP (CP)-like ENSO SSTAs (Fig. 3.4) with patterns similar

as shown for instance by McPhaden et al. (2011). Consistent with our finding of

strong discharge (neutral) adjusted responses forced during EP- (CP-) like El Niño

SSTAs, Singh and Delcroix (2013) find an overall poleward mass transport during

EP El Niños but not during CP El Niños. While our study links the neutral adjusted

response to weak RWs, Singh and Delcroix (2013) link the absence of mass transports

during CP El Niños to a compensating effect of a poleward (equatorward) transport

in the western (eastern) Pacific.

c) ENSO asymmetry

Recent research has demonstrated that the boreal WWVwest (WWVwest was shown
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to be closely linked to the adjusted response, Fig. 3.1d and WWVwest/the adjusted

response has been shown by Izumo et al. (2019)/Neske and McGregor (2018) to

include the long-term lead time to ENSO SSTA) discharge is a better predictor for

La Niña events than the boreal WWVwest recharge is for El Niño events (Planton

et al., 2018). Planton et al. (2018) partially linked this asymmetry in predictability

to the asymmetry in WWVwest that shows stronger discharges 13 months before a

La Niña event compared to recharges 13 months before an El Niño event. Similarly,

Neske and McGregor (2018) show stronger magnitudes of the adjusted discharge

compared to the adjusted recharge. Planton et al. (2018) linked this difference in

re- and discharge magnitudes to stronger westerly equatorial wind stress during El

Niño phases compared to easterly wind stress during La Niña phases which can be

linked to: (i) stronger (weaker) positive (negative) SSTAs during El Niño (La Niña)

events; and (ii) non-linearities with a given positive SSTA during El Niño leads

to stronger equatorial westerly wind anomalies than negative SSTA would lead to

equatorial easterly wind anomalies (e.g. Frauen and Dommenget, 2010, Dommenget

et al., 2013, DiNezio and Deser, 2014). Further to this, we demonstrate a wind

stress curl difference between the forcing periods during El Niños compared to those

during La Niñas which adds to the adjusted re- and discharge asymmetry: 45% of the

strongest 3-month equatorial westerly forcing periods have a strong wind stress curl

that leads to a strong adjusted discharge (green simulations, Fig. 3.2a), while this

is the case for only 25% of the strongest 3-month equatorial easterly forcing periods

and their associated adjusted recharge (green simulations, Fig. 3.1b). Consistently,

the delayed thermocline feedback that is from the traditional ENSO view thought

to transition the ENSO phase (Suarez and Schopf, 1988, Battisti and Hirst, 1989,

Jin, 1997) is stronger (weaker) during El Niño (La Niña) events (Guan et al., 2019).

Additionally, in agreement with our result, Neske and McGregor (2018) (Chapter 2)

show that the discharged (recharged) phase of WWV is dominated by the adjusted

(instantaneous) contribution; and we explain this difference by the fact that the

stronger wind stress curl patterns are more (less) often found during equatorial

westerly (easterly) wind periods. Thus, the westerly (easterly) wind stress of the
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WWVinst.east peaks (troughs) is leading more frequently to a transitioning (neutral)

adjusted response, and as a consequence the discharge process is dominated by the

adjusted response while the recharge process is largely due to the instantaneous

response.

Our findings of the wind stress curl strength asymmetry together with the men-

tioned findings of previous studies serve as an explanation for the asymmetry in

phase change with El Niños having a stronger tendency to be followed by La Niñas

than vice versa (e.g. Kessler, 2002, Larkin and Harrison, 2002) by explaining the

asymmetry of re- and discharged WWV phases. We note that beside re- and dis-

charge asymmetry other mechanisms are at work adding to the asymmetry in phase

change transition: For instance (i) the non-linearities between subsurface tempera-

ture gradient and thermocline depth (DiNezio and Deser, 2014); or (ii) the stronger

(weaker) westward (eastward) currents during El Niño (La Niña) conditions induced

by wind stress non-linearities (Clarke and Zhang, 2019).

d) ENSO precursor

We finally aimed to understand the role of the transitioning vs. neutral adjusted

responses as ENSO precursors. On average, the neutral simulations are followed by

a negligible control WWV (control WWV is the sum of adjusted and instantaneous

responses, Fig. 3.1c) 8 months after the strongest equatorial wind stresses. As

such, the neutral simulations appear to provide little potential for longer term SST

predictability (Fig. 3.10 and 3.11).

On the other hand, the average of the transitioning westerly adjusted discharges is

followed by a clear control WWV discharge 8 months after the strongest equatorial

westerly wind forcing. This strong WWV discharge is due to strong contributions

from both the adjusted and instantaneous WWV components. Further to this, the

westerly adjusted discharges are on average followed by La Niña-like SSTs 12 months

after the wind forcing (Fig. 3.10 and 3.11). In contrast, the average transitioning

adjusted recharge 8 months after the forcing is 31% smaller than the discharge that
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followed the westerly adjusted discharges. This weaker adjusted recharge is accom-

panied by an instantaneous response of opposite sign that almost totally cancels

out the adjusted WWV recharge. Consequently, the system persists in cool east-

ern/central Pacific SST anomalies (Fig. 3.10 and 3.11).

This differences in ESNO precursor between equatorial westerlies and easterlies with

strong wind stress curls suggests that the transitioning adjusted discharge following

the equatorial westerlies is strong enough to cool the eastern Pacific SST via the

thermocline feedback; and this cool SST anomaly excites easterlies and an associated

instantaneous discharge that constructively interferes with the adjusted discharge.

Both of which leave the system to a state which favors the development of a La

Niña event. We note, however, that this is contradictory to the study of Izumo

et al. (2019) which indicates that the forced RWs that have reflected into KWs play

hardly any role in the eastern Pacific.

In contrast, the transitioning adjusted recharge following the equatorial easterlies

is not strong enough to warm the eastern Pacific SST, and the cool SST still ex-

cites easterlies which lead to the instantaneous discharge compensating the adjusted

recharge and not favoring an El Niño event.

Consistently with our study, Guan et al. (2019) show that the thermocline feedback

during the decaying phases of La Niña events is more than twice as strong as those

during the decaying phases of El Niño events, which means that the easterlies persists

over a longer time during La Niñas than the westerlies during El Niños and this

hinders the decaying of La Niñas. Moreover, McGregor et al. (2013) find a clear

southward shift of westerly wind events after El Niño events leaving easterlies to

dominate the equatorial system and this southward shift could not be found for the

easterlies after La Niña events. The connection between strong adjusted responses

and a southward shift, however, is not clear at this stage. All these findings give

an explanation for the asymmetry in duration and phase change transition with El

Niño events lasting a shorter period and having a stronger tendency to be followed

by La Niña events than vice versa (e.g. Kessler, 2002, Larkin and Harrison, 2002,
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Okumura and Deser, 2010, Guan et al., 2019), as well as they explain why La Niñas

are better predictable than El Niños (Luo et al., 2008, DiNezio et al., 2017).

e) Final remarks

To sum up, our work emphasizes the importance of wind stress curl (determined by

the ratio of off-equatorial wind events to equatorial wind events) for understanding

recent changes in the drivers of WWV variability and the asymmetry of ENSO. The

pre- to post-2000 differences in wind stress curl and the wind stress curl asymmetry

presented in this paper are in line with the: (i) post-2000 failure of the adjusted

WWV contribution being a long-term ENSO SST precursor (> 9 months); and (ii)

larger (smaller) adjusted discharge (recharge) magnitudes (as both shown by Neske

and McGregor, 2018). All these findings give an explanation for the asymmetry

in duration and phase change transition with El Niño events having a stronger

tendency to be followed by La Niña events than vice versa (e.g. Kessler, 2002, Larkin

and Harrison, 2002, Okumura and Deser, 2010, Guan et al., 2019), as well as they

indicate why La Niña events tend to be predictable at longer lead times than El

Niño events (Luo et al., 2008, Dommenget et al., 2013, DiNezio et al., 2017).

Future work aims to (i) quantify the amount of strong adjusted responses that

are preceded by weak equatorial wind stresses compared to strong equatorial wind

stresses; (ii) identify the relative importance of wind stress curls in different regions

around the equatorial and off-equatorial Pacific during pre- and post-2000 period;

and (iii) understand the importance of RW cancellations excited in different regions

around the equatorial Pacific for explaining pre- and post-2000 differences.
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Appendix Chapter 3

Figure A3.1: Same as Fig. 3.3a-f but the wind stress curl is divided by the Coriolis parameter f
[Ns/m3]. The values of located at the equator are set to zero.
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Figure A3.2: (a)/(b) WWV outcomes [m3] of the SWM (solid lines) and of the GFDL-MOM025
(dashed lines) forced constantly over the 3-month period by the transitioning (green lines), neutral
(gray lines) and persistent (purple lines) composite forcings of the WWVinst.east peaks/troughs
(Fig. 3.3). The GFDL-MOM025 runs are forced with wind velocities rather than wind stress as
the model takes into account the surface current strength to calculates its own wind stress. For
a consistency in forcing these wind stresses are taken to force the SWM for the outcomes of this
figure. To calculate the WWV for the GFDL-MOM025 simulations the anomalous 1026 kg/cm3

isopycnal (approximating the thermocline) depth is calculated by subtracting the 1026 kg/cm3

isopycnal depth of the solely climatology forced simulation. This is done for five initializations and
the average of all five anomalous 1026 kg/cm3 isopycnals is calculated. (c) Spatial correlations
between the composite WWVinst.east peak/trough SWM and GFDL-MOM025 transitioning (green
thick/thin line), neutral (gray thick/thin line), and persistent (purple thick/thin line) simulations.
Spatial correlations are calculated between 15◦N and 15◦S after the GFDL-MOM025 outcome was
linearly interpolated to the SWM grid.
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green/gray/purple lines give the averaged of the thin green/gray/purple lines.
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Drivers of ENSO’s post-2000 WWV
changes

Preface

This study identifies the drivers which explain the post-2000 decline in adjusted
warm water volume (WWV) standard deviation (STD) found by shallow water
model simulations. It is important to understand this decline as the adjusted WWV
provides long lead times (>6 months) to the El Niño-Southern Oscillation (ENSO)
sea surface temperatures (SSTs); and its post-2000 STD decline underpinned: (i) a
shortening of the whole WWV/ENSO SST lead time; and (ii) a reduced precursor
skill for ENSO SSTs. For this purpose, we built a regression model to obtain the
adjusted WWV time series from wind stress curl in multiple boxes across the tropical
Pacific. In this model the wind stress curl in each box approximates the Rossby wave
signal in that given area. The adjusted WWV of the regression model is highly
consistent with the adjusted WWV of the SWM (cor=0.94). We show that the curl
STD declines in all regions in the post-2000 period (consistent with Chapter 3);
and that this reduction explains around 25% of the total adjusted WWV decline.
Furthermore, around 25% of the decline is explained by an increase in frequency
in the post-2000 curl time series. The remaining 50% of the adjusted WWV post-
2000 decline is explained by cancellations of the Rossby wave signals excited in the
different boxes. It is shown that the dominant contribution for explaining the post-
2000 adjusted WWV (when considering the curl STD decline, frequency increase and
latitudinal cancellation), does not come from the signal of the region of strongest
winds in the central Pacific. Rather, this dominant contribution comes from the
signal of the region east of it (200-240◦E). This region has shown to only produce
WWV during eastern Pacific (EP) ENSO SSTs, thus the decline in adjusted WWV
is consistent with the post-2000 declined occurrence of EP ENSO events.
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4.1 Introduction

The El Niño-Southern Oscillation (ENSO) is the largest source of climate vari-

ability on interannual time scales on our planet. It fluctuates between anomalous

warm (El Niño) and cool (La Niña) states of the tropical eastern Pacific sea surface

temperature (SST) causing distinct changes to the coupled atmosphere. Through

atmospheric teleconnections, ENSO’s climatic impacts can reach nearly the whole

globe (e.g. Trenberth et al., 1998), and these impacts can lead to devastating socioe-

cological consequences (e.g. Glantz et al., 2001, McPhaden et al., 2006). Around

40 decades of intense research have tremendously enhanced our understanding of

ENSO, however, the research also reveals the high complexity of ENSO with many

details of this phenomenon not being understood to date (e.g. Timmermann et al.,

2018, Santoso et al., 2019). As such, it is of high priority to deepen our understand-

ing of ENSO’s dynamics, with the ultimate goal of improving its predictability.

After Jin’s (1997) recharge-discharge oscillator theory, the Pacific warm water vol-

ume (WWV, the volume of water above the thermocline integrated over 120-280◦E

and 5◦N-5◦S) is viewed as a precursor for ENSO SST. A recharge (discharge) of

WWV leads El Niño (La Niña) events by 1-3 seasons (e.g. Meinen and McPhaden,

2000, McPhaden, 2012, Bunge and Clarke, 2014), which demonstrates that the

WWV is a fundamental ingredient of ENSO and its accurate prediction. The WWV

is particularly valued over other precursors, as it overcomes the spring predictability

persistence barrier of ENSO SST (McPhaden, 2003, 2012, Clarke and Zhang, 2019).

Thus, improving our understanding of the WWV is thought to be key for improving

understanding of ENSO itself.

In an attempt to better understand the WWV, it has often been divided into

its slower Rossby wave and faster Kelvin wave components using various meth-

ods. These methods divide the WWV into: (i) Ekman and geostrophic transports

(Meinen and McPhaden, 2001, Meinen, 2005, Bosc and Delcroix, 2008); (ii) ad-

justed wind responses (>3 months) and instantaneous wind responses (<=3 months)

(Neske and McGregor, 2018, Chapter 2 and 3); or into (iii) WWVwest (WWV west of
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205◦E) and WWVeast (WWV east of 205◦E; Meinen and McPhaden, 2000, Planton

et al., 2018, Izumo et al., 2019). Separating the WWV into these two components

has been essential in gaining further insight into ENSO’s complexity, not possible

when considering the WWV as a whole. Neske and McGregor (2018) for example

could explain the decline in WWV/ENSO SST lead time from around 3 seasons dur-

ing the 1980-1999 period to only 1 season during the recent two decades (McPhaden,

2012, Horii et al., 2012, Bunge and Clarke, 2014, Zhang et al., 2019) due to a 44%

decline of the Rossby waves driven adjusted WWV response. As such, only the ad-

justed WWV or similarly the WWVwest (Chapter 3) shows precursor skill for ENSO

SST at lead times longer than around 2 seasons (Neske and McGregor, 2018, Izumo

et al., 2019). Additionally, the adjusted WWV or the WWVwest has been shown to

be a better predictor for La Niña events than for El Niño events (Chapter 3, Planton

et al., 2018).

While all of these studies are valuable for understanding details of ENSO dynamics,

none of them directly relate the WWV changes to the wind forcing. For instance,

geostrophic velocities are estimates with Sea Level Anomalies (SLAs, which are

highly consistent to thermocline depth anomalies, Rebert et al., 1985) that are typi-

cally modulated by wave dynamics rather than being related to the wind forcing (e.g.

Bosc and Delcroix, 2008). In further detail, the SLAs created by Rossby and Kelvin

waves are zonally nearly symmetrical when being forced. Consequently, the merid-

ional geostrophic transports into or out of the WWV region, depending on the zonal

gradient of the SLAs, only appear when the waves meet the eastern and western

boundaries inducing a strong zonal SLA gradient of one sign. However, the details

of where and how the waves are forced is very difficult to recover, as propagation

time to the boundary depends on the latitude and longitude of generation.

Traditional ENSO theories (e.g. Suarez and Schopf, 1988, Jin, 1997) link the wind

forcing to the WWV changes as follows: The equatorial westerly (easterly) wind

stress during El Niño (La Niña) events excites upwelling (downwelling) Rossby waves

causing an adjusted discharge (recharge) which conditions the system for an La Niña

(El Niño) event. Our previous study (Chapter 3), however, shows that strongest
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equatorial wind stress cannot always be linked to strong Rossby waves as assumed

from these traditional ENSO theories. In particular, the majority of the strongest

equatorial winds during warm and cold ENSO phases in the post-2000 period have

a weak wind stress curl around the tropical central/western Pacific that results in

weak Rossby waves and a negligible induced adjusted WWV response (Chapter 3).

This result highlights the importance of considering the wind stress curl, rather than

the wind stress, to understand the adjusted WWV. Additionally, the study of Clarke

et al. (2007) emphasizes the role of wind stress curl for ENSO dynamics, and they

developed with a theoretical derivation of the WWV changes from wind stress curls

at 5◦N and 5◦S (cor=0.85) for the period 1993-2001.

The aim of the present study is to construct a regression model to derive adjusted

WWV changes from wind stress curl from 1980-2016. We then intend to use this

regression model to examine how the wind stress curl has changed in different regions

around the tropical Pacific, and how these changes relate to the post-2000 adjusted

WWV decline. Additionally, we examine how: (i) the frequency of the wind stress

curl time series; and (ii) the interplay between regions add to the post-2000 adjusted

WWV decline. Furthering our understanding of the adjusted WWV formation is

key because it is thought that the adjusted WWV needs to overcome a certain

threshold as a necessary condition in order to initiate a new ENSO phase (Chapter

3), and being as such a reliable ENSO precursor on lead time >6 months Neske and

McGregor (2018).

This study is organized as follows: Section 4.2 describes the methods and data, and

is followed by Section 4.3 explaining the adjusted WWV regression model. Section

4.4 then uses the regression model to develop our understanding of the pre- to

post-2000 changes of the WWV precursor, while the main results are validated by

a Rossby wave projection model. We examine the consistency between equatorial

wind stress and its curl in the different regions around the tropical Pacific in Section

4.5. Finally, this study ends with summary and conclusions (Section 4.6).
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4.2 Methods and Data

4.2.1 Wind stress data

We use daily average anomalous surface wind stresses (1980 to May 2016) of the Eu-

ropean Centre of Medium-Range Weather Forecast (ERA-interim Dee and Uppala,

2009). The anomalous stresses were obtained from the 6-hourly 10 m surface winds

which were first converted to wind stress (using the quadratic stress law) and then

averaged to a daily output, prior to the long-term seasonal cycle being removed.

We then force our regression model (Section 4.3) by the monthly mean curl of the

anomalous zonal wind stress (∂τx
∂y

, where τx is the zonal wind stress).

4.2.2 The WWV’s adjusted and instantaneous contributions

To understand the regression model of the adjusted WWV contribution, we briefly

explain how the WWV was originally divided into adjusted and instantaneous wind

responses. We follow the method of Neske and McGregor (2018) who used a 1.5-layer

shallow water model forced by anomalous ERA-interim wind stress (see Neske and

McGregor (2018) or Appendix Chapter 2 Text A1.1 for details about the model).

Adjusted contribution

To obtain the adjusted WWV responses we conduct hindcast experiments initialized

on the first day of each month between January 1980 and March 2016 (as illustrated

in Fig. 4.1a). For each of these hindcasts, the model is forced during a one year spin

up period with anomalous wind stresses, after which time the SWM is left to freely

evolve (no forcing, turquoise line, Fig. 4.1a). The adjusted contribution (Fig. 4.1b)

is then the third month average of the free evolution (Fig. 4.1a). This adjusted

contribution is largely consistent with WWV changes due to Rossby waves (Neske

and McGregor, 2018) as wind stress forced Kelvin waves reach the eastern Pacific

boundary within 1-3 months where they take the majority of their signal poleward

(McGregor et al., 2016).
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Figure 4.1: (a) Sketched example of obtaining (i) the control warm water volume (WWV),
and (ii) the control WWV’s adjusted and instantaneous contributions. The 1-year spin up run is
initialized on 07/01/1982. (b) Adjusted contribution (orange line) [m3] and the modeled adjusted
contribution of the regression model (gray line) [m3]. STD is the standard deviation, skew stands
for skewness, cor gives the correlation and m gives the regression coefficient between both time
series. (c) WWV anomaly of (black line) the SWM control simulation [m3]; (blue line) the sum of
the regressed adjusted contribution in (b) and the Ekman WWV in (d) [m3]; and (dashed gray
line) observations [m3]. (d) Instantaneous contribution (blue line) [m3], and the monthly mean
meridional Ekman transport anomalies entering the WWV box at the meridional boundaries (5◦N
and 5◦S, purple line) [m3]. Figures (a) and (d) are adapted from Neske and McGregor (2018).

Control WWV

The control simulation has the same one year spin up as above, but after this period

the model continues to be forced for the three months that are unforced for the

adjusted contribution (black circle, Fig. 4.1a). The monthly mean control WWV

changes are highly correlated (cor= 0.86) with observations (Smith, 1995, available

at https://www.pmel.noaa.gov/tao/wwv/data/), and both modelled and observed

WWV show a similar pre- to post-2000 STD decline (Fig. 4.1c).
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Instantaneous contribution

The instantaneous contribution is calculated as the difference between the control

and the adjusted WWV (Fig. 4.1a). Thus, it predominantly consists of the wind

forced KW signal in the eastern Pacific and is highly consistent with WWV changes

due to Ekman transports (Fig. 4.1d). Ekman transport anomalies (VEkman are

calculated according to VEkman = −τx
ρf

, where τx is the zonal wind stress anomalies

(from ERA-interim winds), ρ is the upper ocean density taken as constant (1023

kg/m3) and f is the Coriolis parameter. WWV changes were calculated by integrat-

ing the meridional transports over 120◦E-80◦W at 5◦N, and over 150◦E-80◦W at 5◦S

(to exclude the area over land).

4.2.3 Rossby wave projection model

To examine the robustness of the regression model results, the main outcomes of

the regression model are also compared to the outcome of a Rossby wave projection

model (we use the same linear ocean model as McGregor et al. (2016)). As with the

SWM, the Rossby wave projection model has an active upper layer which is sepa-

rated from the motionless lower layer by an interface representing the thermocline

depth. The model domain ranges from 40◦N to 40 ◦S, and 140◦E to 280◦E with a

0.25◦ grid spacing. The dynamics of the upper layer follow the linear shallow water

equations on an equatorial β plane (i.e. f = βy, with f being the Coriolis parameter,

and y being the meridional distance). The non-dimensionalized equations under the

low frequency, large-zonal scale approximation are:

∂u

∂t
− yv + ∂η

∂x
= X; (4.1)

yu+
∂η

∂y
= 0; (4.2)

∂η

∂t
+
∂η

∂x
+
∂η

∂y
= 0; (4.3)
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where u and v are the zonal and meridional velocities respectively, η is the model

thermocline depth, t is time, and x and y are zonal and meridional distances re-

spectively. The non-dimensionalisation is obtained by using: u′ = uc, v′ = vc( c
β
)0.5

, x′ = xL, y′ = y( c
β
)0.5, t′ = (L/c), η′ = Hη, and X ′ = τx(ρH)−1 meaning that the

zonal wind stress forcing (τx) is applied as body force. Here, L is the basin zonal

width (≈15540 km), c is the gravity wave speed (2.8m/s), H is the upper mean depth

(300 m) and ρ is the density (1000 kg/m3). The non-dimensionalised equations can

be solved with the following solution (e.g. see Clarke, 2008):

η(x, t) = q0(x, t)ψ0 +
∞∑
n=1

qn(x, t)

[
ψn+1√
(n+ 1)

+
ψn−1√
(n)

]
; (4.4)

u(x, t) = q0(x, t)ψ0 +
∞∑
n=1

qn(x, t)

[
ψn+1√
(n+ 1)

− ψn−1√
(n)

]
; (4.5)

v(x, t) =
∞∑
n=0

vn(x, t)ψn; (4.6)

where ψn stands for the Hermite functions which describe the meridional structure

of the response:

ψn =
e

−y2

2 Hn(y)√
2nn!
√
π
; (4.7)

with Hn being the Hermite Polynomial of order n (e.g. see Clarke, 2008 for Hn).

The variable q0 is the amplitude of the forced Kelvin wave, and qn is the ampli-

tude of the nth meridional mode forced Rossby wave. The solutions for the Kelvin

and Rossby waves amplitudes are provided below and explained in more detail in

McGregor et al. (2016).
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∂q0
∂t

+
∂q0
∂x

=
1

2

∫ ∞
−∞

Xψ0dy (4.8)

(2n+ 1)
∂qn
∂t
− ∂qn

∂x
=

1

2

∫ ∞
−∞

√
n+ 1nXψn+1 −

√
n(n+ 1)ψn−1dy (4.9)

With the Rossby wave amplitude set to unity, it can be seen that the first 6 merid-

ional modes are sufficient when considering thermocline changes between 10◦N and

10◦S (Fig. 4.2).
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Figure 4.2: First 6 meridional Rossby wave modes when the amplitude is set to unity. Verti-
cal black lines mark the latitudinal boundaries of the equatorial and off-equatorial boxes of the
regression model in Fig. 4.3a.

4.2.4 Spectral analysis

To understand the influence of the frequency of the wind stress curls on the adjusted

WWV decline, we calculate a power density spectrum with the Welch’s method us-

ing a rectangular window with no overlap.

If not stated otherwise, all time series have been smoothed by a 3-month running

average.
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4.3 Adjusted WWV regression model

As shown in Chapter 3, it is the curl of the zonal wind stress rather than the wind

stress itself which is crucial in determining the strength and sign of the forced Rossby

waves. Thus, to reconstruct the adjusted WWV, we estimate the Rossby wave signal

using the curl of the zonal wind stress in three different longitudinal regions that span

the tropical Pacific (Fig. 4.3a). These regions are: (i) Region 1 located between 160-

200◦E; (ii) Region 2 located between 200-240◦E; and (iii) Region 3 located between

240-280◦E. While regions 1 and 2 are separated into two equatorial (3.5-6.5◦N and

3.5-6.5◦S) and two off-equatorial boxes (6.5-9.5◦N and 6.5-9.5◦S), the model exists

of only one equatorial box in Region 3 (3.5-6.5◦S) (Fig. 4.3a).

Figure 4.3: (a) Overview of the Rossby wave travel time [months] of the equatorial and off-
equatorial boxes of the regression model in three longitudinal Regions to the western boundaries
(vertical green lines). (b) Correlation between the wind stress curl and the direct SWM thermocline
output of the different boxes shown in (a). (c) Integration times of the curls of the different boxes
used for the regression model (Equation 4.10) to obtain the adjusted contribution three months
later [m3].
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Regions were selected based on the results of Chapter 3, where the composite of the

strongest equatorial winds with a strong adjusted response showed maximum wind

stress curls between 3.5-6.5◦ latitude in Region 1 and Region 2 (Chapter 3, Fig.

3.4).In contrast, the composite of the strongest equatorial winds with a weak ad-

justed response shows weaker (approximately zero) wind stress curl in the equatorial

and off-equatorial areas of Region 1 (Region 2) (Chapter 3, Fig. 3.4). The equa-

torial box of Region 3 is added to improve consistency between the SWM adjusted

response and the outcome of the regression model.

To validate the use of the curl in a given box as a proxy for the thermocline depth

changes induced by the forced Rossby wave signal in that box, we calculate the

direct SWM thermocline response to wind forcing in each region. This time series

of the direct SWM thermocline response is obtained by forcing the SWM with the

monthly mean wind stress anomalies over one day for each month from 1980-2016.

The correlation between the direct SWM thermocline depth and the wind stress curl

time series of each box is on average 0.73 (Fig. 4.3b). For the equatorial boxes we

have extended the regions for the curls for the regression model by 2◦ equatorwards

(i.e. between 1.5-6.5◦N and 1.5-6.5◦S) as this results in a higher consistency between

the direct thermocline depth of the SWM and the curl. This higher consistency can

be explained by the fact, that winds of near-equatorial latitudes can have Rossby

wave projections influencing higher latitudes (see Rossby wave mode 1 in Fig. 4.2).

We note, that the average correlation between wind stress curl and the direct SWM

thermocline depth is higher for the off-equatorial boxes (cor=0.82) as the direct

SWM thermocline depth time series also includes the forced Kelvin wave signal

influencing the Rossby wave signal of the equatorial boxes. However, this result is

in general agreement with findings from Chapter 3, showing that the wind stress

curl is a good proxy for the Rossby wave signal in a given box.
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The monthly mean adjusted WWV is then estimated as follows:

WWVadj(t+ 3) =(

∫ t=0

t=−7
curlN1dt+ 0.28 ·

∫ t=−3

t=−11
curlN2dt+

∫ t=0

t=−9
curlN3dt

+ 0.28 ·
∫ t=−7

t=−12
curlN4dt+

∫ t=0

t=−6
curlS1dt+ 0.28 ·

∫ t=0

t=−7
curlS2dt

+

∫ t=0

t=−8
curlS3dt+ 0.28 ·

∫ t=−4

t=−12
curlS4dt+

∫ t=0

t=−9
curlS5dt) ·mregr.;

(4.10)

where "mregr" is a regression coefficient, and “curl” is the monthly mean wind stress

curl averaged over each single box (N1-N4 and S1-S5, note that this curl is extended

by 2◦ equatorwards for the equatorial boxes) estimating the Rossby wave signal.

The integration times of the curls in Equation 4.10 are determined by the average

Rossby wave travel time to the western boundaries of each box (Fig. 4.3a and c, see

Appendix Chapter 4, Text A4.1 for details about the travel time calculations). The

western boundaries are defined at 120◦E and 150◦E for the northern and southern

Hemispheres respectively (green lines, 4.3a).

As the adjusted response at month=3 is forced by the winds prevailed more than

3 months ago (Fig. 4.1a), the integration time for the equatorial boxes ends at

month 0 (t=0) (Fig. 4.3c). For the equatorial boxes with a 4-month travel time to

the western boundary (box N3 and S5), the integration time actually must end at

month -1 so that the Rossby wave signal is accounted for the adjusted response 4

months later (i.e. at month 3, Fig 4.3c) after being reflected into the WWV region.

However, the Rossby waves already influence the WWV signal although not yet

being reflected (Fig. A4.1) and thus, the integration time for box N3 and S5 in this

regression model also ends at month 0 (Fig. 4.3c, Equation 4.10). Each curl of the

equatorial boxes is then integrated for 8 months after meeting the western boundary

to give the optimal fit between the regressed and SWM adjusted contributions. For

instance, the curl of box N1 meets the western boundary after 2 months, so that

after three months of free evolution it is integrated for further 7 months (Fig. 4.3c).
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For the off-equatorial boxes the integration time ends when the Rossby waves have

met the western boundaries and reflect into the WWV region. For instance, the

integration time for box N4 ends at month -7 and therefore, the 10-month Rossby

wave travel time to the western boundary is accounted for the adjusted response

at month 3 (Fig. 4.3c). As with the equatorial boxes, each off-equatorial box is

then integrated over a length of 8 months after meeting the western boundaries

(but maximal to month -12 as the adjusted signal is forced by a 1-year spin up run,

see Fig. 4.1a, and Fig. 4.3c). Further, the weak Rossby wave reflection efficiency

of the off-equatorial boxes (which is around 28% lower than that of the equatorial

boxes, see Kessler (1991)) is considered in the regression model by multiplying each

integrated curl of the off-equatorial boxes by 0.28 (see Equation 4.10).

4.3.1 Validation of the reconstructed adjusted WWV signal

The reconstructed adjusted WWV signal is highly consistent with the SWM ad-

justed WWV as shown by a correlation of 0.94 between both time series, and a

similar pre-to post-2000 STD decline of 0.51/0.56 for the regressed/SWM adjusted

response (Fig. 4.1b). Moreover, the correlation (regression coefficient) between the

reconstructed and the SWM adjusted WWV are 0.95 (0.89) and 0.9 (0.77) for pre-

and post-2000 period respectively. Additionally, both time series have a similarly

strong negative skewness of -0.81/-0.99 for the regressed/SWM adjusted WWV.

Thus, this validation shows that it is possible to use this regression model to further

understand the post-2000 adjusted WWV decline.

Adding additional boxes to Region 3 or to the west of Region 1 does not enhance the

consistency between the regressed and SWM adjusted WWV (not shown here). Sim-

ilarly, adding boxes to higher latitudes does not improve the regression model, which

can be explained by the low Rossby wave reflection efficiency at latitudes higher than

around 8◦ (Kessler, 1991). We note that we chose an integration time for the Rossby

wave signal in each box of 8 months after meeting the western boundary because

this gives the optimal fit to the SWM adjusted contribution, however, shortening
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the integration time for instance to 5 months, still results in a high correlation of

0.89 between the regressed and the SWM adjusted WWV.

We note, that adding the following physics to the regression model does not enhance

the consistency between the regressed and SWM adjusted contributions (not shown

here): (i) a damping rate due to dissipation of the Rossby waves along their course

of travel; or (ii) the strengthening of the Rossby wave signal from equatorial boxes

due to western boundary reflection; and (iii) and a damping rate of the reflected

Kelvin wave signal due to eastern boundary reflection of all boxes during the 8

months of integration (for (ii) and (iii) see for instance McGregor et al., 2016, their

Fig. 6). The reason why considering these physics does not improve the outcome

of the regression model might lie in the experimental design of how the adjusted

WWV is obtained from the SWM: The wind forced KWs can influence the adjusted

contribution even after they have met the eastern boundary (Fig. A4.1), and this

influence might dominate a damping rate.

4.4 Understanding the details of the WWV precur-
sor

When adding the instantaneous WWV estimated from Ekman (i.e. estimated from

wind stress, Fig. 4.1d, Subsection 4.2.2) to the adjusted WWV estimated with the

wind stress curl regression model, we find that the sum is highly correlated to the

SWM control (cor=0.88) and observed WWV (cor=0.7, Fig. 4.1c). The recon-

structed whole WWV also displays a moderate negative skewness (-0.55) which is

around 25%/41% weaker than the negative skewness of the control (-0.73)/observed

WWV (-0.92). The 41% weaker skewness of the reconstructed WWV compared to

the observed WWV may at least partially be due to: (i) errors in the used wind

stress product (e.g. McGregor et al., 2012a); and (ii) the observed WWV containing

the signal of higher baroclinic modes. However, the ratio of post- to pre-2000 STD

decline of the whole reconstructed WWV signal (0.69) is highly consistent with those

of the control (0.7) and observed WWVs (0.62, Fig. 4.1c).

92



CHAPTER 4.

As the instantaneous contribution shows no post-2000 STD decline, and additionally

has no negative skewness (Fig. 4.1d), it is clear that the post-2000 STD decline of the

control WWV and its strong negative skewness stem solely from the characteristics

of the adjusted contribution. Thus, in the following we examine the reasons for

these adjusted WWV characteristics (Fig. 4.1b) using our regression model in order

to understand the whole WWV precursor characteristic (Fig. 4.1c).

4.4.1 The influence of wind stress curl STD and frequency
changes on the adjusted response

Consistent with the results of Chapter 3, we find that the wind stress curl STD

has declined from the pre- to the post-2000 period in every box around the tropical

Pacific (Fig. 4.4a, black dots, Fig. 4.4b). The ratios of post-2000 to pre-2000 STD

of the different boxes range from 0.74-0.97 and the strongest wind stress curl STD

declines can be found in the Southern Hemisphere (SH, box S3-S5, Fig. 4.4a and b).

If the correlation of all these wind stress curl time series approached 1, the pre- to

post-2000 STD decline of the sum of all these curl time series would be the sum of all

curl time series’ post-2000 STDs divided by the sum of all curl time series’ pre-2000

STDs, which is 0.88 (Fig. 4.4b, curl time series of off-equatorial boxes are considered

by 28%, see Equation 4.10). Thus, the decline in STD of the curls explains around

24.5% of the total decline of the regressed adjusted response (ratio=0.51, Fig. 4.1b).

After integrating each wind stress curl time series according to the regression model

(Equation 4.10), the ratio ranges from 0.52-0.97 (orange dots, Fig. 4.4b). Consid-

ering again a correlation that approaches 1, the sums of these integrated curl time

series’ post- and pre-2000 STDs has a ratio of 0.75 (Fig. 4.4). Thus, the integration

of the wind stress curl time series explains a further 26.5% of the total regressed

adjusted WWV STD decline (Fig. 1b). This decline in ratio from 0.88 to 0.75 after

integrating over a time period of around 8 months (Fig. 4.3c, Equation 4.10) can be

explained by the strong average power spectral density peak during the post-2000

period found for the wind stress curl time series at a period of 7 month (Fig. 4.4c).
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Figure 4.4: (a) Spatial pattern of the ratio of post- to pre-2000 wind stress curl standard deviation
(STD). (b) The ratio of post- to pre-2000 wind stress curl STD of the different boxes in (a) before
(black dots) and after integration (orange dots) according to the regression model (Equation 4.10,
Fig. 4.3c). The “sum” on the x-axis gives the ratio of the sum of post-2000 STDs of all wind stress
curl time series divided by the sum of pre-2000 STDs of all wind stress curl time series (curl time
series of off-equatorial boxes are considered by 28%, see Equation 4.10). (c) Average of the power
spectral densities [( Nm3 )

2 ·months−1] of the wind stress curl time series of the boxes shown in (a)
during the pre- (gray line) and post-2000 period (turquoise line). Dashed gray (turquoise) line
marks the red noise 95% confidence limit of the gray (turquoise) spectrum.
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In summary more than half (51%) of the post-2000 STD decline of the adjusted

response is explained by: (i) the decline of the STD of the wind stress curl in

each box (explaining 24.5% of the decline, Fig. 4.4a and b and Fig. 4.5); and (ii)

by the higher frequency of the post-2000 average box wind stress curl time series

(explaining 26.5% of the decline, Fig. 4.4c and Fig. 4.5). As these declines were

obtained assuming a correlation of all wind stress curl time series that approaches

1, the remaining 49% of the post-2000 adjusted WWV decline results from the

interplay of the forced Rossby waves of the different boxes (Fig. 4.3a) which need to

have the tendency to positively interfere (cancel each other) during the pre- (post-)

2000 period as examined in the next section.

Figure 4.5: Summary of the drivers explaining the post-2000 regressed adjusted WWV STD
decline of 49% (see Fig. 4.1b). On the left-hand side the drivers are divided into the post-2000
changes in: (i) the signal’s characteristics (STD decline and frequency increase, green color, Section
4.4.1); and (ii) latitudinal and longitudinal signals cancellations (red color, Section 4.4.2). On the
right-hand side, the signal’s characteristic along with the latitudinal cancellation are summarized
to divide the drivers into post-2000 changes in: (i) STD of each longitudinal Region (gray color);
and (ii) signals interferences among the longitudinal regions.
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4.4.2 Regional interferences

This subsection aims to understand the contribution of the WWV decline explained

by: (i) latitudinal and longitudinal interferences; and (ii) different longitudinal re-

gions. Thus, the regressed signals of the 4 boxes in Region 1 (160-200◦E) and Region

2 (200-240◦E) are summed, and the regressed signal of box S5 is contributed to Re-

gion 3 (240-280◦E) (Fig. 4.6a-c). It is clear that the summed and regressed signal

in Region 1 has a 2/8.3 times stronger STD when compared to the STDs of the

summed and regressed signals of Region 2/Region 3 (Fig. 4.6a-c).
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Figure 4.6: (a) Sum of the regression model’s warm water volume (WWV) anomaly signal [m3]
of Northern Hemisphere (NH) boxes N1 and N2 (black line), and Southern Hemisphere (SH) boxes
S1 and S2 (gray line) in Region 1 (R1). The thin red line gives the sum of the regression model’s
WWV anomaly signal of all boxes in R1 (sum of the black and gray line). (b) same as (a) but
for the box N3 and N4 (black line), and S3 and S4 (gray line), where the thin blue line gives the
sum the regression model’s WWV anomaly signal of all boxes in Region 2 (R2, sum of black and
gray line). (c) The regression model’s WWV anomaly signal of box S5 (Region 3). Note, that the
y-axis scale here is a half of that in (a) and (b). Skew stands for skewness and STD is the standard
deviation in 1013m3. (d) Correlation between the regression model’s WWV anomaly signal of the
Region 1 and Region 2 and of the sum of Region 1 and Region 2 to Region 3 for pre- (gray dots)
and post-2000 period (turquoise dots).
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a) Latitudinal cancellations

When assuming again a correlation that approaches 1 of the signals of the three

different region and thus, summing the pre-2000 STDs of all three regions and the

post-2000 STDs of all three regions, the resulting post- to pre-2000 STD ratio is

0.68. Thus, a further 14.3% of the adjusted WWV decline (from 0.75 to 0.68)

is explained by summing the signals of the different latitudinal boxes in a given

longitudinal region (Fig. 4.5). This latitudinal cancellation is clearly found in

Region 1: the average signal of the Northern Hemisphere (NH) in Region 1 boxes

(N1+N2) constructively interferes with the average signal of the SH boxes of Region

1 (S1+S2) during the pre-2000 period, which is supported by a correlation of 0.75

(Fig. 4.6a). However, the same correlation weakens during the post-2000 period

(0.67, Fig. 4.6a). Similarly, the combined Region 2 signal displays a post-2000

reduction of interference between the signals of the NH and SH boxes’ as indicated

by a positive correlation of 0.34 during the pre-2000 period, and a correlation of

-0.14 during the post-2000 period.

b) Longitudinal cancellations and differences

It follows that the final 34.7% of the post-2000 adjusted WWV STD decline (from

0.68 to 0.51) are explained by post-2000 cancellations of the regressed signals among

the three longitudinal regions (Fig. 4.5). The sum of the regressed WWV signal of

Region 1 and the regressed WWV signal of Region 2 has a post- to pre-2000 STD

ratio of 0.57. Therefore, a further 22.4% of the adjusted WWV STD decline (from

0.68 to 0.57) is explained by the Region 1/Region 2 post-2000 signals cancellation

(Fig. 4.5). This post-2000 cancellation is underpinned by a moderate positive

interference (cor=0.46) of the signals of Region 1 and Region 2 during the pre-2000

period which changes to a weak cancellation (cor=-0.23) during the post-2000 period

(Fig. 4.6d). Additionally, the signal of Region 3 is weakly positively correlated

(cor=0.14) to the sum of the signals of Region 1 and Region 2 during the pre-2000

period, but this interference changes to a clear cancellation during the post-2000

period (cor=-0.56, Fig. 4.6d) which explains the remaining 12.3% of the adjusted
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WWV STD decline (Fig. 4.5).

When summing all three regions’ (Fig. 4.6a-c): (i) pre-2000 STDs, and (ii) post-

2000 STDs the absolute decline is 2.69·1013 m3. Note that this absolute STD decline

explains the above shown post- to pre-2000 STD ratio of 0.68 which explains 65.3% of

the total regressed adjusted WWV STD decline due to: (i) a wind stress curl decline;

(ii) frequency changes; and (iii) latitudinal cancellations (Fig. 4.5). More than half

(56.9%) of the 65.3% decline (in total 37.2% of the regressed adjusted WWV decline)

is explained by the STD decline in Region 2 which shows a ratio of 0.51 and an

absolute decline of 1.53 · 1013 m3 (Fig. 4.6b, Fig. 4.5). The remaining 25.7%/17.4%

of the 65.3% decline (in total 16.7%/11.4% of the regressed adjusted WWV decline)

is explained by the STD decline of Region 1/Region 3 which has a post- to pre-2000

ratio of 0.84/0.53, and which shows an absolute decline of 0.69/0.47 · 1013 m3 (Fig.

4.6a and c, Fig. 4.5).

In brief, although the STD of the regression model’s signal is strongest in Region

1, the STD decline in this region only explains 16.7% of the total adjusted WWV

decline (Fig. 4.5). In contrast, the STD decline of the regressed signal in Region

2 explains more than a third (37.2%) of the total adjusted WWV decline (Fig.

4.5). Consequently, the signal in Region 2 is the dominant driver in explaining the

post-2000 adjusted WWV decline.

Similarly, the strong negative skewness of the regressed adjusted WWV (-0.81, Fig.

4.1b) is dominated by the strong negative skewness of the signal in Region 2 (-1.02

Fig. 4.6b). The skewness in Region 1/Region 3 (-0.27/-0.75) is clearly weaker.

4.4.3 Comparison to the Rossby wave projection model

We compare the main results of the regression model to the output of the RW projec-

tion model. The RW projection model is forced by monthly mean ERA-interim wind

stress without considering a wave propagation to obtain a monthly mean estimate of
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the Rossby wave projections of the first 6 meridional modes. The first 6 meridional

modes are sufficient to cover the latitudes of the boxes defined for the regression

model (Fig. 4.2). We then sum the RW projections of the symmetric modes (m=1,

3 and 5) and the anti-symmetric modes (m=2, 4 and 6) for each longitudinal region.

The time series of the symmetric and anti-symmetric RW projections is smoothed

by an 8-month running average for each region (Fig. 4.7) to make comparisons to

the regression model whose curls are also integrated by around 8 months (Equation

4.10, Fig. 4.3c). Note, that nearly only the symmetric modes add to WWV changes,

as the signals of anti-symmetric modes in the NH and SH almost cancel each other

out (Fig. 4.2).
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Figure 4.7: (a) Sum of the thermocline depths [m] of the first six symmetric (red line) and
anti-symmetric (gray line) Rossby wave modes (see Fig. 4.2) averaged over Region 1 (R1). (b)
same as in (a) but averaged over Region 2 (R2) and the blue lines gives the symmetric modes.
(c) same as in (a) but averaged over Region 3 (R3) where the magenta line gives the symmetric
modes. Note, that the y-axis scale here is a half of that in (a) and (b). Skew stands for skewness
and STD is the standard deviation with the unit 1000 m.

As with the regression model, the strongest (weakest) signal of the symmetric modes

is found in Region 1 (Region 3) and the negative skewness of the symmetric mode
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signal is lowest (highest) in Region 1 (Region 2). Moreover, the strongest post-2000

STD decline of the symmetric modes can be found in Region 2, which is similar to

that of the regression model (Fig. 4.7b and Fig. 4.6b). However, as the regression

model shows a slight cancellation of signals from the NH and SH in Region 2, we

would expect that the anti-symmetric mode signal would be more dominant in the

pre-2000 period of Region 2, whereas this is not the case. Additionally, the decreased

STD found in Region 3 of the regression model is not apparent in the symmetric RW

projections of Region 3. This might be because the regression model only considers

the SH in Region 3, while the projection model considers the whole range of latitudes

from the first 6 projections (Fig. 4.2).

4.5 Is there any consistency between equatorial wind
stress and its curl?

Chapter 3 demonstrated that the wind stress averaged over the WWV region is not

a reliable proxy for the wind stress curl/Rossby wave signal because this wind stress

does not show the pre- to post-2000 STD decline or the strong negative skewness

of the adjusted contribution. To better understand the wind stress/wind stress curl

relationship, this section aims to examine the consistency between the equatorial

wind stress (between 5◦N and 5◦S) of the different longitudinal regions 1-3 and the

curls of the different boxes for pre- and post-2000 periods.

On average the wind stress has the strongest STD in Region 1, and weakens eastward

in Region 2 and 3 (Fig. 4.8a and c). This eastward weakening of wind stress is

consistent with the strongest coupling between wind stress and ENSO SST being

found in the western/central Pacific (e.g. Deser and Wallace, 1990).
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Figure 4.8: STD of (a) the zonal wind stress and (b) the curl of the zonal wind stress during the
pre-2000 period. (c)/(d) same as (a)/(b) but for the post-2000 period. (e)/(f) Pre-2000/post-
2000 lead lag correlations between the wind stress averaged over 5◦N-5◦S and over (i) Region 1
and the curl of the boxes N1+N2 (light red line) and S1+S2 (dark red line); (ii) Region 2 and the
curl of the boxes N3+N4 (light blue line) and S3+S4 (dark blue line); and (iii) Region 3 and the
curl of the box S5.

When comparing the pattern of the wind stress and its curl in Region 1, both

show consistencies (Fig. 4.8a-d). During the pre-2000 period the wind stress is not

symmetrical around the equator but is shifted by around 2◦ to the south. Similarly,

the wind stress curl pattern is also shifted to the southward (Fig. 4.8b). During the

post-2000 period the strongest wind stress of Region 1 is even further shifted to the

south and its pattern is meridionally broader in the NH. As a result, the post-2000

wind stress curl is weaker in the NH boxes (N1+N2) and in the SH boxes (S1+S2)

compared to the pre-2000 wind stress curl, but is stronger in the western end of the

off-equatorial SH box (S2, Fig. 4.7d). Despite these changes in wind stress patterns,

the wind stress STD in Region 1 has not changed from the pre- to post-2000 period

(ratio post- to pre-2000 wind stress=1.02). The wind stress curl STD of the boxes in

Region 1, however, has slightly declined by 6-17% from the pre- to post-2000 period

(Fig. 4.4b and Fig. 4.8b and c). Nevertheless, as the wind stress curl is strong in
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both NH and SH boxes (Fig. 4.8b and c), the wind stress averaged over Region 1

is a good proxy for the wind stress curl/ Rossby wave signal in Region 1 for both

time periods. This consistency between wind stress and its curl in Region 1 can be

seen by their peak correlations in the NH and SH boxes ranging from 0.79-0.88 (Fig.

4.8e and f).

While the wind stress curl in Region 1 is similarly strong in NH and SH boxes,

there is a clear discrepancy between the strong wind stress curl STD in the NH

boxes of Region 2 compared to the weak wind stress curl STD of the SH boxes

(Fig. 4.8b and d). This difference is apparent during the pre-2000 period, but is

enhanced during the post-2000 period when the wind stress curl STD of the SH

boxes strongly declines (Fig. 4.4b and 4.8d). This decline of the wind stress curl

in the SH boxes is accompanied by a strong weakening of wind stress in the south

equatorial Region 2 from pre- to post-2000 period (Fig. 4.8a and c, ratio post-

to pre-2000 wind stress= 0.75). While the equatorial wind stress in Region 2 is

a weak proxy for the wind stress curl during the pre-2000 period for the NH/SH

boxes (cor=0.6/0.5, Fig. 4.8e), it fails to provide a good proxy for the wind stress

curl during the post-2000 period (correlations below 0.29, Fig. 4.8f). This can be

explained by the larger difference between NH and SH wind stress curls (i.e. one

wind stress averaged over the equatorial Region 2, which cannot explain both the

strong/weak curl north/south of the equator). Furthermore, it is assumed that off-

equatorial winds have a larger impact on the curls of Region 2 than Region 1 due to

the weaker equatorial wind stress being stronger influenceable in the overlaid pattern

of off-equatorial winds. This is also consistent with the low accordance between the

wind stress in Region 3 and the curl of box S5 (Fig. 4.8e and f).

4.6 Summary and Conclusion

The aim of this study was to understand the characteristics (i.e. the pre- to post-

2000 STD decline and the strong negative skewness) of the adjusted WWV (Fig.
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4.1b) which is mainly consistent with WWV changes driven by Rossby waves (Neske

and McGregor, 2018, Section 2). The adjusted WWV is of particular importance

for understanding ENSO dynamics as: (i) it dominates the characteristic (skewness

and STD decline) of the whole WWV precursor (Section 4.4, Fig. 4.1b-d); and

(ii) longer term predictable lead times of ENSO SSTs (>6 months) are due to the

adjusted WWV only (Neske and McGregor, 2018). Additionally, it is thought that

the adjusted WWV needs to overcome a certain threshold as a necessary condition

in order to trigger a new ENSO event (Chapter 3).

Traditional ENSO theory (Suarez and Schopf, 1988, Jin, 1997) assumes that the

adjusted WWV is driven by strong equatorial wind stress during ENSO events ini-

tiating strong Rossby wave signals. Previous studies (Chapter 3, Clarke, 2008),

however, emphasize the importance of considering the wind stress curl for under-

standing (adjusted) WWV changes. In particular, we have shown in Chapter 3 that

the majority of the strongest equatorial wind stress does not coincide with a strong

wind stress curl initiating strong Rossby waves. Therefore, and in order to improve

understanding of the adjusted WWV characteristics, we successfully reconstruct

the adjusted WWV (cor=0.94, Fig. 4.1b) with a wind stress curl regression model

(Equation 4.10, Fig. 4.3c). This wind stress curl regression model approximates

the Rossby wave signal by the wind stress curl in different boxes (equatorial boxes

between 3.5-6.5◦latitude and off equatorial boxes between 6.5-9.5◦latitude) around

the equatorial Pacific (Fig. 4.3).

In line with Chapter 3, we find that the wind stress curl STD reduces from the

pre- to post-2000 period for all the boxes around the tropical Pacific (Fig. 4.4a and

b). Using the regression model (Equation 4.10, Fig. 4.3), we identified that this

STD curl decline is responsible for around one quarter of the post-2000 adjusted

WWV decline (Fig. 4.5). Another quarter of the post-2000 adjusted WWV decline

is explained by the strong post-2000 peak in power spectral density at a period of

7 months (Fig. 4.4c), as the regression model integrates over 8 months (Fig. 4.3c,

Equation 10). The remaining half of the post-2000 adjusted WWV decline is due

to a post-2000 latitudinal and longitudinal cancellation of the regressed wind stress
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curl signals (14.3% and 34.7% respectively, Fig. 4.5 and 4.6).

To understand longitudinal forcing differences that play a role for the adjustedWWV

decline and its strong negative skewness, we further sum the signals of the regression

model of the boxes in three different longitudinal regions: (i) Region 1 between 160

and 200◦E; (ii) Region 2 between 200 and 240◦E; and (iii) Region 3 between 240

and 280◦E. Thus, the summed regressed signal of each longitudinal region takes

into account: (i) the STD curl changes; (ii) frequency changes; and (iii) latitudinal

interferences of the boxes in this region. While the strongest WWV STD stems from

Region 1 (averaging the regressed WWV signals of the boxes in Region 1, Fig. 4.3a),

its pre- to post-2000 STD decline only explains 16.7% of the total adjusted WWV

decline (Fig. 4.5 and 4.6). Additionally, the negative skewness of the regressed

WWV signal of Region 1 (-0.27, Fig. 4.6a) is around 3 times smaller than that

of the total regressed adjusted signal (total skewness=-0.81, Fig. 4.1b and Fig.

4.6a). Consequently, although the STD of the WWV signal in Region 2 (averaging

the regressed WWV signals of the boxes in Region 2) is only around a half of

the STD of the WWV signal in Region 1 (Fig. 4.6a and b), the WWV signal in

Region 2 dominates the characteristics of the adjusted WWV. The STD decline of

the regressed WWV signal in Region 2 explains 37.2% of the total adjusted WWV

decline and the strong negative skewness (-1.02) of the signal in Region 2 is almost

four times stronger than that of Region 1 (-0.27, Fig. 4.6a and b). The dominant

weakening of the Rossby wave signal in Region 2 and its strong negative skewness

are also consistent with the results of a Rossby wave projection model (Fig. 4.7).

These results indicate that the dominant longitudinal region to observe in order to

better understand the total WWV characteristics lies between 200 and 240◦E (i.e.

Region 2). As such, despite Region 1 (160-200◦E) having the strongest coupling

between wind stress and ENSO SST (Deser and Wallace, 1990), this region plays

a secondary role. While the wind stress is shown to be a good proxy for the wind

stress curl/Rossby wave signal of Region 1, the wind stress fails to be a proxy for the

wind stress curl/ Rossby waves signal for Region 2 (Fig. 4.8). This explains why the

wind stress integrated over the WWV region is not a good proxy for understanding
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the details of the adjusted WWV (Chapter 3). As indicated in Chapter 3, the

strongest wind stress curls extend towards Region 2 during Eastern Pacific (EP)

ENSO events, but these are confined in Region 1 during Central Pacific (CP) ENSO

events. Thus, the post-2000 dominance of CP ENSO events (e.g. McPhaden et al.,

2011) is consistent with the post-2000 STD decline of wind stress curl in Region 2.

Therefore, our study suggests that the post-2000 decline in the predictability of

ENSO has some physical origin, namely the post-2000 transition to CP type ENSO

events, as these do not produce strong adjusted WWV changes. This finding is in

agreement with Zhang et al. (2019) who relate the long/short WWV/ENSO SST lead

times during different periods to the dominance of EP/CP ENSO events over CP/EP

ENSO events. A number of other studies (e.g. Kumar et al., 2015, Zhao et al., 2016)

emphasize that the post-2000 ENSO prediction skill decline is due to the decline of

the ENSO SST’s STD causing a lower signal-to-noise ratio. We suggest, however,

that the post-2000 STD decline of ENSO SST and its lower predictive skill is at

least partially driven by the post-2000 decline in adjusted WWV responsible for the

whole post-2000 WWV decline. For instance, the predictive skill for La Niña events

is stronger/weaker when initialized during stronger/weaker discharged conditions

because the predicted signal is stronger/weaker and less/stronger influenced by noise

(DiNezio et al., 2017).
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Appendix Chapter 4

Text A4.1

Following the linear shallow water equations under the long wave approximations

we obtain the following Rossby wave velocity:

cRW (y) = β(y)(
c2KW
f(y)2

); (4.11)

where β(y) = ∂f(y)
∂y

, f is the Coriolis parameter, y the meridional distance and cKW
is the first meridional mode Kelvin wave velocity (2.8 m/s).

We then obtain the average Rossby wave travel time of a box (tbox) to the western

boundaries defined at 120◦E/150◦E for the boxes in the Northern/Southern Hemi-

sphere (green lines, Fig. 4.3a) with the following:

tbox =
distancebox
cRWbox

(4.12)

where distancebox and cRWbox are the box average zonal distance and the box average

Rossby wave velocity to the western boundaries respectively.
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Figure A4.1: (a)-(c) wind stress forcing [N/m2] (arrows) and its curl [N/m3] (shading) created
with the wind (U) which is Gaussian in time (t), longitude (x) and latitude (y): U(t, x, y) =

U0exp
[
−(x−X0+t

Lx
)2
]
exp
[
−(y−Y0+t

Ly
)2
]
exp
[
−( t−T0

Te
)2
]
, where U0 is set to 21 m/s, X0 and Y0 mark

the spatial center (0◦ latitude, and (a): 140◦E; (b): 180◦E; (c): 260◦E), Lx (=1.85·106 m) is the
longitudinal, and Ly (=0.7·106 m) is the latitudinal e-folding scale, T0(=10 days) gives the day of
maximum wind and Te (=3 days) is the e-folding time scale. U is converted to wind stress using
the linear stress law. (d)-(f) gives the pycnocline depth at day 75 when a shallow water model
(SWM) is forced by the wind stress in (a)-(c). (g)-(i) same as (d)-(f) but at day 140.
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Concluding remarks
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5.1 Summary and Conclusion

The aim of this thesis is to improve our understanding of ENSO dynamics and pre-

dictability. This thesis was largely motivated by the observed decline inWWV/ENSO

SST lead time from around 2-3 seasons during the pre-2000 period (1980-1999) to

only 1 season during the post-2000 period (McPhaden, 2012, Horii et al., 2012,

Bunge and Clarke, 2014). The short WWV/ENSO lead time during the post-2000

period challenges the traditional view of ENSO being a self-sustained oscillation

(Suarez and Schopf, 1988, Battisti and Hirst, 1989, Jin, 1997), as it demonstrates

that the preconditioning of a new ENSO event is not solely due to the ocean WWV

memory of a preceding event (McGregor et al., 2016). Moreover, this post-2000

decline of WWV/ESNO SST lead time coincides with a post-2000 decline in ENSO

prediction skill of forecast models (Wang et al., 2010, Barnston et al., 2012, Kumar

et al., 2015). Consequently, it is thought that improving our understanding of the

post-2000 lead time shortening will lead to a better understanding of limits and

possibilities of ENSO prediction. Thus, this thesis aims to deepen our knowledge of

the dynamics driving the changes of the WWV precursor of ENSO events between

1980-2016. This section will provide a summary and conclusion of thesis Chapters

2-4 as well as it discusses some limitations. Finally, the thesis ends with the next

section providing some future perspectives.

5.1.1 Chapter 2

In Chapter 2 (Neske and McGregor, 2018) we use SWM simulations to decompose

the WWV changes between 1980-2016 into their instantaneous and adjusted wind

responses. Hereby, the adjusted response is defined as the averaged third month

WWV outcome of the wind-forced simulation that is left to evolve unforced for three

months. Any wind-excited Kelvin wave has reached the eastern boundary during

the three months of free evolution, and thus, the adjusted response is shown to be

largely consistent with Rossby waves reflecting into the WWV region. Consequently,
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the adjusted contribution consists mainly of the ocean’s memory which is referred

to by the recharge discharge (Jin, 1997) and delayed oscillator theories (Suarez

and Schopf, 1988) in order to explain ENSO as a self-sustained oscillation. The

instantaneous response is the WWV outcome of the SWM forced by winds over

the preceding three months only. Therefore, it is largely consistent with WWV

changes dominated by wind forced Kelvin waves, and it shows a correlation of 0.9

to WWV changes driven by meridional Ekman transports. The sum of the adjusted

and instantaneous WWV contributions gives the SWM’s control WWV, which is

shown to be highly consistent to observed WWV (cor=0.84). Some uncertainties

of this study might arise due to: (i) the SWM only representing the first baroclinic

mode (Izumo et al. (2019) estimate that the second and third baroclinic modes

contribute by around 30% to the total WWV changes); and (ii) the signal of some

Rossby waves that have not been reflected after three months (i.e. those excited in

the eastern Pacific) and the reflection of wind forced Kelvin waves at the eastern

boundary might influence the adjusted response.

We find that the adjusted contribution dominates the WWV changes during the

pre-2000 period as it can be seen by a 30% larger standard deviation (STD) of

the adjusted signal compared to the STD of the instantaneous signal. However,

the instantaneous contribution’s STD increases by 15% from pre- to post-2000 pe-

riod while the adjusted contribution’s STD declines by 44% in the post-2000 pe-

riod. Consequently, the instantaneous contribution dominates the WWV changes

during the post-2000 period (its STD is by 30% larger than that of the adjusted

contribution). The strong post-2000 decline of the adjusted contribution and the

post-2000 dominance of the instantaneous contribution is shown to explain the post-

2000 shortening in WWV/ENSO SST lead time: During the pre-2000 period both

contributions show strong correlations to ENSO SST at lead times of around: (i)

1 season for the instantaneous contribution; and (ii) 3-4 seasons for the adjusted

contribution. Thus, both contributions are nearly equally important in explaining

the pre-2000 WWV/ENSO SST lead time of around 6 months. However, during the

post-2000 period the smaller adjusted contribution plays little role as a precursor for

110



CHAPTER 5.

ENSO SST (lead correlations to ENSO SST are insignificant) and as such, the whole

WWV/ENSO SST lead correlation resembles that of the short (around 1 season)

instantaneous contribution/ENSO SST alone.

Further to this, a clear ENSO asymmetry is found: the control WWV discharged

phases are dominated by the adjusted contribution while the control WWV recharged

phases are dominated by the instantaneous contribution during the whole study pe-

riod. The latter is most remarkably found during the post-2000 period where the

correlation between the recharged control WWV and: (i) the adjusted response is

-0.05; and (ii) the instantaneous response is 0.79.

The existence of this large instantaneous contribution especially during the post-

2000 period clearly challenges the dominance of the recharge-discharge (Jin, 1997)

and delayed oscillator (Suarez and Schopf, 1988, Battisti and Hirst, 1989) theories.

While the ENSO asymmetry reported in this study reveals that these theories are

largely at work for the WWV discharge precursor of La Niña events, the results

suggest that the build-up of WWV prior to El Niño events in the post-2000 period

is largely associated with westerly wind bursts. These westerly wind bursts have

been shown to trigger the El Niño events themselves (e.g. Harrison and Vecchi, 1997),

which is consistent with the shorter WWV/ENSO lead time of only 3 months. It is

important to note, however, that while our results raise questions over the dominance

of the oscillatory view of ENSO in this post-2000 period and provides support for

viewing ENSO as event like disturbance (e.g. Thompson and Battisti, 2001, Kessler,

2002, Zavala-Garay et al., 2004, Fedorov et al., 2015), it is clear that both the

self-sustained cyclic and event-like views of ENSO are at work and what actually

happens is that one dominates over the other during different periods.

5.1.2 Chapter 3

The study of Chapter 3 seeks to understand how the adjusted WWV contribu-

tion’s STD could have declined by 44% from pre- to post-2000 period, while the
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instantaneous WWV contribution’s STD has increased by 15% at the same time

(Neske and McGregor, 2018, Chapter 2). Given that both WWV contributions are

forced by the same winds, we would expect from the traditional ENSO view (e.g.

Suarez and Schopf, 1988, Jin, 1997) that a decrease in the STD of the adjusted

WWV is connected to a decrease in STD of the equatorial winds. As such, the

instantaneous contribution’s STD should have declined in line with the adjusted

contribution. Thus, to untangle this conflicting evidence we examine the adjusted

responses following the wind forcing of the 23 strongest instantaneous responses

calculated over the region east of 200◦E (WWVinst.east, it shows a high correlation

(0.92) to equatorial wind stress) between 1980-2016. These adjusted responses are

categorized as: (i) transitioning (i.e. strong equatorial westerly/easterly wind stress

is followed by an adjusted discharge/recharge); (ii) neutral (i.e. strong equatorial

wind stress is followed by a negligible adjusted response); and (iii) persistent ad-

justed responses (i.e. strong equatorial westerly/easterly wind stress is followed by

an adjusted discharge/recharge).

We find that only 35% of strong anomalous equatorial winds are followed by the

transitioning adjusted responses expected from theory, while of the remaining winds,

56% are followed by neutral adjusted responses and 9% are followed by persistent

adjusted responses. Moreover, 75% of the winds with transitioning adjusted re-

sponses are found during the pre-2000 period in agreement with the post-2000 de-

cline of the: (i) adjusted response (Neske and McGregor, 2018, Chapter 2), and

(ii) ENSO prediction skill (Wang et al., 2010, Barnston et al., 2012, Kumar et al.,

2015). Idealized SWM experiments reveal that the neutral adjusted WWV response

is largely excited by anomalous wind stress forcing with weak off-equatorial curls

(consistent with a meridionally broader wind stress pattern and a higher ratio of

off-equatorial to equatorial wind events), which excites weaker Rossby waves when

compared to events that display a transitioning adjusted response. The SWM ex-

periments demonstrate high consistencies with the outcome of the global ocean sea

ice model GFDL-MOM025 which incorporates the full ocean’s density structure (the

SWM only contains the first baroclinic mode). Additionally, it is shown that the
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average transitioning/neutral adjusted response is forced during Eastern/Central

Pacific (EP/CP) ENSO SSTs.

Moreover, a prominent ENSO phase asymmetry where strong anomalous equatorial

westerly winds (i.e., during El Niño events) are roughly twice as likely to generate

a strong discharge of WWV than strong anomalous equatorial easterly winds (i.e.,

during La Niña events) are to generate a recharge of WWV. This is consistent with

the finding that the delayed thermocline feedback that is from the traditional ENSO

view thought to transition the ENSO phase (Suarez and Schopf, 1988, Battisti and

Hirst, 1989, Jin, 1997) is stronger/weaker during El Niño/La Niña events (Guan

et al., 2019) due to a non-linearity between event magnitude and the thermocline

response during La Niña events (DiNezio and Deser, 2014). Additionally, the ENSO

SST precursor skill is: (i) poor for the transitioning adjusted recharges following

strong equatorial easterlies, and (ii) good for the transitioning adjusted discharges

following the El Niño events. The good precursor skill of the transitioning adjusted

discharges can be attributed to the strong adjusted and instantaneous discharges 8

months after the strongest equatorial westerlies which positively interfere to built a

strong control WWV discharge. However, 8 months after the strongest transitioning

equatorial easterlies, the adjusted recharge is counterbalanced by an instantaneous

discharge leading to a negligible control WWV and the system remains in La Niña-

like conditions. This ENSO phase asymmetry is consistent with El Niño events

lasting a shorter period and having a stronger tendency to be followed by La Niña

events than vice versa (Kessler, 2002, Larkin and Harrison, 2002, Okumura and

Deser, 2010, Guan et al., 2019) and may be used to explain why long lead time

forecasts of La Niña events may be possible (Luo et al., 2008, DiNezio et al., 2017).

While this study is valuable as it clearly highlights the importance of considering

the wind stress curl rather than the equatorial wind stress for ENSO dynamics,

some limitations of this study arise due to only considering the strongest wind

stresses. Weak wind stresses with strong off-equatorial curls might lead to strong

adjusted responses as well, influencing the pre- to post-2000 adjusted WWV decline.

Additionally, while this study identifies the decline in the strength of the curls as
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important driver of the post-2000 adjusted WWV decline, it is not clear how other

drivers (for instance, changes in the frequency of the curls signals or Rossby wave

interferences/cancellations) might influence this decline as well.

5.1.3 Chapter 4

The aim of Chapter 4 is to systematically understand the different drivers that

have contributed to the post-2000 adjusted WWV decline. The finding of Chapter

3 that the wind stress curl, rather than the equatorial wind stress, is crucial for

understanding the adjusted WWV response is re-examined in this Chapter. This

more complete examination is done by developing a wind stress curl regression model

for the adjusted WWV response. This regression model approximates the Rossby

wave signal of equatorial (3.5-6.5◦lat) and off-equatorial (6.5-9.5◦lat) boxes in three

different longitudinal Regions around the tropical Pacific (Region 1 between 160

and 200◦E; Region 2 between 200 and 240◦E; and Region 3 between 240 and 280◦E)

using the wind stress curl. We consider: (i) the different Rossby wave travel times of

the different boxes to the western boundary, and (ii) the stronger western boundary

reflection efficiency of equatorial compared to off-equatorial Rossby waves. The

resulting model produces an adjusted WWV response that is highly consistent with

the adjusted WWV response of the SWM of Chapter 2 and 3 (cor=0.94).

Consistent with Chapter 3 the wind stress curl STD reduces from pre- to post-2000

period in all boxes around the tropical Pacific. The results of the regression model

further show that this STD decline in wind stress curl alone is responsible for around

25% of the post-2000 adjusted WWV decline. Around another 25% of the post-2000

adjusted WWV decline is explained by a frequency increase of the wind stress curl

signals from pre- to post-2000 period. The remaining 50% explaining the post-2000

adjusted WWV decline is found by latitudinal and longitudinal cancellations of the

Rossby wave signals.

When considering the adjusted WWV STD decline from the contributions of the
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three different Regions (i.e. the curl STD, frequency and latitudinal cancellation is

taken into account for the signal of each longitudinal region), it is shown that Region

2 has the dominant influence (explaining 37.2% of the total adjusted WWV decline).

Although the STD of the signal in Region 1 is around twice as strong compared to

the STD of the signal in Region 2, the signal in Region 1 contributes only to 16.7%

of the total adjusted STD decline. The weak signal in Region 3 explains 11.4% of the

total STD decline and the remaining 34.7% of the total adjusted WWV decline are

explained by the cancellations of the signals among these three different longitudinal

regions.

As shown in Chapter 3, the strongest wind stress curls extend towards Region 2

during EP ENSO events, but these are confined in Region 1 during CP ENSO

events. Thus, the post-2000 dominance of CP ENSO events (e.g. McPhaden et al.,

2011) is consistent with the large parts of the post-2000 STD decline of the adjusted

WWV due to the post-2000 decline of wind stress curl in Region 2 during these CP

ENSO events.

This study therefore suggests that the post-2000 decline in the predictability of

ENSO has some physical origin, which is the post-2000 transition to CP type ENSO

events as they only produce a weak adjusted WWV. This is in agreement with

the study of Zhang et al. (2019) who relate the long/short WWV/ENSO SST lead

times during different periods to the dominance of EP/CP ENSO events over CP/EP

ENSO events. Other studies (e.g. Kumar et al., 2015, Zhao et al., 2016) connect

the post-2000 decline in ENSO prediction skill to the post-2000 decline in ENSO

SST variability producing a lower signal-to-noise ratio. We suggest, however, that

this post-2000 lower variability of ENSO SST and thus the lower post-2000 ENSO

predictive skill is at least partially driven by the post-2000 decline in adjusted WWV.

Consistently, DiNezio et al. (2017) show that the predictive skill for La Niña events

is stronger/weaker when initialized during stronger/weaker discharged conditions

because the predicted signal is stronger/weaker and less/stronger influenced by the

noise.

115



CHAPTER 5.

5.2 Future perspective

The three studies in this thesis have improved understanding of the WWV precursor

of ENSO events. Particularly, we found that: (i) the instantaneous WWV contribu-

tion is responsible for the short WWV/ENSO SST lead time (around 1 season); and

(ii) the adjusted contribution incorporates the long WWV/ENSO SST lead times

(around 3-4 seasons). Additionally, the decline in the adjusted contribution STD is

shown to cause the whole WWV/ENSO SST lead time to resemble the short lead

time of the instantaneous contribution to ENSO SST; and the drivers for this ad-

justed WWV STD decline were identified. Future work aims to use this information

about the WWV precursor acquired in this thesis to enhance the predictability of

and precursor lead times to ENSO events. The above findings suggest that there

are two potential future paths for enhancing ENSO predictability. The first path is

to understand the predictability of the instantaneous signal itself. This means, if it

is possible to predict the instantaneous contribution a couple of months in advance,

this would extend its short lead time to ENSO SST, which is especially important

during periods of a weak adjusted contribution (as shown for the post-2000 period).

The second path is to understand the predictability of the adjusted signal itself,

which means, if the adjusted contribution is predictable a couple of months in ad-

vance, this has the potential to make predictions of ENSO SST possible over a year

in advance. However, as this thesis has shown, this is only useful during periods of

strong adjusted WWV contributions (as shown for the pre-2000 period). As such, it

also needs to be examined whether the results presented in this thesis can be used

to predict which of the two WWV contributions is dominating in advance. This

knowledge would reveal how the WWV/ENSO SST lead time can be improved

116



CHAPTER 5.

5.2.1 Understanding the predictability of the instantaneous

WWV contribution

The instantaneous contribution is highly consistent with WWV changes due to

meridional Ekman transports (Chapter 2). Experiments with the ACCESS-S1 fore-

cast system (see Appendix Chapter 5, Text A5.1 for details) reveal that the precursor

skill for the Ekman WWV from ERA-interim winds (same as calculated in Chapter

2, see Fig. A2.2) strongly decreases with lead month (Fig. 5.1). For instance, the

correlation between the Ekman WWV from ERA-interim winds and the hindcasted

Ekman WWV is below 0.6 for lead times >3 months (Fig. 5.1).
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Figure 5.1: Correlation coefficient between WWV changes from Ekman calculated by ERA-
interim winds (see Chapter 2, Fig. A2.2) and by the 1-7 month hindcasts of the ACCESS-S1
forecast system (see Appendix Chapter 5, Text A5.1) during the 1990-2013 (black line), the pre-
2000 (blue line), and the post-2000 period (dashed blue line).

The instantaneous contribution is shown to be strongly influenced by equatorial east-

erly/westerly wind events (EWEs/WWEs, Chapter 3). Therefore, to improve the

understanding of the predictability of the instantaneous (or Ekman) contribution as

shown in Fig. 5.1, future work aims to improve the understanding of the potential

of and limits to the predictability of such wind events. Hereby, the predictabil-

ity of equatorial wind events in forecasts systems can be examined in more detail.
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Additionally, we can improve our understanding of the physical drivers/precursors

of wind events. While WWEs are often seen as “noise-like” forcing with individ-

ual WWEs being not predictable beyond weather prediction time scales (Barnston

et al., 2012), some aspects of them are deterministic. For instance, characteristics

of WWEs such as location and duration can be largely related to SSTs (e.g. Vecchi

and Harrison, 2000, Yu et al., 2003, Vecchi, 2006, Gebbie and Tziperman, 2009),

and it is shown that WWEs induce subsequent WWEs (Lengaigne et al., 2003).

The question remaining is whether these deterministic aspects of equatorial wind

events can be used to prolong the lead time of 1 season between the instantaneous

contribution and ENSO SST presented here.

5.2.2 Understanding the predictability of the adjusted WWV

contribution

The main focus of this thesis is on understanding the adjusted WWV contribution

as this is the part of the WWV that contains the longer lead times to ENSO SST.

When hindcasting the adjusted contribution with the ACCESS-S1 forecast system

(see Text A5.1 for details) it is clear that the correlation between the hindcasted

and observed signal during the post-2000 period is hardly better than seen for the

forecast of the Ekman WWV (compare Fig. 5.1 and 5.2a). In contrast, the 1-7

month hindcasts during the pre-2000 period where the adjusted signal was strong,

show correlations above 0.8 with the observed signal (Fig. 5.2a). While this stronger

correlation is quite promising for prolonging the lead time to ENSO SSTs during

periods of strong adjusted WWV contributions, the lead-lag correlations between

the hindcasted signals and ENSO SST reveal that the lead time shortens for higher

months hindcasts (Fig. 5.2b). This shortening of lead time to ENSO SSTs for higher

months adjusted hindcasts suggests that the higher months hindcasts are only a

decayed version of the actual signal. As such, we need to improve the understanding

of the precursors of the adjusted contribution.
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Figure 5.2: (a) Correlation coefficient between the adjusted contribution (see Chapter 2) and the
1-7 month hindcasts of adjusted contribution calculated by the ACCESS-S1 forecast system (see
Appendix Chapter 5, Text A5.1) during the 1990-2013 (black line), the pre-2000 (orange line), and
the post-2000 period (dashed orange line). (b) Lead-lag correlations between the Niño 3.4 SST
(from the ERSST v5 data set) and the adjusted contribution (orange line), the 1- (green line), 4-
(magenta line), and 7- (gray line) month hindcast of the adjusted contribution.

The thesis has shown that the adjusted contribution is determined by the following

three drivers: (i) the wind stress curl strength in different regions around the tropical

Pacific (which is largely related to the ratio of off-equatorial to equatorial wind

events); (ii) the wind stress curl frequency; and (iii) by the interplay of Rossby

waves excited in different regions. The question remaining is, whether changes in

these three drivers rather happen by chance, or if they can be connected to other

factors that can predict changes in these drivers on a longer time scale.

For instance, the pre- to post-2000 changes in the adjusted contribution happen

alongside decadal changes in the Pacific basin such as the Pacific Decadal Oscillation

(PDO, SST oscillation in the North Pacific, Mantua et al., 1997) and the Interdecadal

Pacific Oscillation (IPO, a Pacific basin wide decadal SST mode, Power et al., 1999).

Both the PDO and the IPO are in a positive phase during the 1980s and 1990s, and

transition to a negative phase around the year 2000 (e.g. Newman et al., 2016, Henley

et al., 2017). Additional research is needed to examine whether these changes can

be linked to the changes of the three drivers determining the adjusted contribution.

Finally, it is clear that to understand how the changes of the three drivers arise, fu-

ture work needs to broaden the view of ENSO from a climate variability determined

by the (tropical) Pacific Ocean, to a climate variability being tightly interconnected

to other ocean basins. For example, recent studies demonstrate that: (i) ENSO can
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excite other modes of climate variability in the Atlantic and Indian Oceans which

can feed back onto the Pacific (Cai et al., 2019); and (ii) the adjustment of the

tropical Atlantic and Indian Oceans to ENSO SSTs can influence the ENSO event

evolution and wind anomalies in the Pacific Ocean (Wu et al., 2019). Therefore, ex-

periments with global coupled ocean-atmosphere models are required to determine

the influence and the interplay of remote ocean basins to changes in the drivers of

the adjusted contribution.
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Appendix Chapter 5

Text A5.1

The ACCESS-S1 forecast system

The ACCESS-S1 forecast system is developed from the UK Met Office’s global cou-

pled model seasonal forecast system GloSea5-GC2 (Global Seasonal forecast system

version 5 using the Global Coupled model configuration 2, MacLachlan et al., 2015).

The GC2 model of the GloSea5-GC2 consists of the UM Global Atmosphere 6.0, the

Global Ocean 5.0, the Global Land 6.0 and the Global Sea Ice 6.0 model (Williams

et al., 2015) which are coupled by the Ocean Atmosphere Sea Ice Soil coupler (OA-

SIS3 Valcke, 2013). The atmospheric model consists of 85 vertical levels, a N216

horizontal resolution (0.8◦ in latitude and 0.5◦ in longitude) and the model is ini-

tialized from ERA-interim reanalyses (Dee et al., 2011). The ocean model has 75

vertical levels whose resolution ranges from 1 m near the surface to about 200 m

close to the bottom which means that important ENSO processes are well resolved.

Additionally, it has a horizontal resolution of 0.25◦. The hindcasts of the ocean are

initialized by the FOAM (Forecast Ocean Assimilation Model) analyses (Blockley

et al., 2014).

Main differences between the ACCESS-S1 and the GloSea5-GC2 are the ensemble

size, method of ensemble generation for multi-week predictions and the real time

configuration which are detailed in Hudson et al. (2017).

Hindcast runs

The Ekman and adjusted WWV 1-7 months hindcasts run between 1990 and 2013.

Each monthly hindcast run consist of 11 ensembles (10 perturbed members and 1

unperturbed member), which are initialized at the 1st and 25th day of the month.

Consequently, there are 22 ensemble members per hindcast run.

The Ekman WWV hindcasts are obtained by integrating the meridional Ekman

transport anomalies over 120◦E-80◦W at 5◦N and over 150◦E-80◦W at 5◦S. Hereby,

the meridional Ekman transport anomalies (Vek) are obtained as following: Vek =
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−τx
ρf

, with τx being the zonal wind stress anomalies as hindcasted by the ACCESS-S1

forecast system, ρ is the upper ocean density taken as constant (1023 kg/m3) and f

is the Coriolis parameter.

The adjusted WWV hindcasts are calculated as the difference of the total WWV

hindcasts and the Ekman WWV hindcasts. The total WWV hindcasts are obtained

by integrating the hindcasts of the anomalous depth of the 20◦C isotherm over the

WWV region.
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