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Abstract 
 

In a medical emergency, the total prehospital time, correlates with the patient’s survival 

outcome. Therefore minimising overall emergency medical services (EMS) response time is 

important. Prehospital time consists of three main time intervals; ambulance response time, 

scene time, ambulance transport time. Another time interval observed to impact overall EMS 

response time was, ambulance turnaround time. The objective of this thesis therefore was to 

present a collection of studies aiming to minimise time delays in each of these time intervals 

affecting EMS response time. Firstly, we identified the electrification of ambulance 

powertrains as a possible solution for ambulance equipment power problem, and fuel efficiency, 

both of which impact ambulance turnaround time. Therefore, we studied the capability of 

current simulation software to explore the adoption of Hybrid Electric technology for 

ambulances. Next, to understand delays caused during ambulance transport, we explored the 

impact of disrupters and traffic calming measures on ambulance travel. Simulation data 

obtained from VISSIM, a microscopic traffic simulation software, was used to develop 

analytical relations of the ambulance response to disruptions. We expect this tool to help in 

formulation of traffic management strategies focusing on minimising time delays in ambulance 

transport. For further validation, the vehicle response to a disruption, and encountering a speed 

bump was then experimentally evaluated. Driving behaviour of a cargo van under the given 

conditions, was recorded using a drone. The speed profiles obtained, showed the deceleration 

and acceleration features in the influence zone expected when overcoming a speed bump or 

experiencing a disruption. Additionally, the van response to a disruption displayed good 

correlation with speed profiles generated via VISSIM simulations, providing endorsement for 

use of VISSIM simulation data in characterisation of ambulance response. Finally, with a focus 

on minimising time spent at the scene by paramedics, we sought to improve the efficacy of en-

route cannulation. Here, we developed and tested a system that simulates conditions during 

ambulance transport to train paramedics for en-route venipuncture. The developed system also 

has features that makes it adoptable in the training of venipuncture procedures in a clinical 

skills laboratory setting. 
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1 Introduction 

 

1.1 Background 

Emergency medical service (EMS) is a comprehensive system expected to instantly respond 

and provide effective emergency care to the urgent medical and surgical needs of a community. 

In this system, ambulances are essentially the mobile wing that reaches out to the acutely sick 

and injured across homes and cities. Given the time-sensitive nature of the service, reliability 

and timeliness of the response by the ambulance crew to an emergency is of extreme 

significance, since any time loss could result in a fatality. Therefore understandably, ambulance 

response time has been one of the key performance indicators evaluated, for improvement 

within the emergency services sector. 

Ambulance response time incidentally forms a part of total prehospital time, which is 

proportional to the outcome of patient survival chances. Thus, prehospital time can be divided 

into three main intervals; dispatch-to-scene-arrival (response interval), time spent at the scene 

(scene interval), and scene-to-hospital-arrival (transfer interval). Each of these prehospital time 

intervals however require differing approaches for minimisation, as their flexibility towards 

modification vary accordingly to certain degrees. Therefore, practices in each interval need to 

scrutinised in order to reveal any room for improvement.   

While these main intervals of prehospital time are dissected, there appears to be a further time 

interval relatively less examined, which occurs after the patient is transferred to hospital 

emergency staff, called the ambulance turnaround time. Along with time spent on paperwork, 

and rest for paramedics, this interval includes time taken for replenishment of consumables (as 

far as this study is concerned) such as refuelling, and charging electrical equipment. In addition 

to the time factor, current electrical equipment charging practice, which involves running 

ambulance engine on idle, displays a wastage of resources citing a cost factor. Therefore, in a 

sense of time effectiveness, and cost efficiency, an opportunity presents itself to study the use 

of an alternative power source in an ambulance powertrain.    
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1.2 Objectives 

 

The overall objective of the following studies is to formulate novel systems and principles that 

will serve to improve time and cost effectiveness of emergency ambulance services. As the 

nature of the service dictates, the effectiveness of it is determined by the fluidity through stages 

of mobile emergency medical service. This study therefore first seeks to identify gaps in 

existing research for improvement within all intervals of prehospital and recovery (turnaround) 

time, and then aims to propose analytical relationships, and innovative training systems that 

will help minimise overall emergency ambulance services response times in each of the 

intervals.  

 

The work presented in this thesis intends to realise this overall objective through a number of 

relevant studies. Firstly, the viability of an alternative energy source for ambulance powertrains 

is proposed in relation to expediting the turnaround time intervals. More specifically, the 

practicality and cost-effectiveness of using of hybrid electric vehicle technology is considered. 

This study is expected to lay a foundation for future research on electrification of ambulance 

powertrains. Following this, a study was made to characterise ambulance responses to 

disruptions caused during travel. Subsequently, a physical approach to use unmanned aerial 

vehicles (UAVs) to video image process and thus depict the travel of vehicles subjected to 

disrupters and traffic calming measures (TCMs) is explored. These findings are meant to 

provide an understanding on the impacts of disrupters and TCMs on ambulance response and 

transfer times. The mathematical tool is expected to aid in formulating future traffic 

management systems aimed at reducing EMS response times.  Finally, a simulator training 

system for en-route cannulation was developed. The aim of introducing this system is to train 

and encourage paramedics to adopt en-route cannulation, as this change of practice would 

result in time savings at the scene, and thereby in overall ambulance response times.  
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1.3 Outline 

The structure of this thesis is arranged as follows; 

 

• Chapter 2: A review in two parts, of existing literature on mobile Emergency Medical 

Services (EMS) response time, where applicable, including other types of emergency 

vehicles; and Hybrid Electric Vehicle (HEVs) use in EMS. The review of EMS response 

time explores the research conducted to date on methods to minimise ambulance response 

times, which includes inspecting the evolution of the ambulance location problem, 

emergency vehicle (EV) pre-emption methods, effects of TCMs on EVs, how time is being 

spent by paramedics at the scene and, how time and resources are used during ambulance 

recovery times. The section on HEV use in EMS reviews the current literature of the 

incorporation of HEV technology in mobile EMS as measures to improve cost efficiency 

in healthcare (including time cost) and explores room for improvement within this sector.  

 

• Chapter 3: In this chapter, ambulance transport efficiency using HEV technology is to be 

investigated. The electrification of ambulances is one way to reduce fuel costs while 

reducing emissions provided response times during ambulance recovery intervals are not 

compromised. Two common software used in HEV studies was used to conduct simulations 

for this work. Since investigating the suitability of HEV technology for ambulances pose 

diverse questions as opposed commercial HEVs, the capability of the two software to study 

these aspects was evaluated. The findings suggest mainly that the software lacks the 

capacity to study the ambulance equipment power problem within a HEV architecture, 

extensively.    

 

• Chapter 4: This chapter attempts to characterise interrupts faced during ambulance travel. 

Understanding delays caused by interruptions during ambulance travel is important towards 

gauging their impact on ambulance transfer times. A scenario of a disruption caused during 

road travel is simulated on a traffic microsimulation software (VISSIM). Based on the 

speed time distributions, the ambulance response to this disruption is analytically 

characterised. This finding is expected to help in formulating future intervention methods 

to minimise ambulance transfer times. 

 

• Chapter 5: This chapter describes an approach using UAVs to record vehicle travel as it is 

subject to disruption and traffic calming measures. Appropriate video processing schemes 
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are applied to reduce data noise as well as to obtain precise tracking results. The findings 

here help to put context to the findings in Chapter 4.  

 

• Chapter 6: In this chapter, a system has been developed to simulate transport in a medical 

emergency vehicle with the intent of assisting paramedics improve their skills in en-route 

cannulation. Usually paramedics perform prehospital stabilisation and administer 

intravenous fluid to patients at the scene. This system to help adopt en-route cannulation 

was proposed with the intent of minimising time spent on the scene which thereby reduces 

overall ambulance transfer times. The demonstrated system has features that make it 

amenable for incorporation into a clinical skills laboratory setting. 
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2 Literature Review 

 

2.1 Emergency Medical Services - Ambulances 

Emergency medical services (EMS) by definition can be identified as a whole and complete 

system designed to respond instantly and effectively to the medical and surgical emergencies 

of a community with satisfactory emergency care [1]. Out of the constituents that form an EMS 

system, ambulances services are attributed as a vital part, in essence, an arm of the hospital 

emergency department reaching out to the gravely ill and injured [2]. EMS was initially 

developed to help injured soldiers during the time of Napoleon and has seen only a few major 

advancements until the 1960s [3]. However since then, especially between 1960 and 1973 in 

the Unites States, with the convergence of many medical, historical, and social forces, the EMS 

system developed in a more structured manner resulting in extensive public health implications 

today [3]. 

Similarly, the ambulance services have transformed over the years. In the 21st century, the 

developed world is now accustomed to delighting in rapid response times from ambulance 

services which transfers the critically ill and injured to hospital reliably, while providing skilled 

resuscitation and en-route care. In comparison, during the 19th century, such services weren’t 

prevalent and the public were required to find whatever possible means to hospital [4]. The 

literature providing useful background on early days of ambulance services is limited [4]. 

However, as with any service, development is a process, and the next section will examine the 

history of research attempting to improve ambulance response and transfer times. 

 

2.1.1 Ambulance Response Time 

 

Given the intrinsic nature of the service, the importance of the response by an ambulance 

service to a medical emergency being reliable and timely, is heightened by the fact that the 

slightest delay could result in the loss of life [5]. Especially trauma, one of the main causes of 

death worldwide, is a time-sensitive disease and therefore the survival outcome of patients is 

directly affected by prehospital time [6]–[9]. As stated by Brown et al [9], total prehospital 

time can be divided into three sections; the response interval, scene interval, and 
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transport/transfer interval. Response time interval spans from the instance the emergency 

medical services are notified to the point of their arrival at scene of medical emergency. Scene 

time consists of the time spent from arrival at the scene, up to the time EMS personnel leaves 

for the hospital. Finally, the transport/transfer time is the time taken from leaving the scene to 

the arrival at hospital [9]. Each of these prehospital time intervals require a different approach 

of minimisation, with some intervals being more amenable to modification [9]. Various studies 

have been conducted to formulate measures to minimise prehospital time at each of these stages, 

and the following sections will explore this literature, initially with regards to minimising 

response time.  

 

2.1.2 Ambulance Location Problem Models 

 

In 2003, Brotcorne et al [10] conducted a review of the progress of ambulance location and 

relocation models suggested over the preceding three decades. The study states that this period, 

along with experiencing extraordinary growth in computer technology, saw similar 

development in modelling and algorithmic sophistication, in mathematical programming solver 

performance, and in the extensive use of computer software at many stages of decision making. 

With this view, it is said that therefore, the initial models suggested were formulations of 

unsophisticated integer linear programming, however with time, solution techniques evolved 

while more realistic features were progressively introduced.  

One of the earliest models addressing the static ambulance/emergency service location problem 

was suggested by Toregas et al [11] . The focus of this study is on emergency service facility 

location problem, especially regarding the maximum time or distance that separates the user 

from their nearest service as the critical parameter. Therefore, by setting up an upper limit on 

the response time or distance to a given user node, the study considers determining the 

minimum-cost spatial arrangement of emergency service facilities that would sufficiently serve 

the user area. Given if the costs determined are similar for other possible facility locations, the 

study then formulates an equivalent integer programming problem to minimise the number of 

emergency service facilities needed to meet the standards set for response time or distance for 

all demand points.  

Another of the early models attempting to solve the ambulance location problem was suggested 

by Church & ReVelle [12]. This study, published 3 years after the work by Toregas et al, 
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provides an alternative model and attempt to address issues of the latter study. It is said that the 

model proposed by Toregas et al could result in a scenario where for a given number of 

facilities, the solution for the smallest maximal service distance could end being larger than the 

desired distance, which would lead to the decision maker realising an insufficiency of facilities 

to service the total area within its distance. This could then result in the decision maker 

abandoning the goal of providing total coverage, and rather attempt to locate facilities in such 

a way that a minimum of people would lie beyond the desired service distance [12].  Therefore, 

the maximal covering location problem proposed by Church & Revelle instead suggests 

maximising the population coverage subject to limited ambulance availability.  

As stated by Brotcorne et al [10], these two approaches in their own right are sensible. The first 

method can be used to help establish the correct number of ambulances to cover every demand 

point, and the second method to help maximise the use of the limited resources available.  

However the main shortcoming with this approach identified by Brotcorne et al [10] is that it 

ignores a few facets of real-world problems, mainly the scenario of when an ambulance is 

dispatched, certain demand areas are not covered anymore. Nonetheless, these early studies 

have provided a solid basis for the improvement of all following models [10]. 

Following the early static models, a number of deterministic models were developed, one of 

which was proposed by Shilling et al [13]. This model, called the tandem equipment allocation 

model, was developed to handle various types of vehicles. Even though it is naturally applied 

to fire companies handling two kinds of equipment, it is also relatable in the context of the 

ambulance location problem [10]. Later, a further expanded model to this, was developed by 

Marianov & ReVelle [14] which could be used to identify fire stations equipped with the two 

types of equipment, given that each demand area is covered sufficiently by the required number 

of pumper and rescue ladders. In these models too however, coverage is susceptible to being 

insufficient when the vehicles are occupied [10]. Furthermore, in the succeeding years, there 

have been studies that improves on work presented by Toregas et al, that provides better 

coverage while limiting the number of vehicles up to a certain threshold [15], [16].  

In the following years came the probabilistic models to explain the ambulance location problem 

[17]–[20]. One of the first of these was proposed by Daskin [17], which made the assumption 

that all ambulances are independent, however had the same probability, referred to as the ‘busy 

fraction’ of being occupied/unable to respond to a call [10]. Two more probabilistic models 

were suggested by ReVelle and Hogan [18] referred to as the maximum availability location 
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problem (MALP I & MALP II). In these models, for a given probability, the demand area 

covered is looked to be maximised. Between the two models, assumptions associated with the 

‘busy fraction’ differ. The former model assumes ‘busy fraction’ is same for all potential 

location sites, while the latter relaxes on this assumption and computes an estimate of it for 

each demand point [18]. Next, Ball and Lin [19] improved on the model formulated by Toregas 

et al [11] to present a probabilistic model called Rel-P. Following this, Mandell [20] proposed 

a system of two-tiers which separates basic life support units and advanced support units, and 

describes where these units should be located.  

This is the development of the ambulance location problem up to the mid-1990s. With the 

nature of this problem, to ensure good coverage regularly, it was required to update relocation 

decisions periodically, and with short notice [10]. Therefore, with the advent of more powerful 

computational technologies, the ambulance location problem solving at real-time with dynamic 

models came to the fore. One of the first of these was proposed by Gendreau et al [21]. Along 

with the standard constraints on coverage and site capacity, this study accounted a few practical 

considerations associated with the complexion of the problem; that the same vehicles cannot 

be redeployed successively, round trips should not be repeated between same locations sites, 

and long trips between initial location point and final point should be avoided. Then at every 

time instance a call is registered, the ambulance relocation position is solved [10]. 

Peleg and Pliskin [22] too studied the possibility of reducing ambulance response time through 

better location of ambulances. The idea was first to observe the responses by Israeli ambulances 

and then present model-derived strategies to improve ambulance deployment which would 

thereby reduce response times. Using a Geographic Information System, the authors present a 

simulation model that suggests EMS could be made more effective by adopting dynamic load-

responsive ambulance deployment. 

In 2016, Noguiera et al [23] studied the effect of reallocating ambulances with the main 

assumption that optimising base locations of ambulances will lead to improved system 

response time. The study based in Belo Horizonte, Brazil, found that while the number of 

ambulances and base locations did affect EMS performance, purchasing new ambulances and 

initiating new bases did not particularly enhance system performance. Further, in this case 

study, it was observed that the time between the point of notifying EMS up to the dispatch of 

ambulance from the hospital was too long, and if response times were to improved, this window 

had high potential. Furthermore, on base distribution, it was concluded that since each base had 
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one basic unit, the number of ambulances could be increased at one given base by decreasing 

the total overall activated bases without compromising performance, as a cost-effective 

measure.   

Nevertheless, this section aimed to provide a brief history of ambulance location problem 

models up to the 2010s. Therefore, at a glance, the research surrounding solving the ambulance 

location, or the deployment problem of improving ambulance response times appears to be rich. 

In parallel to this, attempts to cut down on ambulance transfer times by observing the impacts 

caused by roadway traffic conditions have been studied. This includes models, theories, 

proposed on a varying range, and the next section will explore the literature in this area.   

 

2.1.3 Emergency Vehicle Preemption control methods 

 

In the relatively recent times, a method to reduce emergency vehicle time travel has been 

brought forward in the form of traffic preemption control methods [24]–[28]. Emergency 

vehicles, which include fire trucks, ambulances, and police cars are usually given topmost 

priority and hence the right-of-way in everyday traffic. In heavily congested areas especially, 

emergency vehicles are at risk of facing with accidents, and experience delays in reaching a 

scene [29]. An option of mitigating this effect is providing right-of-way to these vehicles using 

preemption strategy through respective traffic signal controllers [26]. Emergency vehicle 

preemption (EVP) implementation at signalised intersections can provide emergency vehicles 

with preferential signal indications, that is, a belt of green indications along their route, thereby 

allowing them to reach their destination much faster [26], [29].  

One of the earliest instances of using EVP to reduce EV response times was suggested by 

Shibuya et al [24]. Against the backdrop of increased crime rates, increased occurrences of 

accidents, and increasing problems with growing elderly population, this study examines the 

introduction EVP as per the plan of the National Police Agency of Japan in its next generation 

traffic management system, UTMS21. The study examines one of the subsystems within 

UTMS21 called FAST; a fast emergency vehicle preemption system. FAST provides highest 

priority to emergency vehicles within its traffic control and performs searches for optimal 

recommended routes for EVs. It is able to manipulate the green times, adjust this offset at each 

intersection and then communicate optimal route to EVs through infrared beacons placed 

before each intersection. After conducting verification tests, Shibuya et al [24] concluded that 
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through two-way infrared communication, priority signal control, and route guidance, FAST 

is able to provide safe and efficient EV operation and has improved response times traffic 

accidents and police incidents. 

Following this, in 2003, Kwon et al [25] presented a real-time route-based dynamic EVP 

method. Using emergency vehicle data sampled from an existing network, the proposed 

strategy had been evaluated on the microscopic simulation software, VISSIM. Along the 

optimal route, this model preempts traffic signals at each intersection sequentially, which 

thereby would clear the traffic queue allowing the approaching EV to pass through. The authors 

state that the findings show with pre-determined emergency routes there was a substantial 

reduction in EV travel time especially in cases with relatively longer and/or complicated routes 

in relation to the prevalent intersection-by-intersection preemption method at the time.  

Wang et al [27] too explored the EVP problem, and this was in the form of establishing an EV 

travel time estimation model with preemption control conditions. The study was developed 

over three levels of preemption control; path preemption, intersection preemption, and section 

pre-emption (Fig. 2-1). Based on these preemption control strategies, the authors claim to have 

built an accurate travel time estimation model validated over sufficient field experiment data. 

Additionally, a separate study conducted by Wang (1) et al [28], demonstrated the use of 

advanced wireless communication technology, called Cooperative Vehicle-Infrastructure 

System, to provide effective EVP based on real-time EV data, traffic volume and signal timing 

data. 

Figure 2-1: The levels of preemption control brought forward by Wang et al [27] 
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In early as 2000 however, Nelson & Bullock examined the effect of EVP on general traffic 

[30]. This worked is based on a case study that investigated the impact of EVP on closely 

spaced arterial traffic signals on a State Route in Indiana, USA. Along this State Route, four 

coordinated intersections have been examined using seven preemption paths against three 

separate transition algorithms. While varying the number of preemption calls from one to three 

in the simulation, the effect of traffic volume variation has been examined including for midday 

and afternoon peak volumes. The findings indicated that, while a single preemption call had 

minimal effect, multiple preemption calls at close intervals had severe impact on travel time 

along the arterial.  

Qin and Khan [31] too realised the impact EVP would have on general traffic and therefore 

presented two novel EVP control strategies that would reduce EV response time and minimise 

interruption caused to the rest of traffic. The first control strategy focuses on the transition of 

traffic signals from normal operation to EVP mode allowing the EV clear the intersection at 

original speed. The second control strategy, dictated by an optimal control algorithm, 

transitions the signal system back to normal mode through the least disruptive option for 

remaining traffic. Similarly, studying the impacts of EVP on general traffic, Yun et al [26] 

performed a comparison of different EVP methods using hardware-in-the-loop simulation, 

which included a VISSIM microscopic traffic simulation model, and four 170E controllers. 

This simulation has been evaluated by interchanging transition methods (between shortway 

and dwell) along with varying the transition number of cycles. This study consequently 

concluded that a single EVP call can cause significant disruption to remaining traffic at an 

intersection, however with the given controller, the shortway method outperformed the dwell 

method.  

Therefore, as seen through this section, there has been comprehensive research conducted on 

preemption facilities for emergency vehicles. However similarly, the impact, or rather the 

disruption it causes to other road users is unavoidable. One could argue that it is a sacrifice a 

road user should be willing to make, especially in a life-and-death situation for a fellow citizen, 

which is a fair argument. Nevertheless, this still highlights the importance of exploring 

alternative avenues to reduce ambulance travel time, especially given that measures like EVP 

require development of intelligent transport systems and can only be effectively implemented 

when the traffic network or flow is well characterized and understood in the first place. 

Additionally, the infrastructure required for this, a developing country may not immediately be 
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capable of investing in, therefore studies on day-to-day interruptions experienced during 

ambulance travel need further exploring.  

 

2.1.4 Effects of Traffic Calming Measures on Ambulances 

 

Traffic calming, as defined by Lockwood, “is the combination of mainly physical measures 

that reduce the negative effects of motor vehicle use, alter driver behaviour and improve 

conditions for non-motorised street users” [37, p. 22]. Furthermore, according to Lockwood, 

Traffic calming measures (TCMs) too can be categorised as; vertical change causing (e.g. speed 

tables, speed bumps, speed bumps, raised intersections), lateral change causing (e.g chicanes, 

offset intersections) , constrictions (islands, narrowings), narrow pavement widths, 

roundabouts, and related streetscaping [32]. There is no denying that traffic calming measures 

have been successful in achieving their main objective; i.e. reducing overall traffic speed, 

thereby reducing traffic accidents including fatal or serious injury accidents [33]–[35]. Given 

the effectiveness however, one of the main problems associated with traffic calming is that they 

also impact emergency vehicles and thereby result in increased response times [34]–[39]. 

Therefore, this section will attempt to determine the extent to which past research has studied 

this problem. 

Figure 2-2: Common types of traffic calming measures at Monash University Clayton; (a) speed humps, (b) speed 
lumps/cushions 
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The earliest available analysis of the impact of traffic calming measures on emergency vehicle 

response times, is the study conducted by Atkins & Coleman [34]. These authors evaluated the 

Traffic Calming Program implemented for 12 years at the time, in neighbourhoods of the city 

of Portland, Oregon, USA. Data collection had been conducted by the relevant authorities for 

different types of Fire Bureau vehicles driven on roads calmed using traffic circles 

(roundabouts), 22-foot speed bumps, and 14-foot speed bumps. Including the type of vehicle 

and type of calming device, two other variables that were tested on influencing the speed at 

which an EV negotiates a traffic calming device were; the driver, and the desired vehicle speed. 

From the data, the researchers derived the impact time and the impact distance; that is the time 

and distance taken from the point of decelerating from a desired travel speed as the vehicle 

approaches a calming device, up to the point where the vehicle accelerates back to the desired 

speed after overcoming the calming device. Consequently, measurements on the time needed 

to travel the same impact distance without TCMs has been taken. The difference between these 

two time variables is determined to be the time delay caused by the calming device. 

Accordingly, their results offer quantitative data that provides a general representation of the 

impact of traffic calming on fire vehicle response, and is useful in future designs and plans of 

traffic calming projects [34]. 

Similarly, in 2013, Garcia et al [38] conducted a thorough investigation on impacts caused by 

TCMs, in this case, on ambulance response times. Speed profile data collection had been 

carried out by monitoring two ambulances through GPS devices for a period of 2 weeks. 

Furthermore, prior to analysis, these speed profiles were separated by the traffic flow type (free 

or restricted); type of service (i.e. whether it was an emergency transfer or a non-emergency 

transfer, with or without a patient); and TCM ramp gradient. Then, similar to the previous study 

the time delay caused by the TCM is obtained from the determined impact distance, in this 

study referred to as the “area of influence” [41, p. 286]. Consequently, the findings suggest 

considerable influence by TCMs on ambulance response time, which varied upon differences 

in type of traffic flow, service. However, TCM ramp slope did not have a significant correlation 

with response time delay. Furthermore, it was revealed in some cases ambulances were diverted 

more than 1 km to avoid areas with TCMs, adding delays of up to 40 seconds. Finally, the 

author presents a mathematical model which could predict response time based on the number 

of TCMs in a given route, thereby allow diversion decisions to be made more informedly [38].   

Continuing on, although not entirely focused on EV response time, alternatively Ahn & Rakha 

[35] studied the environmental and energy impacts of traffic calming. Evaluated over a case 
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study, the researchers assume the aggressive accelerating after overcoming TCMs could lead 

to considerably higher fuel consumption and emissions, and therefore attempt to quantify this 

impact. Data collected for two types of vehicles (a passenger car and a sport utility vehicle) 

over three sites with different TCMs (roundabouts, speed bumps, speed humps, speed lumps, 

stop signs) was analysed. The results revealed that study’s initial assumption was in fact correct, 

and that speed lumps and roundabouts produced highest and lowest increases in fuel 

consumption respectively. Finally, the most significant finding as far as the topic of ambulances 

are concerned was, given that high emitting vehicles produce Carbon Monoxide emissions up 

to 25 times greater than normal vehicles during aggressive acceleration, TCMs add to this 

adverse environment impact.  

Additionally, there have been development of new calming devices especially with a focus on 

meeting emergency vehicle needs [36], [37]. Gulden & Ewing examined the speed lump as a 

relatively new TCM and found it to be effective in curbing residential traffic speeds, similarly 

to speed humps. However due to precise spaced gaps between lumps, vehicles with larger bases, 

buses and fire trucks, were able to pass through relatively unhindered [36]. Following this, 

Garcia et al [37] introduced another novel TCM, referred to as the speed kidney. The authors 

present the speed kidney as an alternative to speed tables and speed humps and claim the lateral 

shift this causes instead of the vertical shift, is more comfortable for the passengers, results in 

less negative environmental impacts, and has no effect on wider vehicles (buses, trucks, and 

emergency vehicles) as the design allows a straighter path [37].  

In summary, this section provides an overlook of the relationship between EVs and TCMs. 

From the available resources, it would be fair to say that existing research on this area appears 

to be extremely limited, with Atkins & Coleman [34] and Garcia et al [38] conducting the only 

comprehensive studies. Furthermore, the former study focuses only on fire vehicles while the 

latter is the only ambulance related study. Therefore, at a glance, it can be observed that further 

room for exploration exists in studying the effects of TCMs on ambulances. Additionally, with 

regards to new calming devices, even though the authors claimed emergency vehicles were 

unaffected, it was noticed that the term ‘emergency vehicles’ was used in a general sense, and 

that it was in fact wider vehicles (e.g. fire trucks) that were unhindered. Therefore, the impact 

of TCMs on type II (shown in Fig. 2-3) and/or even type III ambulances haven’t been 

adequately examined. Moreover, speed lumps as studied by Gulden & Ewing [36], whilst are 

effective TCMs and are advantageous for wider EVs, Ahn & Rakha [35] found these to be the 

cause of highest fuel consumption of all TCMs. Additionally, given that ambulances 
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(especially diesel engines) fall under high emission vehicles, the extra fuel consumption 

coupled with above average emission levels shows cause for concern regarding their 

environmental impact.  [40] 

       

2.1.5 Studies on time spent by paramedics at the scene 

 

Whilst the previous subsections explored for potential gaps within the study of minimising 

response time, the following analysis will be of the existing literature on research regarding 

time spent by paramedics at the scene (scene time) and attempts to minimise this delay.  

In a case study conducted by Rouse [41] to determine whether ambulance crews triage trauma 

patients, the findings prompted the author to conclude that excessive time is being taken up by 

pre-hospital stabilisation. It was suggested the additional time resulted due to administration of 

intravenous fluids (14 min) and this not only delayed the delivery of patients to hospital, but 

also lengthened the turnaround time for ambulances to respond to future calls [41]. Johnson & 

Guly [42] too obtained similar durations for on-scene IV insertion, and stated therefore the 

benefits of effective prehospital analgesia comes at a cost in the form of time.    

One of the important studies as far as scene time is concerned, was conducted by Powar et al 

[43] in 1996. The study based in Nottinghamshire, UK, examined the patterns of deployment 

and use of emergency ambulance crew with special focus on crew type (paramedic or 

Figure 2-3: A typical Type II Ambulance; Ambulance Victoria [40] 
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technician), case mix, interventions undertaken, and operational times. The initial findings 

indicated, in accordance with previous studies [41], [44], [45], that paramedics spend more 

time at the scene compared to technicians. However, the key finding was that the time spent 

by technicians compared to non-intervening paramedics showed no considerable difference, 

and that it was between non-intervening and intervening paramedics the time difference was 

striking. This suggested that it was the carrying out of a procedure responsible for the scene 

time delay rather than the decision making process of whether to “scoop and run” or “stay and 

stabilise” [43]. Therefore, it is somewhat conclusive that to minimise scene time delays, either 

the on-scene procedures need to be expedited, or methods should be devised to conduct stages 

of procedure while on transfer.    

 

2.1.6 Alternative Solutions for Improving Ambulance Transport Efficiency 

 

During the analysis of preceding literature, it was observed, in addition to exploring 

possibilities of improving EMS efficiency/effectiveness through ambulance travel response 

minimisation, there were other avenues for improvement of overall ambulance response, that 

do not fall within the response time intervals defined by Brown et al [9]. As identified by Peleg 

& Pliskin [22], a fast response time is mirrored in shorter overall ambulance turnaround time 

as well, thereby ensuring increased availability for additional requests. Peleg & Pliskin’s 

definition of ambulance turnaround time includes the three time intervals defined by Brown et 

al (response, scene, and transfer intervals) plus the time spent by paramedics at the hospital, 

and the time to travel back to dispatch point [22]. However this time period between the point 

of paramedics arriving at hospital, to the point of ambulance again being ready for dispatch, is 

the period which Powar et al [43] refer to as the ‘turnaround time’ as opposed to the definition 

by Peleg & Pliskin of ‘overall turnaround time’. Furthermore, a number of different studies 

[46]–[48] presented a similar definition to Powar et al. Therefore, in this thesis, to avoid any 

confusion, the term ‘turnaround time’ will be used hereafter in the sense corresponding to the 

definition by Powar et al and others. In the past there have been a number of studies lamenting 

on the lack of research on this last time interval [46]–[48]. The underlying reasons, the authors 

state, for delays within this period, even though not clearly evident, could be the following; 

unexpected complications with patient transfer to hospital emergency team, sharing common 
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interest in patient’s status, cleaning and refilling of consumables and disposables in the 

ambulance storage, other formalities such as documentation, or rest interval for the crew [43].     

On further assessment of the aforementioned reasons, at a glance, a potential for minimising 

delays within the turnaround time interval therefore appears to be with the period (subinterval) 

of replenishment of ambulance consumables and disposables [46]. This time period is referred 

to as the ‘recovery interval’ by Cone et al [46], who also quote Maio [49] in saying that this 

last (recovery) subinterval has been rarely addressed in past research on prehospital care, even 

though it obviously impacts the overall EMS response.  

In terms of restoring the ambulance back to operational standards, the ambulance 

communication and emergency assistance devices, which includes radios, portable suction 

pumps, need to be charged fully or charging continuously [50]. Therefore, according to 

Apodaca-Madrid & Newman, the existing practice in Denver, USA, is to keep the ambulances 

running at idle when waiting, as this ensures the devices will be charged when the ambulance 

is required to act on an emergency [50]. Similarly in Yorkshire, UK, the ambulance engine is 

left running waiting to respond to a call, in order to support the ambulance electrical equipment 

[51]. This procedure however, is coming at a cost which is becoming increasingly significant. 

Along with additional consumption of expensive fossil fuels, this results in adverse 

environmental impacts with the release of harmful emissions [50]. Williamson was able to 

quantify an aspect of this, finding that, an ambulance engine may be left running for 65% of a 

shift while waiting for a call, using up 0.9 litres of fuel per hour [51]. The study also quoted 

the Environment & Sustainability manager at Yorkshire Ambulance Services on this issues, 

“We have had many issues with diesel costs, and keeping the electric within our vehicles topped 

up with enough power” [57, p.12]. Additionally, regarding the ambulance equipment power 

problem, Cook has stated the following: “Ambulances are always short of power, all the lights, 

radios, and electrical medical equipment tax the traditional vehicle electrical system, typically 

they have two alternators and still struggle for power. A large proportion of ambulances also 

run inverters..” [58, p.104]. 

Meanwhile, due to impacts of emissions resulting from Ambulance use, and emissions 

accounted for by the health care sector as a whole, increasing attention has been paid to 

‘cleaning up’ the act [53]–[55]. Health care sector is responsible 3% of all greenhouse gas 

(GHG) emissions in the UK [54] while this figure rises to 8% in the USA [53]. Although the 

per response emissions for Australian ambulances was less compared to the USA systems, the 
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estimated GHG emissions by Australian ambulance services were comparable to that of 

Australian ‘brown coal’ or ‘silver and zinc’ mining industries; therefore Brown et al suggests 

Australian ambulance services should strive to minimise their carbon footprint [54]. Thus, from 

the outlook, there appears to be three problems concerning the current use of conventional 

vehicles as ambulances; a cost problem, an environmental (emissions) problem, and an 

electrical equipment power problem. Consequently, Apodaca-Madrid & Newman suggest that 

“such emissions and expenses can be greatly reduced with an alternative power source that 

allows the vehicle to be turned off when not responding to an emergency while still maintaining 

critical equipment ready at all times” [56, p.1]. 

In the meantime, Hess & Greenberg, in a separate study, brought forward the consideration of 

three intervention categories to reduce EMS dependence on petroleum and vulnerability to 

fluctuating petroleum prices: (1) development of triage and telemedicine methods thereby 

reducing transportation needs; (2) using more fuel efficient vehicle models in ambulance and 

improving deployment strategies; and (3) switching to alternative fuels including electric 

vehicles (including hybrids), biodiesel, and liquefied natural gas [56]. Furthermore Brown et 

al suggest incorporating better fuel efficient and alternative fuel vehicles into the ambulance 

service fleet (combining categories 1 & 2 by Hess & Greenberg) to reduce direct ambulance 

services emissions [54]. 

 

2.2 Hybrid Electric Vehicles for Ambulance Services 

 

Regarding the use of alternative fuels for ambulances, there have been a number of studies 

conducted to date. One such study presented a ‘Green Ambulance’, a modified ambulance 

which uses solar energy to power charging of electric equipment when the ambulance is 

waiting thereby eliminating emissions during this period [50]. Then, in 2011, Williamson 

suggested converting the rapid response vehicles in the Yorkshire Ambulance Services fleet to 

fuel cell power to address the same needs [51]. However, to the author’s best knowledge, it is 

evident from existing literature, that there has been insufficient attention paid to immediate or 

intermediary technologies, rather than incorporating relatively novel technology to ambulances. 

By this statement, what is meant is, exploring possibilities of electrification of Ambulance 

powertrains. Electric vehicles, Battery Electric Vehicles (BEVs) to be precise, and Hybrid 
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Electric Vehicles (HEVs) have been in the automobile industry for a significant period, and 

continues to be a growing sector of the automobile market. Therefore, an opportunity presents 

itself to study incorporating this technology for ambulances as a possible solution for petroleum 

dependence and equipment power problem. 

A 2013 study by Baker et al [57] is one example of investigating the possible electrification of 

ambulance services. However, this study only looks at feasibility of introducing BEVs as 

smaller, compact, rapid responder vehicles of an ambulance fleets, rather than transforming the 

ambulances themselves. In conclusion however, the authors admit that until the performances 

of BEVs become comparable to conventional vehicles, the adoption of fully electric medical 

emergency vehicles is undesired, and expects in the next 10 years BEV technology will 

significantly improve whence this plan could be viable [57]. This notion regarding BEVs is 

prevalent within commercial automobile industry as well.  

Unless there are drastic improvements in BEV batteries, the range anxiety is a factor that will 

consistently create doubt in the drivers and remains the main barrier for widespread approval 

of BEVs [58], [59]. Furthermore the adoption of BEVs depend largely on the attitude of the 

policy makers in formulating energy and transportation policies as the investments for the 

infrastructure for example, charging stations, need to be provided by these parties [59]. 

Therefore even given the sustainability and environment benefits of BEVs, the issues in battery 

technology, battery costs, and charging infrastructure remain as hurdles to be overcome [59].  

Also presently, the strain added on the national grid due to the increase in energy demands to 

charge the new BEVs (including Plug-in HEVs (PHEVs)) entering the market makes the 

promotion of BEVs not as sustainable as previously thought [60]–[62]. The potential impacts 

of BEVs on the national grid have been overlooked in studies until recently, as it has been 

presumed that either the extra load is manageable with the current capacity or that the 

integration of BEVs will occur at a convenient pace that will allow utilities to adjust and support 

the current networks [60]. BEV charging, particularly if unconstrained, will significantly 

impact the national electric grid performance, efficiency and required capacity [61]. Addition 

of a considerable fleet of BEVs could lead to violation of supply/demand matching and 

statutory voltage limits. This also could result in power quality issues and voltage imbalance 

for given operating conditions [62]. Studies conducted show that designing BEV interface 

devices could allow the extra load to be managed and using ‘smart’ demand management 

strategies such as the Advanced Metering Infrastructure (AMI) can help alleviate the effects of 
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BEVs on the national grid [62], [63]. However despite these conclusions, it suggested that 

further research into effects of large-scale BEV penetration on the national grid needs to be 

conducted [62]–[64]. Consequently, it can be said that HEVs are not just an intermediate step 

towards the adoption of zero emission vehicles but a practical solution for commercialisation 

of low-emission vehicles [65]. Therefore HEVs will be in the highest demand, and as a result, 

the development of these architectures forms the priority in the advancement of the automotive 

industry. 

On the application of HEV technology to EMS vehicles, Hawkins [66] conducted a study in 

2008. However, this too focused on converting the quick response vehicle fleet, consisting of 

mid-size SUVs, to hybrid electric SUVs. Therefore, a study on the adoption of HEV technology 

for a type II ambulance remains open. The findings by Hawkins nevertheless prove important 

for a future study. Especially concerning the ambulance electrical equipment power problem. 

Hawkins fitted the study vehicle with an 110V/150W standard AC outlet to power a standard 

emergency light, and siren system. The draw of this additional power showed no significant 

strain on the vehicle, and furthermore observed the ability of the HEV to idle on battery for 

considerable periods (thereby decrease overall emissions) without disrupting the running lights, 

radios, and other equipment before the internal combustion engine switched on to recharge the 

batteries [66]. This therefore provides incentive to study ambulance operation with HEV 

technology particularly in an electrical equipment power supply sense. However, since the 

majority of past research on HEV dynamics analysis has been focused on passenger vehicles, 

the next section will explore literature within this area of study to provide a satisfactory 

background.  

  

2.2.1 Previous studies on HEV control strategies 

 

Early power management strategies have employed a fuzzy-logic-based control approach for 

HEVs [67], [68]. The intent of this method is to balance the power demand of the vehicle 

through the management of the battery, while the engine runs at its optimum region of operation. 

Therefore in this case the battery is used as a “load-levelling” device [69]. In Won & Langari 

[68] study, fuzzy logic based torque distribution control was suggested for parallel HEVs and 

was assessed over the Federal Test Procedure (FTP) urban drive cycle.  
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A more popular option to solve the optimisation problem for a power-split drivetrain HEV has 

been the dynamic programming (DP) technique [70]–[72]. Grizzle [70], proposed a procedure 

that uses deterministic dynamic programming  to solve the power-split optimisation problem 

of a hybrid electric truck. In this case, a cost function has been defined and minimised over the 

Urban Dynamometer Driving Schedule for Heavy- Duty Vehicles (UDDSHDV) drive cycle. 

Similarly in another study [72], DP is used to converge to a global optimum for the three 

standard HEV powertrains; Parallel, Series, and Series-Parallel. Furthermore, a simplified 

model of a Toyota Prius (series-parallel) is evaluated over the UDDS drive cycle to study the 

impact of a cost function on fuel economy and battery state of health. 

 Studies have also been conducted to formulate a solution for the global optimal power 

distribution problem through HEV real-time control using equivalent consumption 

minimisation strategy (ECMS) [73]–[75]. ECMS consists of obtaining the global optimal 

control policy by evaluating an instantaneous cost function [74], which in this case is the total 

“equivalent” fuel consumption and is defined as the sum of actual fuel consumption by the 

internal combustion engine and the calculated equivalent fuel consumption related to the 

operation of the electric motor [73]. In 2004, Sciarretta et al [74], presented an ECMS-type 

control which used a novel technique to calculate the equivalence factor between electrical 

energy and fuel energy. The study was performed on Daimler-Chrysler’s prototype for the 

Mercedes A-Class with parallel hybrid powertrain and was evaluated on three different drive 

cycles; MVEG-A, ECE, and Japanese 10-15 DC. Furthermore, Rodatz et al [75], formulated a  

real-time optimal power control system using ECMS, but for a fuel cell/supercapacitor-

powered HEV and was evaluated over the New European drive cycle (NEDS). Following these, 

a variant of ECMS was introduced by Musardo et al [76] named adaptive-ECMS (A-ECMS) 

where an on-the-fly algorithm in which the control parameters are periodically refreshed 

depending on the driving conditions is added for the approximation of the equivalence factor. 

In this study, tests have been performed on six industry regulatory drive cycles; FUDS, FHDS, 

ECE, EUDC, NEDC, and Japanese 10-15. To further prove the robustness of A-ECMS, it has 

been tested on a real driving cycle obtained during a trip in Zurich, Switzerland. Another real-

time control system was derived by Delprat et al [77] from the optimal control algorithm that 

was based on optimal control theory. The performance was compared against ECMS while 

being evaluated over the CEN drive cycle and a highway drive cycle.  
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Different studies have explored the possibility of combining component sizing with the 

optimisation problem of power management [78]–[80].A combined power management/design 

optimisation problem of a fuel cell/battery HEV was formulated Kim & Peng [78] and was 

tested over three different drive cycles; HWFET, FTP-72, and ECE-EUDC. Similarly, Assanis 

et al [79] suggested a design optimisation framework to obtain the best overall engine size, 

battery pack, and electric motor combination for minimum fuel consumption. This test was 

carried out using the ADVISOR vehicle simulation program for the SAE J1711 drive cycle. 

The prospect of joining component sizing with the control strategy too was identified by Zhang 

& Chen [80] and as a result proposed a multi-objective parameter optimisation using an 

evolutionary algorithm, NSGA-II, for a series HEV. The performance was tested on a 

combined UDDS and HWFET drive cycle. A similar study has been conducted by Liu et al 

[81] where a hybrid genetic algorithm was developed for optimisation and tested on a series 

HEV for a City-Hwy test procedure. 

In further developments, Simulated Annealing algorithm has also been incorporated into 

estimation of optimal power management strategies [82], [83]. In the study by Gao & Porendla 

[82], two other global optimisation algorithms; DIRECT and Genetic algorithm has been used 

along with Simulated Annealing (SA) for design optimisation of a parallel hybrid which was 

modelled on Powertrain System Analysis Toolkit and tested for a combined drive cycle (FTP75 

and HWFET). Chen et al [83] however applied SA algorithm to compute the engine-on power 

and the maximum battery current coefficient in formulating a power management method for 

a PHEV which was evaluated over the UDDS and HWFET drive cycles.  

The study performed by Sciarretta & Guzzella [84] indicated that the fuel economy 

improvement achievable depends strongly on the specific HEV architecture (as the mode 

control logic that determines the operation of the ICE depends on the architecture) and on the 

driving conditions. Moreover, the control parameters could be optimised under certain driving 

conditions and however, may perform poorly under different conditions. It is further suggested 

to overcome these challenges, systematic, model-based optimisation methods using 

meaningful objective functions should be adopted [84]. Studies have shown that HEV fuel 

economy calculated from standardised drive cycles do not adequately correlate with fuel 

economy observed in real-world [85], [86]. In this study [85], driving patterns in real traffic 

conditions were simulated using a driver-road-vehicle (DRV) parameter space and also the 
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numerous types of customer types were taken into consideration for the simulation given the 

variance of driving behaviour and traffic conditions.  

As observed in the studies analysed above, most of the design and controller optimisation 

methodologies were developed on the basis of one, or a few pre-defined drive cycles. As a 

result it was identified that HEV design parameters optimised for only the tested standardised 

drive cycle/s and were in fact not optimal for other drive cycles or the whole driving profile 

[85]. Single cycle optimisation can therefore lead to "cycle-beating” [69], [85]–[89]. 

 

2.2.2 Methodologies developed to overcome “cycle-beating” in HEV testing  

 

Cycle-beating refers to achieving desired levels of performance and optimising parameters to 

the specifications of a given drive cycle [88]. As identified by Ntziachristos & Samaras [87], 

the use of legislative cycles  could underestimate the emission levels due to inherent low speed 

dynamics of these cycle and possible cycle-beating. In Grizzle’s work [70] too, that is, with the 

use of deterministic dynamic programming approach, it was observed that for a given driving 

cycle the control strategy may be optimised, however might neither be optimal nor charge 

sustaining under other cycles. Additional flaws of single-cycle optimisation include the 

disregard for variations in driving behaviour and lifetime effects such as battery degradation 

[90]. A study by Ekberg et al [88] examined the possibility of cycle beating for the New 

European Drive Cycle (NEDC), shown in Fig 2-4. Given that during tests, a deviation of ±2 

km/h and ±1 s from the reference values of NEDC is allowed, it was found that by taking 

advantage of this allowance, consumption of fuel can be decreased by up to 16.56% for an 

automatic transmission and up to 5.90% if gear changes occur according to drive cycle 

specifications.  
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Several methods to overcome the drawbacks associated with cycle-beating have been proposed 

by numerous studies [69], [85]–[89]. One such method is the stochastic multi-cycle 

optimisation technique as proposed by Moura et al [91] where stochastic dynamic 

programming is used to optimise PHEV power management across a number of drive cycles. 

However this requires a significant amount of stochastically representative drive cycle data, 

that may not always be available readily [85]. In the study by Lin et al [69], a design method 

was developed using Markov chain modelling and stochastic dynamic programming. Instead 

of using a drive cycle, to characterise the future uncertainty of the power requirement dictated 

by the variations in driving conditions, the power demand is modelled as a Markov process. 

Additionally, there have been numerous methodologies suggested for drive cycle generation, 

most of which are focused on the aspect of emission testing. In one such study by Lin & 

Niemeier [92], a cycle construction approach was proposed which identified four operating 

modes (idle, acceleration, cruise, and deceleration) and then based on these modes of operation, 

the Markov model theory is used to guide the stochastic process of drive cycle construction. 

Then Souffran et al [93] enhanced this method with the inclusion of road gradient to the discrete 

Markov generation process. Another method proposed by Tazelaar et al [89] generated 

alternatives cycles based on the characteristics in terms of frequency spectra and speed 

distribution, of an existing drive cycle. With a collection of truck driving behaviour in focus, 

Ravey et al [94] described a stochastic methodology to generate drive cycles subject to the 

variations of the recorded drive cycle parameters and the increasing weight due accumulating 

Figure 2-4: New European Drive Cycle (NEDC) 
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load. Furthermore Schwarzer & Ghorbani [85], presented a drive cycle generation tool (DCGT) 

that is able to generate an infinite number of drive cycles. In this method, initially, for each 

parameter of a recorded set of drive cycle data, the probability functions have been obtained 

and then these probability functions were implemented in the DCGT. Finally, a discrete cosine 

transform (DCT) based approach for constructing distance-based drive cycles was proposed 

Lin et al [86]. The entire driving route was separated into a number of segments of fixed length 

and then these segments were converted into a frequency sequence. Thereafter the frequency 

and amplitude of the generated drive cycle was adjusted to form a new cycle.  

With regards to literature analysed above, the opportunity to develop a stochastic method of 

validating HEV control strategies using drive cycles was identified. Furthermore, regarding 

ambulances specifically, there lies an uncertainty whether industry legislated drive cycles 

actually portray driving patterns exhibited by ambulances in practice. Therefore, evaluating the 

suitability of hybrid electric powertrains for ambulances need to be performed over stochastic 

drive cycles for better understanding. An opportunity for a study to distinguish itself from the 

above-mentioned drive cycle obtaining methodologies, was identified to be the use of a 

microscopic traffic flow simulator, PTV VISSIM for example, to generate the drive cycles 

required for HEV testing. 

 

2.2.3 Overview of the impact of ancillary loads on HEV fuel economy  

 

It was documented in this chapter previously, regarding the equipment power problem faced 

by ambulances. This problem was raised in the context of a conventional powertrain. Therefore, 

electrification of an ambulance powertrain especially should be undertaken after a thorough 

study of the impact of ancillary loads on power management especially due to the extra number 

of equipment in an ambulance compared to a general passenger car and the equipment being 

powered by the batter as opposed to an alternator. If the engine is required to be run for longer 

to charge the battery due its depletion by equipment power demand, then the conversion of 

powertrain becomes counterproductive. However since there is a lack of research into this 

relationship concerning ambulances, it would be useful to explore literature on impact of 

ancillary loads on fuel economy of passenger HEVs to gain better understanding of the problem. 

[95] 
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With regards to fuel economy testing in automobiles, the effect of ancillary loads like the air-

conditioning (A/C) system, the body electrical system, and the engine thermal management 

system, on fuel consumption has been previously studied [96]–[98]. However, the A/C system 

comparatively demands a higher amount of power, and therefore becomes a burden, especially 

for battery electric vehicles, due to the limited battery storage [99]. Out of these, the A/C system 

being highest contributor to total ancillary load fuel consumption, promising opportunities for 

fuel economy improvement has gained the attention of researchers [100].  

An automobile A/C system plays an important role in automotive systems because it does not 

merely provide thermal comfort for the passenger but also improves road safety as this reduces 

driver fatigue [99]. The main purpose of an A/C system is to preserve the vehicle cabin 

temperature and humidity at comfortable levels for the occupants. However, another important 

purpose served is the recirculation of cabin air and the prevention of cabin atmosphere 

stagnating, due to CO2 build up from the passengers, volatile organic compounds, and other 

foreign particulate matter [98]. The actual consumption of the A/C system depend on a number 

of factors such as climate, season, time of day, vehicle type and colour, outdoor/indoor parking, 

type of passenger clothing, the occupant level of activity, trip duration, vehicle speed, and 

Figure 2-5: Example of the interior of a general Type II Ambulance with the equipment available in focus [95] 
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personal preference [96]. According to [101], the A/C system accounts for around 30% of the 

Miles per Gallon expenditure in a conventional vehicle. Furthermore, for EVs, the energy 

required by the A/C loads can reduce the EV range by nearly 40% [96].  

Farrington & Rugh [96] too studied the impact of accessory load on the parallel HEV fuel 

economy. Based on a few assumptions, the maximum electrical load resulting from A/C was 

taken to be 3kW. The fuel economy for an initial accessory load of 500W was measured for 

four EPA certified drive cycles, FUDS, HWFET, SC03, and US06. The change in fuel 

economy was then calculated in increments of 1000W ancillary load and compared against the 

initially obtained reference value. The reduction in fuel economy was observed to be nearly 

40% on average over the different cycles. However, this study only states, for all simulated 

cycles, the HEV model started and ended at the same battery SOC to within 0.5% and has 

neglected the electricity cost in the fuel economy. Hence, from an overview there seems room 

for further investigations into impact of A/C systems on HEVs specifically, due to this system 

being the largest power consumer. However, whether this would prove the same in the case of 

an ambulance needs to be determined.  
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3 Investigations of Ambulance Transport Efficiency Using Hybrid 

Vehicles 

 

3.1 Introduction 

The electrification of ambulance powertrains could provide a sustainable solution to the 

ambulance equipment power problem. This will also reduce time required to recharge 

equipment, as well as decrease the frequency of refuelling required for the ambulance, thereby 

reducing overall ambulance turnaround time. Therefore, the ability to simulate the operation of 

hybrid vehicles will be crucial to determine its usefulness as ambulances. In this chapter we 

will first review the simulation systems that are available. This will be based on looking at their 

ability to encompass the control, mechanical, and electrical system characteristics. Following 

this, we will conduct performance comparison tests to verify their suitability for future use in 

studying characteristics of ambulances. 

 

3.2 Simulation Systems 

3.2.1 MATLAB SIMULINK Model 

 

The first simulation model to be evaluated in this chapter, is a series-parallel hybrid electric 

passenger car, modelled on MATLAB Simulink. This HEV model (Fig. 3-1), designed by 

Steve Miller, at The MathWorks [102], comprises of, a control system with several 

proportional integral controllers and mode logic programmed as state flow; the mechanical 

system that includes the internal combustion engine (ICE), the power-split mechanism and 

other vehicle dynamics; the electrical system which consists of the battery, synchronous motor, 

generator, and the DC-DC convertor. 
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Figure 3-1: MATLAB Simulink model of series-parallel hybrid electric vehicle [102] 

 

3.2.1.1 Control System  

The simplified mode logic implemented in the control system of this model is shown in Fig. 3-

2, and operates as follows.  

The vehicle begins operation at Start_mode. It initially operates on the electric drivetrain purely, 

where the electric motor propels the vehicle and then if required, the generator acts as the starter 

motor to start the engine in this mode. When the ICE surpasses a specified threshold, the vehicle 

enters normal mode where the ICE partially propels the vehicle and charges the battery. During 

acceleration (Accelerate_mode), the motor output is increased, and the generator is disabled so 

as the total torque produced by the ICE is used to satisfy the increase in torque demand. When 

the vehicle is in cruise mode, the generator may charge the battery depending on the battery 

state-of-charge (SOC). The mode logic includes transitions to re-enter 

Accelerate_mode/Start_mode. In the case of brakes being applied, the vehicle enters 

Brake_mode, where the motor operates as a generator to recharge the battery during 

regenerative braking. To summarise, the mode logic takes the vehicle speed, brake input, 

battery SOC%, and engine speed as inputs, identifies the state of vehicle operation, and either 

enables or disables the motor, the generator, or the engine accordingly.  
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Figure 3-2: Control system of the MATLAB Simulink HEV model [102] 

3.2.1.2 Mechanical System 

The engine is modelled as a lookup-table which relates engine speed to available power. The 

engine speed controller inputs the throttle signal to the engine. Mechanical links connect the 

engine to the rest of the drivetrain. The power-split device is modelled as a planetary gear using 

the gear libraries in Simulink. The carrier of this planetary gear is connected to the engine, the 

ring connects to the rear differential and the electrical motor, and the sun connects to the 

generator. The full vehicle model includes the tire models and the longitudinal dynamics. The 

tire model includes the steady-state and transient dynamics and longitudinal dynamics used are 

the parameters that affect the fuel economy studies.  

3.2.1.3 Electrical System 

In the system level analysis, the motor and generator are modelled using data sheet parameters 

(for e.g. torque-current relationships) to simulate faster and include torque independent, 

dependent losses. The detailed variant, shown in Fig. 3-3, models the entire three-phase 

electrical network and includes switching dynamics. The balance of the trade-off between 

model fidelity and simulation speed is vital for efficient development, therefore in this study, 

the system level variant is used, in order to match ADVISOR in model fidelity. 
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The DC-DC converter in the electrical networks boosts the voltage of the battery to the required 

500 V on the DC network. This voltage is used to drive the synchronous motor. In the system 

level variant, the DC-DC converter is modelled using Simscape, basically by setting the power 

from the battery equal to the power transmitted to the bus, and the power lost to load dependent 

losses. The current through the load dependent losses is used to calculate the temperature of 

the DC-DC converter. The temperature of the DC-DC converter is fed back to the controller to 

affect the mode logic of the system accordingly.  In the detailed variant, the power electronics 

of the DC-DC converter is included.  

 

Fig. 3-3: Electrical system of the MATLAB Simulink HEV model [102] 

 

 

3.2.2 ADVISOR Simulation Tool 

 

On the requirement of the U.S. Department of Energy (DOE) the Advanced Vehicle Simulator 

(ADVISOR) was first developed in 1994 to aid in developing HEV technology at the National 

Renewable Energy Laboratory (NREL) in conjunction with industry partnerships including 

General Motors, Ford, DaimlerChrysler [103]. ADVISOR is also written in the 

MATLAB/Simulink software environment. In addition to HEVs, ADVISOR can simulate 

conventional, advanced, light duty and heavy-duty vehicles, including fuel cell vehicles. The 

three graphical user interfaces (GUIs) of ADVISOR shown in Fig. 3-4, allows the user to 

evaluate iteratively the effects of vehicle parameters and different drive cycles on the vehicle 
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dynamics, performance, emissions and fuel economy [103].  The first GUI screen in ADVISOR 

is the vehicle input screen (Fig. 3-4(a)), followed by the simulation parameters setup screen 

(Fig. 3-4(b)), and finally the results screen (Fig. 3-4(c)). The vehicle input screen allows the 

user to construct a vehicle of choice with the options provided from a number of drop-down 

menus. These options of pre-defined vehicle parts, even though limited, provides the user the 

alternative to formulate custom parts by editing properties of each pre-defined part. In the next 

screen, the user mainly selects the drive cycle over which the vehicle performance is to be 

evaluated. It is also at this stage that the user would define parameters for variables if a 

parametric study were to be conducted. Finally, the results screen displays the output plots of 

time-dependent variables, maximum of four simultaneously, and the user is able to select from 

a drop-down menu a variety of performance indicators.    

ADVISOR, in its iterative calculation method, combines a backward/forward approach [104]. 

In a forward approach, the user inputs like throttle position and braking, are dictated by a 

desired speed-based driver model. This information is then used in calculations of drivetrain 

dynamics such as torque and energy demand, from where, through the engine, the process 

continues to the transmission and then finally to the wheels where the resulting tractive force 

at tire/road interface is calculated [104]. However, with regards to scope of this study, that is, 

in comparison with the SIMULINK model, it is the backward-facing approach of ADVISOR 

that is directly relevant. Therefore, similar to the SIMULINK model, the backward approach 

is guided by the required vehicle speed obtained through a simulated drive cycle. Based on this, 

the required speed and torque of drivetrain components to meet the desired vehicle speed 

accounting for inertial forces, is calculated. In contrast to the forward approach, the process 

then continues to calculations at the tire/road interface, from there over to the drivetrain, 

finishing with the energy source, the internal combustion engine for a conventional vehicle 

[104].     
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(b) ADVISOR Simulation Parameters Setup Screen 

(a) ADVISOR Vehicle Input Screen 
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(c) ADVISOR Results Screen 

Figure 3-4: GUIs of ADVISOR 
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3.3 Comparative Verification Study  

 

3.3.1 Scenario 

 

Given the scope for a study on incorporating HEV technology to an ambulance, the building 

of a comprehensive simulation model poses the question as to which simulation environment 

would best suit the purpose. ADVISOR being the more extensively used vehicle simulation 

software provides the dependable option. However, building a distinct model as the MATLAB 

Simulink Model, provides the alternative option to customise the model to match components 

and accessories of an ambulance more closely. That is, even though ADVISOR provides model 

customisation through options provided for each vehicle input within the software, and allows 

the properties of these input options to be further edited; the number of vehicle input options 

itself is limited. For example, accessory load data for a given vehicle model, in terms of 

mechanical, and electrical accessory power, is inputted to ADVISOR as one value for total 

power. Given the model fidelity and simulation speed of ADVISOR, this generalisation is 

reasonable when studying passenger vehicle models intended for mass production, where the 

range of accessories is standard. However, this is not suitable when studying special purpose 

vehicles, especially Ambulances. Due to the extra number of auxiliary components associated 

with an ambulance, the equipment power problem faced by ambulances is well documented by 

previous studies [51], [52]. Since alternators that directly power electrical equipment are not 

available in HEVs, and the total electrical power demand has to be supplied by the HEV battery, 

the impact of each auxiliary component (e.g. air conditioning system, ventilators, defibrillators) 

on the energy storage system, will need to be studied. Therefore, building of a distinct 

MATLAB Simulink model provides the option to incorporate designs of every auxiliary 

component to the overall model, and thereby study the ambulance equipment power problem 

by parameterising power requirements of each component. Furthermore, using a customised 

model on a platform as prevalent as MATLAB, allows for easy integration with other software. 

For example, a traffic microsimulation software such as PTV VISSIM, which links to 

MATLAB via its Component Object Model (COM) interface, can be used to further enhance 

HEV powertrain study, especially in the case of an ambulance. Vehicle simulations are 

typically evaluated against legislated drive cycles. However, whether these legislated drive 

cycles accurately emulate driving patterns displayed by ambulances is questionable. Moreover, 
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legislated drive cycles can be prone to cycle-beating techniques being employed by 

manufacturers [105]. Therefore, VISSIM can be used to simulate traffic scenarios experienced 

by ambulances, by which drive cycles can be generated. Consequently, by importing this data 

into MATLAB, the Simulink model can be evaluated. Thus, using a distinct Simulink model 

allows the possibility to build a further robust simulation tool for HEV powertrain study.      

Irrespective of this possibility however, the Simulink model remains yet to be validated as a 

competent simulation model to be used in HEV studies. Therefore, given ADVISOR being a 

proven simulation program in automotive research in the preceding two decades, a comparison 

of performance of the Simulink model against ADVISOR may provide a form of validation to 

the model, and thereby deliver a clearer indication of the robustness of using a customised 

Simulink model for ambulance powertrain architecture studies.  

Additionally, ADVISOR allows the user to manually vary parameters albeit there being only 

limited choice of components, and therefore provides the opportunity to approximately model 

a hybrid electric powertrain with ambulance specifications. Consequently, this requires 

ambulance specifications to be defined. Furthermore, this section would also help explore any 

limitations associated with ADVISOR in studying this particular scenario.  

 

3.3.2 Specifications of HEV Powertrains  

 

The Simulink model parameters defined by Steve Miller, based on industry datasheets and 

lookup tables, were matched closely as possible in the ADVISOR simulated model, in order to 

provide reasonable consistency for the comparisons. The series-parallel HEV modelled in 

MATLAB Simulink, was replicated on ADVISOR, for the purposes of this study, by editing 

the properties for the Toyota PRIUS (Japan) made available by the software. The Toyota 

PRIUS was chosen as it is the only HEV model available on ADVISOR with a planetary gear 

power-split device, similar to the Simulink model. Table 4-1 shows the specifications defined 

for each simulation model.  
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Table 3-1: Specifications of HEV components for each simulation model 

 Simulink 

Model 

 

ADVISOR 

Gross Vehicle Mass (kg) 1200 1200 

 

Engine 

Modelled using same lookup 

table. 

Max. power (kW) = 41 

Max. speed (RPM) = 4000 

 

Generator 

 

Modelled using same lookup 

table. 

Max. power (kW) = 31 

Max. torque (Nm) = 160 

N/A Efficiency (%) = 84 

 

Traction 

Motor 

Max. power (kW) 50 

Max. speed (RPM) 6000 

Max. torque (Nm) 400 

Efficiency (%) 91 

 

Energy 

Storage 

System 

Battery type NiMH 

Nominal voltage (V) 288 

Rated capacity (Ah) 6.5 

Planetary gear ratio (Ring to Sun) 2.6 

Final drive ratio - 3.93 
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3.3.3 Drive Cycles 

 

Once the parameters for ADVISOR and SIMULINK models were set, the drive cycles to be 

evaluated against were chosen to be the following; 

• New European Drive Cycle (NEDC) 

• Urban Dynamometer Driving Schedule (UDDS) 

• Highway Fuel Economy Test Driving Schedule (HWFET) 

First, the European type-approval drive cycle, NEDC, also known as ECE+EUDC, which is a 

combination of an urban (ECE) and extra urban (EUDC) drive cycle [106], was chosen. Being 

one of the first legislated drive cycles, developed initially in the 80s, NEDC was last updated 

in 1997 [107]. Researchers therefore have argued that NEDC was outdated as it does not 

portray real-world driving with many segments of constant-velocity and constant-acceleration 

(along with precise gear-shift schedule), which allows manufacturers to apply cycle-beating 

techniques more easily  [88], [105]. As a result EU legislators have replaced NEDC by 

Worldwide Harmonised Light Vehicle Test Procedure (WLTP) as of September 2017 up to 

2019 [108]. However, NEDC will be still used in this study as merely a variable to compare 

performance of the two simulation models, and to provide variety to the driving profile. UDDS 

drive cycle was selected as it provides a more real-world like urban driving experience with 

aggressive accelerations and stop-starts. UDDS is also one of the few globally legislated 

chassis-dynamometer cycles for heavy-duty vehicles [109], which in turn would be an 

appropriate drive test for an (medium-duty) ambulance. Finally, HWFET was chosen to 

represent highway driving conditions which includes no stops in the drive cycle until the finish, 

and therefore adds another dimension to the drive profile. 
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3.4 Results & Discussion 

 

Figures below present data obtained from the simulations performed on both the Simulink 

model, and ADVISOR, for three stipulated drive cycles, NEDC, UDDS, and HWFET. Two 

important factors to be considered in assessing the simulation performances are the Battery 

State-of-Charge (SOC) % and Fuel used data. These indicators are the main performance 

outcomes that are optimised in an HEV vehicle as they directly reflect the operation of the two 

energy sources of a HEV, the (electrical) energy storage system (ESS), and the internal 

combustion engine.  When the NEDC drive cycle was applied, the results indicated from Fig. 

3-5, show that the Battery SOC and Fuel used in both simulation software show reasonably 

good correlation. The Simulink Model appeared to drain its battery more but used less fuel in 

return (see Figs. 3-5(a) & (b)). This behaviour seems consistent when energy conservation is 

considered, as one energy source is depleted more, the other ought to be conserved more. The 

reason for the Simulink model to consume less fuel could be attributed to how the powertrain 

control parameters are optimized to do so under this condition.  

 

 

 

(a) New European Drive Cycle (NEDC) 
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The results from using the UDDS drive cycle offers significantly different results in terms of 

the Battery State-of-Charge (SOC) % and Fuel used data. Compared to NEDC results, for 

UDDS, the solver for Simulink battery model appears to generate rather dubious results (see 

Fig. 3-6(b)). While the NEDC drive cycle entirely consists of sections of constant accelerations 

and constant speeds, the UDDS drive cycle elicits relatively more aggressive driving with rapid 

accelerations and sudden braking. It therefore remains to be seen if the solver is suitable to be 

simulated for drive cycles of the type of UDDS. Interestingly, similar battery SOC% 

performance was observed when yet another drive cycle (MANHATTAN) was applied (Fig. 

3-7(b)).  

(b) Battery State-of-Charge % history for the 2 simulation models over the NEDC 

(c) Fuel used for the 2 simulation models over the NEDC 

Figure 3-5: Simulation results for Simulink and ADVISOR models for NEDC 
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It is also noteworthy that the Simulink model allows the battery drain to zero with the UDDS 

drive cycle (see Fig. 3-6(b)). The mode logic of the model attempts to maintain a minimum 

SOC of 30%, however it is not being applied as specific parameters in the simulation. It appears 

then that some higher order settings are introduced that are outside the control of users using 

the software.  

 

 

 

 

 

(a) Urban Dynamometer Driving Schedule (UDDS) 

(b) Battery State-of-Charge % history for the 2 simulation models over the UDDS 
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Figure 3-6: Simulation results for Simulink and ADVISOR models for UDDS 

(a) Manhattan Drive Cycle 

(b) Battery State-of-Charge % history for the Simulink model over the Manhattan DC 

Figure 3-7: Simulink model simulation results for the Manhattan drive cycle 

(c) Fuel used for the 2 simulation models over the UDDS 
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In the case of the HWFET drive cycle, the Battery State-of-Charge (SOC) % correlates well 

for both software (Fig. 3-8(b)). However, the fuel used data for the 2 software was vastly 

different compared to the NEDC drive cycle. In particular, the difference for NEDC between 

the SOC% of the batteries and fuel used were 3.29% and 0.258 litres respectively, while the 

corresponding figures for HWFET were 4.18% and 0.380 litres. 

One possibility for this discrepancy is that the Simulink model might have been optimised to 

perform well for older legislated drive cycles such as the NEDC. This drive cycle has not been 

in use since September 2017. Alternatively, it may indicate the manner in which the solver 

operates in the Simulink model that is causing the irregularities. Notwithstanding the instability 

of the Simulink model makes it too dubious for use in HEV studies. 

 

 

(a) Highway Fuel Economy Test Driving Schedule (HWFET) 

(b) Battery State-of-Charge % history for the 2 simulation models over the HWFET 
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3.5 Conclusions 

The MATLAB Simulink Model and ADVISOR have been evaluated to learn the suitability of 

the software to study the feasibility of incorporating hybrid electric powertrains to ambulances. 

The MATLAB Simulink Model only yields logical results under the NEDC drive cycle. The 

exact cause for its inability to produce the same with the UDDS, Manhattan, and HWFET drive 

cycles is difficult to uncover due to the complex manner in which the algorithm is configured.  

While ADVISOR delivers logical distributions of Battery State-of-Charge (SOC) % and fuel 

use data, its closed form makes it difficult to be incorporated into traffic simulation software 

like VISSIM. Furthermore, ADVISOR lacks the provisions to extensively study the ambulance 

equipment power problem. Nevertheless, the Battery State-of-Charge distributions can still 

help to guide decisions on whether to adopt hybrid vehicles as ambulances. It is noteworthy 

that the availability of electrical power in ambulances is vital in order to maintain operation of 

key instrumentation like ventilators and defibrillators when they are needed. 

 

(c) Fuel used for the 2 simulation models over the HWFET 

Figure 3-8: Simulation results for Simulink and ADVISOR models for HWFET 



45 
 

4 Characterizing emergency ambulance travel response to 

disrupters 

 

4.1 Introduction 

Understanding the delays caused during emergency ambulance travel is important, in order to 

formulate effective intervention methods. When exploring types of delays caused within 

ambulance transfer times, a certain aspect overlooked by researchers are delays caused during 

non-light-and-siren (NLAS) ambulance travel. These delays add to the overall turnaround time 

of ambulances. Therefore, in this chapter first, possible interrupts caused during NLAS 

ambulance travel are identified. Then the ambulance response to these interruptions are 

analytically characterised, which will prove important in devising future remedial measures to 

minimise overall ambulance transport and turnaround times. 

   

4.2  Background 

Emergency medical services are generally not subject to road traffic regulations when light-

and-siren (LAS) transfer protocols are applied in emergency situations. LAS protocols are used 

on the premise that total ambulance transport time (dispatch-to-scene-arrival interval and 

scene-to-hospital-arrival interval) is significantly reduced and that timely transport of patients 

to definitive care will result in better clinical outcomes. In support of these suppositions, the 

use of LAS has been demonstrated to result in significant time saving in both urban and rural 

settings [110], [111]. Furthermore, increase in transport time as a function of distance travelled 

was also associated with increased mortality in a generalized study of life threatening 

morbidities excluding out-of-hospital cardiac arrest cases [112], [113]. The case against the use 

of LAS in rendering emergency services relates to mounting evidence of risks of injuries and 

fatalities to emergency medical services personnel, patients and the public as a result of 

ambulance collisions [114]. Exposure of emergency medical services personnel to high-noise 

levels from the sirens (typically in the range of 100 dB) presents significant discomfort as well 

as risks of occupational hearing loss [115], [116]. Importantly, significant differences in heart 

rate, blood pressure, cortisol, somatotropin, adrenocorticotropic hormone, epinephrine, 
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norepinephrine, and lactate have also been found between participants taken on ambulance 

rides with or without LAS [117].  

Emergency transportation, especially without warnings with the use of LAS, can be affected 

by the presence of travel disruptors. This may occur when a pedestrian attempts to cross the 

road, or when a car in an adjacent lane moves into the same lane the ambulance is travelling 

on. While sounding a horn in such situations may provide the necessary warning to abrogate 

these actions, the ambulance will still need to slow down and then accelerate back to its 

intended travel speed, resulting in an increase in travel time. In this work, a multi-modal traffic 

flow simulation software VISSIM (PTV Group, Karlsruhe, Germany) will be used to generate 

the condition where an ambulance travelling on a two-lane road encounters a stationary vehicle 

that attempts to move into its lane. Based on the speed-time distributions obtained, analytical 

relations to characterize this condition are devised. These relations, which are far easier to use 

compared to conducting traffic flow simulations repetitively, will in turn guide future efforts 

to devise the appropriate traffic interventions needed. 

 

 

4.3 Theory   

 

Speed control and reduction measures, or sometimes known as calming measures, is a known 

aspect of traffic management [118]. Devices such as speed bumps and speed raised medians 

are most commonly implemented due to their cost effectiveness. The speed profile of a vehicle 

under calming measures assumes a deceleration followed by acceleration characteristic (see 

Fig. 4-1) which together makes up the influence zone [119]. The speed profile of an ambulance 

vehicle subjected to a disruption is expected to follow a similar characteristic.   
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Figure 4-2: Depiction of the expected speed-time profile of a vehicle undergoing traffic calming or an ambulance subjected 
to disruption, which has deceleration and acceleration zones that make up the influence zone. In the process, the vehicle 
has its travel speed vt reduced to a minimum speed of vm 

Figure 4-1: On locating the minimum in the curve in Fig. 4-1, it is possible to use it to shift the speed and time axes to 
coincide with a new origin O’. This altered curve allows scaling correspondence, distance lost due to disruption, as well as 
analytical depiction of the process using polynomials to be conducted 
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For every planned travel speed vp, the distance between the ambulance and disruptor d will 

alter the speed profile as shown in Fig. 4-1. It is possible, however, that the shape of the speed 

profile remains unchanged. If this is the case, it will be possible to devise an analytical depiction 

by deriving a general polynomial function. To verify this, the first step will be to use the 

minimum speed in the profile (which is the easiest to determine) as a pivot point. From this, it 

will be possible to shift the origin O of the speed and time axis in Fig. 4-1 to a new origin O’ 

in Fig. 4-2. Suppose that the polynomial based on the shortest distance for disruption is do. 

From the altered speed-time profile (as in Fig. 4-2), the method of least squares allows the 

variance between the values from the polynomial and the expected values from a dataset to be 

estimated. In doing so, it will be possible to find the coefficients of the polynomial regression 

(a0, ⋯, ak) by solving the following system of linear equations 

[
𝑁 ⋯ ∑ 𝑥𝑖

𝑘𝑁
𝑖=1

⋮ ⋱ ⋮
∑ 𝑥𝑖

𝑘𝑁
𝑖=1 ⋯ ∑ 𝑥𝑖

2𝑘𝑁
𝑖=1

] [

𝑎0

⋮
𝑎𝑘

] = [
∑ 𝑦𝑖

𝑁
𝑖=1

⋮
∑ 𝑥𝑖

𝑘𝑦𝑖
𝑁
𝑖=1

] (1) 

Once the polynomial constants are obtained, the use of the Generalized Reduced Gradient 

(GRG) algorithm will permit the values of a and b of the curve in Fig. 4-2 to be determined by 

solving to zero. The GRG handles both equality and inequality constraints. Inequality 

constraints are converted to equalities by the use of slack variables, in which 

𝑔(𝑋) = 0  𝑤ℎ𝑒𝑟𝑒 𝑋 =  {𝑥1, … , 𝑥𝑛} (2a) 

𝑔(𝑋) +  𝑥𝑛+1 = 0   (2b) 

This then converts the unconstrained problem into a constrained one, whereby through an 

iterative process of searching, if Sq is the search direction and  is the step size, then 

𝑥̅𝑞+1 = 𝑥̅𝑞+1 +  𝛼𝑆𝑞 (3) 

Gradient information is used to arrive at a solution by finding the steepest decent. This approach 

has been shown to be robust [120]. It is noteworthy that the area under the curve in Fig. 4-2 

equates to the lag in distance experienced by the vehicle when it encounters the disruption. 

This area is determined by integrating the polynomial between the bounds of a and b.  

The ability to scale is determined by comparing these with values associated with the shortest 

distance for disruption do. There are two ways to scale the velocity-time profiles at any other 
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disruption distance d to the velocity-time profile at do. In the first instance, only the velocity 

magnitude is scaled. Hence, the values of (vm – vp) are modified using the time variable t 

according to a scaling factor K such that 

(𝑣𝑚 − 𝑣𝑝)′(𝑡) = 𝐾[𝑣𝑚(𝑡) − 𝑣𝑝(𝑡)]   (4) 

In the second approach, both the time variable t and values of (vm – vp) are modified according 

to the scaling factor K such that 

𝑡′ = 𝑡𝐾 (5a) 

(𝑣𝑚 − 𝑣𝑝)′(𝑡′) = 𝐾[𝑣𝑚(𝑡′) − 𝑣𝑝(𝑡′)]   (5b) 

Using the appropriate value of K, the values in Eq. (4) or (5b) should correspond well with all 

values of (vm – vp) under the disruption distance do.   

 

 

4.4 Simulation Methodology  

 

A microscale simulation environment (via VISSIM) was used in this study to assist in the 

evaluation of the proposed method. In the scenario where a moving ambulance is subjected to 

a disruption, the simulation was set up to portray the situation where a stationary vehicle in an 

adjacent lane on the left attempts to move into the lane of an ambulance travelling at constant 

speed. It is then programmed to abort this lane changing manoeuvre midway, and returns to its 

original lane, under the assumption that the oncoming ambulance has applied its horn to warn 

of its presence. The environment created was that of a section of a two-lane road with standstill 

traffic on the left-hand lane, which includes a designated disruptor vehicle, and the right-hand 

lane is free of any other traffic, to allow the ambulance to maintain a constant speed (see Fig. 

4-3). The link parameters are initially set such that vehicles on the left lane are blocked from 

changing into the right lane. In addition, the ambulance is required to travel on the right-hand 

lane at all times, to provide consistency to the model. Due to the limited number of vehicle 
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classes available on the software, the ambulance is depicted as a heavy goods vehicle (HGV) 

since it most closely matches the size and weight of a typical ambulance in Australia.      

While the simulation is modelled within the VISSIM environment, the scenario is implemented 

in MATLAB (MathWorks, Natick, MA) through the VISSIM Component Object Model (COM) 

interface. The COM interface allows the user to manipulate the attributes to various objects in 

VISSIM during the simulation to enable the user to model the desired circumstances [121]. 

The attributes of the objects that are to be managed included, timing the introduction of the 

ambulance, and timing the attempted lane change of the designated disruptor vehicle. The 

simulation was run for a certain period first until the traffic on the left-hand lane is built up to 

a halt. The ambulance is then added to the simulation at the start of the link, on the right-hand 

lane, at a planned constant speed vp using the relevant COM commands. While the ambulance 

is in motion, the designated disruptor vehicle is made to move on to the right-hand lane at a 

predetermined distance d ahead of the ambulance, and then moved back into the left lane (its 

original lane) within a duration of 0.6 seconds. This value was selected to reflect the general 

conditions of driver responses to auditory signals [122]. Two planned travel speeds (40 and 50 

km/h) were interrogated in order to adhere to the general guidelines given to ambulances 

travelling under such traffic conditions. At both speeds, the simulation queried for data for 

values of d = 5m, 7.5m, 10m, 12.5m, 15m, 17.5m, 20m, 22.5m, and 25m. 

 

 

Figure 4-3: Simulation (using VISSIM) of an ambulance on one lane subjected to a designated stationary vehicle located a 
distance d ahead that turns out briefly. 
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4.5 Results & Discussion 

The speed-time profiles planned travel speeds (40 and 50 km/h) at various values of d are given 

in Fig. 4-4. They show the general characteristic given in Fig. 4-2 but with some differences. 

It is clear in all cases that the deceleration phase occurred over a shorter period than the 

acceleration phase which is unlike the case of vehicles encountering calming measures, in 

which both phases are typically equally long [119]. This can be explained by the former lacking 

signboards that herald a speed hump or speed raised median, which then forces the driver to 

apply reactionary responses for speed adjustment. During the deceleration phase, it can also be 

seen that the time taken for the vehicle to slow down from the planned travel speed to the 

minimum speed is about the same. This again demonstrates a reactionary response in action. 

Finally, there was a minimum distance (5 m), in which values lower than this would indicate a 

collision. In studies of such nature, the post encroachment time (PET) is a parameter that is 

often used and refers to the time difference between two vehicles that passes a common spatial 

zone. The minimum distance found here translates to the time headway to incursion that 

coincides with the PET having zero values [123]. These characteristics provide indication that 

the simulation tool is able to replicate the conditions in real life well. 

Figure 4-4: Plots of v(t) – vp against time (taken with reference to when minimum speed occurred) for (A) vp = 40 km/h, and 
(B) vp = 50 km/h at various values of d (distance between ambulance and disrupter). 
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Figure 4-5: Plots of v(t) – vp against time recreated using the analytical function involving polynomials in Eq. (7) 
for (A) vp = 40 km/h, and (B) vp = 50 km/h for various values of d. 

Figure 4-6: Plots of v(t) – vp against time (taken with reference to when minimum speed occurred) for (A) vp = 40 km/h, and 
(B) vp = 50 km/h at do = 5m. The plots of v(t) – vp against time with d = 15m when modified using F = 1.4 (vp = 40 km/h) 
and F = 1.1 (vp = 50 km/h) using the proposed scaling method provided good correlation. 
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 vp = 40 km/h vp = 50 km/h 

d F F 

10.0 1.02 1.05 

12.5 1.20 1.07 

15.0 1.40 1.1 

17.5 1.69 1.34 

20.0 1.72 1.36 

22.5 1.75 1.37 

25.0 1.78 1.38 

 

Table 4-1: Tabulation of the best fit scaling values of F for vp = 40 km/h, and vp = 50 km/h at various values of d to match 
with the plots of v(t) – vp at do = 5m. 

 

The plots in Figs. 4-4A and B indicate different scaling characteristics for t < 0 and t > 0. In 

the former, only the values of (vm – vp) needed to be scaled while both t and (vm – vp) should be 

scaled in the latter. In other words, Eq. (4) is applicable when t < 0 and Eqs. (5A and B) can be 

applied when t > 0. This scaling approach provides good correlation results as seen in Fig. 4-

5. Table 1 presents the best fit scaling values of F at various values of d to match with the plots 

of v(t) – vp at do = 5m for the cases in which vp = 40 km/h, and vp = 50 km/h. With these values 

it is then possible to apply analytical relations based on polynomials to generate v(t) – vp against 

time to account for the disruptions without any further need to use VISSIM simulations.   

The plots of v(t) – vp at do = 5m, have been found to be adequately described using polynomials 

of the fourth power such that 

(𝑣𝑚 − 𝑣𝑝)(𝑡) = 𝑎4𝑡4 + 𝑎3𝑡3 + 𝑎2𝑡2 + 𝑎1𝑡 + 𝑎0   (6) 

It has been found that with vp = 40 km/h, a4 = 0.3611, a3 = -2.7774, a2 = 7.161, a1 = -0.8218, 

a0 = -15.548; while with vp = 50 km/h, a4 = 0.2981, a3 = -2.3345, a2 = 5.767, a1 = -0.1854, a0 

= -13.971. Using these polynomial constants, the velocity-time profiles for various values of K 

(to account for varying values of d) for vp = 40 km/h and vp = 50 km/h can be created using 

(𝑣𝑚 − 𝑣𝑝)(𝑡) = (𝑎4𝑡4 + 𝑎3𝑡3 + 𝑎2𝑡2 + 𝑎1𝑡 + 𝑎0)/𝐾 𝑡 ≤ 0 & (𝑣𝑚 − 𝑣𝑝) < 0 

(𝑣𝑚 − 𝑣𝑝)(𝑡′) = (𝑎4𝑡′4 + 𝑎3𝑡′3 + 𝑎2𝑡′2 + 𝑎1𝑡′ + 𝑎0)/𝐾 𝑡 > 0 & (𝑣𝑚 − 𝑣𝑝) < 0

(𝑣𝑚 − 𝑣𝑝)(𝑡) = 0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

   (7) 
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where t’ = Kt. Fig. 4-7 presents the results of the analytical generation with polynomials, which 

show good correlation with the results in Fig. 4-4 obtained with VISSIM simulation. This 

confirms the ability to obviate using VISSIM simulations to obtain information on the 

disruptions.  

In order to find the time delay caused by disruption (which has important significance in 

emergency ambulance transport), it will be necessary to first find the area under the velocity-

time curve. This requires establishing the bounds a and b (Fig. 4-2) that make up the influence 

zone. With the constants of the analytical fourth power polynomial functions determined, these 

bounds can be established using the GRG algorithm outlined earlier. With d = 5m, the values 

of a and b are -1.159 s and 2.883 s respectively for vp = 40 km/h, and -1.229 s and 2.883 s for 

vp = 50 km/h. At other values of d (until 25 m), the values of a are unchanged to that at d = 5m, 

while b is simply found by dividing the value at d = 5m by K. Once a and b are established, the 

area under the curve (representing distance D due to slowdown from disruption) can be 

determined using 

𝐷 =  ∫ (𝑣𝑚 − 𝑣𝑝)𝑑𝑡
0

𝑎
+  ∫ (𝑣𝑚 − 𝑣𝑝)𝑑𝑡′

𝑏

0
  (8) 

The slowdown in time due to the disruption T can then be found using 

𝑇 = 𝐷𝑣𝑝  (8) 

The results shown in Fig. 4-7 indicate that time delays were generally higher with vp = 40 km/h. 

This is a logical outcome, as the ambulance would be travelling at a slower speed to start off 

with and the reduction in speeds tended to be the same (Fig. 4-4) for the same value of d. The 

time delay from closer disruptions (i.e. d = 5m) was much higher at vp = 40 km/h than at vp = 

50 km/h. With disruptions that are located increasingly further away, these differences reduced. 

At d = 15m, these differences were almost non-existent.  
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It is important to note that the values in Fig. 4-7 represent the time delay resulting from one 

disruption event. In the course of ambulance dispatch to scene arrival and departure from scene 

to hospital, numerous disruption events could occur along the way, leading to significant losses 

in time which can be determined by a simple summing up step. Clearly, an ability to reduce 

the number of disruption events is crucial to capitalize on hastened ambulance travel in 

metropolitan areas. This is a crucial point to consider when planning to introduce pre-emptive 

measures, through redirection of traffic for instance, as a remedy. If the ambulance is directed 

to use alternative stretches of road that is shorter in distance, but has heavy vehicle and 

pedestrian traffic, the increase in possible disruptions will negate the benefits presumed. 

Disruption events can be reduced through the use of LAS but with the attendant problems as 

previously mentioned. It is also noteworthy that the level of sound itself is not necessarily the 

only factor involved. Studies have shown that the ability of road users to localize alarm sources 

quickly while driving or walking plays an important role. It has been established that the 

binaural cues that represent the difference in arrival time and level of the sound between the 

two ears: the inter-aural time difference (ITD) and the inter-aural level difference (ILD), is 

responsible for decoding the direction of arrival of the sound [124], and this can lead to greater 

challenges for the elderly to respond to LAS [125]. There is also potential usefulness in 

incorporating physical responses related to disruptions in simulation training of emergency 

Figure 4-7: Plots of time delays (T) with disruptors located various distances d for vp = 40 km/h, and vp = 50 km/h 



56 
 

medical service personnel [126] or in the design of devices to reduce sudden movement to 

patients [127]. 

 

4.6 Conclusions  

It has been found here that VISSIM simulations provided realistic depictions of velocity-time 

characteristics of ambulances responding to disruptions. They have similarities and differences 

to vehicles responding to traffic calming conditions. The analytical relations involving the use 

of fourth power polynomials makes it possible to develop a generalized means of accounting 

for time delays associated with these disrupters without the need to run the simulations each 

time. This tool will help in exploring solutions for minimising ambulance transfer time delays, 

and the formulation of strategies for traffic management needed to cope with the increasing 

demand for emergency ambulance transportation in the future. 

 

Work in this chapter has been included in Samarasinghe, S. K. et al. Characterizing emergency 

ambulance travel response to disrupters. Proceedings of IMechE Part H: Journal of Engineering 

in Medicine. Favourable 1st Review. 
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5 UAV based measurement of vehicle travel 

 

5.1 Introduction 

With the ever-increasing challenges of managing traffic volume and congestion, researchers 

have continually been exploring the use of intelligent traffic management systems [128]. The 

importance of quick and accurate traffic data collection therefore is further highlighted to 

ensure efficient operation of traffic management systems. Furthermore, consequent analysis of 

traffic data has been vital to the development of microscopic and macroscopic traffic simulation 

models [128]. However, traffic data collection especially for longer spans of roadway, has been 

difficult due to a combination of the process being labour-intensive and requiring large 

permanent infrastructure [129].  

One of the promising approaches hence recently being used in traffic data collection and traffic 

flow studies are Unmanned Aerial Vehicles (UAVs) [130], [131]. UAVs, more commonly 

referred to as drones, are mobile imaging systems that provide high resolution data airborne, 

useful in traffic flow studies [130]. With the ability to cover expansive areas in quick time 

[128], drones have the advantage of mobility and are extremely cost-effective compared to 

traditional methods of traffic monitoring, such as induction loops, microwave sensors, and 

fixed surveillance video camera systems [132].  Cost savings can further be achieved as all 

equipment of a UAV is reusable owing to requirements of the given purpose [133]. 

Additionally, UAV maintenance can be carried out off-site causing no congestion in traffic 

[132]. Their mobility means the ability offer reconnaissance and rapid assessment of a site of 

an emergency, where no fixed traditional methods of monitoring are installed, or is inaccessible 

for humans [134], [135].  Therefore, considering the encouraging potential of UAVs in future 

traffic related studies, in this chapter we use this novel technology for data acquisition in the 

presented work. 

Studies have indicated that vehicle speed and speeding is at the core of the road safety problem 

and is a major contributor to fatal accidents [136], [137]. Measures such as traffic calming are 

widely taken to be an effective approach in vehicle speed management and therefore able to 

reduce road fatalities. Yet, it is necessary to note that traffic calming measures can result in 

greater fuel consumption and exhaust gas emission [35], [138], [139]. Furthermore, traffic 

calming can have significant impacts on ambulance transport times [38], an increase of which 
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is associated with increased mortality in a generalized study of life threatening morbidities 

[113].  

Traffic calming measures (TCMs) can be carried out using means such as speed cameras [140], 

speed limits [141], and speed alerting devices [142]. However, the impact of these types of 

TCMs on ambulance travel may be minimal. Speed bumps on the other hand, the most common 

physical traffic calming interventions used in urban areas, may impact ambulance travel 

significantly. They are essentially abrupt raised areas on the road which is jarring to motorists 

and thus serve as deterrents to using high travel speeds. Speed bumps are a cost effective 

method to reduce vehicle speeds and the reduction of motor vehicle collisions [143]. A number 

of studies investigating the impact of TCMs (including speed bumps) on emergency vehicles 

have been conducted [34]–[39]. Garcia et al [38] found that in some cases ambulances were 

diverted more than 1 km to avoid areas with TCMs, adding delays of up to 40 seconds. 

Therefore, characterising an ambulance response to a TCM such as a speed bump may help 

understand the delays expected on a given route. Incorporating the findings from the previous 

chapter on ambulance response to disrupters, this new information may be used in formulation 

of traffic management strategies to minimise delays in ambulance transfer times. 

 

5.2 Materials and Method 

The two scenarios to be experimented was an instance of ambulance encountering a speedbump 

(scenario 1), and an instance of ambulance experiencing a disruption while cruising at constant 

velocity (scenario 2). The experiments were conducted at locations of 37°54'02.8"S, 

145°07'51.6"E and 37°54'16.6"S, 145°07'55.6"E (both located within an industrial precinct) 

respectively. A stretch of straight road with a single speed bump along the route was deemed 

suitable for the first scenario. The length of this stretch was such that the vehicle is able to 

reach a desired velocity of travel before encountering the speed bump, and accelerate back up 

to the initial speed after overcoming the speed bump. A different location without TCMs, a 

section of straight road of sufficient length that would allow the vehicle to reach constant 

velocity, and then accelerate to same velocity after experiencing a disruption, was chosen for 

the second scenario. In this scenario, one of three participants standing adjacent to the road was 

randomly asked to raise a flag to simulate a disruption to the vehicle driver. All tests were 



59 
 

conducted on weekends and at a time where vehicle travel in the vicinity was at its absolute 

minimum. 

Due to the difficulty of arranging for an ambulance, a cargo delivery van was used in the 

experiment as its specifications and drivability would reliably compare to a vehicle model used 

for a type II ambulance. The vehicle used, was a 2019 Toyota HiAce SLWB (Diesel) which 

compares to the Mercedes-Benz Sprinter used by the Ambulance Service of New South Wales 

[144] (Fig. 5-1). The drone used to obtain high quality video footage of the vehicle movement, 

was a DJI Phantom 4 Pro (Fig. 5-2). Two images taken from the video recordings for two 

scenarios can be seen in Fig 5-3. [145], [146][147] 

 

 

 

 

 

Figure 5-1:  (a) The 2019 Toyota HiAce SLWB (Diesel), the vehicle model used in the experiment [145];  (b) a modified 
Mercedes-Benz Sprinter that forms a part of the type II ambulance fleet at Ambulance Services of NSW [146].   

Figure 5-2: The Quadcopter, DJI Phantom 4 Pro used to obtain aerial video recordings of vehicle movement [147]. 
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Figure 5-3: Aerial images recorded with the drone of the test vehicle (a) negotiating a speed bump, and (b) experiencing a 
disruption. 
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A video analysis and modelling software, Tracker, developed by Open Source Physics was 

used for processing video recordings. Based on pre-measured locations at the recorded scenes, 

the scaling aspects relating pixel size (in the image) to actual distance was established. The tool 

was then used to measure the van position from frame to frame by tracking a designated point 

on the van (Fig. 5-4). The instantaneous speed of the van was then calculated using the 

positional data, and the time between each frame. These calculated values were then used to 

obtain speed-time distributions of the van for each vehicle trip in both scenarios. 

 

 

5.3 Results and Discussion 

Examples of two speed-time distributions obtained from raw video processed data, for each 

scenario is shown in Fig. 5-5. Similar to in chapter 4, the distributions obtained were adjusted 

to a new origin, by shifting speed and time axes based on the planned travel speed vp, and 

median time value or time value at minimum speed (minimum value is not always the median 

due to scattering of data points). This altered curve allows scaling correspondence, distance 

lost due to braking, as well as analytical depiction of the process for better comparison. The 

adjusted curves for the two speed-time distributions in Fig. 5-5 for each scenario, is shown in 

Fig. 5-6.  

Figure 5-4: Video footage acquired from UAV, being processed to obtain positional data for the van on Tracker, a  video analysis 
and modelling software. 
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To derive data with good fidelity, the drone was required to be kept at a fixed hovering position. 

However, this necessitated attaining a sufficient field of view in order to capture the motion of 

the vehicle as it negotiated through the traffic calming and disruption measures. The lowered 

levels of magnification engenders inaccuracy when determining the speed profiles. In addition, 

errors arose due to flight instability of the drone during hovering (due to wind, rotor vibration, 

etc.) and inherent image noise. Therefore, in spite of over ten video recordings being obtained 

for each scenario performed at a given travel speed, the five best (with least noise) speed-time 

distributions were altered as in Fig. 5-6, and then were used obtain an overall average curve for 

each scenario.  

Fig. 5-7 shows the averaged curve obtained for scenario 1, the van negotiating a speed bump. 

The curve exhibits good correlation with the expected behaviour of a speed profile 

encountering a vertical change causing traffic calming measure, especially a speed bump [119]. 

Figure 5-5: An example of a speed-time distribution obtained from video processed data for; (a) van overcoming a speed bump, (b) 
van experiencing a disruption. 

Figure 5-6: The altered curves for respective speed-time distributions shown in Fig. 5-5. 
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The influence zone displays the near symmetrical characteristics of the braking and 

acceleration areas as noticeable in Fig. 4-1, which could be associated to the driver’s prior 

knowledge of the obstacle, as opposed to a speed profile observed for scenario 2. Fig. 5-8 

shows the averaged curve for the van experiencing an unexpected disruption (scenario 2). It 

can be observed that the shape of the curve matches reasonably to the speed profiles obtained 

via VISSIM simulations in chapter 4. This therefore indicates the feasibility of analytically 

characterising the ambulance response to a disruption, using data obtained from VISSIM 

simulations. The difference noticeable between the experimentally obtained data, and the 

VISSIM simulations however, is the deceleration for the replicated experiment, is higher than 

that for the VISSIM simulation.  This can be attributed to the VISSIM simulation being defined 

a set duration for the disruption (0.6 seconds), while the disruption (simulated by a flag raised 

by a participant) duration for the experiment was relatively more difficult to gauge with this 

variable being dictated by the driver’s understanding, indicating the human factor in the results.  

 

 

 

Figure 5-7: The averaged curve for the vehicle response overcoming a speed bump, generated using the five best speed-
time distributions obtained from UAV video footage. 
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Despite the averaged curves showing good correlation with the hypothesized and resulting 

speed profiles presented in chapter 4; as mentioned previously, only a limited amount of data 

was used to generate the averaged curves, and a considerably large dataset was discarded due 

to errors caused by flight instability and inherent image noise. Therefore admittedly, the 

shortage of usable data, and the excess of noisy data does not permit verification of the 

parameters used in the theoretical formulation. This is illustrated in the relatively large spread 

of the velocity profiles obtained in Figs. 5-9A and B. Nevertheless, the differentiated 

characteristics when the vehicle encounters a traffic calming device and disruption are still 

evident. Therefore, we envisage that improvements made to the accuracy of video data 

recording in terms of the hardware and software applied [148], significant undertakings in their 

own right, may assist in fine tuning these parameters.  

 

Figure 5-8: The averaged curve for the vehicle response experiencing a disruption.  
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Figure 5-9: Speed profiles obtained from experimental video data of the test vehicle (A) negotiating a speed bump, and (B) 
undergoing a disruption. The initial travel speed was 40 km/h in both cases  

 

 

5.4 Conclusions 

The findings suggest that UAV have great potential in data acquisition for traffic flow and 

traffic management related studies. Under ideal weather conditions (especially wind speed), 

UAV video footage provided satisfactory data usable in the analysis of this study. The speed-

time distributions obtained from video recordings for the two scenarios replicated, clearly 

showed the differentiable characteristics evident with when the vehicle encounters a speed 

bump, and when experiencing a disruption. Furthermore, the vehicle response to a disruption 

in this study displays good correlation with the ambulance response to a disrupter obtained 

through VISSIM simulations presented in the previous chapter. Therefore, this endorses the 

viability of using analytical relations generated from VISSIM simulation data in understanding 

delays that could arise with ambulance response times due to disruptions.  
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In spite of this however, it was observed that the usable data was few and far between with a 

large portion of the dataset being noisy. The errors were noticed to be caused by factors such 

as drone flight instability (due to wind, rotor vibration, etc.), inaccuracy surrounding the 

requirement of high magnification of footage, and inherent image noise. Nevertheless, we 

expect future improvements made to UAV technology, in terms of video recording stability, 

along with video processing software, may help fine tune these parameters.  

 

Work presented in this chapter was mainly conducted by S.K. Samarasinghe, with 

contributions from M. Katariya, supervised by Associate Professor Tuck Wah Ng.  

Furthermore, the contribution of Nihal Samarasinghe in facilitating the controlled experiment 

on vehicle tracking is also appreciated. Parts of this chapter have been included in 

Samarasinghe, S. K. et al. Characterizing emergency ambulance travel response to disrupters. 

Proceedings of IMechE Part H: Journal of Engineering in Medicine. Favourable 1st Review 
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6 Sensor and actuator simulation training system for en-route 

intravenous procedure 

 

6.1 Background 

Trauma cases, although not dominant, form a significant portion of all calls for ambulance 

services, with over 40% of ambulance transfers being attributed to trauma related emergencies 

[149], [150]. Early venous access in trauma patients to permit the administration of fluids, or 

if necessary drugs such as anaesthetic, analgesic, and resuscitation agents is vital to improving 

survival outcomes [151]. The placement of a venous line is likely to be technically easier in 

the early stages of shock, before any hypovolaemia has progressed. It also prevents 

compensatory mechanisms from having the opportunity to cause any peripheral 

vasoconstriction. While early successful cannulation will save time when the patient arrives at 

the hospital, repeated and unsuccessful attempts, or the use of a cannula with the wrong gauge 

will be detrimental [152]. Apart from the introduction of intravenous fluids, the transfer time 

to the hospital is also another important factor affecting the positive outcomes for patients [8], 

[9]. If paramedics spent longer periods at the scene trying to administer pre-hospital fluid, this 

will cause a further delay in transfer, which then subjects the paramedic to scrutiny [42], [43]. 

One way to balance the benefits of gaining pre-hospital venous access without the risk of 

lengthening transfer times is to attempt cannulation en-route. While there is strong support for 

this approach [153], [154], there are attendant health and safety implications at play such as 

needle stick injuries [155]. The confidence level and skill of the paramedic in carrying this out 

effectively is a crucial factor for success.  

Clinical skills laboratories have been widely acknowledged to be effective in providing a safe 

and protected environment where the learner can perform the procedures and rehearse 

competency skills in a simulated setting prior to execution in real situations [156]. A recent 

study has found that skills laboratory training enabled students to perform intravenous 

cannulation more rapidly, accurately and professionally than bedside teaching [157]. The use 

of trainer or manikin models is an indispensable feature in these programs [158]. To date, there 

has yet to be any training system reported that is able to furnish simulation exercises that mimic 

the transport conditions experienced by paramedics while attempting en-route intravenous 

therapies. The discomfort experienced in emergency transport vehicle rides has been widely 
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recognized to adversely affect the well-being of patients [159]. It is thus reasonable to assume 

that paramedics executing intravenous procedures under turbulent conditions may have their 

performances similarly impaired. Hence, the incorporation of training modalities that provide 

simulated motion environments for honing paramedic skills would be advantageous.  

A well working simulation system will typically require the seamless integration of relevant 

technologies, as evidenced in recent reports of those advanced on other aspects of medicine 

and healthcare [160], [161]. It is noteworthy that numerous studies have been made to replicate 

the characteristics of vibration using electrodynamic shakers to understand their consequences 

during transport [162], [163]. The inputs introduced are mostly derived from generalized 

readings of vibration obtained via sampling studies in various scenarios [164], [165]. Yet, the 

levels of vibration can vary significantly according to a variety of factors, which include the 

route taken, vehicle used, expertise of the driver, and the level of urgency of the transport. The 

ability to attain full monitoring of the transport conditions in the vehicle itself, not just in the 

spatial but also temporal sense, and to physically impose these conditions in a controlled 

manner provides arguably the most realistic simulation possible. The monitoring approach is 

inherently different to incorporating embedded sensors on pavements which can provide highly 

accurate information but only at specific locations [166]. Logically it will be prohibitively 

expensive to introduce embedded sensors along all the routes that emergency vehicles can take.        

Sensor technology has progressed at a phenomenal pace in the last decade due to progress in 

microelectromechanical systems (MEMS). This has resulted in a myriad of miniature and 

inexpensive transducers that can now be incorporated into generic devices such as smartphones. 

Smartphone sensing is an exciting field that is now being routinely adopted in a wide range of 

applications [167], [168]. Another area that has contributed positively towards sensor 

technology is in the proliferation of small micro-controllers such as the Arduino. This has also 

resulted in a myriad of applications which can now be tackled in a compact and cost-effective 

manner [169]–[171]. It is widely accepted that actuators which are configured to provide 6 

degree of freedom (DOF) are arguably able to replicate motion realistically. Such functionally 

efficient control systems have a long history of applications in the development of simulators 

used in the automotive and aerospace industry [172].  

In this work, we created a simulator system that utilizes MEMS-based sensors incorporated in 

smartphones or interfaced with an Arduino micro-controller to collect vibration and impact 

data during actual transport. This data is then relayed to a 6 DOF mechanical simulator that is 
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designed and developed to accurately replicate field spatial and temporal motions. This system 

was then tested to evaluate its performance. A preliminary study on how this system affects the 

cannulation performance of six volunteer participants will also be conducted. 

 

6.2 Simulator Kinematics 

The 6 DOF simulator developed is based on the use of revolute and spherical joints (Fig. 6-1). 

The base and platform origins are defined by the respective orthogonal Cartesian coordinates 

x, y, z and x’, y’, z’. Since the base is stationary, the platform origin has three displacement 

components with respect to the base. However, it will be more convenient to convert this to 

three rotations about the origin of the base;  (yaw) about the z-axis,  (pitch) about the y-axis, 

and  (roll) about the x-axis. The transformation matrix R that relates the coordinates on the 

base to that of the platform via  
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This matrix is the product of the respective yaw R(), pitch R(), and roll R() matrices, such 

that  
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Let us suppose that joints on the base Bi and platform Pi are considered (see Fig. 6-2(a)). T is 

the translation vector that gives the positional linear displacement of the origin of the platform 

O’ from the origin of the base O. If bi is the translation vector of O to Bi, and pi is the translation 

vector of O’ to Pi, then the vector li from Bi to Pi can be expressed as 
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( ) iii bpRTl −+=
  (3) 

Further calculation is needed in order to find the rotations needed at revolute joint Bi (see Fig. 

6-2(b)). Naturally, the length of arms Bi Ai and Ai Pi are fixed. At Bi, suppose that  is the 

rotational angle from the x-axis, and   the rotational angle from the x-y plane. If the coordinates 

of Bi and Ai are (xB, yB, zB) and (xA, yA, zA) respectively, they are related to each other via    
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where a is the fixed length between Bi and Ai. If the distance between Ai and Pi is s, applying 

Pythagoras theorem gives us 
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Since the coordinates of Bi are known, the coordinates of Bi and Pi as well as l can also be 

established. For any translation, yaw, pitch, and roll of the platform relative to the base, it will 

be possible to establish li from Eq. (3) and thus the coordinates of Pi from Eq. (5). Since  is 

known, it will be possible to determine  and thus the rotation of the arm that is connected to 

the motor at Bi. 

Figure 6-1: Schematic depiction of the 6 degree of freedom simulator which comprises 6 rotary and 12 spherical joints 
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6.3 Materials and Methods 

 

6.3.1 System Development and Evaluation  

 

For micro-computer sensor recording, an inertial measurement unit (IMU) was used 

(LSM9DS0, ST Microelectronics). It is a system-in-package featuring a 3D digital linear 

acceleration sensor, a 3D digital angular rate sensor, and a 3D digital magnetic sensor. It has a 

linear acceleration full scale of ±2g/±4g/±6g/±8g/±16g, a magnetic field full scale of 

±2/±4/±8/±12 Gauss and an angular rate of ±245/±500/±2000 dps. The LSM9DS0 has an I2C 

serial bus interface that supports standard and fast mode data transmission (100 kHz and 400 

kHz) and an SPI serial standard interface. It can be configured to generate interrupt signals on 

dedicated pins, and the thresholds as well as timing of interrupt generators are programmable. 

The IMU signals were fed into an ATmega328P single board microcontroller (Arduino Uno). 

It has 14 digital input/output pins (of which 6 can be used as PWM outputs), 6 analog inputs, 

a 16 MHz quartz crystal, a USB connection, a power jack, an ICSP header and a reset button. 

Figure 6-2: Depiction of (a) the vectors connecting points O and Bi on the base, and points O’ and Pi on the platform, as well 
as the 3D positional depiction (b) of the links between Bi , Pi, and Ai . Since a and s, are fixed, the parameter to be determined 

is the angle  
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It operates under a voltage of 5V and has a clock speed of 16 MHz. The device is highly 

compact with dimensions of 68.6 mm (length) by 53.4 mm (width), and weighing 25 g. 

For smartphone sensing, readings were recorded using a custom designed Android application. 

The smartphone used was a Samsung Galaxy SIII. The application was programmed to record 

data from the in-built sensors into a text file to the external memory. The application logs data 

from the inbuilt accelerometer (LSM330DLC 3-Axis, ST Microelectronics). The LSM330DLC 

is a system-in-package featuring a 3D digital accelerometer and a 3D digital gyroscope. It has 

a dynamically user-selectable full-scale acceleration range of ±2 g/±4 g/±8 g/±16 g and angular 

rate of ±250/±500/±2000 deg/sec. The application was able to log data at a maximum frequency 

of 100 Hz. 

The 6 DOF motion simulator developed is based on the design shown in Fig. 6-1. Six 

servomotors (Hitec, HS-422) were used to serve as revolute joints as well as to drive arms of 

a = 40 mm (see Fig. 6-2(b)). Spherical joints were used to link the ends of this arm to rods in 

which s = 175 mm. The base and platform were made of aluminum in order to provide rigidity 

while limiting weight. The servomotors are controlled using an AMC1280USB motion 

controller board which receives instruction from 6-DOF BFF Motion Driver software via USB. 

The program performs the necessary kinematics to determine the required angles for each 

servomotor to produce the desired platform position. 

Figs. 6-3(a) and 6-3(b) show the breakout board comprising the inertial measurement unit and 

the Samsung Galaxy SIII smartphone respectively that was used to collect the vibration and 

impact data from the field. This was done by attaching either of them on the dashboard of a 

vehicle (see Fig. 6-3(c)) travelling along poorly maintained roads. The x-axis was oriented 

along the direction of travel, while the z-axis was in the direction of gravitational action. The 

data collected was then used to drive the six servomotors on the 6 DOF simulator developed 

(see Fig. 6-3(d)) such that its platform replicated the motion experienced on the dashboard of 

the vehicle. In order to establish that this was achieved, data was collected from another 

breakout board with an IMU sensor attached to the bottom surface of the platform. 
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Figure 6-3: The simulator system that comprises either an LSM9DS0 inertial measurement unit breakout board (a), or a 
Samsung Galaxy SIII smartphone utilizing the in-built LSM330DLC chip (b), placed on the dashboard of a vehicle (c) to obtain 
accelerometer data. This data can then be fed into the 6 DOF simulator (with AMC1280USB motion controller board shown 
on the right) (d) to replicate the same movements encountered during vehicle travel. 

Figure 6-4: The venepuncture trainer attached to the platform of the 6 DOF simulator (a). A red line indicates the centre 
region of the “vein” on the trainer (b), in which a needle inserted into it is assumed to be optimal. 
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6.3.2 System Effects on Cannulation Performance  

 

A venipuncture trainer (Venatech IV trainer) was attached firmly on the platform of the 6 DOF 

simulator (see Fig. 6-4(a)). During the performance tests, participants were required to insert a 

winged infusion set (Terumo, 21G x 0.75 inches) into the artificial vein a total of 7 times 

without and with the simulator running. The center location of the “vein” of the trainer is 

marked (see Fig. 6-4(b)) and insertion of the needle into this location is assumed to be optimal. 

The number of times in which the needle punctures into the center of the vein, into the vein but 

not at its center, and missing the vein altogether were recorded and tallied. The duration taken 

for each insertion attempt was also measured using recorded video footages. 

A total of six volunteer participants were involved in the performance evaluation exercise. One 

of the participants is a registered nurse with twenty-two years working experience and had the 

qualifications to administer intravenous therapies to de-facto patients. The remaining 

participants did not have any prior experience and were given a short session on the basics of 

cannulation before conducting the exercise. 

 

6.4 Results & Discussion 

 

6.4.1 System Operation Evaluation 

 

Fig. 6-5 presents typical accelerometer data obtained with vehicle transport using the IMU 

sensor board as it was placed inside a vehicle travelling over some rough terrain. The larger 

magnitude of the z-axis sensor is due to it registering the gravitational acceleration as well. The 

traces show that there were certain instances in which large fluctuations were present. These 

variations, of up to ±0.4 g and ±0.2 g in the x and y, as well as z axis respectively, meant that 

there would be substantial discomfort in the vehicle during transport. 
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Figure 6-5: Sample accelerometer data obtained with vehicle transport using the LSM9DS0 inertial measurement unit 
breakout board. The roughness of the terrain is evident from the strong fluctuations within the 30-seconds recording of the 
travel. 

Figure 6-6: The pitching (a) and rolling (b) of the 6 DOF simulator platform used to replicate the pitching and rolling trends 
in Fig. 6. 
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Based on the acceleration values in Fig. 6-5, calculations of the degree of pitching and rolling 

on the dashboard of the vehicle (where the sensor was placed) gave the distributions shown in 

Fig. 6-6. The degrees of fluctuation (±10o in pitching, ±7.5o in rolling) reinforce the earlier 

contention of discomfort. When this data was fed into the simulator system, the pitching and 

rolling distributions of the platform (recorded using another sensor board located at its bottom) 

are that given in Fig. 6-7. In order to compare these values in a quantitative manner, a 

normalized differencing metric Sd was introduced at each time point t for the pitch and roll 

signals detected on the vehicle Sv and the platform Sp  

)()(

)()(
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tStS
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vp

vp

d
+

−
=

  (6) 

The distributions of Sd this, given in Fig. 6-8 for pitching (a) and for rolling (b), reveal a large 

majority of signal points centered around the zero value within the time period sampled. This 

imputes general good correlation between the distributions in Figs. 6-5 and 6-6. The extent or 

error lies predominantly in the outlier points which is the natural outcome in view of differences 

in the movement and recording responses of the simulator platform and sensor respectively. 

The outlier points can be identified using the Grubb’s test [27] in which the test statistic can be 

determined from 

Figure 6-7:  Calculations of the pitching (a) and rolling (b) of the vehicle’s dashboard from the acceleration data in Fig. 5. 
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whereby <Sd> and  (Sd) are the mean and standard deviation respectively of the distribution. 

In a two-tailed test, outliers are then identified when for a t-distribution and N - 2 degrees of 

freedom and significance level of  
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Figure 6-8: Plots of the normalized differencing metric distribution calculated to compare the results in Figs. 6 and 7 under 
(a) pitching, and (b) rolling. 
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Based on this criterion, we have found the percentage of outlier points to be 1.1% with pitching, 

and 0.8% with rolling. Despite these small values, we expect that the incorporation of better 

electronic processing schemes should allow for these outlier points to be totally eliminated. 

These results indicate that there is capacity of the system to provide good replication of the 

transport conditions in the vehicle.  

Figure 6-9: Acceleration measurements obtained from the inertial measurement unit breakout board and smartphone 
placed on a platform and subjected to identical perturbation at frequencies < 100 Hz. The close correlation of 
acceleration in the x, y and z axes showed that either device could be used to obtain comparable measurements when 
placed inside a vehicle. 
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At this stage, most smartphone models offer sampling rates in the order of 20 − 300 Hz as 

opposed to the 16 MHz sampling rate possible with the IMU sensor board. Hence, the ability 

to record high frequency transport perturbations with the smartphone is currently limited. Such 

a limitation may not play a significant role in transport situations where lower frequency 

perturbations are dominant. Fig. 6-9 provides acceleration measurements using the IMU sensor 

board and smartphone (with 100 Hz sampling rate) as both were placed on a platform and 

subjected to identical lower frequency perturbations. It is clear that the measurements are 

highly correlated. A typical Samsung Galaxy SIII smartphone retails for US$225 as opposed 

to the IMU sensor board (and Arduino processor) that is available for US$50. It is conceivable 

that the smartphone may already be available to a user, but the counterargument is that it may 

be needed for communication during the time when data is collected. It is also noteworthy that 

the lower frequency sensing limitations in current smartphones may soon be overcome when 

newer versions of IMUs, such as the LSM6DS3 by STMicroelectronics which features a 1.6 

kHz sampling rate, begin to be adopted by smartphone manufacturers. However, the decision 

to incorporate higher sampling rate IMUs into smartphones is determined more by power 

consumption rather than data processing considerations. 

In the construction and fabrication of the 6 DOF simulator, it was important to ensure that the 

length of the arms and links were accurate to achieve good reproduction of motion. In addition, 

we found that the poor tightening of parts together can cause significant chattering of the 

simulator when operated at certain speeds. This likely corresponded to the onset of matching 

between the driving and mechanical system frequencies. Using this system, we also note that 

it may be possible to evaluate the performances of spillage or vibration ameliorating devices 

during transport [173]. The cost of the simulator with its controller was estimated to be US$800. 

The load that could be placed on the platform developed was approximately 3 kg. This setup 

is easily scalable using correspondingly larger motors and component parts. Overall, we have 

demonstrated an inexpensive but effective system that enables the extent of vibration and 

impact to be monitored during transport and then replicated in a motion simulator. 
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6.4.2 System Effects on Cannulation Performance 

 

From the pie-charts depicting the positioning results given in Fig. 6-10, the ability of the trained 

participant (nurse) in accessing the venipuncture needle position site correctly was clearly 

better than the other participants. In fact, there was no deterioration in this aspect even when 

the simulator was switched on. This was not the case with the other untrained participants. 

These results implied that prevailing skill and ongoing practice are important attributes in 

retaining the ability to perform the venous access procedures correctly notwithstanding any 

Figure 6-10: Pie charts showing the percentage of attempts where the needle was inserted into the center of the vein (1), the 
vein but not at the center (2), and completely missing the “vein” of the trainer (3), recorded with the simulator switched on 
and off. The simulated venous access was performed by one skilled participant (registered nurse) and five unskilled 
participants with no prior experience in cannulation. 
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unfavorable environments that are encountered. While there was no impairment in the ability 

of the trained participant to set the venipuncture position correctly with the simulator switched 

on, the time taken to do so was longer (see Fig. 6-11). What is also apparent is that this 

performance deterioration seems to be affected more by low frequency movements. This lends 

to the suitability of using the smartphone which has sensing range limited to 100 Hz. The other 

untrained participants, interestingly, did not take any significant additional time to do so. This 

may be attributed to them approaching the exercise merely as a physical task to complete 

without considering, as a trained practitioner would, the potential discomfort (and pain) to real 

patients arising from an unsuccessful venipuncture procedure [174]. 

 

Figure 6-11: Box plots of the average time taken from seven attempts by the same six participants to perform the 
venepuncture procedure on the trainer with the simulator switched on and off.   

 

It should be noted that the learning of motor skills is dependent on four factors: observational 

practice, the learner’s focus of attention, feedback, and self-controlled practice [175]. The last 

aspect typically gives rise to a dose-response relationship wherein with a rising number of 

repetitions, increasingly superior performances can be attained until a plateau is reached [176]. 

The preliminary study here was not designed to reveal this. Furthermore, due to constraints 

regarding availability, a real-life paramedic could not be involved in the experiment, which 

would have added better context to the results. Therefore, it is envisaged that a follow-on 
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comprehensive study conducted with a more targeted cohort of participants will provide the 

data needed to address this issue more definitively. The architecture of this system portends 

extension to the training of other pre-hospital procedures that are done en-route [177]–[179]. 

Applications of the simulator described here may also be extended to sharpening training for 

flight paramedics where the performance of more complex lifesaving skill sets such as 

endotracheal intubation and needle chest decompression may be necessary in the pre-hospital 

trauma setting. 

 

6.5 Conclusions 

A system to simulate conditions during transport in the context of en-route venipuncture 

initiation was developed and tested. The IMU sensor board used was found to reveal 

acceleration fluctuations up to ±0.4 g and ±0.2 g in the x and y, as well as z axis on a vehicle 

during typical transport. This translated to swings in pitching and rolling of ±10o and ±7.5o 

respectively. When these distributions were input into the 6 DOF motion simulator, it was 

found that good replications in pitching and rolling of the platform could be achieved. The lack 

of some detail in the replications were attributed to the limited movement and recording 

responses of the platform and sensor respectively. Tests conducted found that acceleration 

measurements using the IMU sensor board and smartphone, when both were placed on a 

platform and subjected to identical lower frequency perturbations (<100 Hz), were highly 

correlated. In the preliminary test with participants, it was found that the simulated vibration 

affected the performances of participants trained and untrained in venipuncture procedures. 

There is therefore potential for developing this tool further to enhance the training of 

venipuncture procedures in a clinical skills laboratory setting. The architecture of the system 

lends itself to the necessary reconfigurations and modifications to meet the requirements in 

extended applications, that could prove vital to minimizing time spent by paramedics on the 

scene, thereby reduce overall ambulance transfer time delays. 

 

Material from this chapter have been included in McMorran, D., Samarasinghe, S. K. et al. 

(2018). Sensor and actuator simulation training system for en-route intravenous procedure. 

Sensors Actuators A Phys. 279, 680–687. 
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7 Overall Conclusions 
 

The studies conducted throughout this thesis sought to formulate novel theories and systems 

that will serve to improve time and cost effectiveness of emergency ambulance services. The 

opening section of the thesis was dedicated to perform a review of literature on current theory 

and applications used and proposed to improve emergency medical service response times. 

This review included studying the evolution of the ambulance location problem, emergency 

vehicle (EV) pre-emption methods, the effects of TCMs on EVs, the use of time by paramedics 

at the scene and, and the use of time and resources during ambulance recovery times. 

Furthermore, the use of HEV technology in mobile EMS as measures to improve cost 

efficiency in healthcare (including the time cost) was reviewed.  

 

Based on the findings from this review, it was observed that in addition to the potential for 

improvements within the stages of prehospital time, there was a post-hospital time interval 

relatively neglected, that however still affects overall emergency medical service response time. 

This interval is the time period between the point of paramedics arriving at hospital, to the point 

of ambulance again being ready for dispatch. While this interval, includes time for formalities 

such as documentation, rest for paramedics, cleaning and replenishment of ambulance 

consumables (including refuelling) and disposables, it was further noticed the ambulance 

engine was run at idle for considerable periods (including while waiting on-call) to ensure that 

ambulance electrical equipment is sufficiently charged. Therefore, considering the inefficient 

use of fuel, emission problems associated with it, and the ambulance equipment power problem, 

we suggested the adoption of an alternative power source to make ambulance operation more 

cost effective. Given practicality and feasibility considerations, especially regarding equipment 

power problem, adopting HEV powertrains for ambulance was suggested.   

 

Consequently, the need to evaluate the feasibility of HEV powertrains in ambulances arose. 

Given the additional dynamics to be studied in this case, compared to commercial passenger 

HEVs, the capability of simulation software however, to perform a thorough analysis was 

required to be evaluated. Therefore in Chapter 3, we conducted a comparison verification study 

of two automotive simulation software; a MATLAB Simulink model, and the popular 

ADVISOR tool. The MATLAB Simulink Model only yielded logical results under the NEDC 

drive cycle. The exact cause for its inability to produce the same with the UDDS, Manhattan, 

and HWFET drive cycles was difficult to uncover due to the complex manner in which the 
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algorithm is configured. While ADVISOR delivered logical distributions of Battery State-of-

Charge (SOC) % and fuel use data, its closed form makes it difficult to be incorporated into a 

traffic simulation software like VISSIM, which could help prevent optimising the models for 

legislated drive cycles. Furthermore, it was observed that both software, especially ADVISOR, 

were limited in terms of functionality, due to which, the ambulance equipment problem in the 

context of a hybrid-electric powered ambulance could not be studied. Therefore, it is envisaged, 

a more comprehensive study on applicability of HEV powertrains for ambulances with the 

equipment power problem in focus, will be performed in the future. Nevertheless, the Battery 

State-of-Charge distributions is still expected to guide decisions on whether to adopt HEV 

technology for ambulances. It is noteworthy that the availability of electrical power in 

ambulances is vital in order to maintain operation of key instrumentation like ventilators and 

defibrillators when they are needed. 

 

In chapter 4, with a focus on contributing towards work on minimising time losses during 

ambulance response and transfer time intervals, we attempt to understand delays caused due to 

disruptions during ambulance travel. A scenario of a disruption caused during road travel, 

where a disruptor vehicle attempts to move into the ambulance’s lane of travel, thereby 

interrupting ambulance’s progress, is simulated on PTV VISSIM, a traffic microsimulation 

software. It was observed that VISSIM simulations provided realistic depictions of velocity-

time characteristics of ambulances responding to disruptions. Based on the velocity-time 

distributions, the ambulance response to this disruption was analytically characterised. Using 

the analytical relations involving the use of fourth power polynomials, a generalized means of 

accounting for time delays associated with these disrupters was developed, replacing the need 

for further simulations. We expect the tool to help in the formulation of strategies for traffic 

management especially with emergency vehicles in focus, thereby minimise ambulance 

transfer time delays. 

 

Subsequently, in chapter 5, we explored an approach to use UAVs to record vehicle travel as 

it is subjected to a disruption, and is required to overcome a speed bump. Due to the 

inconvenience caused to local EMS by arranging an ambulance for experiments, a cargo 

delivery van was used instead, chosen to relate closely to specifications and drivability 

requirements of a vehicle model used for a type II ambulance. On retrieving the video footage 

from the UAV, necessary video processing techniques were applied and the vehicle speed-time 
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distributions were obtained. A large portion of the data was found to be noisy due to errors 

caused by drone flight instability, inaccuracies related to magnification of footage, and inherent 

image noise. Therefore, the noisy data was deemed unsuitable for verification of the parameters 

to be used in theoretical formulation. The usable data however was illustrated the deceleration 

and acceleration features in the influence zone expected in a speed profile of vehicle negotiating 

a speed bump. Furthermore, the vehicle response to a disruption from the experiment correlated 

with the ambulance response to a disrupter obtained through VISSIM simulations, presented 

in chapter 4, suggesting the viability of using simulation data to analytically characterise 

ambulance response to disrupters. Finally, we observed good potential for use of UAVs in 

traffic related studies and expect future improvements made to UAV technology, in terms of 

video quality/stability, coupled with advanced video processing software, may further enhance 

the suitability of UAVs.  

 

In chapter 6, we shifted focus towards providing a solution to reduce time spent at the scene 

by paramedics. To achieve this objective, one method in use is via, en-route cannulation. 

Therefore, in a bid to train paramedics and study the feasibility of this procedure, we developed 

and tested a training system to simulate conditions during transport in the context of en-route 

venipuncture initiation. The IMU sensor board used was found to reveal acceleration 

fluctuations up to ±0.4 g and ±0.2 g in the x and y, as well as z axis on a vehicle during typical 

transport. This translated to swings in pitching and rolling of ±10o and ±7.5o respectively. When 

these distributions were input into the 6 DOF motion simulator, it was found that good 

replications in pitching and rolling of the platform could be achieved. The lack of some detail 

in the replications were attributed to the limited movement and recording responses of the 

platform and sensor respectively. Tests conducted found that acceleration measurements using 

the IMU sensor board and smartphone, when both were placed on a platform and subjected to 

identical lower frequency perturbations (<100 Hz), were highly correlated. In the preliminary 

test with participants, it was found that the simulated vibration affected the performances of 

participants trained and untrained in venipuncture procedures.                 

However, due to constraints regarding availability, participation of a real-life paramedic in the 

experiment was not possible, which otherwise would have added better context to the 

preliminary test results. Therefore, it is envisioned that a follow-on comprehensive study 

conducted with a more targeted group of participants will provide the data needed to address 

this issue more definitively. The architecture of this system can be extended to the training of 

other pre-hospital procedures that are done en-route. The simulator presented, may also be 
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applied to improve training for flight paramedics where the performance of more complex 

lifesaving skill sets such as endotracheal intubation and needle chest decompression may be 

necessary in the pre-hospital trauma setting. Furthermore, there is potential for developing this 

tool further to enhance the training of venipuncture procedures in a clinical skills laboratory 

setting.  

 

The findings in this thesis are expected to advance technologies that assist in the effective use 

of ambulances and attendant services with ambulances. 
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