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ABSTRACT

i

•H,

This thesis is concerned wiOi the processing of digital images in the high volume

document environment. Such environments are typified by business requirements to

digitise printed documents such as company papers and archive them in an on-line

referable format. The Australian Securities Commission's National Information

Processing Centre was used as the principal case study for this work.

The first specific objective of the research was to analyse and model the effects of

variables which govern the processing performance of digital images in the high

volume document environment. The characteristic variables and performance classes

which pertain to the high volume document environment are defined by the research

work. The effects of the characteristic variables on the performances classes are

established through experimental work and models are developed relating the

characteristic variables to the performance classes.

The second objective of the research work was to model the performance of digital

image processing in the high volume environment thus establishing a methodology for

optimising that performance. The generic model was evolved through a series of

increasingly sophisticated interim models to a specific model for the high volume

environment. This final model, which incorporates the first objective's modelling

work, is then used to establish the methodology for optimising digital image

processing in the high volume document environment.

The research makes a number of original contributions to the body of knowledge.

The research reports a comprehensive set of results which define the effects of certain

characteristic variables on the performance classes of OCR systems. An original

model is developed for predicting the performance of OCR systems in terms of their

characteristic variables. Another original model is developed to describe and optimise

the performance of digital image processing systems in the high volume document

environment. The research work presented in this thesis also describes a series of

innovative tools for analysing OCR systems and digital image document processing

systems.
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1. INTRODUCTION
This chapter introduces the research area of the thesis and covers some of the

background to the research. The evolution of the research area is described

before examining the contribution of the research work reported to the wider

body of knowledge. The collaboration between the Digital Imaging

Applications Centre (DIAC) research center and the companies supporting the

research work is discussed. The organisation and presentation of the rest of the

thesis is then described.

1.1.BACKGROUND

This section describes some of the background to the research work. The

objectives and scope of the research work are defined and the motivation

for the research work is discussed.

With recent reports that the computer driven office has resulted in a 400

per cent increase in paper use [1] in Australia alone over the last 10 years,

the fallacy of the paperless office and the need for efficient text recognition

systems has become increasingly apparent. From the viewpoint of the

rapidly increasing volume of paper based information, the research of

efficient means of processing that information is well justified.

Objectives of the research reported in the thesis include analysis of the

performance of OCR and digital document processing systems and

development of a series of tools for analysing and optimising those

systems. These objectives form original contributions of the research to

the knowledge in digital image document processing and are discussed in

further detail in Section 1.3.

As the title of the thesis implies, the research work examines digital image

processing in the high volume document environment. The research work

falls within the broad domain of character recognition, but encompasses

areas such as optical character recognition, high volume document

processing and image processing performance analysis. In particular, the

1-2



research work deals with the development of apparatus for analysing

digital image document processing systems and the development of

models for optimising those systems. The research also reports a

comprehensive set of results which determine the effects of certain

characteristic variables on the performance classes of OCR systems.

To further define the scope of the research work, Figure 1.1 depicts the

breakdown of the character recognition domain into smaller and more

specific sub-domains. Figure 1.1 is an adaptation of similar figures

presented by Doermann [2] and Impedovo et al. [3]. The area of interest

diagram is not intended as an exhaustive description of all the subdomains

of character recognition, but rather shows the relationship of the various

domains and subdomains which are relevant to the research.
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Figure 1.1 Areas of interest in the character recognition domain
This figure shows the division of areas of interest in the character recognition domain into successively
smaller areas of interest.

The scope of the research reported in this thesis encompasses optical

character recognition of machine printed documents in the high volume

environment. Figure 1.1 shows the high volume machine printed domain

including two relevant sub-domains, those of key field extraction and

whole document recognition. By focusing the scope of the research on

these areas it does not exclude those peripheral areas which may impact

upon the research, but allows the research results to be more detailed and

specific.
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Even by focusing the scope of the research on machine printed documents

in the higlti volume environment, there is still a diverse range of characters

to be recognised. An example of the range of characters to be recognised

is given in Figure 1.2. The example shows three contemporary machine

printed typefaces; Helvetica, Courier and Times Roman. Figure 1.2 also

shows two characteristics of typefaces which can affect recognition; viz.

serifs and spacing.

HELVETICA 1234
COURIER 1234

TIMES ROMAN 1234
Figure 1.2 Examples of contemporary machine printed typefaces
Three common examples of contemporary typefaces are shown. The top typeface is a proportional,
sans-serif typeface named Helvetica. The middle typeface is a non-proportional, sans-serif typeface
named Courier. The bottom typeface is a proportional, serif typeface called Times Roman.

Where reference is made to digital image document processing within the

thesis, it is implied that it is machine printed and optically scanned

documents which are being considered unless stated otherwise.

There are two main objectives for researching digital image processing in

the high volume document environment:

• The first objective is to be able to accurately measure and predict

the performance of digital image processing systems in the high

volume document environment for a given set of characteristic

variables. By then controlling the characteristic variables it is

possible to manipulate the performance of the digital image

processing system.

• The second objective is to be able to accurately optimise the

performance of digital image processing systems in the high volume

document environment. Optimisation of document processing
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system performance is particularly important in the high volume

environment where the greater the volume, the greater the potential

savings in resources and time that can be achieved from a

performance gain.

1.2.EVOLUTION OF THE RESEARCH

The research reported in this thesis has evolved from the works of several

notable international researchers who have pioneered the digital image

document processing field.

The literature survey in Chapter 2 draws upon the work reported in the

survey papers by Nagy [4], Mori et al. [5], and Impedovo et al. [3]. Much

of the theory which is overviewed in Section 2.5 is based on these survey

papers and the work of Bokser [6] on omnidocument technologies.

The work reported by Baird on the skew angle of printed documents [7],

document image defect models [8], and their uses [9], forms the basis

which the preliminary experimental work reported in Chapter 4 is built

upon. Later work by Griffin et al. [10] extends Baird's previous work and

further supports the results reported in Chapter 4.

Work by Ho et al. [11] on the evaluation of OCR accuracy using synthetic

data, and Doermann and Yao [12] on generating synthetic data for text

analysis systems confirms many of the findings reported in Chapter 5.

Further work by Griffin et al. [13] complements the findings reported in

Chapter 5.

The modelling work reported in Chapter 7 and Chapter 8 evolves from the

works of Casey et al. [14] on intelligent forms processing systems and

Srihari [15] on high performance reading machines. The OCR system

models presented by Doermann [2] and Impedovo et al. [3] were also used

as a basis for the more sophisticated models reported in Chapter 7. Further

research work in the area of digital image processing in the high volume

document environment is reported in Section 2.6.2.
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1.3.C0NTRIBUTI0N OF THE RESEARCH

The research work carried out and reported in this thesis is shown to make

several significant contributions to the knowledge of digital image

document processing. The work is significant because it contributes

several solutions to problems which exist in the knowledge area. The

work is original in that it addresses a void in the area of knowledge which

has only been partly contributed to by the current literature. While all of

the research work reported is original in some respect, the original

contribution of the research work reported is focused on four major areas:

• A comprehensive set of experimental results which define the

effects of certain characteristic variables on the performance

classes of OCR systems.

• The development of an original model for predicting the

performance of OCR systems in terms of the system's

characteristic variables.

• The development of another original model for describing and

optimising the performance of digital image processing systems

in the high volume document environment which incorporates the

previous OCR model.

• Also, through the work of this thesis, a series of innovative tools

were developed. These new tools are essential not only in

analysing an OCR system in terms of its performance classes and

characteristic variables, but also in its optimisation.

These areas of contribution of the research represent a significant

advancement in the published body of knowledge of digital image

document processing.

1 .^INDUSTRIAL COLLABORATION

Major sections of the research work presented in this thesis were made

possible only by collaboration between DIAC and the relevant industrial

1-7
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organisations. The collaboration of the relevant industries is important

because it illustrates the practical nature of the research and the

applicability of the research results to industrial systems. The industrial

organisations which assisted the research work at DIAC included the

Australian Securities Commission (ASC), KODAK Australia and the

Collaborative Information Technology Research Institute (CITRI).

DIAC provided the laboratory space, equipment and other facilities for

most of the experimental work reported in the thesis. The expertise of the

DIAC researchers in the digital imaging field assisted the direction of the

research and development work. DIAC also served as an administrative

body through which collaboration with the other external industries was

organised.

The ASC provided access to the high volume document processing

environment which was necessary for collecting the data upon which much

of the research work is based. The ASC's National Information Processing

Centre (NIPC) provided experience with digital image processing systems

in an commercial environment. The ASC assisted the development of the

DIAC laboratories which were used for the preliminary experimental work

described in Chapter 4.

KODAK Australia provided information and expertise regarding the high

volume document processing systems which were used by the ASC.

KODAK supplied software modules for image viewing and manipulation

which were incorporated into the prototypes developed as part of the

research.

The Collaborative Information Technology Research Institute conducted

research work for the ASC in the area of document image transmission.

The areas of research for CITRI and DIAC overlapped to some extent and

regular seminars facilitated the exchange of research data. CITRI provided

information on the ASC's national document transmission network which

was relevant to the practical application of the research.

1-8



1.5.ORGANISATION OF THE THESIS

This section describes the general organisation of the thesis. It outlines

each of the chapters and provides an overview or the research work.

A survey of the current research literature is reported in Chapter 2. It

introduces the basic principles of digital image processing which lead into

a historical perspective of digital image processing from the high volume

document environment viewpoint. State of the art OCR systems, current

research areas and key enabling technologies are examined. An overview

is presented of the theories applicable to digital image document

processing and the high volume document environment in particular.

The research work progresses from the introduction in two distinct phases.

The first phase concentrates on OCR performance at a elemental process

level, while the second focuses on digital image document processing at an

overall system level.

An analysis of the literature is conducted in Chapter 3 using LitBase which

is a literature database tool developed specifically for analysing the

research literature. The development of LitBase is examined both as a

literature analysis tool and as a test bed for OCR experimentation.

The preliminary experimental work with LitBase led to the results reported

in Chapter 4. The experimental work investigates the relationship between

the OCR performance classes and the characteristic variables of an OCR

system. An analysis of the these preliminary experimental results is

conducted in Chapter 5. The analysis defines and quantifies the

relationship between the OCR performance classes and characteristic

variables. Chapter 5 also develops the accuracy-resolution-text size (ART)

and resolution-text size-speed (RTS) curves. The ART and RTS curves

visualise the relationships between the OCR performance classes and

characteristic variables. The elementary models derived from the ART and

RTS curves are shown to predict OCR system performance. The

elementary models are developed into an OCR system performance

1-9



optimiser (OSPO) tool which is shown to be able to tune the characteristic

-variables of an OCR system to optimise the systems performance.

Chapter 6 reports the development and implementation of two prototype

OCR systems developed using the previously established performance

class, characteristic variable relationship. The prototypes substantiate the

analysis of the experimental results which were reported in Chapter 4 and

show the reliability of the tools and models based on the reported analysis

in Chapter 5.

The work reported in Chapters 2 through 6 represents ihe first phase of the

research work. It describes the research and development of an original

technique and model for optimising OCR performance in the high volume

environment. The second phase of the research work is reported in

Chapters 7 and Chapter 8. It extends the optimisation and modelling of the

first phase to the whole digital image document processing system.

The modelling of the digital image document processing system is

developed in Chapter 7. A series of five increasingly sophisticated models

are developed which incorporate the OCR optimisation model developed

in Chapter 4 and Chapter 5. Experimentation and analysis of the models is

reported in Chapter 8. It shows the ability of the models to optimise

digital image document processing system performance under conditions

typical of the high volume environment. Chapter 9 presents the conclusion

to the research work in terms of its general achievement and original

contributions to the area of knowledge. It also lists several avenues of

future research work and apparatus development.

Following the conclusion are appendices, a bibliography, a glossary, and

an index. The appendices cover detailed apparatus specifications, software

source code listing for the models and tools developed for the research

work and tables of summarised experimental data.
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2. LITERATURE SURVEY

This chapter introduces digital imaging and its application to document

processing. A historical perspective of OCR systems is presented, highlighting

significant milestones and developments. Systems using the current state of the

art OCR techniques are described in further detail. Key enabling technologies

and their impact on digital imaging are discussed. An overview of digital

imaging theories is presented to cover the various aspects applicable to

document processing. Particular focus is then placed upon the application of

digital image processing to the high volume document environment and is the

main focus of this thesis.

2.1.INTRODUCTION

This section introduces digital image processing by looking at document

processing systems prior to the digital era. Some of the early applications

of digital imaging to document processing are examined to show how the

technology began to develop. An elementary OCR model is used to

describe the basic principles of digital image document processing. Once

these basic principles are established, the criteria for evaluating OCR

system performance are defined.

2.1.1.Pre-Digital Document Processing

Digital image document processing did not emerge until

computational technology had advanced sufficiently to allow

machines to process document images. Even before that time,

however, research work in Germany and the U.S. was being

conducted in optical character recognition [5]. Patents were obtained

on OCR as early as 1929 [5].

This research work into OCR progressed to the point where several

early applications were developed using digital imaging techniques

to process documents.
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2.1.2.Early Applications of Digital Imaging to Document
Processing

There are a number of early applications of digital imaging to

document processing e.g. [3], [5], [16], [17]. Mark sensing and

magnetic ink character recognition are two such examples which

characterise these early applications.

2.1.2.I.Mark Sensing

Mark sensing [17] was a relatively simple form of digital image

document processing. It involved the detection of an object on

a document but did not include the recognition of that object.

Because recognition of the object was not required, the process

was simple and required low computational power. Mark

sensing was therefore implemented before the other more

complex forms of document image processing such as magnetic

ink character recognition.

The mark which was sensed could be a hole punched in the

document and was read by mechanical or optical means. The

mark could also be made by pen or pencil and read optically.

Weaving looms used a mechanical system [18] similar to mark

sensing to achieve patterns in the weaving thus representing an

earlier example of the technology.

Punch cards [17] were used for mark sensing by programmers

to input program code into computers. These punch cards

could be created manually by the programmer and fed into a

punch card reader for input into the computer. Paper tape [17]

was another form of mark sensing which allowed information

to be stored on a continuous reel of paper for later retrieval.

Mark sensing was also used for processing forms which

required limited responses.
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Mark sensing required information to exist at pre-determined

positions on the document. Information at positions other than

pre-determined positions was ignored. This requirement for

prior knowledge of a document's mark sense positions is

another limitation of mark sensing.

Because of these limitations imposed by mark sensing, the

range of document processing tasks to which it could be

applied was restricted. More refined forms of digital image

processing had to be created to distinguish not only whether an

object existed on the document, but also to determine what the

object represented. One such form of digital image processing

is magnetic ink character recognition.

2.1.2.2.Magnetic Ink Character Recognition

One of the ways in which Magnetic Ink Character Recognition

(MICR) [5] differs from mark sensing is that MICR can

distinguish one mark or character from another. MICR can

therefore overcome some of the limitations imposed by mark

sensing on digital image document processing.

MICR involved passing a vertical slit over the characters and

summing the magnetic information at each slit position. Each

character was reduced into a one dimensional array.

Comparing the array with a list of values allowed the character

to be recognised. This process is depicted in Figure 2.1 for the

number '5 ' .
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array : 6 3 3 3 6

Figure 2.1 Magnetic ink character recognition process
A vertical slit passes over the character (top image) and sums the magnetic information at each x
position. The sums (bottom image) are shown as a function of x. The corresponding array is used to
classify the character.

MICR required a special typeface which when reduced to one

dimension gave unique arrays for each character. MICR also

required a magnetic ink. These were restrictions which limited

the applications to which MICR could be applied. An example

of the MICR typeface is shown in Figure 2.2.

Figure 2.2 MICR typeface example
The typeface shown is used for Magnetic Ink Character Recognition. Apart from being printed in
magnetic ink, the typeface is specially designed for reduction to one dimension.

One common example of the application of MICR is in the

banking industry for cheque processing [5].

MICR can be seen as the next step towards the more powerful

OCR systems available today. To introduce these more

powerful OCR systems, it is prudent to examine the basic

principles of digital image document processing on which these

OCR systems are founded.
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2.1.3.Basic Principles of Digital Image Document Processing

The basic principles of digital image document processing can be

illustrated by examining the processes which occur in a typical

contemporary OCR system.

A typical OCR system can be represented by an elementary OCR

model. Figure 2.3 shows the process flow of an elementary OCR

model. The elementary OCR model shown is an adaptation of the

models presented by Impedovo [3] and by Doermann [2]. This

generic model can be used to illustrate the basic processes which

occur in one form or another in OCR systems: digitisation,

segmentation and classification.

Documents

Digitisation

M.

Segmentation

I4
Classification

Text

Figure 2.3 Elementary OCR model
The model shows the basic processes of an OCR system, and the order in which they occur as the
OCR system transforms physical documents to electronic text.
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The physical documents are digitised into an electronic form. Once

in a digital form, the documents can be segmented into components

(e.g. paragraphs) and sub-components (e.g. words). Segmentation

continues until the smallest component, usually a character, is

reached. At this stage the components are recognised and converted

into text.

The digitisation, segmentation and classification processes are

covered briefly in the following sections. Further details of these

processes are given in Section 2.5.

2.1.3.1. Digitisation

One of the first processes to occur in a typical OCR system is

digitisation. The digitisation process involves the conversion

of the document from its physical form into an electronic form

suitable for computer processing. Scanning is a typical method

of digitising documents which involves passing a document

over an array of optical sensors. The facsimile machine is an

example of a low resolution bi-level scanner. Further detail

about scanners and digitisers are given in Section 2.4.1.

2.1.3.2. Segmentation

Once the document has been digitised into a document image, it

is then divided up into areas representing individual character

images. This segmentation process typically occurs at different

levels. A page might first be divided up into text regions, then

divided into columns, paragraphs, lines, words, and finally

characters. Where segments such as characters are joined, the

decision as to where to break the characters apart will have a

significant impact upon the classification stage.

2-9
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2.1.3.3.Classification

The classification, or recognition, of the character images is one

of the last processes to occur in a typical OCR system. The

classification process involves comparing the attributes of the

character image with a table of character attributes to determine

which letter, number or symbol the character image best

represents.

Once the basic principles of digital image document processing

are understood, it is possible to begin comparing the

performance of OCR systems. However, the criteria upon

which to base these comparisons have to be established first.

2.1.4.Criteria for Evaluating OCR System Performance

There are several measures for assessing an OCR system's

performance [19]. Accuracy, speed and sensitivity are three of the

common criteria, or performance classes, used for evaluating OCR

systems [10]. There may be other relevant performance classes

depending upon the particular OCR system being evaluated.

Improvements to a particular performance class of an OCR system

can also affect other performance classes [13]. This trade-off

between performance in one class for another means that for accurate

comparisons of OCR systems, ali of the systems performance classes

have to be examined. The manner in which these performance

classes affect one another is examined in further detail in Chapter 4

and Chapter 5. The first and perhaps foremost criterion for

evaluating OCR system performance is the system's accuracy.

2.1.4.1.Accuracy

The accuracy of an OCR system is typically expressed as the

percentage of characters recognised correctly [11]. Another

method for expressing the accuracy of an OCR system is the

percentage of words recognised correctly. The equation for
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calculating the character accuracy, A, of an OCR system as

used by the Information Science Research Institute [20] and

others [21] is given in Equation 2.1, where n is the number of

characters in the sample and terrors is the number of

erroneously recognised characters. The character accuracy is a

dimensionless ratio expressed as a percentage.

A =
n - (# errors)

n
(2.1)

The accuracy performance class is generally regarded as the

most significant measure oi an OCR system's performance. It

must be remembered though, that an OCR system's accuracy is

dependent upon the quality of the documents input to the

system. With high quality documents as -••put, it is quite

possible to claim almost 100% accuracy for a particular OCR

system. It is therefore important to identify the document

quality used to obtain the claimed OCR system accuracy.

Another criterion for evaluating OCR system performance is

speed.

2.1.4.2.Speed

The speed of an OCR system can be expressed in a number of

ways depending on the units of measurement which are chosen.

Pages per minute (ppm) or words per minute (wpm) may be

useful when comparing OCR system speed with that of a typist.

Characters per second (cps) is the unit of measurement used

when making comparisons between OCR systems. The

equation for calculating the speed, 5, of an OCR system (in

characters per second) is given in Equation 2.2 [20] where n is

the number of characters in the sample, terrors is the number

of erroneously recognised characters and / is the time taken to

process the sample (in seconds).
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s= n — (# errors)

,

(2.2)

As with the accuracy performance class, the speed performance

class can also be dependent upon the quality of the documents.

It is therefore important to identify the document quality used

to obtain the claimed OCR system speed

2.1.4.3.3ensitivity

The sensitivity of an OCR system represents the degree to

which the system can cope with non-ideal documents. Ideal

documents can become degraded in a number of physical and

electronic ways, such as printing, reproduction, transmission

and decay [8], [9]. The sensitivity of an OCR system can be

expressed in terms of how well the system can deal with these

types of degradations [22], [23]. An OCR. system might, for

example, claim a certain accuracy and speed when processing a

specified type of document.

2.2.HiSTORicAL PERSPECTIVE OF OCR SYSTEMS

This section presents an historical perspective of OCR systems from the

high volume document environment point of view. Milestones and

historically significant developments are discussed and the progression of

OCR system performance is examined.

2.2.1.Milestones and Historically Significant Developments

There are many milestones and historically significant developments

in the OCR field [5]. From the point of view of high volume

document imaging there are three particularly significant

developments: OCR character set standards, omnifont OCR, and grey

scale OCR.
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2.2.1.1.OCR Character Set Standards

The standardisation of OCR character sets is a significant

milestone in the history of OCR development because it

represented an attempt to alter the way people wrote so that

computers could more readily recognise the writing - making

people more 'computer-friendly' rather than making computers

more 'people-friendly.'

In 1966, two OCR character sets were standardised [6]. OCR

A was an American standardised font and OCR B was a

European standardised font. These two character sets were

designed specifically for use with OCR systems. The OCR

fonts were kept simple by avoiding serifs and extraneous detail

and had uniform line thickness. They were also designed to

miminise similarities between characters, such as '5 ' and 'S' .

Examples of the OCR A and OCR B typefaces are given in

Figure 2.4, The differances between the '5 ' and 'S ' in both

typefaces can clearly be seen.

ABCabcQRS12345
Figure 2.4 Standard OCR character set typefaces
The top typeface shown is the OCR A typeface. The bottom typeface shown is the OCR B typeface.
Both typefaces are designed specifically for improved OCR performance.

By using these fonts, the performance of OCR systems can be

better than when using fonts designed for human recognition or

.'.or aesthetic purposes.
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2.2.1.2.OmnifontOCR

The advent of omnifont OCR systems represents another

significant development in the OCR field [6]. Omnifont OCR

systems refer to OCR systems which can recognise a wide

variety of fonts and typefaces. Previous OCR systems required

the system to be trained with a particular font before that font

could be accurately recognised. This restricted the application

of the OCR system to documents whose font types could be

controlled.

By developing a recognition system which looked at the

features of characters which were font independent, it was

possible to develop an omnifont OCR system. An 'o' for

instance is represented by a completely enclosed ellipse in most

font types. This font independent feature of the letter 'o' can be

used to distinguish it from other characters.

2.2.1.3.Grey-ScaleOCR

Grey-scale OCR systems represent an important development

in the OCR field. These systems used grey-scale images of

documents as opposed to previous OCR systems which worked

with binary images. Previous OCR systems images were

digitised as grey scale and thresh.olded to binary images, or

were simply digitised as binary images. In the process of

thresholding the images, potentially useful data about the

characters may be lost [24]. Grey-scale OCR systems use this

extra data which binary OCR systems discard to improve tie

recognition accuracy of the grey-scale OCR system [25].

2.2.2.Progression of OCR System Performance

The development of OCR systems over time can be measured in

terms of their performance. OCR system performance is limited to a

large extent by the computational device used to implement it. It
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therefore follows that the progress of OCR systems tends to match

the progress of computer performance. Table 2.1 is a summary of

OCR system performance over approximately 40 years, showing the

name of the OCR system, the year it was developed or tested, and its

claimed or measured performance in terms of accuracy, speed and

sensitivity.

Table 2.1 Progress of OCR performance
This table lists several OCR systems in chronological order including performance ratings from several
sources [5], [6], [20], [26], and the year the system was able to achieve those ratings.

Solatron ERA

Hitachi H8959

NEC NAS50

NTTDT-OCR100C

Toshiba OCR-V595

Caere OmniPage

Xerox Kurzweil
Discover

Fuji Electric Co. XP-
70S

Sanyo Electric Co.
CLL-2000

Calera WordScan

Expervision RTK

Recognita plus DTK

Xerox XIS OCR
Engine

1957

Early 70s

1974

Early 80s

1983

1988

Late 80s

Early 90s

Early 90s

1992

1993

1993

1994

ill
120 cps on typed numerals

95.7% accuracy on constrained handwritten
characters

93% accuracy on constrained handwritten
postcodes

97.1% accuracy on constrained handwritten
Katakana characters

99.5% accuracy and 70-100 cps on typed Kanji
characters

40 cps on multifont typed characters

10-40 cps on multifont typed characters

30 cps on multifont multilingual typed characters

2 cps on multifont multilingual typed characters

99.3% accuracy and 50 cps on multifont typed
characters

98.1% accuracy on multifont typed characters

95.57% accuracy on multifont typed characters

98.13% accuracy on multifont typed characters

Although the OCR systems of Table 2.1 are listed chronologically,

there does not appear to be much discernible progress in OCR system

performance over the time span shown. All the accuracy claims, for

example, are 93% or better. This appearance of little progress can be
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partly attributed to the quality of the documents used to measure the

OCR systems accuracy. As the quality of the documents is often not

stated when quoting performance figures for an OCR system, it can

be difficult to compare different OCR systems performance without

using the same sample of documents. It is possible for developers to

increase the quality of the documents until the OCR systems

measured accuracy is acceptable.

2.3-THE STATE OF THE ART

This section examines the state of the art in OCR, as at the time of the

writing of this thesis. It gives examples of several commercially available

OCR systems and developers and briefly describes their OCR systems.

Current areas of research in the OCR field are identified and some centres

conducting research in the field are listed.

2.3.1.Commercially Available Systems and Developers

There are a number of commercially available OCR systems and

OCR system developers. Caere Corporation and Calera Recognition

Systems, Inc. are two prominent examples of companies which

develop commercially available OCR systems.

2.3.1.1.Caere

Caere Corporation was founded in 1976 by Dr. Robert Noyce.

Its areas of expertise include optical character recognition,,

intelligent document management and image recognition

techniques. In 1988 Caere Corporation produced a PC based

OCR software package called OmniPage. Since then the

OmniPage package has been revised and improved several

times. The OmniPage OCR engine can also be found as part of

other vendors' document imaging systems such as those used in

facsimile and scanning packages. Caere Corporation also

produce a variety of other document imaging equipment
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including electronic forms processing systems, document

storage and retrieval systems, automated data entry equipment

and high-end OCR developers kits. Much of the experimental

work reported on in this thesis was carried out using various

versions of Caere's Omnipage OCR software.

Caere Corporation1 maintains an Internet site

(http:/www.caere.com) which, apart from company and product

information, contains several technical publications. These

publications include technical papers and theses in the OCR

field contributed by Ceare's engineers.

2.3.1.2.Calera

Calera Recognition Systems, Inc. produced a PC based

software OCR package called WordScan. The experimental

results which were obtained for this thesis, using Caere's

Omnipage OCR software, are supported by the results obtained

using Calera's WordScan OCR software. WordScan Plus

version 4.0 incorporates Predictive Optical Word Recognition

(POWR). POWR uses Hidden Markov Models (HMMs)

[27-31] to improve recognition accuracy by analysing whole

words prior to segmentation into characters.

Calera Recognition Systems, Inc. has since merged with Caere

Corporation and are now a wholly owned subsidiary of Caere

Corporation. Information about Calera Recognition Systems,

Inc. and its products can be obtained by contacting Caere

Corporation (refer to section 2.3.1.1).

'Caere can be contacted at: Caere Corporation, 100 Cooper Court, Los Gatos, California 95030 U.S.A.,
Voice: (408) 395-7000, Fax: (408) 354-2743.
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2.3.2.Current Research Areas

There are several areas of research in the OCR field which are

currently undergoing study and development. Among these are

highly degraded document recognition, [6], [29], [31-33], recognition

error reduction, [34-38], cursive script recognition, [39-45], and other

language recognition, [46-50].

2.3.2.1.Highly Degraded Document Recognition

Currently there is a particular interest in the research

community in the area of highly degraded document

recognition [29]. While good quality documents can be

accurately recognised, the lower recognition accuracy of poor

quality documents can be seen as offering considerable scope

for improvement [31].

The more a document departs from its ideal form the more

difficult it can become to recognise that document. There are

several ways for a document to become degraded. Most

document printing, transmission and reproduction results in

some form of degradation in document quality. Many different

methods are employed to cope with the various types of

document degradation [25].

When documents are too highly degraded such that no method

is capable of compensating sufficiently for the degradation,

recognition errors are likely to occur. These recognition errors

could benefit from error reduction techniques.

2.3.2.2.Recognition Error Reduction

Recognition error reduction is another area currently attracting

research work [51], [52], In every OCR system there exists the

possibility of incorrectly recognising characters in a document.

Recognition error reduction techniques seek to reduce the
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number of incorrectly recognised characters which occur.

Simple dictionary based spelling correction is one method

which can be used to reduce these recognition errors.

Grammatical rules and other a priori knowledge methods can

also be applied to further reduce recognition errors.

2.3.2.3.Cursive Script Recognition

Cursive script recognition considerably extends the scope of

documents which are recognisable by computer and is another

area currently attracting research work [41]. There are two

significant differences between the recognition of handwritten

cursive script characters and the recognition of typed characters

[53]. The first difference is that cursive script characters are

joined to adjacent characters. The second difference is that

there is a greater degree of variation in the way handwritten

cursive script characters can be written.

Cursive script recognition provides an extra level of difficulty

during the segmentation process because characters touch the

other characters on either side [39], [40]. A decision has to be

made as to where one character ends and another begins. If the

wrong choice is made as to where to segment the touching

characters, then the characters are likely to be incorrectly

classified.

An alternative to segmenting cursive script is word recognition

[39], [54]. Words are not segmented into characters but are,

instead, treated as whole units for recognition purposes [55],

[56]. One consequence of word recognition is the greater

number of objects which have to be classified. Character

recognition of English documents has to deal with 26 letters,

while word recognition of English documents has to deal with

many thousands of words.
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The variance of handwritten cursive script requires a whole new

set of problems to be solved [41], [44], [53], [57], [58].

Training of a classifier has been shown to be an effective

method of recognising a particular individual's writing style.

To date, the accuracy of omnifont recognition of handwritten

cursive script, without classifier training, has limited

widespread application of the method. However, it is a rapidly

developing technique.

2.3.2.4.Other Language Recognition

Particular attention is being paid to recognising languages

based on more complex character sets [36], [48], [49], [50],

[59]. The Japanese and Chinese languages make use of

character sets which are more numerous and more complex

than languages based upon the English alphabet. There are

numerous other differences between these languages and

English which also increase the difficulty of recognising these

languages.

2.3.3.Research Centres

There are a number of research centres around the world conducting

research into document imaging. Two research centres in the USA

provide Internet access and contain a wealth of readily downloadable

information including technical reports, research papers and even

complete doctoral theses. Another research center in Australia which

focuses on research application is also described.

2.3.3.1.Information Science Research Institute

The Information Science Research Institute (ISRI) was

established by the USA Department of Energy at the University

of Nevada, Lass Vegas in 1990. ISRI's stated mission is to

foster the improvement of automated technologies for
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understanding machine-printed documents. Each year ISRI

sponsors a Symposium on Document Analysis and Information

Retrieval (SDAIR) and produces an annual research report on

its OCR Technology Assessment program. ISRI's web page

(http://www.isri.unlv.edu) contains ISRI publications, technical

reports, and annual research reports as well as other information

about ISRI'.

2.3.3.2.Center of Excellence for Document Analysis and
Recognition

The Center of Excellence for Document Analysis and

Recognition (CEDAR) was established by the United States

Postal Service at the State university of New York at Buffalo in

1991. Initially, CEDAR focused on scanned postal-relevant

documents but has since diversified to include the reading of

fax documents, forms and cheques and printed documents with

complex layouts. CEDAR's web page

(http://www.cedar.buffalo.edu/index.html) contains information

on its current and past projects, CEDAR publications and

resources and CEDAR" personnel.

2.3.3.3.Digital Imaging Applications Centre

The Digital Imaging Applications Center (DIAC) was

established by the School of Engineering at Monash University

Gippsland Campus in 1991. DIAC is a multidisciplinary,

application oriented research and development center focusing

on infra-red imaging, image processing, knowledge

'ISRI can be ccttacted at: Information Science Research Institute, University of Nevada, Lass Vegas,
405 Maryland Parkway, Box 454021, Lass Vegas, Nevada 89154-4021 USA Voice: (702) 895-3338,
Fax: (702) 895-1183, Email: isri-info@isri.univ.edu.

"CEDAR can be contacted at: Center for Excellence for Document Analysis and Recognition, UB
Commons, 520 Lee Entrance, Suite 202, Amherst, NY 14228-2567 (USA), Voice: (716) 645-6162;
Fax:(716)645-6176.
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engineering, computer graphics electronic data exchange and

software engineering. DIAC1 maintains a web page

(http://giaeb.cc.monash.edu.au:80/~briangr/public.html) which

contains information on DIAC research and development

projects, DIAC publications, and DIAC personnel.

2.4.KEY ENABLING TECHNOLOGIES

This section covers the key enabling technologies without which digital

image processing could not be implemented. Digitising devices, high

capacity optical storage and high speed image processors are described in

terms of their impact on digital image processing in the high volume

document environment.

2.4.1. Digitisers

The ability to transform a document from its physical form into an

electronic form is a key enabling technology for document imaging.

This transformation process is called digitising or scanning and is

described in Section 2.1.3.1.

There are several digitising methods, including divided slit scan,

laser beam scan, photocell matrix scan and mechanical scan. The

divided slit scanner is the digitising method most commonly used for

OCR systems [3]. It involves the document being passed over an

array of photoelectric devices by a transport mechanism or the array

being passed over the document.

One of the important components of digitisers is the document

transport mechanism. The document transport mechanism's ability

to quickly and accurately move the documents over the scanning

head is crucial to consistently digitised documents.

'DIAC can be contacted at: Digital Imaging Applications Centre, Monash University Gippsland Campus,
Churchill, Victoria 3842 (Australia), Voice: +61 (051) 22-6461, Fax: +61 (051) 22-6500.
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Hand and wand scanners are examples of smaller divided slit

scanners which can also be used to digitise parts of documents for

OCR systems. Because 4hese scanners rely on the operator to

manually move the photoelectric array over the document, they are

not suitable for the high speed, high volume environment.

Digitisers and their performance are important to digital image

processing in the high volume document environment because the

following stages of processing and their performance are reliant on

the accuracy of the digitisation process. Digitisation errors such as

image skew and image offset reduce performance and must be

corrected or compensated for in the following processes. Examples

of the effects of digitisation error on digital image processing in the

high volume document environment is given in Chapter 7 and

Chapter 8.

2.4.2.High Capacity Optical Storage

High capacity optical storage devices are a key enabling technology

for digital image document processing. Although text storage

requirements are fairly modest by today's data storage standards (e.g.

2000 bytes per page [60]) the storage requirements for high

definition document images are orders of magnitude greater (e.g.

467,500 bytes for 8.5 x 11 inch page at 200DPI, binary image [60]).

Even with compression reducing image sizes to one tenth normal

size, the storage capacity of a 635MB CD-ROM is only 13,500

images (at 467,500 bytes per image prior to compression).

High capacity optical storage devices and their performance are

important to digital image processing in the high volume document

environment because they limit the storage capacity of documents

and the time taken to store and access documents. Examples of the

effects of high capacity optical storage devices on digital image
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processing in the high volume document environment is given in

Chapter 7 and Chapter 8.

In the high volume environment the storage requirements for

document images Optical storage technology offers several

advantages over magnetic storage technology and is used in many

document imaging systems [60]. Optical storage technology offers

potentially greater storage capacity, portability and data security.

Three common types of high capacity optical storage drives are write

once read many drives, compact disc recordable drives and magneto

optical drives. Optical disk jukeboxes allow many optical disks to be

available to an optical drive, effectively multiplying the capacity of

the optical drive by the number of disks in the jukebox.

2.4.2.1.Write Once Read Many Drives

The Write Once Read Many (WORM) drive is an early form of

optical storage. The; storage capacity of the WORM disk varies

according to the disk diameter. Five and a quarter inch WORM

disks can store 940MB, twelve inch disks can store 9GB, and

fourteen inch disks can store 10.2GB [60]. The fact that data

could not be altered once written provides security for the data.

Access times and transfer rates for WORM drives are slightly

slower than for magnetic storage media.

2.4.2.2.Compact Disc - Recordable

The Compact Disc - Recordable (CDR) is a more evolved and

standardised form of optical drive than the WORM Drive. The

CDR is identical in most respects to the standard audio compact

disc played on home stereo systems. Like the WORM drive,

once data is written to the CDR, it cannot be altered. The

nominal capacity of a typical 4.7 inch CDR is 635MB [60].

Smaller 3.5 inch CD-ROM disks can hold up to 180MB [60].

CDR disks are read by CD-ROM drives, with typical access
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times of 300ms [60] and transfer rates from 150Kb/s (single

speed drive) to 1800Kb/s (twelve speed drive).

New disc based ROM technology such as the Digital Versatile

Disc (DVD) [61] sets even higher standards for data storage. A

DVD can store 4.7GB of data and has an access time of

* 142.3ms.

2.4.2.3.Magneto Optical Drives

By combining magnet ic and optical technology, a Magne to

Optical (MO) drive enables data to be re-writ ten to the disk

many t imes. These are hybrid drives and have the high

capacity storage of optical drives as well as the re-writabli ty o f

magnet ic drives. The storage capacity of an M O disk varies

according to the disk diameter and data density. Three and a

; * half inch M O disks can store between 128MB and 2 5 6 M B [60],

f 5.25 inch disks can store between 2 5 6 M B and 6 5 0 M B . Typical

~[ access t imes for M O drives are about 4 0 m s [60] and transfer

}
''Jt rates are slightly slower than WORM drives.

'} 2.4.3.High Speed Image Processors

\ High speed image processors are another key enabling technology for
\
4 digital image document processing. The performance of an OCR
«

^ system is limited to a large extent by the computational processors
j

''* used to implement the OCR system. These high speed image
«-\ processors can be either dedicated image processors or general

purpose processors.

2.4.3.1.Dedicated Image Processors
H

Dedicated image processors can implement a number of the

OCR systems functions in hardware. While this may result in

better OCR performance initially, the OCR system may be

difficult to upgrade or alter.
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One example of a dedicated image processor is a wand scanner

which recognises single lines of text and outputs the data as a

stream of keyboard codes. This effectively replaces or

supplements keyboard data entry.

Another, more specific, example of a dedicated image

processor is Calera's Truescan. Truescan is a PC board

containing customised chips and a Motorola 68020 processor

and is capable of OCR at 100 cps.

2.4.3.2.General Purpose Processes

For this discussion I shall define general purpose processors as

those used in personal computers running DOS, Windows,

Unix or Apple operating systems.

High speed general purpose processors can be used to

implement OCR system functions in software. The software

based OCR system can be more easily updated and modified

than the hardware based OCR system. It can therefore be

adapted to a wider variety of applications.

There are many examples of OCR systems based on general

purpose processors, such as Omnipage and Wordscan which are

designed for use with IBM compatible PCs.

2.5-OVERVIEW OF THEORY

This section presents an overview of the theories applicable to digital

image document processing. Theories covering digitisation, tliresholding,

normalisation and segmentation are covered, as are morphological

operations and noise filtering. Different approaches to error correction are

also included in the overview of the theories. Examples of applications of

the theories to document images are included throughout the overview.
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2.5.1.Digitisation

As digitisation is one of the first processes to occur in a digital image

document processing system, as previously described in Section

2.1.3.1 and Section 2.4.1, it is the first theory to be overviewed. A

documents physical image can be expressed as a continuous

illumination function f(x,y) of two co-ordinates in the image plane

[62]. Digitisation samples the continuous function f(x,y) into a

discrete sampled function s(x,y). The discrete sampled function can

be represented by a pixel matrix of M rows by N columns. The size

of the pixel matrix compared to the physical image is referred to as

the sampling resolution. The continuous range of the image function

f(x,y) is quantised into K intervals of image intensity.

Document Image f(x,y) Pixel matrix M x N

Figure 2.5 Continuous and sampled image maps
The continuous image map (represented by a document image function f(x,y)) on the left is digitised
into the sampled image map (represented by a pixel matrix M x N) on the right.

The relationship between the document's physical and digital image

is illustrated in Figure 2.5. The pixel matrix on the right

approximates the document image on the left. An example of the

digitisation process is shown in Figure 2.6 for an image of the letter

'E' in a Times Roman typeface. The image of the left represents a

continuous function and the image on the right represents the

digitised image. Both images are shown enlarged to illustrate the

difference between them. The effects of discrete sampling and
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quantisation can clearly be seen in Figure 2.6 and are explained in

Section 2.5.1.1. and Section 2.5.1.2.

Figure 2.6 Continuous and sampled image example
The continuous image (on the left) of the letter 'E' in a Times Roman typeface is digitised into the
sampled image (on the right).

2.5.1.1.Sampling Resolution

The sampling resolution is the ratio of the size of the pixel

matrix to the size of the physical image, and can be expressed

as pixels or dots per inch. The finer the sampling resolution

(the larger the values of M and N) the better the pixel matrix

approximates the physical image [63]. Typical sampling

resolutions for document image processing range from 200 to

400 DPI (Dots Per Inch) [64].
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Figure 2.7 Sampling resolution example
These three images (from left to right) show the letter 'E' sampled at 400, 200, and 100 DPI
respectively, and are enlarged to show detail. The loss of detail which occurs with lower sampling
resolutions is clearly shown.

An example of the effects of different sampling resolutions

upon character images is given in Figure 2.7. The left image is

sampled at 400 DPI, the center image at 200 DPI and the right

image at 100 DPI. All images are shown enlarged to illustrate

the differences between them. The reduction in image quality

as the sampling resolution decreases is clearly shown. Any

further reduction in sampling resolution could reduce the image

quality so that the character is unrecognisable.

2.5-1.2. Quantisation

The process of rounding the image function f(x,y) range into K

integer values is called quantisation [63]. The finer the

quantisation (the larger the value of K) the better the pixel

matrix approximates the physical image. Typical quantisation

ranges for document image processing are from 2 levels to 256

levels [65]. The quantisation error q which occurs due to the

rounding process is given in Equation 2.3 [62].

q<
2K

(2.3)
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An example of the effects of different quantisation values K

upon character images is given in Figure 2.8. The left image

has been quantised with a K value of 16. The center image has

been quantised with a K value of 8. The right image has been

quantised with a K value of 4. The character is clearly visible

in all three images.

Figure 2.8 Quantisation example
These three images (from left to right) show the letter 'E' quantised to 16, 8 and 4 levels respectively.
There is little loss of apparent detail in the character as a result of lower quantisation level.

2.5.2.Thresholding

Thresholding reduces the quantisation range K to 2 levels. It changes

the document's digital image into foreground (text) and background.

Thresholding is the transformation of an input pixel matrix s(x,y) to

an output pixel matrix t(x,y), as shown in Equation 2.4 [63],

t(x,y) = \ for s(x,y)>T

t(x,y) = 0 for s(x,y)<T
(2.4)

The selection of the threshold value T effects which parts of the

image are labelled as foreground, and which parts are labelled as

background. If the threshold value T'\s too high, character images in

the output pixel matrix t(x,y) may start to merge with each other. If
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the threshold value is too low, gaps may start to appear in the

character images.

An example of the effects of different threshold values T upon

character images is given in Figure 2.9. The left image has been

thresholded with a too high a value of T. Parts of the image have

merged to obscure the character. The center image has been

thresholded with a correct value of T. The whole character is clearly

recognisable. The right image has been thresholded with too low a

value of T. Parts of the character are no longer visible as a

consequence.

Figure 2.9 Thresholding example
These three images (from left to right) show the letter 'E' thresholded at high, medium and low levels
respectively. The joining effect of a high thresholding level is clearly evident, as is the breaking effect
of a low thresholding level.

2.5.3.Normalisation

In the context of OCR processing, normalisation refers to the

reduction of the character image to a uniform size and slajit [66]. Its

purpose is to standardise the input for the processes that follow. An

example of the normalisation process is shown in Figure 2.10. The

image on the left is a slanted character image of larger than standard

size character. When the character image is normalised, the slant is

corrected and the character image is reduced to a standard for further

2-31



processing. In this case the standard size is about half the size of the

original character image. The image on the right shows the slant

corrected and size adjusted character image.

Figure 2.10 Normalisation example
The image on the left represents a character image which is slanted. The image on the right shows the
character image after slant correction and resampling to a uniform size.

A comparison between the normalised character (Figure 2.10 right

image) and a character not requiring normalisation (Figure 2.7 center

image) reveals degradation in the normalised character image. The

degradation of the image on the right is a result of the slant correction

and resampling process.

2.5.4.Segmentation

Segmentation is the process that determines the components of the

document image [67], [68]. The segmentation process is illustrated

in Figure 2.11 which shows a page being segmented into characters.

Although only two divisions are shewn per stage, many divisions are

possible, eg. several characters per word.

Segmentation is used firstly to distinguish areas of text from non-text

areas and, secondly, to break down the text areas into columns, lines,

words, and characters [69]. It is necessary to make the distinction

between the text and non-text areas so that the second segmentation

phase can operate exclusively on text regions [70]. Non-text regions

2-32

.Li



can comprise graphics, diagrams, pictures and symbols such as

mathematical equations.

Non-Text
Regions Text Regions

CoSumns Columns

Lines Lines

Words Words

Characters Characters

Figure 2.11 The segmentation process
The segmentation process begins with the page being separated into text and non-text regions. The
text regions are successively broken down into columns, lines, words, and finally characters.

Any region determined to be non-text does not proceed to further

processing stages. If a text region is incorrectly identified as non-

text, its OCR accuracy will, by default, be zero per cent because it is

not passed to the classification stage. It is therefore important from

an OCR accuracy performance viewpoint to correctly identify text

regions. If a non-text region is incorrectly identified as a text region,
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it will be passed to the classification stage. Because the region

contains non-text, the classification stage will use processing time

trying to classify characters that are not there. It is therefore

important from an OCR speed performance viewpoint to correctly

identify non-text regions. An example of the first segmentation

phase is given in Figure 2.12. The newsletter is shown thresholded

but unsegmented on the left. On the right the newsletter has been

segmented into text and non-text regions. The lines above and below

the title and the two photos have been identified as non-text regions

by the segmenting process.,

EtCETERA
M on ash to hostl
major SE Asia
conference

^kft^w»Mw—II*. awt* dii n. H r h L l i p I T U> I M 1*1

Monash to hos
major SE Asia
conferen

Figure 2.12 First segmentation phase example
The newsletter on the left is segmented to produce the series of numbered text and non-text regions on
the right.

The second segmentation phase breaks down the text regions into

columns, lines, words and finally characters. The success of this

segmentation phase affects the success of the following classification

stage. Incorrect segmentation of words into characters can lead to
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partial or joined characters being passed to the classifier. The

success of this segmentation phase is affected by a number of factors,

including font type, thresholding and noise.

If the font is detailed or tightly kerned such that characters touch or

character regions overlap, it can increase the difficulty of the second

segmentation phase. Poor thresholding can also lead to touching

characters or breaks in thin lined characters which make

segmentation difficult. Noise, which has not been properly filtered

from the image, can also hinder segmentation.

2.5.5.Noise Filtering

Noise can be introduced to a document by a number of means, such

as reproduction and transmission [71]. Noise can be partially or

wholly removed from document image by applying a noise filter to

the image. The noise filter is designed in such a way as to reduce as

much noise as possible while retaining all of the original signal.

Morphological operations and convolution are two methods of

filtering noise from document images.

2.5.5.1.Morphological Operations

Morphological processing methods can be used to filter noise in

binary digital images [72], [73]. They can also be used to

compensate for poor thresholding. The two basic

morphological operations are erosion and dilation. Erosion

reduces the size of foreground regions in the binary image,

effectively peeling off the outer layer of foreground pixels.

Dilation increases the size of the foreground regions,

effectively growing an outer layer of foreground pixels.

These two basic morphological operations can be combined

into more complex opening and closing transforms. The effect

of the opening and closing transforms is determined by the

number of erosion and dilation iterations performed and their
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order. The opening transform can be used to smooth character

image boundaries, break thin joins between character images

and remove noise dots around the character image. An

example of the opening operation is given in Figure 2.13. In

this example, the character image is the highly thresholded

image from Figure 2.8. The image on the left is eroded to

produce the center image. The center image is dilated to

produce the image on the right. The merging effects of high

thresholding have been corrected to some extent in this

example to produce a more easily recognisable character image.

The smoothing of the image boundary and elimination of the

noise can also be seen in the example.

Figure 2.13 Opening operation example
The image of the letter 'E' on the left has a joined section, in this case as a result of a high threshold
level. By performing an erosion operation (producing the center image) followed by a dilation operation
(producing the image on the right), the joined section is opened. The erosion operation followed by the
dilation operation combine to form an opening transform.

The closing transform can be used to smooth character image

boundaries, join gaps in a character image and fill noise holes

in a character image. An example of the closing transform is

given in Figure 2.14. In this example, the character image is

the lowly thresholded image from Figure 2.8. The image on the

left is dilated to produce the center image. The center image is

eroded to produce the image on the right. The breaking effects
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of low thresholding have been corrected to some extent in this

example to produce a more easily recognisable character image.

Figure 2.14 Closing operation example
The image of the letter 'E1 on the left has several broken sections, in this case as a result of a low
threshold level. By performing a dilation operation (producing the center image) followed by an erosion
operation (producing the image on the right), the broken section is closed. The dilation operation
followed by the erosion operation combine to form a closing transform.

2.5.5.2.Convolution

Convolution methods can be applied to binary digital images to

filter noise from the image. By passing a mxn window or

kernel over the document image pixel matrix t(x,y), various

types of noise can be filtered, depending on the kernel contents.

A simple averaging filter with a 3x3 kernel hl is shown in

Equation 2.5 [63].

1 1 1"

1 1 1

1 1 1

(2.5)

A filter designed to remove Gaussian noise might use a kernel

h2 as shown in Equation 2.6 [63].

16

i 2 r
2 4 2

1 2 1

(2.6)

I • ,

i ; '
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An example of the effects of applying the noise removing filter

with kernel h2 is shown in Figure 2.15. The image on the left

shows a character image with noise added. After applying the

noise removing filter the character image is transformed to the

image on the right. From the image on the right it can be seen

that all the noise has been removed from the character image.

Figure 2.15 Noise removing filter example
The left image shows a character image with noise. After applying a noise filter the image on the right
is produced.

2.5.6.Classification

The classification of character images as particular letters, numbers

or symbols is a critical process for any OCR system [67]. The

performance of an OCR system is perhaps more dependant upon the

classification stage than any other stage in the OCR process. As a

result of this dependence, numerous methods have been developed to

improve the classification stage and thereby increase the performance

of the OCR system.

Some classifications methods have been designed for specific types

of characters such as handwritten characters. These methods do not

perform as well on machine printed documents as those methods

designed specifically for classifying machine printed characters [74].
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The classification methods for machine printed characters were

developed prior to those for handwritten characters. This is because

the variation in shape of machine printed characters is less than that

for handwritten characters. The lower shape variation allowed

simpler classification methods and less powerful hardware to be

used.

2.5.6.1.Template Matching Method

The template matching method is one classification method

applicable to objects with low shape variation, such as machine

printed characters [5]. MICR is an example of the template

matching method which is described in section 2.1.2.2 and

illustrated in Figure 2.1. MICR reduces the two dimensional

information into a one dimensional array. This array can be

matched against a table of one dimensional arrays to classify

the image as a particular character.

2.5.6.2.Feature Matching Method

Feature based matching is another classification method similar

to the template matching of MICR [75]. It uses vertical (as per

MICR) as well as horizontal projections of characters. The

major features of the characters, such as vertical or horizontal

strokes, appear as peaks in the two projections. The position,

size, shape and number the peaks in the two projections are

used to classify the image as a particular character.

2.5.6.3.Peephole Method

The peephole method is another template matching

classification method suitable for machine printed characters

[5]. A template with holes is placed over the characters as

shown in Figure 2.16. If a hole covers part of the character

image, it is classed as a foreground hole, otherwise it is classed
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as a background hole. The foreground and background holes

form an array which can be used to classify the image as a

particular character. The placement of the holes in the tempi ste

is designed to provide maximum distinction between the

character images to be classified.

O D D
• •

D • •
• • •

Figure 2.16 Peephole classification method example
When the template of peepholes shown on the left is placed over the character image of the letter 'E'
on the right, some of the holes show the letter beneath (black foreground holes) and some do not
(white background holes). This array of black and white holes can be used to classify the character
image.

2.5.7.Error Correction

The possibility of errors occurring in a document OCR system are

always present [48]. The more the input document quality departs

from the ideal document quality, the more likely recognition errors

are to occur. To improve the overall accuracy of an OCR system,

some sort of error correction is desirable to detect and reduce the

percentage of recognition errors. The use of contextual information

within the document, and other a priori knowledge of the document

can be used as a basis for error correction.

By examining the context in which a particular character occurs, it is

possible to detect whether the character has been erroneously

recognised, and to correct that character. Dictionary methods and
il : !;
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more complex grammatical methods can use the contextual

information within a document to correct recognition errors which

occur in that document

2.5.7.1.Dictionary Methods

The use of dictionary methods for OCR error correction has

been shown to be simple and effective [76]. As with the use of

dictionaries for spelling correction in word processors, words

which are erroneously transformed into other valid words will

not be detected. Once an incorrectly recongised word has been

detected there are several possibilities. The word can be

automatically changed to the most similar word in the

dictionary or the word and accompanying word image can be

brought to the attention of the human operator for correction.

There is no guarantee that the most similar word in the

dictionary will be the correct interpretation of the word image.

More grammatical information is needed to correct these errors.

2.5.7.2.Other >A Priori Knowledge Methods

A priori knowledge of the document can be used to detect and

correct recognition errors in the document. If, for example, the

document is a form where fields have certain attributes, then

these attributes can be used to assist recognition error

correction. A company name field and company number field

might be compared to an on-line company database to verify

the correct recognition of both fields. Even knowing whether a

field contains only alpha or only numeric text can assist error

correction. As with other error correction methods, the errors

detected may be corrected automatically or brought to the

attention of the human operator for correction. if

H . l
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2.6.DIGITAL IMAGE PROCESSING IN THE HIGH VOLUME
DOCUMENT ENVIRONMENT

This section places particular emphasis on the application of digital image

processing to the high volume document environment, which is the main

subject of this thesis. The unique aspects of this area of digital image

processing are examined, and attention is given to previous work in this

field.

2.6.1.Unique Aspects

There are a number of unique aspects of digital image processing in

the high volume document environment. One is the way in which

system performance and optimisation affects the digital imaging

processes. The significance of the OCR system modelling and

quality control are also unique aspects of digital image processing in

the high volume document environment.

2.6.1.1.Performance Optimisation

Particular emphasis is placed upon the performance of the

digital image processing system in the high volume document

environment and the optimisation of that performance. The

system performance may be described in terms of three classes

- accuracy, speed and sensitivity. The connection between the

three performance classes is an important aspect of the research

work in the high volume environment. Understanding the

connection between the accuracy, speed and sensitivity

performance classes is critical to the optimisation of the OCR

system in the high volume document environment.

2.6.1.2.System Modelling

The modelling of the document processing system is another

aspect of the work which is unique to the high volume

environment, and is described in further detail in Chapter 7.
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The models are necessary for performance optimisation and

show the significance of quality control to the high volume

document environment. The control and analysis of document

and data quality leads to a confidence in the information system

fed by the high volume document processing system.

2.6.1.3.Quality Control

Quality control is another unique aspect of document

processing systems in the high volume environment. Control

of document quality occurs at three distinct stages in the

document processing system - as physical documents,

document images and document text. The quality control

procedures are incorporated into the OCR system models

reported in Chapter 7.

2.6.2.Previous Work in the Area

There are a number of examples of previous work carried out in the

area of digital image processing in the high volume document

environment. All of the experimental work and modelling work

undertaken for this thesis is based on, and adds to, the research

reported in the available literature. It should be noted that because

this area is often linked to commercial interests, there appears to be

some reluctance to openly publish findings.

The preliminary experimental work reported on characteristic

variables in Chapter 4 is based upon Baird's work on document

image defect models [8] and their uses [9], Baird's work on the

effects of image resolution and image skew are extended by Griffin's

work on OCR performance [10] and performance optimisation [13]

in the high volume document environment.

The development of the OCR system model in Chapter 7 draws its

origins from the works of Srihari [15] on high performance reading

machines and Casey [14] on intelligent forms processing systems.
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Other OCR system models presented by Impedovo [3] and by

Doennann [2] have also influenced the development of some of the

more sophisticated, high volume, OCR system models in Chapter 7.

Further analysis of previous work in the research area is conducted in

Chapter 3 using a literature analysis database package called LitBase.

ft

B
• 1
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3. LITERATURE ANALYSIS USING LITBASE
This chapter analyses the research literature using the custom built LitBase

literature analysis package. The LitBase program is introduced and followed by

a detailed description of the development of the LitBase system. An analysis of

the literature as performed by LitBase is presented, highlighting interesting

results. An analysis of the LitBase package itself is also reported. Observations

of the performance of the LitBase package support those made in the literature

analysis, and lead to the experimental work in Chapter 4.

3.1.INTRODUCTION

This section introduces LitBase by looking at the motivation for

developing the LitBase system and examining the modular design of the

system.

The LitBase program is a literature database analysis package developed

by the author for two main purposes. The primary purpose of the LitBase

program was to store and analyse the research literature upon which the

thesis is based. The secondary purpose was to provide the author with a

test-bed OCR system to form the basis for experimental analysis of OCR

system architecture. Both of these purposes for developing LitBase led to

a modular design which was quick to build and easily upgraded.

The hardware and software necessary to implement the LitBase system are

described in detail in Section 3.1.3.

3.1.1.Development Motivation

This section examines the motivation for development of the LitBase

system. The majority of the existing electronic document storage

and retrieval systems which were examined were found to be fairly

general in nature and would have needed modification to suit the

specific requirements of the proposed literature database and analysis

system. Rather than modifying an existing system and work within
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its limits, the decision was made to develop a new literature database

and analysis system, called LitBase, which could meet all the specific

requirements and be more easily modified than an existing system.

Another motivation for developing LitBase was to provide the author

with experience in developing a complete OCR-capable electronic

document storage and retrieval system. The insight gained into OCR

systems by developing LitBase easily justified the effort spent

developing the LitBase system.

3.1.2.Modular Design

The LitBase package is composed of a number of modules which are

all controlled by a database system developed using Microsoft

Access on a Pentium based personal computer running Microsoft

Windows. These modules consist of: an image viewer, scanning and

OCR module, indexing and search system, and a text display-

program. LitBase enables the operator to store and analyse research

literature by several methods:

• LitBase can be used to scan, store and index research papers

as a series of images stored on disk.

• LitBase can perform OCR on these images to convert the

images into ASCII text which is also stored to disk and

indexed.

• Once converted to ASCII text and indexed on disk, the

research papers can be searched and analysed using LitBase.

• The text or images of the research papers can be displayed

on screen and printed or copied to other applications.

If, for instance, a reference to a particular topic is required, LitBase

can search the stored research literature for all entries referring to that

particular topic, and present the user with a detailed list of references.
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3.1.3.LitBase Hardware and Software

LitBase was designed to operate on hardware and operating systems

which were readily available to the local research community. It

should operate on any system with specifications similar to those

provided below.

LitBase was designed to run under the Windows 3.x operating

system and Workgroups for Windows local area network on IBM

compatible PC's. LitBase used a Hewlett Packard flatbed scanner

with automatic document feeder to digitise the research articles.

§ Image storage was made by a Phillips compact disc recorder to

recordable compact discs (CD-R). CD-R image access was made via

a Pioneer compact disk jukebox. PCs used to develop and implement

LitBase included Intel 80486 and Pentium processor equipped

machines. Document image display was made on NEC high

resolution monitors. The hardware and software apparatus reference

codes for these items are: H2, H4, H5, H6, H7, H9, H10, HI 1, H16,

SI, S2 and S8, found in Appendix D.

LitBase makes use of several software packages to implement some

of its features. OmniPage Professional provides scanning and OCR

functions. Write, a Windows 3.x accessory, provides the document

text display. ImagePac enables the display of document images on

A screen. ISYS provides some of the full text search and analysis

features. The software apparatus reference codes for these items are:

S3, SI2, SI3 and SI5, found in Appendix D. The modular design of

LitBase allows any of these packages to be replaced with a similar

package with only slight modification to the LitBase system.

3.2.LITBASE DEVELOPMENT

This section examines the development of the LitBase system from its

simple database prototype to its final integrated package. The

development of the LitBase user interface, reference database, image
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storage and retrieval, text recognition and literature analysis modules are

described and examples given. The integration of the system into a user

friendly and homogeneous package is also described.

3.2.1.User Interface

The LitBase system and user interface evolved from a simple, textual

database to a comprehensive system for processing and analysis of

research literature. There were, however, several developmental

stages between the first and current versions, each of which

introduced new features and greater complexity. One aspect of

LitBase common to all the versions is the graphical and intuitive user

interface, as shown by the LitBase main menu in Figure 3.1.

Figure 3.1 LitBase main menu and about screen.
This screen view of LitBase illustrates the intuitive graphical interface of the LitBase program. The
menu system and selection buttons to access program features are shown, as is the About window
describing the program.
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3.2.2.Reference Database

The early versions of LitBase simply provided a reference database

for storage aad retrieval of research paper particulars such as author,

title, publication etc., and an index number corresponding to the

location of a photocopy of the research paper in a filing system. This

proved adequate for a small number of research papers, but as the

collection grew, so did the need for a more detailed description of the

papers. An abstract field was added to the database so that more

detailed searches of the collected literature could be conducted. An

example of the article entry screen is shown in Figure 3.2. The

research papers particulars are shown in the appropriate fields.

file EdH View fiecard*

Estimation of Noise in Images: An Evaluation

CGvtP: Graphical Models and Image Processing

Vol. 55. No. < July. pp. 319-323

1993

M w t a c t t l S i x methods for estimating the standard deviation of while additive noise in images are
surveyed and evaluated experimentally by application to a set of images showing

rant degrees of contrast edge details, texture, etc The results show that on
rage, the most reliable estimate is obtained try prefiltsring the image to suppress

e image structure and then computing the standard deviation voice from the filtered
data

Figure 3.2 LitBase article entry screen
This screen view of LitBase illustrates the article entry form. The particulars of the research literature
are entered into the fields of the article entry form.
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3.2.3.lmage Storage and Retrieval

The next versions of LitBase introduced the ability to store and

display digitised, images of the stored research papers. This involved

linking LitBase with an external image viewing module. This

permitted the user to search and display the research papers on

screen, without the need to locate and refer to the paper copy of the

research paper. An example of the image viewing module is shown

in Figure 3.3. The front page of a research paper is shown zoomed in

to display the detail of the text and graphics.

Omnidocument Technologies

MINDY BOKSER, MEMBER. IEEE

Invited Paper

With recent technical advances, OCR is now a viable technology
for a wide range of applications. Calcra 's OCR engine is omnifont
and reasonably robust on individual degraded characters. The
weakest link is its handling of characters which are difficult
to segment, such as characters which are joined to adjacent
characters. The engine is divided into four phases: segmentation,
image recognition, ambiguity resolution, and document analysis.
The features are zonal and reduce the image to a blurred, gray-
level representation. The classifier is data-driven, trained off-line,
and model-free. We found that handcrafted features and decision

with some care.

multifont machines. C

by providing a font lit

typewriter fonts. The

as the Post Office, t

card companies, wher

To achieve the accur

to minimize the poss

Figure 3.3 LitBase image viewing module
This screen view of LitBase illustrates the image viewing module. The research article can be viewed
as is or enlarged to display fine detail. Information can also be copied to other applications.

3.2.4.Text Recognition

Once the research papers were stored as images, the OmniPage OCR

package was used to convert these images to text. A text display
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system was then added to LitBase so that the whole text body of the

research paper could be displayed on screen. This involved linking

LitBase with an external text viewing module. Users could now take

the relevant portion of a research paper which had been located and

then place the text straight into a word processor or other application

for their own use. An example of the text viewing module is shown

in Figure 3.4. Note the text recognition errors which have occurred

in this example as a result of using OCR on a poor quality photocopy

of the research paper.

FJIe Edit Find Character Earagraph Document Help

MINDY BOKSER. MEMBER. IEEE
Invited Paper

With recent technical advances OCR is now a viable technology for a wide range of
applications. Calera s OCR engine is omnifont and reasonably robust on index idtxai
degraded characters. The weakest link is its handling of characters which art difficult to
segment such as characters X hich are joined to adjacent characters. The engine is divided
into fottr phases: segmentation imago recognition Ambiguity resolution and document
analysis. Tile Features are tonal and reduce zKe image to it blurred grayleval representation.
T/le Classifier is dara-drive/l trained off-line, and model-free. We found that htndcrafted
features and decision trees tend to be brittle in rile presence of noise.

To satisfy the needs of full-rext applications the system captures the structure of the document
so that when viewed in a word processor or spreadsheet Program the fbrmatllng of the OCR d
document reflects the formatting of the original document. To satisfy the needs of tSle forms
market a proof ng and correction tool displays pop-up images of uncertain characters.

Keywordes Tort recognition OCR omnifont multifont, polyfont feature extraction classification..

1. INTRODUCrlON

Commercial machine-prinl OCR engines are still a long way from reading at well as a human.
However, recent technical advances have brought OCR significantly closer to this ideal and
made it a viable alternative to manual key entrj for a wide range of applications. Prior to 1966.
the total numher of OCR systems that had been sold worldwide was on the order of a few
thousand. Now that many are sold each week, either as individual software packages, board-
level products, or dedicated scanner/OCR systems.

The earliest commercial page reader was developed in 1959 bv the Intelligent Machine
Research Corporation and could read one font in one point size. With time, multifont
machines were developed that could read up to about ten fonts. The limit on the number of
fonts was intrinsic to the pattern recognition algorithm, template matching |11, which

;$&".!^foV>>\^ •'^•^-sX&^j^^^ *-::&/^.^&&\)M

Figure 3.4 LitBase text viewing module
This screen view of LitBase illustrates the text viewing module. The research article text can be viewed
and edited. Information can also be copied to other applications.

3.2.5.Analysis System

This section describes the text analysis system used by LitBase.

Although this version of LitBase provided the ability to search the
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paper's particulars and abstract, the user could not automatically

search the body of the research paper. A link to an external indexing

and analysis module by LitBase was introduced to complete the

search engine. Now the user could search the entire research

literature collection for references to any group of terms chosen. An

example of the indexing and analysis module is shown in Figure 3.5.

In this example several references to the search term have been

found.

file fluery QpHont Iool« Help

OPTICAL m m m gj^^DHDI i 8 • typical field of application toe
automatic classification methods. In addition to i t s practical interest (
lip code recognition, automatic reading ot bank checks, etc.I, i t exhibits
al l the typical problems encountered when dealing »ith classification:
choice of the data representation, choice ot a classifier of suitable type
and structure, and supervised training ot the classifier using a set of
examples. In this paper, we focus Oil the recognition ot Isolated
handwritten digits, a task which is known to he difficult and which s t i l l
lacks a technically satisfactory solution. Two ' real vocld" data bases
are used throughout the paperi a European data base of 8700 isolated
rtinlm. And n data hfiae of

; ,i

Figure 3.5 LitBase indexing and analysis module
This screen view of LitBase illustrates the indexing and analysis module. In this example a search has
been conducted through a portion of the research literature for the term 'character recognition'. Articles
containing the term are listed along with the number of times the term occurred in the article. One of
the articles is shown in text form with the term highlighted.

3.2.6.System Integration

The final version of LitBase integrated the scanning and OCR

module into the LitBase package, creating a seamless and integrated
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research literature storage and analysis system. Feedback from other

academic and research staff using LitBase led to the inclusion of

several other features, including user defined fields and improved

sorting and printing facilities.

The structure and process flow in the LitBase system is illustrated in

Figure 3.6. The photocopied research articles are taken and their

reference details are typed into the LitBase article entry form. The

reference details for the article are stored in the reference database

before the article is passed onto the scanner to be digitised. The

images of the articles are stored on the hard drive while the physical

articles are stored in a filing system. The images are converted to

text by the OCR module and the text is stored on the hard disk to

await further analysis. i i ;

I ;

i ;;
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Reference
Articles

Reference
Stor^gs

Physical
Storage

Figure 3.6 LitBase process flow diagram
This diagram shows the flow of the research articles through the LitBase system. The research articles
are passed through the various processing stages in order before being stored as text which can later
be analysed.

The architecture of the LitBase system is shown in Figure 3.7. The

LitBase control software lies at the centre of the system. The

operator can communicate with the LitBase control software via the

graphical user interface. The LitBase control software is linked to

the image viewing, text viewing, text analyrsis, and scanning and
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OCR modules. The operator and the modules can access the

reference, article, image and text databases via the LitBase control

software.

Reference
Database

Image
Database

Text
Database

Graphical
User Interface

LitBase
Control
System

Image Viewing
Module

Text Viewing
Module

n
Text Analysis

Module

Scanning and
OCR Module

Figure 3.7 LitBase system architecture
This diagram shows the architecture of the LitBase system. The operator communicates with the
LitBase control system via the graphical user interface. The external modules on the right can access
the databases on the left via the LitBase control system.

It should be noted that the scanning and OCR, text viewing, image

viewing, and search and analysis modules are separate programs

developed by other companies. These modules were configured for,

1.1

iii

Hi
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and integrated with, the LitBase system by the author. The Access

source code for LitBase system is included in Appendix C.

3.3.LITERATURE ANALYSIS

This section examines the analysis of the research literature using the

LitBase system. It demonstrates the precision of the term search module

with a example search and describes the results which highlight a need for

an OCR system model for the high volume document environment.

LitBase enabled a high level of precision to be achieved during the

literature analysis stage which would have been difficult if not impossible

to achieve by more manual means of literature analysis. Using LitBase it

was possible to locate each and every reference to specific topics in the

collected literature. This term searcn precision highlighted several areas in

the literature which required further research including OCR system

modeling.

3.3.1.Term Search Precision

An example of the term search precision is given in Figure 3.5. It

shows the search results for the term 'character recognition' in a

selection of research papers. Every research paper which contains

the search words is listed, as well as the number of occurrences of the

search words in each paper. In this instance 23 research papers from

a selection of 65 contain one or more of the 478 occurrences of the

search terms.

The user can navigate through the research papers with occurrences

of the search words. The research paper text is displayed, as shown

in the lower window of Figure 3.5, with the search words highlighted

to assist location by the user. LitBase's ability to search the literature

collection is not perfect however. As can be seen from the research

paper text from Figure 3.4 and Figure 3.5, there are a number of
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errors in the text. The recognition errors in the text restrict to some

extent the ability of LitBase to search the text containing the errors.

A more extensive example of LitBase's term search precision is

given in Table 3.1. The table shows the search results for several

LitBase term searches from the entire 301 research paper collection.

The terms are listed along with the number of times each term was

located by LitBase within the library of research papers. The number

of times all terms were located is given in column five (labeled "All

Terms").

Table 3.1 shows that in most cases where more than one term is

searched for, the number of times all the terms (column five)

occurred together is less that the sum of the occurrences of the

individual terms. The exception to this is illustrated by the term

search for "quantisation (OR) quantization" where the number of

occurrences of all terms is the sum of occurrences of tile individual

terms. Also listed in the table is the number of articles which contain

all the search terms (column 6).

The last column in Table 3.1 gives the accuracy of the term search.

The accuracy listed is a measurement of the proportion of all terms

found from the ones actually occurring in the papers. The term

search accuracy ranges from 90.1% to 98.2% with a mean of 94.4%.

Examination of the All Terms and Accuracy columns shows that the

extremities in accuracy variation occur mainly on term searches

which locate fewer terms. The majority of the errors which occured

in the term searches can be attributed to errors in the text generated

by the OCR software. Further examination of these LitaBase term

search accuracy results is conducted in Section 3.4.1.

3-14 i l l



Table 3.1 Term search results and precision
This table reports several term search results from LitBase on a selection of 301 research papers.
The terms are listed along with the number of times each term was located in the library. The number
of times all terms occurred is listed, along with the number of articles located containing all the terms.
The accuracy is a measurement of the proportion of all terms found from the ones actually occurring
in the papers.

i t :

• • i
optical character
recognition

document
processing

text recognition

OCR

normalisation

segmentation

quantisation (OR)
quantization

image processing

thresholding

classification

error correction

8615

8529

7254

3752

206

3494

96

10537

185

1881

146

Hi
11542

3163

11589

52

3162

HHBBHI

11589

|HflHiHMBIBHI
1175

267

440

3752

206

3494

148

1422

185

1881

246

142

93

61

177

72

239

90

236

87

214

66

IBRfiXflBBSEKSl

95.6%

94.8%

98.2%

94.5%

91.3%

93.2%

95.4%

94.2%

90.1%

94.6%

92.5%

The ability of LitBase to quickly search and display the text and

images of research papers enables the user to interactively explore

the literature collection in a similar fashion to the many multimedia

encyclopedias currently available on CD-ROM.

Interactive analysis of the literature collection and term search

analysis like those shown in Table 3.1 highlighted the need for a

more detailed understanding of the factors which influence OCR

performance. The factors that were highlighted included typeface,

font type, text size, image resolution, printing device and image

skew. Also highlighted by the literature analysis was the need for a

greater understanding of the relationship between the OCR

performance classes and the factors or characteristic variables which

affect them. The relationship between the OCR performance classes

3-15



1

and the characteristic variables are explored in greater detail in

Chapter 4 and Chapter 5.

3.3.2.OCR System Model

The high volume document environment which is the focus of the

thesis presents a relatively specific field within the digital image

processing area. The LitBase literature analysis on the subject

revealed significant scope for development including the concept of a

global system model. A system model for digital image processing

systems in high volume document environments would provide

several benefits.

The model could describe in detail the high volume document

environment and differentiate that environment from others in the

digital image document processing field. The model could

incorporate the results obtained from the experimental work into

OCR performance classes and characteristic variables. By

developing the model to reflect real world constraints, the model

could be used to optimise digital image processing systems in real

world high volume document environments. The development of the

model is reported in Chapter 7 and leads into Chapter 8 which

evaluates the performance of the model under various conditions.

3.4.LITBASE ANALYSIS

This section analyses the LitBase system in terms of its performance as an

OCR system and as a literature storage, analysis and retrieval system. The

accuracy, speed and sensitivity performances are calculated from

evaluation tests conducted using a representative sample of documents and

data logged during normal LitBase operation.

3.4.1.Accuracy Performance

The OCR accuracy level averaged 94.4 per cent over the 301

converted to text by the LitBase system and is
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calculated using Equation 2.1. This corresponds to the average

accuracy level of LitBase term searches of 94.4 per cent which is

reported in Section 3.3.1 and can be interpreted as being the main

factor influencing LitBase term search accuracy. The 3.6 percent

OCR error rate led to some occurrences of search words not being

found in some papers. The fraction of research papers not located by

the term searches averaged 1.2 per cent for the term searches

presented in Table 3.1. This error level was alleviated to some extent

by the search and analysis module's ability to detect similar words.

An investigation into the cause of the OCR error rate attributed much

of the errors to poor duplication of the original research papers.

Factors such as perspective distortion [77] and photocopier quality

were the main causes of the poor duplication. Small size text and

low scanning resolution also contributed to the recorded OCR error

rate for LitBase. The effects of text size, scanning resolution and

image quality upon the OCR accuracy are covered to some extend by

Chapter 2. A more thorough understanding was desired, however, in

particular the relationship between text size, scanning resolution and

OCR accuracy. Knowing the relationship between text size,

scanning resolution and OCR accuracy would enable the OCR

accuracy performance to be optimised. After some initial

investigations, a series of preliminary experimental tests were

conducted. This lead to the results reported in Chapter 4 and analysis

of those results in Chapter 5.

3.4.2.Speed Performance

The speed performance of the LitBase system can be calculated by

examining the speed performance of the individual LitBase modules.

These include the scanning module, OCR module, and search

module. These module's speed performances can be added to

compute an article entry speed.

u
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The average scanning speed of the LitBase system using a HP

ScanJet IIC (200DPI, A4 sized, binary images) was 57.2 seconds per

page. With an average of 8.81 pages per document, this equates to

8.40 minutes per document average scanning speed. The ScanJet IIC

scanner is a low volume color scanner which is capable of, but not

ideally suited to, high volume black and white scanning work. Use

of a faster and more suitable scanner would have substantially

improved scanning speed performance.

The average OCR speed of the LitBase system on a 486DX50 PC

was 23.7 characters per second system and is calculated using

Equation 2.2. With an average of 39.8 thousand characters per

document, this equates to 30.0 minutes per document average OCR

speed. Use of a faster PC would have substantially improved OCR

speed performance, since OCR speed is proportional to the

processing power of the PC.

The average search speed of the LitBase system on a Pentium90 PC

was 5,700 search term occurrences per second. The search speed

varied considerably throughout the LitBase evaluation tests, but was

always so fast as to seem almost instantaneous to the user.

Another speed performance measurement that may be useful is the

time taken to enter the average article into the LitBase system. The

article entry time is the sum of the reference detail entry time,

scanning time, OCR time plus a system overhead time. The average

article entry time computed by summing the individual module times

was 43.9 minutes per article. For the 301 articles entered into the

LitBase system, the total computed article entry time is 220 hours.

The actual time taken to enter the 301 articles was much less then the

computed time.

Several factors can cause the article entry speed to be substantially

faster. Use of an automatic document feeder (ADF) on the scanner

means that while several articles are being fed through the scanner,
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the article reference details can be typed into LitBase operating on a

second PC. This effectively makes reference detail entry and

scanning concurrent. Since these processes are concurrent, the use of

a slower color scanner to handle the scanning work has less of an

impact on the overall article entry speed.

The OCR of the scanned articles can be deferred and batched for

OCR at a later time. The OCR can therefore be conducted at a time

when the PC is normally inactive, e.g. overnight. This effectively

reduces the impact of OCR time on the article entry speed. Since the

OCR time is effectively reduced, the use of a slower PC to carry out

the OCR work has less impact on the overall article entry speed.

The two remaining components of the article entry time are reference

detail entry time and system overhead time. These components are

affected by operator data entry speed and paper handling efficiency

and can be seen as the main components affecting article entry time.

The actual time logged by the article entry operators for the 301

research articles was 76.5 hours. This gives an average article entry

time of 15.3 minutes per article. Comparing the average article entry

time with the computed article entry time of 43.9 minutes shows a

saving of 28.6 minutes per article. This can be directly attributed to

the concurrent scanning and differed OCR processing and represents

an improvement of 187% to the speed performance of LitBase's

article entry.

3.4.3.Sensitivity Performance

The evaluation tests on LitBase showed some of the sensitivity limits

of the system. The LitBase scanning module proved to be fairly

robust and was able to digitise and binarise all the A4 sized

photocopied documents presented to it. All the scanned documents

text was human readable when displayed on screen or printed. The

LitBase OCR module, however, was particularly sensitive to poor
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quality documents. Poor quality documents with breaks in characters

and touching characters were especially difficult to OCR correctly.

The LitBase OCR module was also sensitive to text sizes smaller

than or equal to six points. The small text sizes occurred as a result

of photocopy size reduction. The small text sizes lowered the OCR

speed and the OCR accuracy performance, in some cases preventing

recognition altogether. The small text size accuracy problem was

overcome to some extent by photocopy enlarging the documents and

scanning them again.

The accuracy, speed and sensitivity tests conducted for the analysis

of the LitBase system provided valuable background knowledge for

beginning the experimental work which is reported in Chapter 4.

3.5.LITBASE SUMMARY

The performance of LitBase can be summarised into three areas; accuracy,

speed and sensitivity. The mean term search accuracy of LitBase was 94.4

per cent for the 301 research paper collection, while the mean OCR

accuracy of the toxt was also 94.4 per cent. The mean speed of article

entry was 15.3 minutes per article, while the speed of term searches was

less than a second. LitBase proved especially sensitive to low quality

photocopied articles and text sizes smaller than 6 points.

The findings reported in this chapter are comparable with those in the

relevant literature. The work reported by Croft et al. [78] on the evaluation

of information retrieval accuracy with simulated OCR output draws similar

conclusions to those presented in this chapter; that low quality devices

used with databases can result in significant degradation in information

retrieval accuracy.

As a research literature specific database and analysis system, LitBase

represents an original and useful contribution to the area of digital image

document processing.
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4. PRELIMINARY EXPERIMENTAL WORK AND
RESULTS

This chapter covers the preliminary experimental work which was conducted

and presents the results obtained. An introduction to the experimental work and

the approach taken is given. The development of the DIAC experimental

laboratory is explained. The hardware, software and data sets used to conduct

the experimental work are examined. The OCR performance classes considered

for the experimental work are described. The individual experiments are

classified and reported according to the characteristic variables being examined.

A summary of the results concludes the chapter by examining areas of further

work and comparing the results to those reported by other .

4.1.INTRODUCTION

The purpose of the preliminary experimental work was to investigate the

avenues of research identified by the analysis of the literature conducted in

Chapter 3. The literature analysis identified the need for a greater

understanding of the variables which affect OCR performance. The work

by Baird [8], [9] and others [4], [6], [51] identified several characteristic

variables which affect the OCR performance classes described in Section

2.1.4. These characteristic variables include typeface, font type, text size,

image resolution, printing device and image skew.

A series of experiments were devised to quantify the effect of these six

characteristic variables on the OCR performance classes. In order to

conduct the experimental work, a series of data sets and a laboratory had to

be established.

4.2.LABORATORY DEVELOPMENT

At the beginning of the research program there were few suitable pieces of

apparatus for conducting experimental work into OCR uid digital image

ii!
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document processing in the: DIAC laboratory. The laboratory at DIAC had

to be properly developed before any experimental work could proceed.

A series of personal computers were installed in the DIAC laboratory to

handle general processing tasks (apparatus reference codes H8 and Hll) .

In addition to these personal computers were two special purpose

computers. The first of these special purpose computers (H9) was

equipped to handle digitising, display and processing of documents. It was

attached to a scanner (HI) for digitising documents and was equipped with

a large sized high resolution monitor (H6) for viewing images. The second

special purpose computer (H10) was also equipped with a high resolution

monitor (H6). It was attached to a compact disk recorder (H4) and a

compact disk juke box (H5) for image archival and retrieval.

All the computers were then networked to facilitate data transfer between

them. Additional scanners, processor upgrades and other equipment were

added to the laboratory throughout the research program. A more

complete description of the major pieces of apparatus used and their

apparatus reference codes are given in Section 4.3 and in Appendix D.

4.3.EQUIPMENT AND METHODOLOGIES

This section describes the software and hardware equipment and

methodologies used to carry out the preliminary experimental work. A

description of the hardware and software systems is given, followed by a

description of the data sets used for the experimental work. Further details

of the equipment used can be found in the apparatus schedules of

Appendix D.

4.3.1.Hardware Systems

The major hardware systems used for conducting the preliminary

experimental work consisted of a personal computer, flatbed scanner

and several printers. The personal computer used an Intel 80486 DX

processor. The flatbed scanner was a Hewlett Packard grey scale
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scanner. The printers included a Toshiba laser printer, a Hewlett

Packard inkjet printer and an Epson dot matrix printer.

Further details of the hardware systems used are listed in Table D.I

in Appendix D. The apparatus reference codes for the major

hardware items used in the preliminary experimental work are: HI,

H8,H12,H13andH14.

4.3.2.Software Systems

The major software systems used for conducting the preliminary

experimental work consisted of the Microsoft DOS and Microsoft

Windows operating systems, the OmniPage OCR software, and the

Aldus Photostyler image processing and scanning software.

Further details of the hardware systems used are listed in Table D.2

in Appendix D. The apparatus reference codes for the major

software items used in the preliminary experimental work are: SI,

S2, S3 and SI4.

4.3.3.Data Sets

An examination of the available document image databases used by

other researchers for experimental work showed that none were

really suited for the proposed experimental work. It was therefore

necessary to develop and document the data sets used for the

experimental work reported in this chapter. The standard image

database "English Document Database CD-ROM" reported by Baird

[9] became available only after the preliminary experimental work

was completed. Data sets developed later by Ho and Baird [11] are

consistent with those reported in this chapter.

Several different data sets were established for conducting the

preliminary experimental work. Two character sets were chosen, and

from these two, further data sets were established.
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The two character sets which were established for conducting the

preliminary experimental work are a full character set and a limited

character set. The full character set is composed of most of the

machine typed characters, punctuation and common symbols. The

full character set is shown in Figure 4.1 in a twelve point size Courier

typeface. The limited character set is composed of numerals, upper

case characters and lower case characters only. The limited character

set is shown in Figure 4.2 in a twelve point size Courier typeface

!"#$%&'()* + ,-./0123456789

:;<=>?@ABCDEFGHIJKLMNCFQRS

TUVWXYZ[\]^_"abcdefghijklm

nopqrstuvwxyz{|}~

Figure 4.1 Full character set
The full character set is composed of most of the machine typed characters, punctuation and common
symbols. It includes ASCII characters 32 to 127. In this example the full character set is shown in a
twelve point size Courier typeface.

1234567890

ABCDEFGHIJKLMNOPQRSTUVWXYZ

abcde fghi j klmnopqrs tuvwxyz

Figure 4.2 Limited character set
The limited character set is composed of numerals, upper case characters and lower case characters.
This includes ASCII characters 48 to 57, 65 to 90 and 97 to 122. In this example the limited character
set is shown in a twelve point size Courier typeface.

The full character data set used in the preliminary experimental work

consists of twenty rows of twenty six randomly ordered characters

from the full character set. for a total of 520 characters per page. The

limited character data set consists often rows of twenty six randomly

ordered upper case characters, followed by ten rows of twenty six

randomly ordered lower case characters, followed by a further ten

rows of twenty six randomly ordered numerals, for a total of 780

characters per page. This arrangement of characters is chosen
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because it can comfortably be printed in text sizes up to 24 points on

a single A4 page.

An example of the full character data set is provided in Figure 4.3.

This randomised synthetic data set, composed of ASCII characters

commonly used for such tests [11], [76] is chosen in order to

eliminate contextual influence and to permit control of the quality of

the test data.

}v%d\>mRDuIgU'GJihGdOR8i$M
q2@n k8nQV&j]-~841*SLE$fDT
zl. (#*Sfa_>DL8007J7,~*r\n)
^TSS~dTegyL4&TUAlfJ${i.k;(
sxBK-|7=+7U(hoIwd$h?w((TPT
mIM|cFQ.{Ky}S 7d:Ju=HRue6A
T0x*18tPYAu#}&lQNq{loljEs\
Q4?~9uE^Wc_z&)W7jIG#RR(W<C
LHk}lu}A#Z(e>LbLf/BfE wOFl
H-0okd:3 T+[Af/wl__[c8Ys6XT
wMk6ArPxy_UAzm8xh*f(T-CB"{
ZJV;#z{ua-2a]H?u%, Pt'nDf\k
6 qlu^Zd'[Q_{lt2/CT[pho8Xpp
zcE [N=lwlA,Py32gj -OzTU{42
7XmSR Jo4nt,\\Nj A$!*n! P } ;
ZNL<;;IXJ=RaR"%Vr}!5GvR==u
_tAIe)v$MwIiYZ;gl"b|UC%.ab
8xsxt-%6LuWBW!tab3;z"#4N7q
w$FGQTpG\C<+yR4K3JPFUil;cN
Sa0yT=rgh0FJ86>Z&M$\5"[=AU

Figure 4.3 Synthetic data set example for the full character set
This data set consists af 520 randomly ordered characters from the full character set in 20 rows of 26
characters each. In this example the full character set is shown in a twelve point size Courier typeface.

The separate groupings for numerals, upper case characters and lower

case characters for the limited character data set was done to allow

for separation of experimental results for these sub-divisions of the

limited character set. An example of the limited character data set is

provided in Figure 4.4.
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FEFPWBQPCCHOLKBCRBARUUHOBH
CYVRVKBDWBBJFDNHICIWXSDRRD
QIEICKNIQUYLWOSEWDGWNPPHJW
LNVMR JISUYHBFOANU JGOANTDMW
QBXGYMCGGIHJQCBXYHMLKNWJXM
IVURILWVUNQPSSWNRSKOJUWFWX
YNCROUVIQVZMPDYBGNHMYJZADG
IRDGZJIRSDCYKSTKEKZIKKWZFZ
MXBPFXJCKQWFVRVJLHCTWWZTHI
CDIQPKDMCHVOACUQUZQNRYKCGL
uj qhzsnduedywmuouifhsokwab
dpkummydlzdhzgjxlpnbwsudsp
okyfexlvuirqcdfpzfuszlgapp
yj zoxmwsvnhuzwgdfybmedpsyz
lxzafglbvkjmybjqooglfttfgh
pvbqixj zneqcruuurnphrfeywt
gppglqltaznbbhtwj frwmzwrox
hmuiilniyalyvxfignlwoowsue
vayditgormchdemgwdxfghueko
ldpkydfdtyqbnfnfumhluowfry
707195984171528383 77207021
88452437152029977773214562
57367289680987862923395296
26367480876108626819426555
85881134946478205921974288
34723 069578821849338633898
43465679905827675493699643
744262997025943 97988555282
337909802 8331892 637646998 6
88752656214575519425134216

Figure 4.4 Synthetic data set example for the limited character set
This data set consists of 520 randomly ordered characters from the limited character set in 10 rows of
26 upper case characters, 10 rows of 26 lower case characters and 10 rows of 26 nu^srals. In this
example the full character set is shown in a twelve point size Courier typeface.

The synthetic data sets were printed in Times Roman, Helvetica and

Courier typefaces in sizes of 8 to 24 points. An example of these

typefaces is shown in Figure 1.2 of Chapter 1. These data sets were

scanned at 100, 200, 300 and 400 DPI, which are resolutions

typically used for document imaging [60]. These scanned synthetic

data sets form the basis for most of the preliminary experimental

work. An example of these scanned synthetic data sets is given in M
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Figure 4.5 which shows a 100 DPI scan of the 12 pt size Courier

Typeface from the synthetic data set using the full character set.

COURIER 12

}v%d\>mRI>uIgO'GJihGd0RBi$M
g2@n k8nQV&j]—841*SLE$fDT
zl.t#*Sfa_>DL8007J7,~*r\n)
*TSS~dTEgyL4&TUAlfJ${i,k;(
sxBK-l7=+7U(hoIwd$h?w<(TPT
mlMlcFQ.{Ky}S 7d:Ju=KRue6A
TOx*18tPYAu#}&lQNq{loljES\
Q4?~9uE*Wc_z&)W7|IG#RR(W<C
LHk}Iu}A#Z(e>LbLf/BfE wOFl
H-Ookd:3 T+[Af/wl_[c8Ys6XT
wMk6ArPxy_U/>>2m8xh^f <T-CB" {
ZJV;#z{ua-2a.]H?u%,Pt"nDf\k
6 qlu^Zd1lQ{lt2/O*[phoSXpp
zcE[N=lwl",Py32gj-OzTlJ{42
7XmSR Jo4nt,\\NjAS!*n![1};
ZNL<;;IXJ=RaR"%Vr}!5GvR==u

w$FGQTpG\C<+yR4K3JPFUil;cN
Sa0yT=rgh0FJ86>Z&M$\51< [=*U

Figure 4.5 Example of scan of synthetic data set
This figure shows a 100 DPI scan of the 12 pt size Courier Typeface from the synthetic data set using
the full character set. The typeface and size are part of the scanned image as an identifier only and
are not included in the recognition process.

4.4.OCR PERFORMANCE CLASSES

The three OCR system performance classes are defined by, and based

upon, the criteria for evaluating OCR system performance which is

described in Section 2.1.4. The three OCR performance classes which

pertain to the high volume document environment are accuracy, speed and

sensitivity.

4,4.1.OCR Accuracy

The OCR accuracy performance class is the performance class given

most attention in the preliminary experimental work. The OCR

accuracy performance class is based on the OCR accuracy criterion

for evaluating OCR system performance which is described in
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Section 2.1.4.1. For the preliminary experimental work, the OCR

{^curacy is defined as a percentage of correctly recognised

characters. The equation used to calculate the OCR accuracy is given

by Equation 2.1.

4.4.2.OCR Speed

The OCR speed performance class is based on the OCR speed

criterion for evaluating OCR system performance which is described

in Section 2.1.4.2. For the preliminary experimental work, the OCR

speed is defined as the number of correctly recognised characters per

second. The equation used to calculate the OCR spsed is given by

Equation 2.2.

4.4.3.OCR Sensitivity

The OCR sensitivity performance class is based on the OCR

sensitivity criterion for evaluating OCR system performance which is

described in Section 2.1.4.3. The treatment of the OCR sensitivity

performance class in the preliminary experimental work is done in

terms of the maximum variation from the mean in the sets of

experimental results.

4.5.CHARACTERISTIC VARIABLES

There are six characteristic variables which were considered for the

preliminary experiments. These characteristic variables are typeface, font

type, text size, image resolution, printing device and image skew. A series

of experiments was established to measure the effects of these

characteristic variables on some or all of the OCR performance classes.

The tabulated results of these experiment are listed in a series of tables in

Appendix E.

I ! '•
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4.5.1.Typeface

The typeface experiment was designed to measure the effects of

different typefaces and character sets on the OCR accuracy

performance class.

The typefaces chosen for the experiment included OCR-A, OCR-B,

Courier, Helvetica and Times Roman. The first two typefaces were

chosen because they are typefaces standardised for optical character

recognition. The last three typefaces were chosen because they are

representative of the typefaces used for machine printed text

documents and because they exhibit several classes of typeface:

proportional, non-proportional, serif and sans-serif.

The data sets used in the experiment were the 12 point size, 300 DPI

scanning resolution data sets which are described in Section 4.3.3.

These data sets were selected because they consisted of a text size

and scanning resolution that are representative of those used for

machine printed text documents.

The data sets were processed five times to measure the variation in

OCR accuracy for the different typefaces. The mean values of the

processed data sets are shown in Figure 4.6. The maximum variation

in OCR accuracy from the mean values shown in Figure 4.6 for each

set of results was less than 0.8 per cent.
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TYPEFACE EFFECTS ON OCR ACCURACY
100

^ 9 8 . .

u
E
3
O
O

OH
o
O 9 2 . .

90

OCR-A OCR-B

D FULL CHARACTER SET

• LIMITED CHARACTER SET

COURIER

Typeface

HELVETICA TIMES ROMAN

Figure 4.6 Typeface effects on OCR accuracy
This chsrt shows the effects of different typefaces on OCR accuracy for both the full and limited
character sets.

Several general observations are made from Figure 4.6 concerning

the effect of the typeface and character set characteristic variable on

the OCR accuracy performance class:

• While the OCR-A and OCR-B typefaces have a lower OCR

accuracy than the other three typefaces for the full character

set, all the typefaces have an OCR accuracy of over 99.5 per

cent for the limited character set.

• For all five typefaces used, OCR accuracy is improved by

limiting the character set.

• The Courier typeface (a non-proportional serif typeface)

shows the least improvement in OCR accuracy when

changing from the full character set to the limited character

set.

Analysis of the results of this experiment has led to some

explanations for these general observations.
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The full character set (refer to Figure 4.1) includes symbols and

punctuation that are not part of the limited character set (refer to

Figure 4.2). The analysis of the results showed that the lower OCR

accuracy of the full character set is evidence of the difficulty in

recognising these symbols and punctuation.

In the case of the Courier typeface, the analysis showed that its

symbols and punctuation were recognised with higher OCR accuracy

that other typefaces. Consequently, that typeface showed the least

improvement in OCR accuracy when changing from the full

character set to the limited character set.

The tabulated results of the typeface experiment are listed in Table

E.I and Table E.2 in Appendix E.

4.5.2.Font Type

The font type experiment was designed to measure the effects of

different font types on the OCR accuracy performance class.

The basic font types chosen for the experiment included normal,

bold, italic and underline. The four combinations of the basic foot

types were also included, for a total of eight font type variations.

These font types were selected because they are representative of font

types used in machine printed text documents.

The data sets used for the experiment were the 12 point size, 300 DPI

scanning resolution, Courier typeface data sets which are described

in Section 4.3.3. These data sets were selected because they are

representative of the text size, scanning resolution and typeface used

in machine printed text documents.

The data sets were processed five times to measure the variation in

OCR accuracy for the different font types. The mean value* of the

processed data sets are shown in Figure 4.7. The maximum, variation

in OCR accuracy from the mean values shown in Figure 4.7 for each

set of results was less than or equal to 0.6 per cent.
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Figure 4.7 Font type effects on OCR accuracy
This chart shows the effects of different font types and combinations of font types on OCR accuracy for
the twelve point size Courier typeface.

Two general observations are made from Figure 4.7 concerning the

effect of the font type characteristic variable on the OCR accuracy

performance class:

• The underline font type and font type combinations

including underline have a lower OCR accuracy than the

other font types.

• The more font types applied to the normal font type, the

lower the OCR accuracy.

Analysis of the results of this experiment has led to some

explanations for these genera! observations.

The underline font type places a line through the descending portions

of characters, thereby reducing the OCR accuracy of those characters.

Analysis of the results showed that this was the primary cause of the

underline font type's lower OCR accuracy than either the bold or

italic font types.
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As more font types are applied to characters, the more these

characters become distorted. Analysis of the results showed this

distortion to be the cause of the lower OCR accuracy for characters

with combinations of font types.

The tabulated results of the font type experiment are listed in Table

E.3 in Appendix E.

4.5.3.Text Size

Two text size experiments were designed. The first text size

experiment was designed to measure the effects of the text size

characteristic variable on the OCR accuracy performance class. The

second text size experiment was designed to measure the effects of

the text size characteristic variable on the OCR speed performance

class.

The text sizes chosen for both the experiments included 4, 5, 6, 7, 8,

9, 10, 11, 12, 13, 14, 16, 18, 20, 22, and 24 point size text. These

text sizes were selected becauss they are representative of text sizes

used in machine printed text documents.

The data sets used in both of the experiments were the 300 DPI

scanning resolution, Helvetica typeface data sets which are described

in Section 4.3.3. These data sets were selected because they

consisted of a scanning resolution and typeface which are

representative of those used in machine printed text documents.

The data sets were processed five times for the first text size

experiment to measure the variation in OCR accuracy for the

different text sizes. The mean values of the processed data sets are

shown in Figure 4.8. The maximum variation in OCR accuracy from

the mean values shown in Figure 4.8 for each set of results was less

than 1.8 per cent.

!
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TEXT SIZE EFFECTS ON OCR ACCURACY

i
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100

10 12 14 16 18 20 22

Text Size (points)

24

Figure 4.8 Text size effects on OCR accuracy
This chart shows the effects of different text sizes on OCR accuracy for the Helvetica typeface.

Two general observations are made from Figure 4.8 concerning the

effect of the text size characteristic variable on the OCR accuracy

performance class:

• As the text size falls below 8 point size, the OCR accuracy

gradient decreases rapidly.

• For text sizes greater that 14 point size, there is little

increase in OCR accuracy.

Analysis of the results of this experiment has led to some

explanations for these general observations.

The analysis indicated that when the text size had fallen below 8

point size, the character image data had become insufficient for

accurate recognition of the text. As the text size decreased further, so

did the OCR accuracy.

Once the text size exceeded 14 points, the analysis showed that the

character image data was no longer the primary cause of OCR errors.

Increases in text size beyond 14 points did not effect these remaining

causes of OCR errors.
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The data sets were processed five times for the second text size

experiment to measure the variation in OCR speed for the different

text sizes. The mean values of the processed data sets are shown in

Figure 4.9. The maximum variation in OCR speed from the mean

values shown in Figure 4.9 for each of the sets of results was less

than 3.8 characters per second.

TEXT SIZE EFFECTS ON OCR SPEED
160

10 12 14 16
Text Size (points)

18 20 22 24

Figure 4.9 Text size effects on OCR speed
This chart shows the effects of different text sizes on OCR speed for the Helvetica typeface.

Several general observations are made from Figure 4.9 concerning

the effect of the text size characteristic variable on the OCR speed

performance class:

• While the text size is between 6 and 10 point size, the OCR

speed stays at a high of approximately 140 characters per

second.

• As the text size decreases below 6 point size, the OCR speed

drops sharply.
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• As the text size increases above 11 point size, the OCR

speed drops slowly.

Analysis of the results of this experiment has led to some

explanations for these general observations.

For text sizes below 6 points, the analysis attributed the decreasing

OCR speed to the additional processing time taken to resolve the

inaccuracies which resulted from low text sizes (refer to Figure 4.8).

For text sizes greater than 14 points, the analysis showed that the

cause of the gradually declining ' CR speed was due to the increase

in character image data that accompanied larger text sizes. The

larger characters take more data to represent them as images and

therefore take a longer time to process.

The tabulated results of the text size experiments are listed in Table

E.4 and Table E.5 in Appendix E. Further analysis of the text size

experimental results is conducted in Chapter 5.

4.5.4.lmage Resolution

Two image resolution experiments were designed. The first image

resolution experiment was designed to measure the effects of

different image resolutions and text sizes on the OCR accuracy

performance class. The second image resolution experiment was

designed to measure the effects of different image resolutions on the

OCR speed performance class.

The two image resolutions chosen for the first experiments were 200

and 300 DPI. These image resolutions were selected because they

are representative of resolutions used for scanning machine printed

text documents. The text sizes chosen for both the experiments

included 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 16, 18, 20, 22, and 24

point size text. These text sizes were selected because they are

representative of text sizes used in machine printed text documents.
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The data set used for both experiments was the Courier typeface data

set which is described in Section 4.3.3. This data set was selected

because it is representative of typefaces used for machine printed text

documents.

The data sets were processed five times for the first image resolution

experiment to measure the variation in OCR accuracy for the

different image resolutions and text sizes. The mean values of the

processed data sets are shown in Figure 4.10. The maximum

variation in OCR accuracy from the mean values shown in Figure

4.10 for each set of results was less than or equal to 3.1 per cent.

IMAGE RESOLUTION EFFECTS ON OCR
ACCURACY

.300 DPI

.200 DPI

4 6 8 10 12 14 16 18 20 22 24

Text Size (points)

Figure 4.10 Image resolution effects on OCR accuracy
This ctic.it shows the effects of different image resolutions on OCR accuracy for the Courier typeface

Two general observations are made from Figure 4.10 concerning the

effect of the image resolution and text size characteristic variables on

the OCR accuracy performance class:

• The OCR accuracy curve for the 300 DPI image resolution

is a similar shape to the OCR accuracy curve for the 200

DPI image resolution.
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• If shifted left by 3 points, the OCR accuracy curve for the

200 DPI image resolution approximates the OCR accuracy

curve for the 300 DPI image resolution

Analysis of the results of this experiment has led to some

explanations for these general observations.

The analysis showed that the increase in character image data due to

an increase in resolution is similar to the character image data

increase that can be obtained by increasing the text size (refer to

Section 4.5.3). Hence the similarity between the shapes of the two

OCR accuracy curves.

The data sets were processed five times for the second image

resolution experiment to measure the variation in OCR speed for the

different image resolutions and text sizes. The mean values of the

processed data sets are shown in Figure 4.11. The maximum

variation in OCR speed from the mean values shown in Figure 4.11

for each set of results was less than or equal to 4.7 characters per

second.

IMAGE RESOLUTION EFFECTS ON OCR SPEED

100 150 200 250 300
Resolution (DPI)

350 400

Figure 4.11 Image resolution effects on OCR speed
This chart shows the effects of different image resolutions on OCR speed for the twenty point size
Courier typeface
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Several general observations are made from Figure 4.11 concerning

the effect of the image resolution and text size characteristic variables

on the OCR speed performance class:

• As the image resolution increases, the OCR speed decreases.

• As the image resolution increases, the rate at which the OCR

speed decreases levels out.

• As the image resolution reaches 400 DPI, OCR speed

increases instead of decreases.

Analysis of the results of this experiment has led to some

explanations for these general observations.

The analysis showed that with increasing image resolution there is a

corresponding increase in character image data. The increased

character image data (as previously explained in Section 4.5.2)

results in increased processing time and therefore lower OCR speed.

The tabulated results of the image resolution experiments are listed in

Table E.6, Table E.7 and Table E.8 in Appendix E. Further analysis

of the image resolution experimental results is conducted in

Chapter 5.

4.5.5.Printing Device

The printing device experiment was designed to measure the effects

of different printing devices on the OCR accuracy performance class.

The printing devices chosen for the experiment included laser, dot

matrix and ink jet printers. These printing devices were selected

because they are representative of printing devices used for printing

text documents. The typefaces chosen for the experiment included

Courier, Helvetica and Times Roman. These typefaces were chosen

because they are representative of the typefaces used for machine

printed text documents.
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The data sets used for the experiment were the 12 point size, 300 DPI

scanning resolution data sets which are described in Section 4.3.3.

These data sets were selected because they consisted of a document

text size and scanning resolution which are representative of those

used for machine printed text documents.

The data sets were processed five times to measure the variation in

OCR accuracy for the different printing devices and font types. The

mean values of the processed data sets are shown in Figure 4.12. The

maximum variation in OCR accuracy from the mean values shown in

Figure 4.12 for each set of results was less than 1.8 per cent.

PRINTER EFFECTS ON OCR ACCURACY

COURIER HELVETICA

Typeface

Figure 4.12 Printer effects on OCR accuracy
This chart shows the effects of different printing mechanisms on OCR accuracy for the Courier,
Helvetica and Times Roman typefaces.

• LASER 300DPI

@DOTMATRIX180DPI

• INKJET 180 DPI

TIMES
ROMAN

Two general observations are made from Figure 4.12 concerning the

effect of the printing device and font type characteristic variables on

the OCR accuracy performance class:

• For all three font types, the laser printer produced a higher

OCR accuracy than the dot matrix printer, which produced a

higher OCR accuracy than the ink jet printer.
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• For the Helvetica typeface (a sans-serif typeface) shows the

least variation in OCR accuracy with change in printing

device.

Analysis of the results of this experiment has led to some

explanations for these general observations.

The analysis of the results showed that the printing quality was the

primary cause of the difference in OCR accuracy for this experiment.

The laser printer produced a higher resolution (300DPI) printout than

the other two printers (180DPI) which resulted in a higher OCR

accuracy. The inkjet printer's printout showed occasional ink spatter,

giving the characters a rough outline. This was the cause of the

inkjet printer's lower OCR accuracy than the dot matrix printer, even

though they both have the same printing resolution (180DPI).

The smaller variation in OCR accuracy due to printing device for the

Helvetica typeface is attributed to the lack of serifs on this particular

typeface. Analysis showed that serifs in combination with lower

printing resolution were the cause of several joined characters, thus

lowering OCR accuracy for seriffed typefaces printed in lower

resolution.

The tabulated results of the printing device experiment are listed in

Table E.9, Table E.10 and Table E.I 1 in Appendix E.

4.5.6.Image Skew

The image skew experiment was designed to measure the effects of

different image skew angles on the OCR accuracy performance class.

The image skew angles chosen for the experiment were within the

range of zero to seven degrees. This range of image skews was based

on a trial experiment which showed OCR accuracy to be zero per

cent for image skew greater that seven degrees.
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The data sets used for the experiment were the 12 point size, 300 DPI

scanning resolution, Courier typeface data sets which are described

in Section 4.3.3. These data sets were selected because they

consisted of a document text size, scanning resolution and typeface

which are representative of those used for machine printed text

documents.

The data sets were processed five times to measure the variation in

OCR accuracy for the different image skews. The mean values of the

processed data sets are shown in Figure 4.13. The maximum

variation in OCR accuracy from the mean values shown in Figure

4.13 for each set of results was less than 3.2 per cent.

IMAGE SKEW EFFECTS ON OCR ACCURACY

3 4 5 6

Image Skew (degrees)

Figure 4.13 Image skew effects on OCR accuracy
This chart shows the effects of image skew on OCR accuracy for the Courier typeface.

Several general observations are made from Figure 4.13 concerning

the effect of the image skew characteristic variable on the OCR

accuracy performance class:

• For an image skew range of 0 to 3 degrees there is only a

marginal decrease in OCR accuracy

4-23

M i

lit

H

; i.1

I i



• As the image skew exceeds 4 degrees, the OCR accuracy

gradient decreases rapidly such that when the image skew

reaches 6.8 degrees, the OCR accuracy has fallen to below

10 per cent.

• The is a slight peak in OCR accuracy as the image skew

reaches 5.8 degrees.

Analysis of the results of this experiment has led to some

explanations for these general observations.

As the image skew began to exceed 4 degrees, the analysis of the

results showed that ths ability of the OCR software to classify the

characters began to decline, therefore leading to a decline in OCR

accuracy. This decline continues to the point where the OCR

software is unable to classify the characters, there by reducing OCR

accuracy to zero.

The slight peak in OCR accuracy as the image skew reached 5.8

degrees is attributed to the OCR software interpreting the text as

being italicised. This momentarily increased the OCR accuracy as it

rapidiy declined with the rise in image skew angle.

The tabulated results of the image skew experiment are listed in

Table E.I2 in Appendix E.

4.6.SUMMARY OF RESULTS

This section summarises the results obtained for the preliminary

experimental work in terms of OCR performance classes and OCR

characteristic variables. It examines areas of the results in which further

analysis could prove insightful. A comparison between the results

reported in this chapter and those presented in the literature is also given.

The results of the preliminary experimental work are summarised into the

following genera) observations:

•i i
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• Eliminating difficult to recognise characters from the character set

can lead to improved OCR accuracy performance.

• Application of different font styles leads to a decline in potential

OCR accuracy performance.

• Reduction of the text size characteristic variable below a certain size

results in a rapid decrease in OCR accuracy performance.

• The OCR speed performance class is optimised for a specific range

of the text size characteristic variable.

• Increasing the image resolution characteristic variable leads to

higher OCR accuracy performance for low text sizes and a decrease

in OCR speed performance.

• Higher resolution printers offer potentially better OCR accuracy

performance.

• Above a certain angle, the image skew characteristic variable

severely degrades OCR accuracy performance.

The areas where further experimental work and analysis could prove

insightful include the effects of text size and image resolution

characteristic variables on the OCR accuracy and OCR speed performance

classes. Further experimental data and analysis could establish a

relationship between the text size and image resolution characteristic

variables and the OCR accuracy and OCR speed performance classes.

This further data and analysis is described in Chapter 5.

The results presented in this chapter are similar in some respects to those

reported by Baird [8] on document image defect models. However, where

Baird concentrates on the document image defects (refereed to as

characteristic variables in this thesis) themselves, the work reported in this

chapter concentrates on the effects of these document image defects on the

performance of OCR systems.
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Later work by Ho [11] on the evaluation of OCR accuracy using synthetic

data also compares well with the work reported in this chapter. Ho's

selection of character sets for experimental work matches that selected for

the data sets chosen for this chapters experimental work (refer to Section

4.3.3). Ho however, concentrates on the effects of different image defect

parameters ftom those reported in this chapter.

The results reported in this chapter are consequently original and supported

by similar results in the literature. The analysis of the results provides a

useful set of guidelines for designing OCR systems and represents an

advancement in the knowledge of digital image document processing.
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5. ANALYSIS OF PRELIMINARY
EXPERIMENTAL RESULTS

This chapter analyses and extends the experimental work and results reported in

Chapter 4. An introduction to the analysis and the methods used is given. The

analysis produces plots of two surface maps. The first surface map shows the

combined effects on OCR accuracy of resolution and text size (referred to as the

ART curve). The second surface map shows the combined effects of resolution

and text size on OCR speed (referred to as the RTS curve). An empirical

representation of the ART and RTS curves is presented. A simplified

mathematical model is developed to represent the ART curve. A separate

approach is presented for modelling the RTS curve. A summary of the extended

results and analysis is presented which lists areas of future work and compares

the analysis with others reported in the literature.

5.1.INTRODUCTION

The results of the preliminary experimental work, which are reported in

Chapter 4, indicate a possible relationship between the text size and image

resolution characteristic variables and the OCR accuracy and OCR speed

performance classes. By accurately defining the relationship it is possible

to model the dependence. The model can then be used to predict OCR

performance based on the characteristic variables.

To assist the definition of this relationship, further experimental work was

conducted. The range of the image resolution characteristic variable was

extended to cover image resolutions from 100 DPI to 400 DPI inclusive,

with samples taken every 100 DPI within the range. The range of the text

size characteristic variable was maintained at 4 to 24 point sizes.

5.2.THE ART CURVE

The ART (Accuracy, Resolution, Text size) curve is the surface map

produced by plotting the OCR accuracy as a function of both the image

resolution and text size characteristic variables.
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The ART curve is essentially an extension of the results presented in

Section 4.5.3 and Section 4.5.4 using extended data sets. The equipment

used to conduct the extended experimental work is the same as that used in

Chapter 4 for the text size and image resolution experiments.

5.2.1.Empirical Representation.

The empirical representation of the ART curve is displayed in Figure

5.1, with text size and image resolution shown on the x and z axis

respectively, and OCR accuracy shown on the vertical y axis.

The extended data sets described in Section 5.1 were processed five

times to measure the variation in OCR accuracy for the different text

sizes and image resolutions. The mean values of the processed data

sets are shown in Figure 5.1. The maximum variation in OCR

accuracy from the mean values shown in Figure 5.1, for each of the

sets of results, was less than 3.9 per cent.

The results depicted at 150, 250 and 350 DPI in Figure 5.1 are

linearly interpolated from surrounding results. They are included to

improve the surface map continuity.
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TEXT SIZE AND IMAGE RESOLUTION EFFECTS
ON OCR ACCURACY (ART CURVE)

22 24

Text Size (points)

Figure 5.1 Text size and image resolution effects on OCR accuracy
This surface map shows the combined effects of different text sizes and image resolutions on OCR
accuracy for the Courier typeface. This surface map is also referred to as the ART curve.

Two general observations are made from Figure 5.1 concerning the

combined effect of the text size and image resolution characteristic

variables on the OCR accuracy performance class:

• The OCR accuracy curves at 100, 200, 300 and 400 DPI

image resolutions are similarly shaped, as per Figure 4.10.

• The shift in the OCR accuracy curve between different

image resolutions is less with higher image resolutions.

Analysis of the results of this experiment has led to some

explanations for these general observations.

The similar shape of the OCR accuracy curves at 100, 200, 300 and

400 DPI is attributed to the similar effects of increased image

resolution and increased text size on the quantity of character image

data. The analysis of this similarity is conducted in Section 4.5.4 and

Section 5.4.3 and showed that increases in image resolution have a

similar effect on OCR accuracy as do increases in text size.
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Further analysis of the results reported in this section showed that

character image data is proportional to both text size and image

resolution. This can be seen in the somewhat hyperbolic shape of

horizontal cross sections of Figure 5.1. As a consequence of this

relationship between character image data, text size and image

resolution, the shift in the OCR accuracy curve between different

image resolutions is less with higher image resolutions.

The tabulated results of the ART curve experiment are listed in Table

E.I3 in Appendix E.

5.2.2.Simplified Mathematical Model

A simplified mathematical model was developed from the empirical

results plotted in Figure 5.1. The mathematical model was based on

an inverse trigonometric function with twin asymptotes. To describe

the model mathematically, the following variables and coefficients

are used:

A OCR accuracy (%)

R image resolution (DPI)

T text size (points)

a y axis offset co-efficient

b x axis offset co-efficient

c x axis divisor co-efficient

d y axis multiplier co-efficient

The model expresses the OCR accuracy, A, as a function of both the

image resolution, R, and the text size, T. The model was developed

using Microsoft Excel (apparatus code S5 from Apparatus Schedule

2: Software in Appendix D) and is described in Equation 5.1.

- i (TR-b)

c
(5.1)
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The coefficients a, b, c and d were optimised using interactive

regression techniques with Microsoft Excel so that the mean error

between the empirical OCR accuracy values and the models

computed OCR accuracy values was reduced to 5.62 per cent. The

optimised co-efficient values were:

a = 49

b=1800

c = 80

n

100

The computed surface plot of OCR accuracy as a function of text size

and image resolution uses the simplified mathematical model

described by Equation 5.1 and is shown in Figure 5.2.

COMPUTED TEXT SIZE AND IMAGE RESOLUTION
EFFECTS ON OCR ACCURACY

22 24

Text Size (points)

Figure 5.2 Computed text size and image resolution effects on OCR accuracy
This surface map shows the computed effects of different text sizes and image resolutions on OCR
accuracy for the Courier typeface.
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A comparison of the surface plots depicted in Figure 5.1 and Figure

5.2 reveals a general similarity between the plots. As expected, the

experimental perturbations of the empirical plot are not represented

by the smoothed plot computed using the simplified mathematical

model.

Having established a simplified mathematical model, it can be used

in a number of ways. The model can be used to predict the OCR

accuracy performance of an OCR system given the text size and

image resolution values. The model can also be used to determine

the minimum image resolution or text size required to achieve a

specified OCR accuracy.

By taking Equation 5.1 and expressing image resolution, R, as a

function of both the text size, T, and OCR accuracy, A, Equation 5.2

can be derived.

(5.2)

Similarly, by taking Equation 5.1 and expressing text size, T, as a

function of both the image resolution, R, and OCR accuracy, A,

Equation 5.3 can be derived.

= f(R,A) =

( A — a .
ctan 1 +b

V d
T

(5.3)

Thus the equations can also be used to determine the minimum

image resolution (Equation 5.2) or text size (Equation 5.3) required

to achieve a specified OCR accuracy.

As an example of the application of the ART model, consider an

OCR system which requires an OCR accuracy level of 90 per cent or

greater and which must accommodate text sizes as small as seven
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point size. To meet these two criteria, Equation 5.2 can be used to

compute the required image resolution for the OCR system. For A

and T equal to 90 and 7 respectively, and using the optimised co-

efficient values, Equation 2 yields an R value of 296.5 DPI for the

minimum required image resolution for the OCR system.

for the same constrains as the example above, linear interpolation of

Figure 5.1 yields an R value of 297.0 DPI for the minimum required

image resolution for the OCR system. For this example the

difference between the computed value and the value obtained

through linear interpolation of the empirical results is less that 0.2 per

cent.

5.3.THE RTS CURVE

The RTS (Resolution, Text size, Speed) curve is the surface map produced

by plotting the OCR speed as a function of both the image resolution and

text size characteristic variables. The RTS curve is similar to the ART

curve, with the exception that the RTS curve depicts OCR speed whereas

the ART curve depicts OCR accuracy.

The RTS curve is essentially an extension of the work presented in Section

4.5.3. using the extended data sets described in Section 5.1. The

equipment used to conduct the extended experimental work for the RTS

curve data is the same as that used in Chapter 4 for the text size and image

resolution experiments.

5.3.1.Empirical Representation

The empirical representation of the RTS curve is displayed in Figure

5.3, with text size and image resolution shown on the x and z axis

respectively, and OCR speed shown on the vertical y axis.

The extended data sets described in Section 5.1 were processed five

times to measure the variation in OCR speed for the different text

sizes and image resolutions. The mean values of the processed data
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sets are shown in Figure 53 . The maximum variation in OCR speed

from the mean values shown in Figure 5.3 for each of the sets of

results was less than 4.2 characters per second.

Initially, the results at 150, 250 and 350 DPI were linearly

interpolated from surrounding results. However, given the shape of

the surface map, it was decided to improve the detail by extending

the data sets to include 150, 250 and 350 DPI resolutions. The final

results, including those at 150, 250 and 350 DPI, are shown in Figure

5.3.

TEXT SIZE AND IMAGE RESOLUTION EFFECTS
ON OCR SPEED (RTS CURVE)

Resolution (DPI)

400

350

300-

250

200

150

100

iilili

• 45

40

(-35

-30

I-25

20

15

I I 1 0

• 40-451

• 35-40
• 30-35
B 25-30
• 20-25
D15-20
Q10-15

• 5-10
• 0-5

Speed (cps)

8 9 10 11

Text Size (pts)

Figure 5.3 Text size and image resolution effects on OCR Speed
This surface map shows the combined effects of different text sizes and image resolutions on OCR
Speed for the Courier typeface. This surface map is also referred to as the RTS curve.

Several general observations are made from Figure 5.3 concerning

the combined effect of the text size and image resolution

characteristic variables on the OCR speed performance class:

• Although the general shape of the surface plot is similar to

that depicted for OCR accuracy in Figure 5.1 and Figure 5.2,
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there is a much greater degree of variation in the results for

Figure 5.3.

• There are several peak areas in the surface plot where certain

combinations of image resolution and text size values give

higher OCR speed performance than other areas.

• Increases in image resolution do not necessarily result in

decreases in OCR speed.

• Increases in text size do not necessarily result in increases in

OCR speed.

Analysis of the results of this experiment has led to some

explanations for these general observations.

The results shown in Figure 5.3 differ slightly from those shown in

Section 4.5.3 and Section 4.5.4. Figure 4.9 and Figure 4.11 are

similar to appropriately taken vertical cross sections (at 300 DPI and

20 points respectively) of Figure 5.3. As in Figure 4.9, there are

peaks in Figure 5.3 where OCR speed is at its highest. The slight

difference between Figure 4.9 and Figure 5.3 is attributed to the

difference in typefaces used for these experiments.

The effect of image resolution on OCR speed is analysed in Section

4.5.4. The effect of text size on OCR speed is analysed in Section

4.5.3.

The tabulated results of the ART curve experiment are listed in Table

E.I3 in Appendix E.

A portion of the mean OCR speed measurements at an image

resolution of 300 DPI is shown in Table 5.1. Zero values for the

OCR. speed at 4 and 5 point text sizes indicate that no characters were

recognised. Table 5.1 shows that the highest OCR speed of 41.6

character per second occurs at a text size of 6 points.
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Table 5.1 OCR speed results for several text sizes
This table shows the OCR speed for several text sizes at an image resolution of 300 DPI and using the
Courier typeface.

OCR Speed (cps) 26.8

Given that the shape of the RTS curve is more complex than that of

the ART curve, a different solution to mathematical modelling was

sought to predict and opti: uise the OCR speed performance class. A

software tool was developed to predict and optimise the OCR speed

performance of an OCR system using the RTS curve. This software

tool is called OSPO (OCR System Performance Optimiser) and is

described in further detail in Chapter 6.

5.4.SUMMARY OF ANALYSIS

This section summarises the results and analysis of the ART and RTS

curves. It lists areas in which further analysis could prove insightful. A

comparison between the analysis reported in this chapter and those

presented in the literature is also given.

The analysis of the preliminary experimental work is summarised into the

following general results:

• The relationship between the text size and image resolution

characteristic variables, and the OCR accuracy and OCR speed

performance classes is defined for a given OCR system.

• The plot of OCR accuracy versus text size and image resolution

produces a smooth surface map from which a mathematical model

is developed. This model is used for predicting OCR accuracy

based on the text size and image resolution characteristic variables.
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• The plot of OCR speed versus text size and image resolution

produces a rough surface map for which a different approach

(OPSO) rather than mathematical modelling is proposed.

There are several areas in the results and analysis presented which could

benefit from improvement. As the effort taken to produce the ART and

RTS curves is considerable, a less time consuming method would make

specific OCR model development more effective. An adaptive sampling

method for example, could be used to reduce the number of points required

to adequately represent the ART and RTS curves. Integration of the ART

and RTS curves is another area of potential improvement to the model, and

is addressed in Chapter 6.

The results reported in this chapter are comparable with related results in

the available literature. The ART curve described in Section 5.2 and

shown in Figure 5.1 as a surface map, with OCR accuracy plotted against

the characteristic variables text size and image resolution, is similar to the

plots later presented by Ho and Baird [11]. Ho and Baird's plots show

accuracy plotted against the synthesized image defect parameters; blur,

binarisation threshold and pixel sensor sensitivity. The characteristic

variables reported in the thesis directly relate to Ho and Baird's image

defect model parameters.

Similar work reported by Blando et al. on prediction of OCR accuracy [21]

also compares favorably with the results presented in this chapter. Their

approach to OCR accuracy prediction differs however, in that it is not

based upon OCR system output (as the results presented in this chapter

are), but upon other document characteristics.

The analysis presented in this chapter are therefore unique among those

reported in the available literature. They present a useful methodology for

predicting the accuracy and speed performance of an OCR system based

upon its characteristic variables. The model reported in Section 5.2.2 is

original and represents a significant advancement in the knowledge of

digital image document processing.
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6. PROTOTYPE OCR SYSTEMS
This chapter examines the prototype OCR systems which were developed as part

of the research work. An introduction to the prototypes is given which explains

the purpose of each of the prototypes. The OCR System Performance Optimiser

(OSPO) tool is described, and examples given of its performance. The

FormReader OCR system prototype is described and examined in terms of its

function and performance.

6.1.INTRODUCTION

Three prototype OCR systems were developed as part of the research

work. These prototype OCR systems were called LitBase, OSPO, and

FormReader. LitBase is a literature database analysis package which is

described in Chapter 3. OSPO is an OCR system performance optimiser

which is a software tool which integrates the preliminary experimental

results reported in Chapter 4 and analysed in Chapter 5. FormReader is a

form processing OCR system incorporating innovative interface features.

These interface features include an intuitive graphical user interface with

Heads Up Data Entry (HUDE) and an audio feedback and control system.

Although FormReader is the last prototype presented in the thesis, it was

the first one to be designed. The knowledge and experience gained from

developing FormReader formed the basis for the specifications and design

of the other two prototypes; LitBase and OSPO.

6.2.OSPO - OCR SYSTEM PERFORMANCE OPTIMISER

OSPO is an interactive software tool developed for optimising the

performance of OCR systems. OSPO was developed using Visual Basic

(apparatus reference code S7 in Table D.2 of Appendix D) running under

Microsoft DOS (SI) and Windows (S2), and operated on a number of

personal computers (H8, H9, H10 and HI 1 in Table D.I). Its origins lay in

the experimental work reported in Chapter 4 and the analysis of that work

which is reported in Chapter 5. The preliminary experimental work
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indicated a relationship between the image resolution characteristic

variable, text size characteristic variable, OCR accuracy performance class

and OCR speed performance class. This relationship was further defined

by extending the experimental results which resulted in the ART and RTS

curves reported in Section 5.2 and Section 5.3 respectively. While it was

possible to develop a simplified mathematical model to represent the ART

curve, another approach was necessary for the RTS curve. OSPO was

therefore developed to integrate the RTS curve and ART curve into a

unified ARTS model for use as an optimising tool for OCR systems. The

main interface screen of OSPO is shown in Figure 6.1.

System Performance Plot
AHTS v1.32

49
=z
1800

80
•22

0314

Figure 6.1 OSPO main interface screen
This screen view of OSPO illustrates the graphical interface of the OSPO program. The system
performance plot is visible on the right, whilst the system data, parameter values and plot parameter
ranges are visible on the left.
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Figure 6.1 shows the division of the main interface screen into two main

areas. The right part of the screen is reserved for the system performance

plot. The left part of the screen is reserved for OCR system data,

parameter values and plot parameter ranges. The various parts and

functions of the OSPO program are described in Section 6.2.1 while the

performance of the OSPO system is described in Section 6.2.2.

6.2.1.System Functions

OPSO uses the integrated ARTS (Accuracy, Resolution, Text size,

Speed) model to graphically depict the optimised OCR system.

OSPO treats the two performance classes (OCR accuracy and OCR

speed) and two characteristic variables (images resolution and text

size) as four system parameters. There are three possible modes of

operation for OSPO which depend on the number of system

parameters supplied:

• If supplied with three of the four system parameters, the

ranges of values of the remaining parameter which satisfy

the optimisation criteria are computed and displayed.

• If supplied with two of the four system parameters, a curve

of possible ranges of the remain parameters which satisfies

the optimisation criteria is computed and displayed.

• If supplied with one of the four system parameters, a surface

map of possible ranges of the remain parameters which

satisfies the optimisation criteria is computed and displayed.

OSPO requires a set of system co-efficient values and ARTS data set

to be loaded or entered before computational work can be

undertaken. Different sets of system co-efficient values and ARTS

data sets can be stored and retrieved for each different system being

optimised. The plot ranges for the computed system parameters can

also be specified, stored and retrieved. The example of the OSPO

main interface screen which is given in Figure 6.1 shows the OCR
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accuracy performance class as a function of the text size

characteristic variable.

OSPO can print its graphical display or export it to another program.

It can also print the OCR system data, parameter values and plot

parameter ranges.

The source code listing for version 2.00 of OSPO is given in

Appendix A.

6.2.2.System Performance

To test the performance of the OSPO system, three different OCR

systems were optimised using OSPO and the results compared.

These three OCR systems were WordScan, OmniPage and

FormReader.

An overall optimisation level, Z, is defined to provide a numerical

basis for the comparison of these OCR systems. The overall

optimisation level achieved by OSPO for the three OCR systems is

described using the following variables:

Z overall optimisation level (%)

OA OCR accuracy performance class optimisation level (%)

Os OCR speed performance class optimisation level (%)

AB OCR accuracy before optimisation (%)

A o optimised OCR accuracy using OPSO (%)

SB OCR speed before optimisation (cps)

So optimised OCR speed using OSPO (cps)

The OCR accuracy performance class optimisation level, OA, is

defined as the ratio of the OCR accuracy before optimisation, A B , and

the optimised OCR accuracy using OSPO, A o , and is given by

Equation 6.1.
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(6.1)
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The OCR speed performance class optimisation level, Os, is defined

as the ratio of the OCR speed before optimisation, SB, and the

optimised OCR speed using OSPO, So, and is given by Equation 6.2.

(6.2)

The overall optimisation level, Z, is defined as the multiple of the

OCR accuracy performance class optimisation level, OA, and the

OCR speed performance class optimisation level, Os, and is given by

Equation 6.3.

Z = OA x Os (6.3)

Before the different OCR systems could be optimised using OSPO, it

was necessary to obtain the ARTS data for each OCR system.

Experimental work identical to that described in Chapter 5 was

conducted to determine the ARTS data for each OCR system. Once

the ARTS data was obtained, each system was configured identically

with default settings. The image resolution was set to 300 DPI and

the text size set to 11 points. The Courier typeface was used as per

Chapter 5.

An example of the overall optimisation level calculation is given for

the OmniPage OCR system in Equation 6.4.

Z=OAxOs =
AH

Ao

X V "98.3'
.99.2.

"35.6"
.41.6.

= 84.8% (6.4)

The table of the results of the optimisation test are shown Table 6.1.

Since the best possible OCR accuracy and best possible OCR speed

may not occur at the same values of image resolution and text size, it

may not be possible for an OCR system to achieve a value of 100%

for the optimisation level defined here. The optimisation level
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results shown in Fi^^re 6-2 appear to be fairly consistent for the

initial conditions specified.

Table 6.1 Optimisation levels for various OCR systems
This table shows the overall optimisation levels calculated using Equation 6.3 for various OCR
systems.

WordScan

Omnipage Professional

FormReader

82.5%

84.8%

80.2%

6.2.3.OSPO Summary

OSPO integrates the ART model and RTS curve reported in Chapter

5 into a software tool for OCR system performance optimisation.

When tested on three different OCR systems, OSPO was able to

achieve a mean optimisation level of 82.5 per cent (calculated using

Equation 6.3).

As a tool for analysing OCR systems, OSPO represents an unique

and useful contribution to the area of digital image document

processing.

6.3.FORMREADER

FormReader is a form processing OCR system incorporating several

innovative interface features. These features include the HUDE system,

audio feedback of numeric data and a simple voice recognition system.

These system features are explained in more detail in Section 6.3.1.

FormReader was developed using Visual Basic (apparatus reference code

S7 in Table D.I of Appendix D) running under Microsoft DOS (SI) and

Windows (S2), and operated on a number of networked personal

computers (apparatus reference codes H8, H9. and H10 in Table D.2). A

flatbed scanner (HI) was used with FormReader to digitise the laser (HI4)

printed forms. Form image display was made on 21 inch monitors (H6).
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The OCR software (S3) integrated into the FormReader system was

Omnipage Professional.

FormReader was designed to read forms used by the Australian Securities

Commission (ASC). It can be readily adapted to read most other types of

forms by designing appropriate templates. The main interface screen of

FormReader is shown in Figure 6.2., The main image viewing screen is

shown on the left window. The template controls are shown in the top

right window. The database entry form is shown in the bottom right

window.

Flic Page YJew DataBase Jemplate Options

Alpha
Numeric
AlphaNum

Form Number
ACN Number
Company Name
Directr Name
Agent Number

AutlraliK Svcuritws ComwitsitiB Numeric
AlphaNum
Numeric
Alpha
Numeric

Form Number
Company Name
Agent Number
Directr Name
ACN Number

1992 Annual Return
of a company

THs feclwrik* muJ( he sipnrt by « esnrcoi <
excctrt ve off ice of the company.

/ aeclaie •,»» »e* me ttlornaUM ;*er tt l/vi
ccKeieifnt) coirect K t*e Me el nan*

• ttitt any fey Jifuajl snt i*trw* « i lm

,-•' lAff tH'3 ft rttstwit grtDHtt tt 1*::*
us Mrt wttt: I toy titi He Isin »£• tvt lit

t> t/m (*•.* (tu/t/ttiPi is midr enter o tat,
tutciers totrivpi ,'*r nums of t»v Aa

i i !

i i
i i i

i!

ii

Figure 6.2 FormReader Main Interface Screen
This screen view of FormReader shows three separate parts of the program. The main image viewing
screen is shown on the left window. The template controls are shown in the top right window. The
database entry form is shown in the bottom right window.

FormReader was developed as a test-bed program to verify the results

reported in Chapter 4 and Chapter 5. It also provided experience in

designing digital image processing systems which was later used in the

development of the other two prototypes; LitBase and OPSO.
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6.3.1.System Functions

The FormReader form processing is shown in Figure 6.3 as a process

flow diagram. Incoming forms are digitised and stored in an image

database where they are available for display and manipulation. The

physical forms are stored for retrieval or disposal. Form images are

taken from the image storage and fed through a keyfield selection

mask which removes areas from the forms which contain non-

required text, such as form layout instructions. The resultant masked

image is then made available to the text recognition module which

converts the image into text. In some cases, OCR errors occurred

which were due to poor image quality or incorrect data. For images

which contain OCR errors, interaction with a text storage database

and/or an error correction operator is used to resolve the errors. This

occurs before the text is forwarded to the text storage database where

it can provide further feedback to the text recognition module. The

performance of the FormReader form processing system can be

monitored by a controller and reporting mechanism to provide

automatic quality control.
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Physical
Storage

Error
Correction

Figure 6.3 FormReader process flow diagram
The diagram shows the sequence of the major processes that occur in the FormReader system. Forms
are digitised, their images stored in an image database and the physical forms are stored. The keyfields
of the image are selected and their text is recognised. The recognised text is placed in a text storage
database. The text storage database and error correction operators resolve errors detected by the text
recognition system.

The FormReader system architecture is illustrated in Figure 6.4. The

FormReader control software lies at the center of the system. The

operator can communicate with the FormReader control software via

the graphical and audio user interface. The FormReader control

software is linked to the image viewing, audio, and scanning and

OCR modules. The operator and modules can access the image and

text databases via the FormReader control software. The system
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controller can monitor the performance of the FormReader form

processing system directly through FormReader control software.

Graphical
User Interface

FormReader
Control
System

Image Viewing
Module

Audio
Module

Scanning and
OCR Module

Figure 6.4 FormReader system architecture
This block diagram shows the architecture of the FormReader system. The operator communicates with
the FormReader control system via the graphical user interface. The external modules on the left can
access the databases on the left via the FormReader control system. The system controller can
communicate directly with the FormReader control system.

The FormReader form processing system is designed to function

across a network of machines and can be configured to operate in

various modes to accommodate varying processing requirements.

Should a higher proportion of forms be of poor quality or hand

written, then more machines can be switched to a fully operator

driven mode which allows the operator to enter the data into the

database from an on-screen image of the form.
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6.3.2.User Interface Features

An important consideration when designing the FormReader form

processing system was the user interface. The interface was designed

to be as productive and non-fatiguing as possible by using a

graphical mouse-driven system supplemented by audio feedback

facilities. The user interface is composed of two parts; the graphical

interface and the audio interface.

6.3.2.1.Graphical Interface

The graphical interface used for FormReader is similar to that

described in Chapter 3 for LitBase. The HUDE system is an

additional and innovative graphical interface feature of

FormReader.

Heads up data entry for non-recognisable forms was

implemented to eliminate the eye-fatigue [79] associated with

re-focusing between printed forms and a data entry screen. The

image of the form is displayed on-screen beside the data entry

window. The operators type the values they see on the image

into the data entry window. An example of the screen layout of

the form processing prototype is show in Figure 6.2. On the

left is the form image, with zooming and panning facilities for

display and manipulation. The top, right area of the screen

contains template controls for masking keyfield areas for OCR.

The database entry area is located to the bottom left of the

screen, where recognised data is fed, or where the operator may

type the data. The screen layout is dynamically adjustable,

with each of the individual windows capable of being moved

and re-sized.

The resolution of the operator's screen is important for

displaying the form images with adequate image clarity. For

displaying a full A4 sized form image on-screen, along with a
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data-entry window, and to be able to provide sufficient image

quality for an operator to perform HUDE, a megapixel (one

million picture elements) display [80] or better is desirable.

This avoids zooming and panning across portions of the image.

A screen resolution of 1280 x 1024 pixels on a 21 inch monitor

(apparatus reference code H6) is capable of displaying a full A4

sized form image at approximately 80 DPI. This was found to

be satisfactory for an operator to read 10 point size text or

greater without inducing significant eye fatigue. Non-

interlaced screens were used for image display, as the screen

flickering observed when interlacing was found to increase

operator fatigue.

6.3.2.2.Audio Interface

Audio prompts and feedback of data to the operators are used to

augment visual prompts and on-screen data display. This helps

prevent overloading the operators' vision by diverting

information to their hearing [81]. The operators need not shift

their sight from one point of the screen to another and back

again to verify data entered or to acknowledge system

prompts.

Audio feedback is obtained by playback of digitised human

voice samples. Digitised samples were used instead of

synthesized speech because the synthesized speech modules

tested did not sound natural and were prone to mis-

pronunciation. A digitised sample must therefore exist for a

particular word or phrase to be 'spoken1, and only a limited

vocabulary of common words can be maintained because of the

sample's large file size. Numeric data requires only a few

samples to be 'spoken' to the operator; the numbers 'zero'

through 'nineteen', 'twenty1, 'thirty1, 'forty' ... 'ninety', 'hundred',

'thousand', 'million' and 'and'. The numeric samples need only

6-13

" .'!Si,

I i



be played back in correct sequence to properly pronounce any

number required. Prompts such as error reporting (e.g. 'invalid

entry') are also be handled via audio feedback to prevent

distracting the operators vision.

6.3.3.System Performance

This section examines the performance of the FormReader forms

processing system in terms of two of the OCR system performance

classes described in Chapter 4.4; OCR speed and OCR accuracy.

6.3.3.1.Speed Performance

The speed at which forms can be processed through the

prototype FormReader system is dependent upon the number of

keyfields and quantity of text per keyfield to be recognised per

form. The particular PC used for the speed test was a 33 MHz

80486 (H8). The time taken for a 50 form data set of single

page ASC forms containing seven fields of actual company

information to be processed was an average of 28 seconds per

form including form scanning time. This yields a form

processing speed of 128 forms per hour.

The speed performance in this case is expressed in forms per

hour, rather than characters per second because changes in the

quantity of text in the keyfields did not significantly alter the

time taken to process the form. An example of the redesigned

ASC test form is shown in Figure 6.5. Several keyfields have

had data entered into them in a 12 point sized Helvetica

typeface and the form has been scanned at 300 DPI.
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registered agent number
lodging party or agent name

address
state

telephone
facsimile

suburb/city

PRICE WATERHOUSE
201 KENT STREET SYDNEY
NSW 2000
02 256 7000
02 256 7777

Australian Securities Commission

Notification of

initial appointment of officeholders

form2i5

Corporations Law
242(7)(a)

Company Name

A.C.N.

P & W Transport

004622488

S^ c^ tor mqiMWT»i\H mbwqta otm dnctonHfm mx) Krmxtxte

date of incorporation (d/m/y)

name (surname & given names)
• . former names
residential address

suburb/city
country (if not Australia)

office
details of birth (d/m/y)

business occupation
other directorships

name (surname & given names)
former names

residential address
suburb/city

country (if not Australia)
office

details of birth (d/m/y)
business occupation

other directorships

name (surname & given names)
former names

residential address
suburb/city

country (if not Australia)
office

details of birth (d/m/y)
business occupation

other directorships

31/05/89

Jameson F T

23 Burkley St
Orbost

Director
30712/58
General Manager

Wilson K B
Himmler H K
lot 94 Planetside Trk
North Kelior
Germany
Assistant Director
20/02/61

TeePQ

18 Dmmmond St
Ratton Downs

Assistant to Assistant Director
13/11/68
Secretary

Signature
Thte form must b« tigrwd by a director. Moratory or principal uacutfve officer (PEO).

print name Jameson F T capacity Director

sign here date 05/04/91
OIAC OCR FORM

Figure 6.5 Example of scan of ASC test form
This diagram shows the 300DPI scan of a redesigned A4 sized ASC form which has had data entered
into several of the keyfields in a 12 point sized Helvetica typeface.
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It should be noted that while the speed of 128 forms per hour is

for a single machine, multiple machines do not provide

machine x 128 processing rates because of networking

overheads which constrict form flow between machines. Using

a faster scanner or pre-scanned forms could improve

performance to over 300 forms per hour, since approximately

60 per cent of the time taken to process each form involved

scanning. Upgrading the system to a faster PC (H9) improved

the speed performance to 182 forms per hour.

6.3.3.2.Accuracy Performance

The OCR accuracy for the above sample set was 98.2 per cent

before error correction by an operator, and 100 per cent after

error correction. The OCR accuracy level reported for this test

(prior to error correction) occurs between the values of 97.1 %

and 99.8% reported in Section 4.5.1 for full character set and

limited character set OCR accuracy's for the 300DPI image

resolution, 12 point size, Helvetica typeface data sets.

The key field data used in the FormReader speed test is

composed mostly of characters from the limited character set,

but does include some characters from the full character set (as

shown in Figure 6.5). The OCR accuracy result for FormReader

therefore appears to be consistent with OCR accuracy results

reported in Chapter 4.

6.3.4. FormReader Summary

This section summarises FormReader in terms of its interesting

interface, performance and contribution to the area of knowledge.

The FormReader prototype introduced some innovative interface

features to OCR form processing systems, including the HUDE

system and audio feedback. While not incorporated into the other
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two prototypes developed for this research, these interface features

demonstrated the effective application of these new technologies.

The OCR accuracy performance of the FormReader prototype is 98.2

percent for the test forms used in Section 6.3.3, while the processing

speed was 128 forms per hour.

As a prototype OCR forms processing system, FormReader

represents an innovative and useful contribution to the area of digital

image document processing.
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7. OCR SYSTEM MODEL DEVELOPMENT
This chapter covers the development of the OCR system models. An

introduction is given to the model development which describes the five

different evolutionary stages and the methods by which these stages were

reached. All of the five models are presented with a complete description of the

structure, design, and analysis of each model.

7.1. INTRODUCTION

There were two main reasons for modelling the OCR systems. The first

reason was to describe both qualitatively and quantitatively the individual

processes which occur in the OCR system. The second reason was to use

the models to determine the response of OCR systems under specific

conditions. This second reason is covered in Chapter 8 by model

experimentation and analysis.

The selection of the overall modelling methodology was based on the

requirements of the OCR system models. The models had to represent a

discreet document processing system. They had to able to be developed in

stages and be able to interface with the OCR systems previously described

in Chapter 6. A discreet modelling methodology was therefore selected to

meet these requirements. Similar methodologies were employed by other

model developers listed in Section 2.6.2.

The models were all implemented using a spreadsheet package called

Microsoft Excel version 5.0. There were two reasons for choosing this

spreadsheet package over dedicated modelling packages. Excel has a

built-in programming language which enables the model to be tailored to

suit its design requirements. It has a number of plug-in modules to

perform the necessary statistical and modelling operations required by the

model. Having justified the use of Excel, it can be said that while it is

perhaps more adaptable than a dedicated modelling package, it can require

a lot more effort to, achieve the same results as a dedicated modelling

package.
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The method by which the model was developed from its first form to its

last was to take each model as it was developed and analyse its

performance in terms of emulating the real world system. By examining

the shortcomings of each model and implementing improvements, it was

possible to evolve the model to its next stage of development. This model

development process was carried out four times to arrive at the final

model, and is depicted in Figure 7.1. The development of the model is

shown in a series of increasingly complex process flow diagrams. These

iconised process flow diagrams are smaller versions of the full sized

diagrams shown later in this chapter. The final model described in this

chapter does not purport to be without possibility of improvement. It is

however sufficiently sophisticated to enable a real comparison between its

performance and that of real world systems.

I

*m

l i
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Generic OCR Model I High Volume OCR Model II
I i I1

Self Optimising HV OCR Model \V Non-Sequential HV OCR Model II!

Real World Constriant HV
OCR Model V

Figure 7.1 Visualisation of OCR model development
The development of the OCR model is shown using process flow diagrams at various stages of model
development. The process flow diagrams are iconised and simplified so that the essential differences
between them are more apparent.
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7.2.GENERIC OCR MODEL I

The generic OCR model I represents a simple OCR model similar to the

many presented in the literature [2], [3], [14], [38], [64], [82-88]. It forms

the basis for the development of the more sophisticated models. The

knowledge gained from the experimental results reported in Chapter 4 and

analysis in Chapter 5 is used to direct the evolution of the model from the

generic form presented in the literature. Integration of the optimisation

procedures reported in Chapter 6 are integrated with the model in the later

stages of the model's evolution. The generic model's structure is

discussed in the following section. This is followed by an analysis of the

model.

7.2.1.Model I Structure

The generic or elementary OCR model exhibits the basic processes

which occur in typical OCR systems. Figure 7.2 shows the process

flow of an elementary OCR model from physical documents to

electronic text. The model has three basic processes; digitisation,

segmentation and classification. These processes are described in

Section 2.1.3.
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Figure 7.2 Generic OCR model I
This simple OCR model shows the basic processes which occur in typical OCR systems as physical
documents are transformed into electronic text.

7.2.2.Model I Analysis

While the generic OCR model is good for illustrating the OCR

processes which occur in typical OCR systems, it does not

adequately show the quality control processes which occur in the

high volume document environment.

7,3. HIGH VOLUME OCR MODEL II

A specific OCR model for the high volume document environment is

required to describe the process flow in this specialised and more complex

OCR system environment. The high volume OCR model's design criteria

is based on real world observations and analysis of the high volume
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document processing environment As stated in Chapter 1, the Australian

Securities Commission's (ASC) National Information Processing Centre

forms a major part of the background of the development work presented

in the thesis. Direct observations of their digital image document

processing system (which in 1993 processed over 1.3 million documents

[89]) are used to establish the high volume design criteria for the OCR

system model.

The sequential nature of the process flow distinguishes this model from the

more advanced models which evolved from this one. The model's

structure and design are discussed in the following sections. This is

followed by an analysis of the model.

7.3.1.Model II Structure

The structure and process flow in the high volume OCR model II is

illustrated in Figure 7.3.

For reference purposes and for later analysis, each process in the high

volume document OCR model II is assigned a process number n to

identify it. Each process number n is described by two transfer

parameters:

Dn delay for process n (minutes)

On operator numbers for process n (operators)

The process delay represents the time taken for a document to be

operated on by that process and then passed onto the next process.

The operator numbers represent the maximum number of documents

which can be operated on concurrently during that process.
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Physical
Processing

Text
Recognition

O Quality
Analysis

Text and
Image Storage

Information
Output

Figure 7.3 High Volume OCR model II process flow diagram
This model includes processes required by the high volume environment, but is still sequential in
nature. The documents are passed through the various processing stages before becoming
information output.

The processes in the high volume OCR model II are described in

order of their process number (shown in Figure 7.3):

O Physical Processing. The physical processing includes

every process required to transform the documents into a

format which is acceptable by the scanner. This includes
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removing staples, paper clips, bindings and anything else

the scanner will not handle and additional physical

processing for documents which have not been imaged

correctly. Also included is the decision process is the

process of sending the documents to the physical data entry

section (not shown in Figure 7.3) if the document cannot be

transformed into a format acceptable to the scanner. The

transfer parameters for this process depend heavily on the

physical format of the documents.

O Digitisation. This process involves the digitisation of the

documents into an image format capable of being processed

by the document recognition system. This process also

involves any temporary storage of images after image

quality analysis and before document recognition, and any

permanent storage of images. Where image storage is not

required, image disposal is included in this process.

Transfer parameters are dependent on paper transport

mechanisms, the digitisation process, the storage media and

the image file size.

© Text Recognition. Text recognition includes the entire

process of converting the document image into text.

Transfer parameters are dependent on the OCR module

being used and the document image quality.

0 Quality Analysis. This process involves the analysis of the

text created by the document recognition process. If the

text meets certain conditions indicating sufficient quality,

then the text is sent to the text storage process, otherwise

the text and image are sent to the image data entry process.

The text quality analysis may refer to previously stored text

to verify the current text's quality. Transfer parameters

i
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depend on knowledge of the text content (e.g. numeric only

text) and the methods used for quality analysis.

© Text and Image Storage. This process involves the storage

of text and images for later use in an electronic database.

Where image storage is not required, image disposal is

included in this process. The text and image storage may

be accessed for quality analysis of following documents.

Transfer parameters depend on the file size of the images

and the storage media.

The information output stage consists of an electronic database which

acts as a container for the documents text and document images. The

document data is indexed in the database to facilitate location and

extraction of information from the database.

7.3.2.Model II Design

The internal function of each process in the model is illustrated in

Figure 7.4. The flowchart of internal process functions describes the

individual functions and the order in which they occur. If the answer

to a decision box in the flowchart is "yes ' \ then flow proceeds down

the page, otherwise flow proceeds to the side.

The internal functions start by asking whether there are any free

operators. If there are free operators, then flow proceeds to the

documents-in-buffer section. If not, then flow proceeds to the

documents-to-process section. If there are documents in the buffer,

then flow proceeds to the documents-greater-than-operators section,

otherwise flow proceeds again to the documents-to-process section.

If the number of documents in the buffer is greater that the number of

free operators, then one document is shifted to each free operator,

otherwise all the buffer documents are shifted to free operators.

Operator-heid documents are then processed. If the operators have

finished processing any documents, then these documents are passed
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to the next external processes buffer, otherwise internal process flow

ends. If there are no operators free and/or no documents in the

buffer, the question is asked whether there are any documents to

process. If there are documents to process, then flow proceeds to

where operator-held documents are processed, otherwise internal

process flow ends. Once all finished documents are transferred to the

next external process buffers, the internal process flow is ended.
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Shift all buffer
documents to free
' operators

Start

Any
documents in

buffer?
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documents >
operators?

Shift a document
to each free
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documents are
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documents
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Pass finished
documents to

next buffer

I
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End J
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process ?
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Figure 7.4 Flow chart of internal process function (model II)
This flow chart illustrates the internal functions which occur at each process stage of the Sequential HV
OCR model II. Each process stage, from physical processing down to text & image storage, has the
same basic internal functions as illustrated in this flow chart.

To describe the internal process functions mathematically, the

following variables are used:
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n process number

Dn delay for process n (minutes)

On operator numbers for process n (operators)

/ time (minutes)

Bnt buffer level for process n at time / (documents)

nl documents started to be processed for process n at time /

(documents)

The buffer levels, Bnl, can be calculated as shown in Equation 7.1.

D _ D _ D
Dni ~ Dn(l-\) rnt

(7.1)

The new buffer level is equal to the old buffer level less the

documents commenced processing plus the documents finished

processing from the previous process.

The documents commenced processing, Pnl, can be calculated as

shown in Equation 7.2.

'-M.-1

P,,,=

B.. for Bnl<On-
7W-1

(7.2)
/-A.-I

for

The new documents commenced processing is the minimum of the

documents in the buffer and the number of free operators. The

number of free operators is equal to the operators at that process less

the sum of the documents currently being processed. Refer to

Appendix F for the source code of the high volume OCR model II.

7.3.3.Model II Analysis

Analysis of the high volume OCR model II showed that the model

did not consider certain situations which may occur in the high

volume document environment:
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• Some documents may not be able to be digitised. The

document quality is insufficient and therefore the document

data has to be entered by an operator via a keyboard.

• Some documents' images have been digitised incorrectly.

The documents' image quality is poor and therefore the

documents are returned for further physical processing.

• The recognised text of some documents is incorrect. The

document text quality is poor and therefore the document

data has to be entered by an operator via a keyboard.

To take these situations into account, the model should allow

branching and feedback. This non-sequential model would allow

documents to be passed to different processes depending on the

document, image and text quality. Further analysis of the sequential

HV OCR model II is given in Chapter 8.

7.4. NON-SEQUENTIAL HV OCR MODEL III

The non-sequential high volume OCR model III is the next stage in the

evolution of the high volume OCR model II. By adding branching and

feedback to the model, the shortcomings reported in the analysis of the

previous model are overcome. The model's structure and design are

discussed in the following sections and is followed by an analysis of the

non-sequential HV OCR model III.

7.4.1.Model III Structure

The structure and process flow in the non-sequential high volume

OCR model III is illustrated in Figure 7.5.

For reference purposes and for later analysis, each process in the non-

sequential high volume document OCR model III is assigned a

process number n to identify it. In most cases this number is

different from that used in model II, even though the processes may

Lr:
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be similar. Each process number n is described by three transfer

parameters and a quality pass function:

Dn delay for process n (minutes)

On operator numbers for process n (operators)

Qn quality pass function for process n

The process delay represents the time taken for a document to be

operated on by that process and then passed onto the next process as

per Section 7.3.1. The operator numbers represent the maximum

number of documents which can be operated on concurrently at that

process as per Section 7.3.1. The quality pass function determines

the direction in which documents are routed. The quality pass

function only operates for process numbers one, three and six. All

other processes have only direction in which to pass documents and

so the quality pass function is not required.

The quality pass function is necessary for modelling the probability

of documents not conforming to their ideal form. There is a

probability that a particular document will not be in a format suitable

for digitisation. There is a probability that a particular document's

image will not be in a format suitable for text recognition. There is

also a probability that a particular document's text will not have been

recognised properly.

These probabilities are represented by quality pass functions in the

OCR system model. They are necessary because the process flow of

documents in the high volume environment is determined by the

quality of the document. The process flow determines the processes

a document is subjected to which then effects the performance of the

whole OCR system.

i r i
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Figure 7.5 Non-sequential HV OCR model III process flow diagram
This model introduces non-sequential flow to the process flow diagram. The documents are passed
through different processing stages depending on document quality. There are several paths a
document can take as it is transformed from a physical document to information output.
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The processes in the non-sequential high volume OCR model III are

described in order of their process number:

O Physical Processing. The physical processing includes

every process required to transform the documents into a

format which is acceptable by the scanner. This includes

removing staples, paper clips, bindings and anything else

the scanner will not handle and addition physical processing

for documents that have,not been imaged correctly. Also

included is the decision and process of sending the

documents to the physical data entry section if the

document cannot be transformed into a format acceptable to

the scanner. The transfer parameters for this process

depend heavily on the physical format of the documents.

© Digitisation. This process involves the digitisation of the

documents into an image format capable of being processed

by the document recognition system. Transfer parameters

are dependent on paper transport mechanisms and the

digitisation process and the image file size.

© Image Quality Analysis. Image quality analysis is

performed to ensure the document recognition system can

handle the document image. Images which do not pass the

quality analysis are sent back to the physical processing

stage for corrective measures to be carried out or physical

data entry if necessary. Transfer parameters depend on the

types of image analysis performed and the portion of

images analysed and the image file size.

O Image Storage. This involves any temporary storage of

images after image quality analysis and before document

recognition and any permanent storage of images. Where

image storage is not required, image disposal is included in

7-18
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this process. Transfer parameters depend on image file size

and storage media.

© Text Recognition. Document Recognition includes the

entire process of converting the document image into text.

Transfer parameters are dependent on the OCR engine

being used and the document image quality.

© Text Quality Analysis. This process involves the analysis

of the text created by the document recognition process. If

the text meets certain conditions indicating sufficient

quality then the text is sent of the text storage process,

otherwise the text and image are sent to the image data

entry process. The text quality analysis stage may refer to

text previously stored to analyse the current text. Transfer

parameters depend on knowledge of the text content and the

methods.

© Text Storage. Text is stored away for later use in an

electronic database. The text storage database may be

accessed for text quality analysis of following text entries.

Transfer parameters depend on storage media.

© Physical Data Entry. Documents which cannot be

processed into a digitisable format are sent to a human

operator who keys in the data while looking at the physical

document. The physical documents are then sent to the

document storage process, while the keyed data is sent to

the text storage process. The transfer parameters depend on

the operator's skill.

© Physical Storage. This process involves the storage or

disposal of the physical documents. The physical

documents may need to be used again if image or text

quality is insufficient. Transfer parameters depend on the

physical format of the documents.
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© Image Data Entry. When the text quality is determined to

be insufficient by the text quality analysis process, a human

operator keys in the data. This is done while looking at the

document image or physical document if the image quality

in inadequate. The keyed data is then sent to the text

storage process. The transfer parameters depend on the

operator's skill.

The information output stage consists of an electronic database which

acts as a container for the documents text and document images. The

document data is indexed in the database to facilitate location and

extraction of information from the database.

7.4.1.1 .Quality Analysis

Three of the processes described above require some sort of

decision to be made as to where to send the documents which

have been processed. They are the physical processing stage 1,

the image quality analysis stage 3, and the text quality analysis

stage 6. The routing decision is dependent on the quality of the

document, image, or text.

The physical processing stage 1 requires a decision to be made

as to whether a document should go to the digitising stage or

physical data entry stage 8. A quality pass function, Qh is used

to determine the probability of a document being routed to the

scanning stage 2. The quality fail function, \-Q], can then be

used to determine the probability of a document being routed to

the physical data entry stage.

The image quality analysis stage 3 requires a decision to be

made as to whether a document image should go to the image

storage stage 4 or for the document to be returned to the

physical processing stage 1. A quality pass function, Q3, is

used to quantify the probability of a document being routed to
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the image storage stage. The quality fail function, l-Q3, can

then be used to determine probability of a document being

routed back to the physical processing stage.

The text quality analysis stage 6 requires a decision to be made

as to whether the document text should go the text storage stage

7 or for the document image to go to the image data stage 10.

A quality pass function, Q6, is used to quantify the probability

of a document being routed to the text storage stage. The

quality fail function, \-Q6, can then be used to determine the

probability of a document being routed to the image data entry

stage.

7.4.1.2.Document Transformation

As the documents are transformed into text, they go through

three distinct stages. In the first stage, the document is in its

physical form. In the second stage the document is in its image

form. In the third stage the document is in its text form. Figure

7.6 shows the process flow from documents to information

output but does not show what stage the document is in. Figure

7.6 however, shows which stage the document is in as it is

transformed from a physical document to document images to

document text. As can be seen from Figure 7.6, sometimes

both the physical document and document image are transferred

between processes, and sometimes both the document image

and document text are transferred between stages. The dark

grey arrows show the process flow of physical documents. The

white arrows show the process flow of the document images.

The light grey arrows show the process flow of the document

text.
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Figure 7.6 Model III document/image/text flow
Previous process flow diagrams show only the direction of process flow. This flow diagram also shows the
different states of the document as it is transformed from a physical document to information output.
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7.4.2.Model III Design

The internal function of each process in the model is illustrated in

Figure 7.7. The flowchart of internal process functions describes the

individual functions and the order in which they occur. The

flowchart is similar to that for model II with most of the differences

being in the lower part of the flowchart.

The description of this flowchart will proceed from the section after

operator held documents are processed. Refer to section 7.3.2 on

model II design for a description of the previous sections of the

flowchart.

If any documents are finished being processed by the operators, then

flow proceeds to the quality section, otherwise the process flow ends.

If there is a quality check for this process, then flow proceeds to that

quality check, otherwise the quality check is bypassed and all

finished documents are transferred to the pass buffer. If the quality

check for the documents is successful, then the finished documents

are transferred to the pass buffer, otherwise the finished documents

are transferred to the fail buffer. Once all finished documents are

transferred to the appropriate processes buffers, the internal process

flow is ended.
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Figure 7.7 Flow chart of internal process operation (Model III)
This flow chart illustrates the internal functions which occur at each process stage of the Non-
Sequential HV OCR model III. Each process stage, from physical processing down to text & image
storage, has the same basic internal functions as illustrated in this flow chart.
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To describe the internal process functions mathematically, the

following variables are used:

an number of pass inputs at process n

bn number of fail inputs at process n

Xni pass rate for buffer input / at process n

Yni fail rate for buffer input / at process n

The buffer levels, Bnl, can be calculated as shown in Equation 7.2.

"m = "n(t-\) ~ x'm » ' ) ' ( / -U-Py) (7.3)
x=\ v=\

The new buffer level is equal to the old buffer level less the

documents commenced processing plus the documents finished

processing and passed from the proceeding passing processes plus

the documents finished, processing, and failed from the proceeding

failing processes.

The calculation for the documents which have commenced

processing, Pnt, is the same as that for model II. Refer to Equation

7.2. Refer to Appendix F for the source code of the non-sequential

HV OCR model III.

7.4.3.Model III Analysis

From an analysis of the idle or free operators, it can be seen that at

certain times and at certain processes there are significant numbers of

operators with no documents to process. Model performance could

be improved if these idle operators were shifted to processes where

there were insufficient operators to cope with buffered documents. A

mechanism which would allow these operators to move between

processes would provide the model with a self-optimising feature.

Further analysis of the non-sequential HV OCR model III is given in

Chapter 8.
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7.5.SELF OPTIMISING HV OCR MODEL IV

The self optimising high volume OCR model IV represents another

evolutionary step forward in the development of the model. By

implementing improvements indicated by analysis of the previous model's

performance, a new model which can control the number of operators at

each stage is created. The model's structure and design are discussed in

the following sections, followed by an analysis of the model.

7.5.1.Model IV Structure

The structure and process flow in the self optimising HV OCR model

IV is illustrated in Figure 7.8.

The processes in. the self optimising HV OCR model IV are the same

as for the non-sequential HV OCR model III (Refer to Section 7.4.1

on model III structure). The difference between model III and model

IV is the self optimising aspect of model IV. The self optimising

aspect refers to the moving of operators around the system to deal

with work loads at each process. It is used to improve the

performance of the model.

By examining the buffer levels and the number of idle operators at

each process, it can be seen that model performance can be improved

if operators were shifted from processes with low buffer levels to

processes with high buffer levels. This operator shifting mechanism

uses an operator pool. Processes with zero buffer levels release

operators to the pool while processes with high buffer levels request

operators from the pool. Factors such as the time taken for operators

to move to and from the pool, and the number of operators requested

from the pool are considered. Limitations such as the maximum and

minimum operators able to work at particular processes are also

taken into account.

ji »'
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Figure 7.8 Self optimising HV OCR model IV process flow diagram
This model introduces an operator optimising feature to the process flow diagram. Operators can be
released from processes that have excess operators to the operator pool. Operators can also be
requested from the operator pool by processes with insufficient operators.
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7.5.2.Model IV Design

The flowchart of the internal function of each process in the model is

the same as that for model III. Refer to Section 7.4.2 on model III

design for a description of the internal functions of each process. In

addition to the flowchart of internal functions, a second flowchart is

used to illustrate the internal optimising processes in the model. The

flowchart of internal optimising processes, shown in Figure 7.9

describes the individual optimising functions and the order in which

they occur.

The optimising process checks to see if it is time for an operator

check. The operator check is done periodically, not every minute,

and the length of the period can be altered. This delay reflects the

time taken for an operator to move to and from the operator pool. If

it is time for an operator check, the number1 of idle operators are

measured, otherwise the process ends. If there are no idle operators

then process proceeds to see if more operators can be requested,

otherwise operators may be released to the operator pool.

Before more operators can be requested for the process, a check is

done to see if the current number of operators is greater than the

maximum number that process can accept. Another check is also

done to see if any operators are available in the operator pool. If both

checks pass, then zidditional operators are requested. If either check

fails, then no operators are requested and the process ends.

If there are some idle operators, a check is done to see if there is

sufficient idle operators to consider releasing an operator to the

operator pool. If there are many idle operators, a check is done to see

if the number of operators at the process is more than the minimum

required. If the minimum operator requirements are still met, then an

operator is released to the operator pool. If there are not enough idle
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operators, or the number of operators for that process is at its

minimum, then no operators are released to the operator pool and the

process is ended.
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Figure 7.9 Flow chart of internal optimising functions (model IV)
This flow chart illustrates the internal operator optimising functions that occur at each processing stage
of the Self-Optimising HV OCR Model IV. Each process stage has the same basic internal operator
optimising functions as illustrated in this flow chart.

The mathematical description of the internal process functions is the

same as that for model III. Refer to Section 7.4.2 on model III

design. For the source code of the self optimising HV OCR model

IV, refer to Appendix F.
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7.5.3.Model IV Analysis

An analysis of the self optimising HV OCR model IV's performance

indicates that while it overcomes the previous model's shortcomings,

there are still areas in which it can be improved. It does not take into

account the real world constraints which would be imposed on the

system it emula^s. Constraints such as operator work durations,

operator idle time costs and total processing time should be taken

into account in the model so that the model can be applied to real

world systems. Further analysis of the self optimising HV OCR

model IV is given in Chapter 8.

7.6. REAL WORLD CONSTRAINT HV OCR MODEL V

The real world constraint HV OCR model V represents the final

evolutionary step in the development of the OCR system model. By

implementing improvements indicated by analysis of the previous models

performance, a new model is created which is constrained by real world

parameters such as operator work durations, processing time limits and

economic considerations. The model's structure and design are discussed

in the following sections, followed by an analysis of the model.

7.6.1.Model V Structure

The structure and process flow in the real world constraint HV OCR

model V is illustrated in Figure 7.10. The links between the

processes and the operator pool still exist, but the arrows have been

removed for clarity (cf. Figure 7.9).

The processes in the real world constraint HV OCR model V are the

same as those for model IV (refer to Section 7.5.1). The difference

between model V and model IV is the addition of real world

constraints and the integration of the OSPO OCR system

performance optimiser described in Chapter 6.
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As shown in Figure 7.10, OSPO monitors the text recognition

accuracy (from process 6), the text recognition speed (from process

5) and the text size (from process 5). OSPO can then dynamically

change the image digitisation resolution to optimise the text

recognition accuracy and speed. The structure of the OSPO system

is examined in Section 6.2. Data is sent between OSPO and Excel

using the direct data exchange facilities of MS Windows. I;

i •-•
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Figure 7.10 Real world constraint HV OCR model V process flow diagram
This process flow diagram shows the introduction of real world constraints and the OSPO system
to the OCR system model. Performance data is fed to the OSPO system which changes the
digitisation parameters to optimise text recognition. il
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7.6.2.Model V Design

The flowchart of the internal function of each process in model V is

the same as that for model IV. Refer to Section 7.5.2 on model IV

design for a description of the internal functions of each process.

Real world costs such as operator wages and operator idle time are

taken into account by the new model. The model's time duration has

been extended to represent a standard eight hour shift.

The total processing time is also computed by the new model. Two

output levels are used to compute the total processing time. The

output from the physical storage process is defined as the documents-

physically-stored output level. The output from the text storage stage

(shown as "Information Output" in Figure 7.10) is defined as the

documents-stored-as-text output level. For documents to be

completely processed, they must reach both output levels, i.e.

documents must be stored physically and as text. The total

processing time is therefore the time taken for all documents in the

system to reach both output levels.

The operator idle cost is calculated by summing the number of idle

operators for each minute during the eight hour shift and then

multiplying the total by the operator per minute pay rate.

The mathematical description of the internal process functions is the

same as that for model IV. Refer to Section 7.5.2 on model IV

design.

Refer to Appendix F for the source code of the real world constraint

HV OCR model V.

7.6.3.Model V Analysis

The analysis of the real world constraint HV OCR model V's

performance is examined in detail in Chapter 8. Chapter 8 describes
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the experimentation with the OCR system model and analyses the

experimental results. Experiments using the model examine the

process buffers and output levels (Section 8.2), the number of idle

operators (Section 8.3) and the number of assigned operators

(Section 8.4) during the shift. Sensitivity analysis of the model is

reported in Section 8.5 which examines the effects on operator idle

cost and total processing time. A summary of the analysis of the

OCR system model is given in Section 8.6.

7.7.SUMMARY OF MODEL DEVELOPMENT

This section summarises the development of the OCR system model. The

development of the OCR system model is shown to evolve from the initial

generic OCR model to a high volume OCR model. The next evolutionary

stage is the non-sequential, high volume OCR model. A new feature is

introduced to produce the next version which is the self optimising, high

volume OCR model. Model development then progresses to the final, real

world, high volume OCR model. The development process is visualised in

Figure 7.1.

The final evolutionary version of the OCR system model is the "Real

world constrain^ high volume, OCR model V." This sophisticated model

can be used as an analytical tool for conducting research into a wide range

of digital image document processing areas, examples of which are

described in Chapter 8. It can also be used to improve the performance of

existing digital image document processing systems and in the design of

new systems.

While the origins of the OCR system model can be found in the generic

OCR model reported in the literature in Chapter 2, the final evolution of

the model is unique in the high volume document processing environment.

The OCR system model reported in this chapter is therefore original and

represents a significant advancement in the knowledge of digital image

document processing.
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8. MODEL EXPERIMENTATION AND ANALYSIS
This chapter examines the OCR system model experimentation and analyses the

results obtained from the model experimentation. The OCR system model and

its development are described in Chapter 7. An introduction to the

experimentation and analysis is given, followed by the experimental results and

analysis. The first experimental results describe the OCR system model in terms

of its process buffers and output levels. The next results examine the OCR

system model's efficiency by studying the numbers of idle operators. A

complimentary study is also carried out on the number of operators assigned to

particular processes. Further analysis is conducted which examines the

sensitivity of idle operator cost and processing time to variations in physical

document quality, image quality and recognised text quality. A summary of the

analysis is then presented which concludes the experimentation and analysis of

the OCR system model.

8.1. INTRODUCTION

The purpose of the OCR system model experimentation and analysis work

was to investigate the effects of different operating conditions on a high

volume digital image document processing system. The system which the

OCR model emulates is based loosely on the Australian Securities

Commission (ASC) National Information Processing Centre's document

processing system. Observations of the ASC system's performance were

translated into parameters suitable for use with the OCR system model.

Although certain aspects of the ASC system did not directly correspond to

processes in the OCR system model, extensive experience with the ASC

system enabled transposing of those ASC system aspects into appropriate

OCR system model processes.

Three separate experiments were devised to show the effects of different

document loads on the OCR system model. Each of these experiments

examine the process buffer levels, idle operator levels and assigned

operator levels. Rather than presenting an examination of the individual
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experiments categorised by experiment number, a different approach was

taken. The reported results are categorised by process buffer level (Section

8.2), idle operator level (Section 8.3) and assigned operator level (Stcdon

8.4). This was done so that the effects of the different document loads on

these levels could more easily be compared. The response of the model to

different operating conditions can then be determined.

8.2. ANALYSIS OF PROCESS BUFFERS

This section analyses the experimental results involving the OCR system

model's process buffers and output buffers. As de bribed in Chapter 7, the

process buffers are interim storage areas for documents prior to that

process operating on the documents. The process buffers are effectively

in-trays for the processes. There are 10 process buffers and two output

buffers (documents physically stored and documents stored as text) in the

OCR system model.

Three experiments are conducted, each with slightly different parameters.

The settings of the experimental parameters are listed in Appendix F. The

process buffer and output level results of each experiment are examined in

Section 8.2.1, Section 8.2.2, and Section 8.2.3.

8.2.1.Experiment One

For experiment one, all the process buffers begin the eight hour shift

empty except for the physical processing buffer which starts with

2000 documents. This represents standard operating conditions

which are based on observed values from the Australian Securities

Commission's high volume document processing system [89]. Table

8.1 lists the pertinent OCR system model parameters which this

experiment is concerned with. These parameters and others

associated with experiment one are listed in Appendix F.

Ml
! : i;
r I!

II

,!i

w

8-3



Table 8.1 Experiment one OCR system model parameters
This table lists the pertinent parameters of the OCR system model used for experiment one. The other
parameters can be found in Appendix F.
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This experiment is designed to show the response of the OCR system

model to a single input of 2000 documents. The process buffer and

output level results of experiment one are shown in Figure 8.1.

There are ten processes in the OCR system model. In order, these

are; physical processing, digitisation, image quality analysis, image

storage, text recognition, text quality analysis, text storage, physical

data entry, physical storage and image data entry. There are also two

output levels; documents stored as text (also referred to as

information output) and documents physically stored. These

processes and output levels are shown in Figure 7.5.

Not all processes in Figure 8.1 and the following figures are labeled,

since 10 or 12 plots on the same chart would obscure the more

significant processes. The unlabeled processes are still plotted

because they indicate background activity levels.

Hi!
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PROCESS BUFFER AND OUTPUT LEVELS
2000

Physical Processing Buffer

: Docume its Stored as Text

0 120
-,- - , -•»

180 240 300

Time (minutes)
360 420 480

Figure 8.1 Experiment one process buffer and output levels
This chart shows the number of documents in each process buffer and output level during the eight hour
work shift using the OCR system model. Significant process buffers and output levels are labeled while
others are unlabeled to show background activity levels only.

Several general observations are made from Figure 8.1 concerning

the process buffer and output levels for experiment one:

• The gradients of the documents-physically-stored and the

document-stored-as text, between the times of 120 and 480

minutes, is approximately equal to the negative of the

gradient of the physical-processing-buffer.

• The line representing the physical processing buffer level is

more jagged that those representing the documents-

physically-stored level and the document-stored-as text

level.
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• The buffer levels of the other processes do not rise above 50

documents at any time.

• The documents-physically-stored level and the document-

stored-as text level do not both reach the level of the total

number of documents in the system (2000 documents in this

experiment). Thus the eight hour (480 minute) shift is not

long enough to complete the processing of all the

documents.

Analysis of the results of experiment one has led to explanations for

the general observations. Some of these explanations and general

observations also apply to later experiments.

The buffer levels for processes other than the physical-processing-

buffer stay relatively small in this experiment. It is apparent that

documents are not being held up for long by any of the processes.

After an initial period during which the model optimises itself, the

rate at which the documents are being output (the gradient of

documents-physically-stored and documents-stored as text) is

therefore equal to the rate at which they are being input (the inverse

gradient of the physical processing buffer).

The jaggedness in the line representing the physical processing buffer

(and some of the other buffers) is caused by the manner in which

operators start to process documents. If many operators

simultaneously take a document from a processes buffer, then that

processes buffer level will show a sharp drop. When those operators

finish those documents and pass them on to the next process, the next

processes buffer level will show a sharp increase. As documents

reach the later processes (and output stages) of the model, some will

have failed quality checks and be diverted to other processes. The

later processes therefore get documents on a less regular basis. This

is reflected in their generally smoother buffer level lines.

8-6



8.2.2.Experiment Two

For experiment two, the pertinent OCR system model parameters are

the same as those listed in Table 8.1, except that the text recognition

buffer starts the eight hour shift with 500 documents also. These

parameters and others associated with experiment two are listed in

Appendix F.

The addition of 500 documents part way through the OCR system

model represents the effects of unfinished documents from previous

shifts. This occurrence is common within the ASC's document

processing system [89].

PROCESS BUFFER AND OUTPUT LEVELS
2000

I Physical Processing Buffer

Documents Stored as Text

Text Recognition

Documents Physically Stored

120 180 240 300

Time (minutes)
360 420 480

Figure 8.2 Experiment two process buffer and output levels
This chart shows the number of documents in each process buffer and output ievei during the eight hour
work shift using the OCR system model. Significant process buffers and output levels are labeled while
others are unlabeled to show background activity levels only.
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Several general observations are made from Figure 8.2 concerning

the process buffer and output levels for experiment two, some of

which are covered by Section 8.2.1:

• After the text recognition buffer level reaches zero, several

of the other smaller buffers levels that have slowly risen

begin to rapidly drop to zero also. There is a delay between

the peaks of these smaller buffers.

• The gradients of the two output levels are different at the

start of the shift, whereas in experiment one they are the

same.

• After the text recognition buffer level reaches zero, there is a

change in gradient of the two output levels; documents

stored as text and documents physically stored. The

gradients become similar.

Analysis of the results of experiment two has led to explanations for

the general observations. Some of these explanations and general

observations also apply to later experiments.

Once a process buffer reaches zero, the OCR system model detects

the idle operators, and sends them to the operator pool. From the

operator pool these operators are then assigned to other processes

with large buffers. Hence the buffer level gradient of the processes

that get more operators changes. A buffer level reaching zero is

therefore followed by gradient changes in other buffer levels.

The gradient of the documents-stored-as-text output level is initially

higher that the gradient of the documents-physically-stored output

level. This is because documents from both the large physical

processing buffer and text recognition buffers make their way

through the model to the documents-stored-as-text output level. The

documents-physically-stored level only gets documents from the

physical processing buffer. Refer to Figure 7.5 which shows the flow

!

}
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of documents through the OCR model. Once the Text recognition

buffer is emptied, the gradient of the documents-stored-as-text output

level falls to match that of the documents-physically-stored output

level.

8.2.3.Experiment Three

For experiment three, the pertinent OCR system model parameters

are the same as those listed in Table 8.1, except that the physical

processing buffer starts the eight hour shift with only 800 documents.

These parameters and others associated with experiment three are

listed in Appendix F.

The reduction of initial documents to 800 is done so that the effects

of processes halting as no further documents are available can be

seen. This occurrence is not common within the ASC's document

processing system [89], since their commercial orientation precludes

the inefficiencies of such operating conditions. The use of the OCR

system model can therefore determine the possible effects of such

initial conditions where it is not viable to actually measure those

effects.
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PROCESS BUFFER AND OUTPUT LEVELS
800

Physical Processing Buffer

1
I

Documents Physically Stored

Documents Stored as Text

Image Quality
Analysis Buffer

0 120 i80 240 300

Time (minutes)
360 420 480

Figure 8.3 Experiment three process buffer and output levels
This chart shows the number of documents in each process buffer and output level during the eight hour
work shift using the OCR system model. Significant process buffers and output levels are labeled while
others are unlabeled to show background activity levels only.

General observations are made from Figure 8.3 concerning the

process buffer and output levels for experiment tliree, some of which

are covered by Section 8.2.1 and Section 8.2.2:

• This experiment differs mainly from the other two in that all

the documents pass through the system. All the documents

become physically stored and stored as text.

• The changes in gradient are more pronounced than those in

experiment one and experiment two.

• After the physical processing buffer initially reaches zero, it

begins to climb and fall in two small peaks.

;
i

8-10



The analysis of the results of experiment three serve mainly to

reinforce those for experiment one and experiment two.

After a buffer level reaches zero, there is a pronounced change in

gradient in following processes. In the case of the image quality

analysis buffer level, there are two distinct drops in the gradient. The

first drop in the image-quality-analysis buffer level gradient (at 200

minutes) is due to the physical processing buffer being emptied. The

second drop in gradient (at 280 minutes) is due to a sudden increase

in operators assigned to the image quality analysis process (refer to

Figure 8.9).

The increase in the physical processing buffer after initially reaching

zero can be attributed to an increasing number of document which

fail the image quality analysis (from the large image quality analysis

buffer level) and are returned for extra physical processing.

8.3-ANALYSIS OF IDLE OPERATORS

This section analyses the experimental results involving the OCR system

modePs idle operators. As described in Chapter 7, the idle operators are

those operators who are waiting for documents to be passed to their

process. There are 10 processes in the OCR system model, each with an

idle operator level.

Tliree different experiments are conducted using the same parameters as

those used in Section 8.2. The settings of the experimental parameters are

listed in Appendix F. The idle operator level results of each experiment

are examined in Section 8.3.1, Section 8.3.2 and Section 8.3.3.

8.3.1.Experiment One

The experiment one results for the idle operators are taken at the

same time as the process buffer and output level results described in

Section 8.2.1. Table 8.1 lists the pertinent OCR system model

parameters which this experiment is concerned with. These

8-11
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parameters and others associated with experiment one are listed in

Appendix F. The idle operator results for experiment one are shown

in Figure 8.4.

IDLE OPERATORS
16

14

12 . _

10 . . .

0 .

Text Quality
Analysis

i

60 180 240 300

Time (minutes)

360 420 480

Figure 8.4 Experiment one idle operators
This chart shows the number of idle operators at each process during the eight hour work shift using the
OCR system model. Significant idle operator processes are labeled while others are unlabelled to show
background activity levels only.

Two general observations are made from Figure 8.1 concerning the

idle operator levels for experiment one:

• The text-quality-analysis process's idle operator level initial

starts at 15 operators then drops to 5 operators and later to 3

operators.

• The idle operator levels change frequently between 0 and 3

or 4 operators per process.

I ;
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Analysis of the results of this experiment has led to explanations for

these two observations, son)-:J of which also apply to later

experiments.

The text-quality-analysis processes' idle operator level starts high

because there is a high initial operator level (refer to Table 8-1) and

because no documents have yet been passed down to that process.

The physical processing process also starts with a high initial

operator level, but because the buffer is never emptied in this

experiment, there are no idle operators.

The idle operator levels can change frequently between two values

because some processes have shorter processing times. Table 8.1

shows that process number 4 has a processing time of 4 minutes

while process number 5 has a processing time of 2 minutes. Process

5 operators may therefore have to idle for 2 minutes until process 4

operators can complete more documents.

The values which the idle operator levels tend to oscillate between is

determined by the minimum operator setting

8.3.2.Experiment Two

The experiment two results for the idle operators are taken at the

same time as the process buffer and output level results described in

Section 8.2.2. The pertinent OCR system model parameters which

this experiment is co~^erned with are listed in Section 8.2.2. These

parameters and others associated with experiment two are listed in

Appendix F. The idle operator results for experiment two are shown

in Figure 8.5.

!:
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IDLE OPERATORS

Text Quality
Analysis

0
0 60 120 180 240 300 360 420 480

Time (minutes)

Figure 8.5 Experiment two idle operators
This chart shows the number of idle operators at each process during the eight hour work shift using the
OCR system model. Significant idle operator processes are labeled while others are unlabeled to show
background activity levels only.

General observations are made from Figure 8.5 concerning the idle

operator levels for experiment two, some of which are covered by

Section 8.3.1:

• The text-quality-analysis process's idle operator level

initially starts at 15 operators then drops to 0 operators at a

quicker rate that for experiment one.

• The text-quality-analysis process's idle operator level slowly

rises to a peak 7 operators at just after 300 elapsed minutes.

Analysis of the results of this experiment has led to explanations for

these two observations, some of which also apply to experiment

three.

ii i
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The text-quality-analysis process's idle operator level starts high

because there is a high initial operator level (refer to Table 8.1) and

because no documents have yet been passed down to that process.

The text-quality-analysis process's idle operator level drops more

quickly than in experiment one and stays at zero because of the

additional 500 documents starting at process 5 (refer to Figure7.5).

These extra documents at process 5 are soon passed on to the text-

quality-analysis buffer thus reducing the text-quality-analysis

process's idle operator level to zero.

The rise in the text-quality-analysis process's idle operator level is

due to the buffer from process 5 (the text recognition process buffer

level) being emptied of its original 500 documents (refer to Figure

8.2). As the text-quality-analysis process's buffer drops to zero, the

number of idle operators increases until the optimising feature shifts

operators to processes with more work to do. Thus there is a peak in

the text-quality-analysis process's idle operator level at just after 300

elapsed minutes.

8.3.3.Experiment Three

The experiment three results for the idle operators are taken at the

same time as the process buffer and output level results described in

Section 8.2.3. The pertinent OCR system model parameters which

this experiment is concerned with are listed in Section 8.2.3. These

parameters and others associated with experiment three are listed in

Appendix F. The idle operator results for experiment three are

shown in Figure 8.6.
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IDLE OPERATORS

•v
T'.

180 240 300 360
Time (minutes)

420 480

Figure 8.6 Experiment three idle operators
This chart shows the number of idle operators at each process during the eight hour work shift using the
OCR system model. Significant idle operator processes are labeled while others are uniabeied to show
background activity levels only.

General observations are made from Figure 8.6 concerning the

assigned operator levels for experiment one, some of which are

covered by Section 8.3.1 and Section 8.3.2:

• As per the general observations in section 8.2.3, there

appears to be a lot more activity in experiment three's idle

operator results than in the previous two experiments.

• The physical-processing idle operator level rises sharply to

25 operators at 180 minutes, and rises to 9 operators at 390

minutes.

• The image-quality-analysis-process idle operator level rises

sharply to 17 operators at 340 minutes.

8-16
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Analysis of the results of this experiment has led to explanations for

these two observations. The analysis also serves to reinforce those

findings for experiment one and experiment two.

The increase in activity in Figure 8.6 over Figure 8.4 and Figure 8.5

is due to the fact that all the document pass through the system, i.e.

all the document become physically stored and stored as text. As a

process's buffer reaches zero and no further documents arrive,

operators are left idle and are eventually moved by the optimising

feature to later processes which still have documents in their buffers.

The sharp rises in the physical processing and image-quality-analysis

idle operator levels correspond to the buffers emptying in those

processes as shown in Figure 8.3 and explained further in Section

8.3.2.

8.4. ANALYSIS OF ASSIGNED OPERATORS

This section analyses the experimental results involving operators assigned

to each of the processes of the OCR system model. As described in

Chapter 7, the assigned operator level at a process is the number of

operators that have been selected to work at that process. There are 10

processes in the OCR system model, each with an assigned operator level.

Three different experiments are conducted using the same parameters as

those used in Section 8.2 and Section 8.3. The settings of the experimental

parameters are listed in Appendix F. The idle operator level results of each

experiment are examined in Section 8.4.1, Section 8.4.2 and Section 8.4.3.

8.4.1.Experiment One

The experiment one results for the assigned operators are taken at the

same time as the process buffer and output level results described in

Section 8.2.1. Table 8.1 lists the pertinent OCR system model

parameters which this experiment is concerned with. These

parameters and others associated with experiment one are listed in

8-17
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Appendix F. The assigned operator results for experiment one are

shown in Figure 8.7.

OPERATORS ASSIGNED TO PROCESSES

Total Operators
assigned to
processes

!

Operators assigned to
individual processes

4-

o 120 180 240 300
Time (minutes)

360 420 480

Figure 8.7 Experiment one operators assigned to processes
This chart shows the number of operators assigned to each process and the total number of assigned
operators during the eight hour work shift using the OCR system model. Significant processes assigned
operator levels are labeled while others are unlabeled to show background activity levels only.

i fir-.

Two genera! observations are made from Figure 8.7 concerning the

idle operator levels for experiment one:

• The period up to 120 minutes shows a dip in the total

number of assigned operators, a decrease in some process's

assigned operators and an increase in others.

• The period after 120 minutes shows no change in assigned

operator levels except for one small drop for a single

process, and the corresponding small drop in the total.
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Analysis of the results of this experiment has led to explanations for

these two observations, some of which also apply to the latter

experiments.

The changes in assigned operator levels up to 120 minutes are due to

the optimising feature of the OCR system model reassigning

operators from processes to and from the operator pool. This

corresponds to a similar period of initial activity shown in Figure 8.4

for idle operators.

Once the system has achieved a steady state, no further optimisation

is necessary other than for aberrations in document quality, image

quality and text quality. Therefore, after 120 minutes the assigned

operator levels stay the same, except for the small drop at 360

minutes which also appears as a small peak in Figure 8.4. This drop

is attributed to an aberration in image quality.

8.4.2.Experiment Two

The experiment two results for the assigned operators are taken at the

same time as the process buffer and output level results described in

Section 8.2.2. The pertinent OCR system model parameters that this

experiment is concerned with are listed in Section 8.2.2. These

parameters and others associated with experiment two are listed in

Appendix F. The assigned operator results for experiment two are

shown in Figure 8.8.
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OPERATORS ASSIGNED TO PROCESSES
80

70

60 . .

50 ...

e
% 40 X
&o
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\ Total Operators
\ assigned to

processes
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-i——

30 ...

20

Operators assigned to
ind vidual processes

r ' " i"'"

0 60 120 180 240 300 360 420 480
Time (minutes)

Figure 8.8 Experiment two operators assigned to processes
This chart shows the number of operators assigned to each process and the total number of assigned
operators during the eight hour work shift using the OCR system model. Significant processes assigned
operator levels are labeled while others are unlabeled to snow background activity levels only.

General observations are made from Figure 8.8 concerning the idle

operator levels for experiment one, some of which are covered by

Section 8.4.1:

• As per Figure 8.7, there is initially a dip in the total number

of assigned operators, a decrease in some process's assigned

operator levels and an increase in others. The time taken for

this initial period is only 80 minutes for experiment two,

compared with the 120 minutes for experiment one.

• From 260 minutes onwards there are several changes in the

number of operators assigned to processes.
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Analysis of the results of this experiment has led to explanations for

these two observations, some of which also apply to the experiment

one and experiment three.

. The decrease in the initial time taken by the optimising feature of the

OCR system model is due to the extra initial documents in the text

recognition buffer (refer to Figure 8.2). These extra initial

documents, mid way through the system, fill the later process's

buffers sooner and speeds the operator optimisation. This decrease in

optimisation time corresponds to a faster decrease in idle operators in

Figure 8.5.

The changes in the number of assigned operators after 260 minutes is

due to process's buffers being emptied (refer to Figure 8.2). As the

text recognition process buffer and following buffers are emptied, the

operators which become idle at those processes are transferred to

other processes. There is also increased activity in the idle operator

levels during this period (refer to Figure 8.5).

Because the assigned operator level changes are small in this

experiment, it can be difficult to see the relationship between process

buffer levels being emptied and the changes in the assigned operator

levels. Experiment three however, has more apparent changes in

process buffer, idle operator and assigned operator levels which

serves to highlight the relationship.

8.4.3.Experiment Three

The experiment three results for the assigned operators are taken at

the same time as the process buffer and output level results described

in Section 8.2.3. The pertinent OCR system model parameters which

this experiment is concerned with are listed in Section 8.2.3. These

parameters and others associated with experiment three are listed in

Appendix F. The assigned operator results for experiment three are

shown in Figure 8.9.
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OPERATORS ASSIGNED TO PROCESSES

JTqtal Operator*
assigned to

Physical Processing

Image Quality
Analysis

Documents Physically
Stored

60 180 240 300
Time (minutes)

360 420 480

Figure 8.9 Experiment three operators assigned to processes
This chart shows the number of operators assigned to each process and the total number of assigned
operators during the eight hour work shift using the OCR system model. Significant processes assigned
operator levels are labeled while others are unlabeled to show background activity levels only.
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Several general observations are made from Figure 8.9 concerning

the assigned operator levels for experiment three, some of which are

covered by Section 8.4.1 and Section 8.4.2:

• As per Figure 8.7 and Figure 8.8, there is initially a dip in

the total number of assigned operators, a decrease in some

process's assigned operator levels and an increase in others.

The time taken for this initial period is only 50 minutes for

experiment three.
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• The physical processing assigned operator level rises quickly

to 27 operators at 20 minutes, then declines slowly from 180

minutes onwards.

• The image quality assigned operator level rises quickly at

270 minutes to 19 operators, then declines slowly from 350

minutes onwards.

• There is a gradual decline in the total operators assigned to

processes from 350 minutes onwards.

Analysis of the results of this experiment has led to explanations for

these general observations, some of which also apply to the first two

experiments.

The decline in physical processing buffer at 180 minutes was due to

the physical processing process buffer being emptied (refer to Figure

8.3. The number of idle operators for this process also rises sharply

at 180 minutes (refer to Figure 8.6).

The rise in the image quality process's assigned operator level at 270

minutes is reflected in the image-quality-process buffer gradient

change at the same time (refer to Figure 8.6). The decline in this

process's assigned operator level from 350 minutes onwards is due to

the process buffer being emptied.

The gradual decline in total operators assigned to processes from 350

minutes onwards is due to the emptying of processes buffers as all

the documents are completely converted to text and are physically

stored.

8.5.SENSSTIVITY ANALYSIS

This section analyses the experimental results involving the sensitivity of

the °CR system model's operator idle cost and processing time to

variations in physical document quality, image quality and recognised text

quality. These three qualities are described in Chapter 7. The operator

8-23



idle cost is the sum of the time not spent working by each operator

multiplied by the rate at which the operators are paid. The processing time

is the total time taken to convert all the documents from their physical

form into electronic text-

Three new sets of experiments are conducted. The first set varies the

physical image quality from zero to 100 per cent probability of passing in

increments of 10 per cent. The second and third set of experiments varies

the image and recognised text qualities respectively across the same range

and with the same resolution as the first set. This selection of

experimental parameter ranges is chosen because it ensures an even

coverage of samples through the possible ranges. If greater detail is

required in a particular region, then the sample resolution for that region

can be increased later and more samples taken.

Some of the OCR system model parameters settings used for these

experiments are listed in Table 8.1 while others are listed in Appendix F.

The setting for the initial physical processing buffer is lowered to 400

documents so that all the documents can be processed in the single eight

hour work period.

The results of the operator idle costs are shown together so that the effects

of the three document qualities on operator idle cost sensitivity can be

compared. Similarly, the results of the processing times are shown

together so that the effects of the three document qualities on processing

time sensitivity can be compared.

8.5.1.Operator Idle Cost

This section analyses the effects of the three document qualities on

operator idle cost sensitivity. The operator idle cost sensitivity

results are shown in Figure 8.10.
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OPERATOR IDLE COST SENSITIVITY
3500

3000

10 20 30 40 50 60 70

Quality Rating Q,, (%)

80 90 100

Figure 8.10 Operator idle cost sensitivity
This chart shows the sensitivity of the operator idle cost to variations in the physical document quality,
image quality and recognised text quality.

Several general observations are made from Figure 8.10 concerning

the effects of physical, image and text qualities on the operator idle

cost.

• The image quality rating appears to have the greatest

potential for increasing operator idle cost over most of the

range shown.

• The physical quality rating offers the lowest operator idle

cost over the range 10 to 70 per cent.

• At 75 per cent ratings, the physical, image and text quality

give approximately the same idle operator cost.
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• There are two slight peaks in operator idle cost for text

quality ratings of 20 and 70 percent.

Analysis of the results of this experiment has led to some

explanations for these general observations.

Examination of the process flow shown in Figure 7.5 reveals the

reason why low image quality has a greater effect on operator idle

cost that either low physical or low text quality. The process flow

diagram for the OCR system model shows that documents which fail

the image quality analysis are returned to the physical processing

process. This feedback loop in the process flow causes low image

quality documents to repeat the loop several times, thus increasing

the time taken to process such documents and also the number of idle

operators outside the loop.

Document which fail their physical or text quality checks follow

alternative rather that feedback process paths. Therefore physical

and text quality ratings do not have as profcuiiJ effects upon the

operator idle cost.

l : i
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8.5.2.Processing Time

This section analyses the effects of the three document qualities on

processing time sensitivity. The processing time sensitivity results

are shown in Figure 8.10.
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PROCESSING TIME SENSITIVITY
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Figure 8.11 Processing time sensitivity
This chart shows the sensitivity of the operator idle cost to variations in the physical document quality,
image quality and recognised text quality.

Several general observations are made from Figure 8.11 concerning

the effects of physical, image and text qualities on processing time.

• The image quality rating appears to have the greatest

potential for increasing processing time over most of the

range shown. The processing times at 0 and 10 per cent

image quality ratings were in fact greater than the eight hour

shift duration.

• The physical quality rating offers the lowest processing time

over the range 0 to 70 per cent.

• At 75 per cent ratings, the physical, image and text quality

give approximately the same processing time.

I!V
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• There are two slight peaks in processing time for text quality

ratings of 20 and 70 percent.

Analysis of the results of this experiment has led to some

explanations for these general observations.

The cause of the increase in processing time due to low image quality

rating can be found from analysis of the OCR system model's

process flow diagram (refer to Figure 7.5) and is explained in Section

8.5.1.

Several general observations are also made from Figure 8.10 and

Figure 8.11 concerning the similarity between the results shown in

the two figures.

• There is a good degree of correlation between the shapes of

the two graphs. The image quality line appears above the

text quality line in most cases, which in turn appears above

the physical quality line in most cases. As the quality factor

increases, the distance between the quality rating lines

generally becomes less.

• A crossover point where the lines showing physical, image

and text quality meet occurs at the same quality rating point,

75 per cent, on both graphs.

• The two peaks for text quality rating in operator idle time

correspond to the two peaks for text quality rating in

piocessing time.

Analysis of the similarity between the sensitivity results shown in

Figure 8.10 and Figure 8.11 has led to some explanations for these

general observations.

The good degree of correlation between the shapes of the two graphs

is due to the OCR system model's interdependence of the operator

idle cost and processing time. This also explains two matching peaks

in both graphs for text quality.
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The matching crossover points on both graphs at 75 per cent quality

ratings is due partly to this interdependence and partly to other

. factors related to the programming of the OCR system model.

8.6.SUMMARY OF ANALYSIS

This section summarises the analysis of the OCR system model

experimentation work as applied to a simulated high volume document

processing environment. It also lists areas of the OCR system model

where additional analysis could prove insightful.

The analysis of the OCR system model experimentation work is

summarised into the following general observations:

• Analysis of the process buffer and output levels shov/s those

processes which could most benefit from additional operators. This

is the basis by which operator optimisation procedure determines

which processes release operators the operator pool (described in

Chapter 7) and which processes request operators from the operator

pool.

• Analysis of the idle operator levels shows the effects of the operator

optimisation procedures on number of idle operators and the rate at

which those idle operators are reduced.

• Analysis of the assigned operator levels complements the analysis

of the idle operators by showing the speed with which the OCR

system model compensates for variations in load for the individual

processes in the system.

• Sensitivity analysis of the operator idle cost and processing time to

variations in the document quality, image quality and text quality

ratings showed the sensitivity of the model to perturbations in tlie

image quality. Because the image-quality-analysis process provides

feedback to earlier processes (refer to Figure 7.5), low image quality

is more likely to cause variations in operator idle cost and
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processing time than either low document quality or low text

quality.

There are several areas where additional analysis of the OCR system

model could provide further knowledge in the area. Examination of the

effects of the operator transfer delay time upon the model performance

could lead further performance gains. The operator transfer delay controls

the time taken for operators to move between the operator pool and

processes. A similar examination of the operator number transfer factor

could also lead to further performance gains. The operator number transfer

factor controls the proportion of available operators in the operator pool

which can be assigned to processes.

The analysis of the OCR system model experimentation presented in this

chapter provides a detailed insight into the operation of digital image

processing systems in the high volume document environment. It also

demonstrates the potential of the model for improving the performance of

OCR document processing systems in that environment. The OCR system

model is unique amongst those models surveyed in the literature in

Chapter 2 and represents a significant advancement in the knowledge of

digital image document processing.
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9. CONCLUSION
This thesis reports original research carried out on digital image processing in

the high volume document environment. The research focuses on

experimentation and modelling of the document and image processing with

particular emphasis on performance optimisation using the developed models.

The performance optimisation is successfully proven on both low level OCR

systems and higher level document processing systems. The conclusions drawn

from the research work are consistent with the general and specific objectives

stated in Chapter 1.

A summary of the general achievements of the research is presented which

highlights the significant developments. The original contributions of the

research ii> the knowledge of digital image document processing are described.

'Fhe directions of possible future work in the research area is indicated,

including further possible development of apparatus and research tools.

9.1 .SUMMARY OF GENERAL ACHIEVEMENT

This section summarises the general achievements of the research work.

Chapter 2 reported research on digital image document processing. It

presented an historical perspective of OCR systems, examined current state

of the art OCR systems and key enabling technologies, and presented an

overview of current digital image document processing theories.

The research work reported in this thesis progressed in two phases. The

first phase concentrated on low level OCR, while the second focused on

high level digital image document processing. The first phase of the

research work included development of analytical tools and models for

optimisation of the low level OCR processes in the high volume document

environment. The LitBase analytical tools (Chapter 3) which were

developed specifically for this research have been shown to locate articles

using search terms with an accuracy of 98.8%. The initial experimental

r?"
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work reported in Chapter 4 into OCR performance classes and

characteristic variables provided conclusive evidence of the existence of a

link between the performance classes of OCR systems in the high volume

document environment. The effects of the characteristic variables on the

performance classes are quantified for these OCR systems.

Extensive analysis of the preliminary experimental results (Chapter 5) led

to the definition of the relationship between the OCR performance classes

and characteristic variables and the development of the accuracy-

resulution-text_size-speed (ARTS) curve. The ARTS curve is a multi-

dimensional surface model for visualisation of the relationship between the

OCR performance classes and characteristic variables. Elementary

mathematical models representing the ARTS curve were developed and are

shown to predict the performance of an OCR system given a particular set

of characteristic variables.

The ARTS curve and associated mathematical models were developed into

an analysis tool for OCR system performance optimisation (OSPO).

OSPO is shown to be able to tune the characteristic variables of an OCR

system to optimise the performance classes in the high volume

environment. The prototype OCR systems reported in Chapter 6

substantiate the findings obtained from analysis of the experimental results

in Chapter 4. The tools and models developed from Chapter 5 were shown

to reliably operate on the prototype OCR systems, even when those

systems are subjected to non-synthesised real world documents.

The preceding research work, models and tools developed successfully

conclude the first phase of the research work. The first phase presents an

original technique and model for optimising the performance of the OCR

process in the high volume environment. The second phase of the research

work extends the optimisation and modelling work to include the whole

digital image document processing system of which the OCR process

examined in the firsi phase is a key component.
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The optimisation of the digital image document processing system begins

by development of a series of increasingly sophisticated document

processing system models. The development of these models m reported

in Chapter 7 and culmiriates in a document, processing model which is

shown to successfully model high volume document processing systems

which are subjected to real world variables and constraints. The model

experimentation and analysis (Chapter 8) show the ability of the models to

successfully optimise the performance of document processing systems

under conditions typical of the high volume environment. The document

processing models incorporate the OCR optimisation model developed in

Chapters 4 and 5. By incorporating the low level OCR model within the

high level document processing model, it is shown that optimisation of the

combined model is superior to optimisation of the low level and high level

models individually.

The general achievement of the research work which is reported in the

preceding chapters is that optimisation of real world digital image

processing systems in the high volume document environment is possible

using sufficiently sophisticated models. This general achievement

includes several original and significant contributions to the knowledge of

digital image document processing.

9.2.ORIGINAL CONTRIBUTION

The contribution of the research reported in this thesis to the knowledge of

digital image document processing in the high volume environment is

divided into four distinct and original contributions:

• A comprehensive set of experimental results which define the

effects of certain characteristic variables on the performance

classes of OCR systems.

• An original model for describing the performance of OCR

systems in terms of the systems characteristic variables;

').
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• An original model for describing the performance of digital image

processing systems in the high volume document environment;

• A series of tools for analysing OCR systems and digital image

document processing systems.

The four contributions listed above represent the most significant and

original of the many that are presented in this thesis.

9.3.FUTURE WORK

There is scope for future research and development work to be carried out

in the area of research reported in this thesis. Further development of the

apparatus and research tools is possible to provide greater experimental

precision and accuracy. Several possible avenues of future research work

are reported which build upon this thesis' work.

9.3.1.Apparatus and Research Tool Development

Future experimentation work using the present apparatus and

research tools would be greatly facilitated by upgrading the

document processing hardware. The processing rates for the LitBase

system reported in Chapter 3 would be significantly improved by the

addition of one or more faster document scanning devices and a more

powerful OCR processing module. A more detailed and extensive

analysis from LitBase would result from implementing these

improvements.

Refinements to the OSPO optimisation tool to allow the display of

three dimensional surface data would enhance the visualisation of the

optimisation data. The ability to set some performance classes and

characteristic variables to a particular axis while varying others

would allow the operator to interactively visualise the relationship

between the performance classes and characteristic \&riables.

I
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9.3.2.Research Directions;

There are several potentially useful directions that the research work

reported in this thesis could take. The following list represents the

higher priority directionis of future research which are apparent from

this research:

• Further refinement of the document processing models to

produce a model which better represents the high volume

document processing systems and improves the optimisation

of these systems;

• Adaptation of the developed OCR system and document

processing system optimisation techniques to similar areas

such as cursive script recognition and other language

recognition;

• Refinement of the ARTS model and OCR optimising system

to incorporate characteristic variables such as degradation

and noise which were previously treated as constraints.

!; !
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GLOSSARY

Term:

ADF

ART

ARTS

ASC

ASCII

ASWEC

Bit

Byte

CCITT

CEDAR

CD

CDR

CD ROM

Character

CITRI

CPS

DIAC

DICTA

DOS

DPI

DVD

GB

GUI

HMM

HP

HV

ISO

Description:

Automatic Document Feeder

Accuracy, Resolution, Text size

Accuracy, Resolution, Text size, Speed

Australian Securities Commission

American Standard Code for Information Interchange

Australian Software Engineering Conference

A single binary digit

Eight binary digits

Comite Consultatif International de Telegraphie et Telephonie

Center of Excellence for Document Analysis and Recognition

Compact Disc

Compact Disc - Recordable

Compact Disc - Read Only Memory

A single letter, number, or symbol.

Collaborative Information Technology Research Institute

Characters Per Second

Digital Imaging Applications Center

Digital Image Computing: Techniques and Applications

Disk Operating System

Dots Per Inch

Digital Versatile Disc

GigaByte - 1000 million bytes

Graphical User Interface

Hidden Markov Model

Hewlett Packard

High Volume

Internation Standards Organisation

Glossary page 2
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fc

ISRJ

MB

MHz

MICR

MO

MS

MUGC

NIPC

OCR

OPSO

Point

POWR

PC

RAM

RMIT

ROM

RTS

SDAIR

WORM

Information Science Research Institute

MegaByte - a million bytes

MegaHertz - a million cycles per second

Magnetic Ink Character Recognition

Magneto Optical

MicroSoft

Monash University Gippsland Campus

National Information Processing Centre

Optical Character Recognition

OCR System Performance Optimiser

l/72ndofaninch

Predictive Optical Word Recognition

Personal Computer

Random Access Memory

Royal Melbourne Institute of Technology

Read Only Memory

Resolution, Text size, Speed

Symposium on Document Analysis and Information Retrieval

Write Once Read Many
rv
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VERSION 2.00
Begin Form AboutOSPO

BackColor =
Borderstyle =
Caption =
ClientHeight =
ClientLeft =
ClientTop =
ClientWidth
Height =
Left
LinkTopic =
ScaleHeight =
ScaleWidth
Top =
Width
Begin TextBox Text2

Alignment
BackColor
Borderstyle
Height
Left
MultiLine
TabIndex
Text
Top
Width

End
Begin TextBox Textl

Alignment
BackColor
BorderStyle
Height
Left
MultiLine
TabIndex
Text
Top
Width

End
Begin CommandButton

Caption
Default
Height
Left
TabIndex
Top

&H00C0C0C0&
3 'Fixed Double
"About OPSO"
3780
1905
2730
7695
4185
1845
"Forml"
3780
7695
2385
7815

2 'Center
&HOOC0C0CO&

= 0 'None
255
2400

= -1 'True
3

= "Copyright 1995 Brian Griffin"
2760
2775

= 2 'Center
&HO0C0C0C0&

= 0 'None
255
2880

= -1 'True
4
"Version 1.0 beta"
2400
1695

Conunandl
= "OK"
= -1 'True

375
3120
0
3240
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Width
End
Begin Label Label2

Alignment
BackColor
Caption

Optimiser"
FontBold
Fontltalic
FontName
FontSise
Fontstrikethru
FontUnderline
ForeColor
Height
Left
TabIndex
Top
Width

End
Begin Label Labell

Alignment
BackColor
Caption
FontBold
Fontltalic
FontName
FontSize
Fonts trike thru
FontUnderline
ForeColor
Height
Left
TabIndex
Top
Width

End
End
Sub Commandl_Click ()

AboutOSPO.Hide

OSPO.Show

End Sub

1215

2 'Center
&H00C0C0C0&
"OCR System Performance

-1 'True
-1 'True
"Brush Script MT"
24
0 'False
0 'False
&H000000FF&
615
360
2
1560
7095

2 •Center
&H00C0C0C0&
"OSPO"
-1 'True
-1 'True
"Brush Script MT"
60
0 'False
0 'False
&H000000FF&
1215
360
1
240
7095
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VERSION 2.00
Begin Form OSPO

BackColor
Caption

Optimiser"
ClientHeight
ClientLeft
ClientTop
ClientWidth
Height
Left
LinkTopic
ScaleHeight
ScaleWidth
Top
Width

&HOOCOC0C0&
"OSPO - OCR System Performance

8685
1095
1800
11010
9375
1035
"Forml"
8685
11010
1170
11130

Begin SSFrame Frame3D3
Caption = "Parameter Values"
Font3D
ForeColor =
Height
Left
TabIndex =
Top =
Width
Begin TextBox Textl3

Height
Left
TabIndex =
Text =
Top =
Width

End
Begin TextBox Textl2

Height =
Left
TabIndex =
Text =
Top =
Width

End
Begin TextBox Textll

Height =
Left
TabIndex =
Text =

0 •None
&H0000O000&
2175
240
37
3960
3735

285
1680
41
» * ti

720
1815

285
1680
40
"200 »
1080
1815

285
1680
39
I* * H
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Top =
Width

End
Begin TextBox TextlO

Height =
Left
Tablndex =
Text =s
Top =
Width

End
Begin Label Label23

Alignment =
BackColor =
Caption =
FontBold =
Fontltalic =
FontName =
Fontsize =
FontStrikethru =
FontUnderline =
Height =
Left
Tablndex =
Top =
Width

End
Begin Label LabellS

Alignment =

BackColor =
Caption =
Height
Left
Tablndex --
Top =
Width

End
Begin Label Labell4

Alignment =

BackColor =
Caption =
Height
Left
Tablndex =
Top =
Width

End

1440
1815

285
1680
38
"30"
1800
1815

2 •Center
&H0OC0C0C0&
"Value"
-l 'True
0 "False
"MS Sans Serif"
8.25
0 'False
-1 'True
255
1560
47
360
855

1 'Right Justify
&HOOC0COC0&
"Accuracy (%)"
255
120
46
720
1455

1 'Right Justify
&HO0C0C0C0&
"Resolution (DPI)"
255
120
45
1080
1455

i I

! i
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Begin Label Labell3
Alignment =
BackColor =
Caption =
Height
Left
TabIndex =
Top =
Width

End
Begin Label Labell2

Alignment =
BackColor =
Caption =
Height =
Left
TabIndex ^
Top =
Width

End
Begin Label Labelll

Alignment =
BackColor =
Caption =
FontBold =
Fontltalic =
FontName =
FontSize =
FontStrikethru =
FonttJnderline =
Height
Left
TabIndex =
Top =
Width

End
End
Begin SSFrame Frame3Dl

Caption =
Font3D
Height »
Left
TabIndex =
Top =
Width
Begin TextBox Text9

Height =

1 'Right Justify
&H00C0C0C0&
"Text Size (pts)"
255
120
44
1440
1455

1 'Right Justify
&H00C0C0C0&
"Speed (cps)"
255
120
43
1800
1455

1 'Right Justify
&H00C0C0C0&
"PARAMETER"
-1 'True
0 'False
"MS Sans Serif"
3.25
0 'False
-1 'True
255
120
42
360
1455

"System Data"
0 •None
3735
240
1
120
3735

285

J i
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Left
Tablndex
Text
Top
Width

End
Begin TextBox

Height
Left
Tablndex
Text
Top
Width

End
Begin TextBox

Height
Left
Tablndex
Text
Top
Width

End
Begin TextBox

Height
Left
Tablndex
Text
Top
Width

End
Begin TextBox

Height
Left
Tablndex
Text
Top
Width

End
Begin TextBox

Height
Left
Tablndex
Text
Top
Width

End
Begin TextBox

=

—

Text 8

=
s

s

=

Text7

=
=

TextS

=
=
=
22

=

Text5

=
=
=

Text4

=

=

=

Text3

1440
36
"ARTS vl.32n

720
2055

285
1680
18

3240
1815

285
1680
17
W * II

2880
1815

285
1680
16
n *n

2520
1815

285
1680
15
-.0314"
2160
1815

285
1680
14
"80"
1800
1815

I I

ii
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Height =
Left
Tablndex =
Text =
Top =
Width

End
Begin TextBox Text2

Height =
Left
Tablndex =
Text =
Top =
Width

End
Begin TextBox Textl

Height =
Left
Tablndex =
Text =
Top
Width

End
Begin Label LabellO

Alignment =
BackColor =
Caption =
Height
Left
Tablndex =
Top =
Width

Snd
Begin Label Label9

Alignment =
BackColor =
Caption =
Height =
Left
Tablndex =
Top =
Width

End
Begin Label Label8

Alignment =
BackColor =
Caption =

285
1680
13
"1800"
1440
1815

285
1680
12
n49n

1080
1815

285
1440
11
"FormReader 2"
360
2055

1 'Right Justify
&H00C0C0C0&
"Model Name : "
255
120
35
720
1335

2 •Center
&H00C0C0C0&
Hgll

255
1440
10
3240
255

2 'Center
&HO0C0C0CO&
II £ II

> i
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Height =
Left
Tablndex =
Top =
Width

End
Begin Label Label7

Alignment =
BackColor =
Caption =
Height
Left
Tablndex =
Top =
Width

End
Begin Label Labels

Alignment =
BackColor =
Caption =
Height =
Left
Tablndex =
Top =
Width

End
Begin Label Label5

Alignment =
BackColor =
Caption =
Height =
Left
Tablndex =
Top =
Width =

End
Begin Label Label4

Alignment =
BackColor =
Caption =
Height =
Left
Tablndex -
Top =
Width

End
Begin Label Label3

255
1440
9
2880
255

2 •Center
&H00C0C0C0&
"e"
255
1440
8
2520
255

2 'Center
&H00C0C0C0&
11 d"
255
1440
7
2160
255

2 'Center
&H00C0C0C0&
«c"
255
1440
6
1800
255

2 'Center
&HO0COC0C0&
"b"
255
1440
5
1440
255
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Alignment
BackColor
Caption
Height
Left
TabIndex
Top
Width

End
Begin Label Label2

Alignment
BackColor
Caption
Height
Left
Tab Index
Top
Width

End
Begin Label Labell

Alignment
BackColor
Caption
Height
Left
TabIndex
Top
Width

End
End
Begin GRAPH Graphl

AsciiData =
AsciiFFamily =
AsciiXPos =
Autolnc =
BottomTitle =
GraphCaption =
GraphTitle =
GraphType =
GridStyle
Height =
Left
LeftTitle
NumPoints =
RandomData =
TabIndex =
Top =

= 2 •Center
&H00C0C0C0&

= »aw

255
1440
4
1080
255

= 1 'Right Justify
= &HOOCOC0CO&
= "Co-efficients : "

255
120
3
1080
1335

= 1 'Right Justify
&HOOC0C0CO&

= "System Name : "
255
120
2
360
1335

ii 2_ n

"l-l-l-l"
it 4 n

0 'Off
"Text Size (pts)"
"System Performance Plot"
"System Performance Plot"
6 'Line
3 'Horizontal and Vertical
8415
4200
"Accuracy (%)"
21
0 'Off
0
120

\
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Width
YAxisMax
YAxisPos
YAxisStyle
YAxisTicks

6615
100
1 'Left
2 "User-defined
10

End
Begin CosmonDialog CMDialogl

Left
Top =

End
Begin SSFrame Frame3D2

Caption =
Font3D =
ForeColor =
Height =
Left
TabIndex =
Top =
Width
Begin TextBox Text24

Height =

600
2760

TabIndex =
Text =
Top =
Width

End
Begin TextBox Text23

Height =
Left
TabIndex =
Text =
Top =
Width

End
Begin TextBox Text22

Height =
Left
TabIndex =
Text =
Top =
Width

End
Begin TextBox Text21

Height
Left
Tablndex =

"Plot Parameter Ranges11

0 •None
&H0000OOO0&
2295
240
26
6240
3735

285
2640
19
"1000"
1800
855

I

285
2640
20
1124"
1440
855

285
2640
21
"400"
1080
855

285
2640
22

v, •
>!

! I
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Text
Top
Width

End
Begin TextBox

Height
Left
TabIndex
Text
Top
Width

End
Begin TextBox

Height
Left
TabIndex
Text
Top
Width

End
Begin TextBox

Height
Left
TabIndex
Text
Top
Width

End
Begin TextBox

Height
Left
TabIndex
Text
Top
Width

End

=

Text20

=
=
=
=

Text19

=

=
=
=

Text18

=
=
=
=
=

Text17

=
=

Begin Label Label22
Alignment
BackColor
Caption
FontBold
Fontltalic
FontName
FontSize

=

=

Fontstrikethru =
FontUnderline =
Height

"100n

720
855

285
1680
23
"10"
1800
855

285
1680
24

1440
855

285
1680
25
"100"
1080
855

285
1680
28
IIQII

720
855

1 'Right Justify
&H00C0C0C0&
"PARAMETER"
-1 •True
0 'False
"MS Sans Serif"
8.25
0 'False
-1 'True
255

, (,:*
! • •

• r

-A
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Left
Tablndex =
Top =
Width

End
Begin Label Label21

Alignment =
BackColor =
Caption =
Height =
Left
Tablndex =
Top =
Width

End
Begin Label Label20

Alignment =
BackColor =
Caption =
Height =
Left
Tablndex =
Top =
Width

End
Begin Label Labell9

Alignment =
BackColor =
Caption =
Height =
Left
Tablndex =
Top =
Width

End
Begin Label Labell8

Alignment =
BackColor =
Caption =
Height =
Left
Tablndex =
Top =
Width

End
Begin Label Labell7

Alignment =

120
34
360
1455

1 'Right Justify
&H00C0C0C0&
"Speed (cps)"
255
120
33
1800
1455

1 'Right Justify
&H00C0C0C0&
"Text Size (pts)"
255
120
32
1440
1455

1 'Right Justify
&H00C0C0C0&
"Resolution (DPI)"
255
120
31
1080
1455

1 'Right Justify
4H00C0C0C0&
"Accuracy (%)"
255
120
30
720
1455

2 'Center
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BackColor :
Caption :
FontBold :
Fontltalic :
FontName =
FontSize :
FontStrikethru =
FontUnderline :
Height =
Left
TabIndex =
Top :
Width

End
Begin Label Labell6

Alignment =
BackColor :
Caption =
FontBold :
Fontltalic =
FontName =
FontSize :
Fontstrikethru =
FontUnderline :
Height

Index =
Left
TabIndex =
Top =
Width

End
End
Begin Menu File

Caption =
Begin Menu New

Caption =
End
Begin Menu Open

Caption =
End
Begin Menu Save

Caption :
End
Begin Menu SaveAs

Caption =
End
Begin Menu Null2

&H00C0C0C0&
"Minimum"
-1 'True
0 'False
"MS Sans Serif"
8.25
0 'False
-1 'True
255
1680
29
360
855

2 'Center
&H00C0C0C0&
"Maximum"
-1 'True
0 'False
"MS Sans Serif"
8.25
0 'False
-1 'True
255
1
2640
27
360
855

"&File"

"&New System"

"&0pen System..."

"Save System"

"Save System As..."
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"E&xit"

"fcOptions"

Caption = "-"
End
Begin Menu Print

Caption = n&Printn

End
Begin Menu Nulll

Caption
End
Begin Menu Exit

Caption
End

End
Begin Menu Options

Caption =
Begin Menu PlotDimensions

Caption = "ScPlot Dimensions"
End

End
Begin Menu Help

Caption = "&Help"
Begin Menu Contents

Caption
End
Begin Menu Search

Caption
End
Begin Menu About

Caption
End

End
End
Sub About_Click ()

AboutOSPO.Show
End Sub

"iContents"

"fcSearch. For Help On. .

"iAbout OSPO" i

Sub Contents_Click ()
CMDialogl.Action

End Sub

Sub Exit_Click ()
End

End Sub

Sub Form_Iioad ()

OSPO.Hide

= 6
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Graphl. ThisPoint = 1
Graphl. GraphData = 2
Graphl.XPosData = 4

Graphl. TiiisPoint = 2
Graphl.GraphData = 2
Graphl.XPosData = 5

Graphl.ThisPoint = 3
Graphl.GraphData = 3
Graphl.XPosData = 6

Graphl.ThisPoint = 4
Graphl.GraphData = 5
Graphl.XPosData = 7

Graphl.ThisPoint = 5
Graphl.GraphData = 11
Graphl.XPosData = 8

Graphl.ThisPoint = 6
Graphl.GraphData =49
Graphl.XPosData = 9

Graphl.ThisPoint = 7
Graphl.GraphData = 86
Graphl.XPosData = 10

Graphl.ThisPoint = 8
Graphl.GraphData =93
Graphl.XPosData = 11

Graphl.ThisPoint = 9
Graphl.GraphData = 97
Graphl.XPosData = 12

Graphl.ThisPoint = 10
Graphl.GraphData =98
Graphl.XPosData = 13

Graphl.ThisPoint = 11
Graphl.GraphData = 99
Graphl.XPosData = 14

Graphl.ThisPoint = 12

A-16



%s

j
"i

Graphl.GraphData = 99
Graphl.XPosData = 15

Graphl.ThisPoint = 13
Graphl.GraphData = 99
Graphl.XPosData = 16

Graphl.ThisPoint = 14
Graphl.GraphData = 9 9
Graphl.XPosData = 17

Graphl.ThisPoint = 15
Graphl.GraphData = 99
Graphl.XPosData = 18

Graphl.ThisPoint = 1 6
Graphl.GraphData = 99
Graphl.XPosData = 1 9

Graphl.ThisPoint = 17
Graphl.GraphData = 99
Graphl.XPosData = 2 0

Graphl.ThisPoint = 18
Graphl.GraphData = 99
Graphl.XPosData = 2 1

Graphl.ThisPoint = 19

i Graphl.XPosData = 2 2
Graphl.GraphData = 99

Graphl.ThisPoint = 2 0
Graphl.GraphData = 99
Graphl.XPosData - 2 3

Graphl.ThisPoint = 21
Graphl.GraphData = 99
Graphl.XPosData = 2 4

AboutOSPO.Show

End Sub

Sub Open_Click ()

CMDialogl.Action = 1
End Sub

A-17



Sub Print_Click ()
CMDialogl.Action = 5

End Sub

Sub SaveAs_Click ()
CMDialogl.Action = 2

End Sub

I
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1FormReader v3- 0 beta

'Copywrite 1592-1996 Brian Griffin

'Global variable declarations

Global SoundData As String

'External function declarations

Declare Function Say Lib "C:\M0NOLOGW\FB_SPCH.DLL" (ByVal
lpEnglishString As String) As Integer

VERSION 2.00
Begin Form About

Borderstyle =
Caption =
ClientHeight =
ClientLeft
ClientTop =
ClientWidth
Height =
Left
LinkTopic =
MaxButton =
MinButton =
ScaleHeight =
ScaleWidth
Top =
Width

3 'Fixed Double
"About Form Reader"
3915
1650
2460
6240
4320
1590
"Form2"
0 'False
0 'False
3915
6240
2115
6360

Begin CommandButton Commandl
Caption
Default
H«ight
Left
Tail Index
Top
Width

End
Begin PictureBox

AutoSize
BorderStyle
Height
Left
Picture
ScaleHeight
ScaleWidth

"OK"
- -1 •True

375
2520
4
3360
1215

Picturel
= -1 'True

0 'None
2310
120
ABOUT.FRX:0000
2310
5985

B-2
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Tablndex =
Top =
Width

End
Begin Label Label3

Alignment =
Caption =
Height =
Left
Tablndex =
Top =
Width

End
Begin Label Label2

Alignment =
Caption =
Height =
Left
Tablndex =
Top =
Width

End
Begin Label Labell

Alignment =
Caption =

Griffin.11

Height
Left
Tablndex =
Top =
Width

End
End
Sub Coxnxnandl Click 0

About.Hide
End Sub

0
120
5985

2 'Center
"Version 3.0 beta"
255
120
3
2760
5895

2 'Center
"Form Reader"
255
120
2
2520
5895

2 •Center
"Copyright 1992 -

255
120
1
3000
5895

- 1996 Brian

Sub Form_Load ()

1 Initialise sound system

FormRead.MMControll.Notify = False
FormRead.MMControll.Wait = True
FormRead.MMControll.Shareable = False
FormRead.MMControll.DeviceType = "WaveAudio"

"Play FormReader opening sound file

B-:
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FormRead.MMControll. Command = "Close"
FonnRead.MMControll. FileName =

" C : \VB\F0RMRED3 \SOTJNDS \FORMREAD . WAV"
FormRead.MMCon troll. Command = "Open"
FormRead.MMControll. Command = "play"

End Sub

VERSION 2.00
Begin Form FormRead

Caption =
ClientHeight =
ClientLeft
ClientTop =
ClientWidth
Height =
Left
LinkTopic =
ScaleHeight =
ScaleWidth
Top =
Width
Begin TextBox Text4

DataField
DataSource
Height
Left
TabIndex
Text
Top
Width

End
Begin TextBox Text3

DataField
DataSource
Height
Left
ScrollBars
TabIndex
Text
Top
Width

End
Begin Data Datal

Caption

11 FormReader 3.0"
4170
1680
2340
5910
4860
1620
"Forml"
4170
5910
1710
6030

"ACN"
'•Datal"
375
3480
3

= "Text4"
1080
1695

= "Company Name"
"Datal"
375
3480

= 1 'Horizontal
4

= "Text3"
480
1695

= "Datal"
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Connect = " M

Da tabas eName =
Exclusive =
Height =
Left
Options =
Readonly =
RecordSource =
Top =
Width

End
Begin TextBox Text2

Height
Left
Tablndex =
Text =
Top =
Width

End
Begin TextBox Textl

Height =
Left
Tablndex =
Text =
Top =
Width

End
Begin MMControl MMControll

•C:\VB\F0RMRED3\ASCBASE1.MDB"
0 'False
270
1800
0
-1 'True
"CoData"
2760
2775

375
600
2
nText2"
1080
2295

375
600
1
"Textl•
480
2295

Height
Left
Tablndex
Top
Visible
Width

375
600
0
3360
0 'False
3540

End
Begin ComxnonDialog CMDialogl

Left = 480
Top = 2640

End
Begin Menu Menu_File

Caption = "iFile11

Begin Menu Menu_0pen
Caption = "&Open..."

End
Begin Menu Menu_Save

Caption = "iSave..."
End
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n _ II

"fcPrint.

n _ n

"E&xit11

Begin Menu Menu_Nulll
Caption =

End
Begin Menu Menu_Print

Caption =
End
Begin Menu Menu_Null2

Caption =
End
Begin Menu Menu_Exit

Caption =
End

End
Begin Menu Menu_Options

Caption = "fcOptions"
Begin Menu Menu_Sound

Caption = "iSound..."
End
Begin Menu Menu_Paths

Caption = "iPath..."
End

End
Begin Menu Menu_Help

Caption = "&HelpM

Begin Menu Menu_About
Caption = "SAbout..."

End
End

End

Sub FonnLoad ()

'About.Show 1

•Initialise OmniPage
ChDir "C:\OPRO"
z% = Shell("C:\OPRO\OP -DDE", 1)
z% = DoEvents()
Text2.LinkMode = NONE
Text2.LinkTopic = "OmniPro|OmniPro"
Text2.LinkItem = ""
Text2.LinkMode = MANUAL

End Sub

Sub Menu About Click ()
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About.Show 1

End Sub

Sub Menu_Exit_Click ()

End

End Sub

Sub Menu_Open_Click ()

CMDialogl.Filter = "Image file (*.tif)|*.tif|Template
(*.tmp)|*.tmp|Database (*.mdb) j*.mdb|Configuration
(*.con)|*.con|All files (*.*)|*.*w

ChDir nC:\VB\FormRed3"

CMDialogl.Action = 1

If Right$(CMDialogl.Filename, 3) = "TIF" Then
z% = Shell("C:\ImagePac\ImagePac

/sDocumentDisplay", 1)
z% = DoEventsO
Textl.LinkMode = 0
Textl.LinkTopic = "ImagePac|DocumentDisplay"
Textl.LinkItern = ""
Textl.LinkMode = 2
Textl.LinkExecute "[display x " +

CMDialogl.Filename
End If

End Sub

Sub Menu_Paths_Click ()

PathOpt.Show 0

End Sub

Sub Menu_Print_Click ()

CMDialogl.Action = 5

End Sub

Sub Menu Save Click ()

B-'



CMDialogl.Action = 2

End Sub

Sub MMControll_Done (NotifyCode As Integer)

FormRead.MMControll.Command = "Close"
If Len(SoundData) > 0 Then

Char = Left$(SoundData, 1)
SoundData = Right$(SoundData, Len(SoundData)

- 1)
If Char = ".• Then Char = "point"
FormRead.MMControll.FileName =

"C:\VB\FORMREAD\SOUNDS\" + Char + ".WAV"
FormRead.MMControil.Command = "Open"
FormRead.MMControll.Command = "play"

I End If
I
i End Sub
I
I Sub Sayx (SoundDataAdd As String)

f
I SoundData = SoundData + SoundDataAdd
I
I If Len(SoundData) = Len(SoundDataAdd) Then
I Char = Left$(SoundData, 1)
I SoundData = Right$(SoundData, Len(SoundData) - 1)
| If Char = "." Then Char = "POINT"
| FormRead.MMControll.FileName =
i "C:\VB\FORMRED3\SOUNDS\" + Char + ".WAV"
t FormRead.MMControll.Command = "Open"

FormRead.MMControll.Command = "Play"
* End If

t End Sub

t

Sub Textl_KeyPress (KeyAscii As Integer)
1
<; If KeyAscii = 13 Then
c KeyAscii = 0
* If Textl.Text <> "" Then z% = Say(Textl.Text)
I End If
I

End Sub

| Sub Text2_DblClick ()
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'OCR Document

Text2.LinkExecute n[imagesource = (1)]"
Text2.LinkExecute "[imagefiles(n + CMDialogl.Filename
] "
Text2.LinkExecute n[setform (ASCII)]w

Text2.LinkExecute n[setoutput (C:\VB\OCRTEST.TXT)]"
Text2-LinkExecute "[scan(0)]"

End Sub

VERSION 2.00
Begin Form PathOpt

BackColor =
Borderstyle =
Caption =
ClientHeight =
ClientLeft =
ClientTop =
ClientWidth
Height
Left
LinkTopic =
MaxButton =
MinButton =
ScaleHeight =
ScaleWidth
Top =
Width

&H00C0C0C0&
2 'Fixed Double
"Path Options"
2385
2025
3090
5760
2790
1965
"Forml11

0 "False
0 'False
2385
5760
2745
5880

Begin TextBox ImageSource
Height
Left
TabIndex
Top
Width

End

285
2160
11
120
3495

Begin TextBox DBaseDest
Height
Left
Tablndei-
Top
Width

285
2160
10
1560
3495

End
Begin TextBox DBaseSource

Height = 285
Left = 2160
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Tablndex = 9
Top = 1200
Width = 3495

End
Begin TextBox TextDest

Height = 285
Left = 2160
Tablndex = 8
Top = 840
Width - 3495

End
Begin TextBox ImageDest

Height = 285
Left = 2160
Tablndex = 7
Top = 480
Width = 3495

End
Begin CommandButton OK

Caption = "OK"
Default = -1 'True
Height = 375
Left = 4440
Tablndcy. = 1
Top = 1920
Width = 1215

End
Begin CommandButton Cancel

Caption
Height
Left
Tablndex
Top
Width

End
Begin Label Label5

Alignment
BackColor
Caption
Height
Left
Tablndex
Top
Width

End
Begin Label Label4

Alignment

"Cancel"
375
120
0
1920
1215

1 'Right Justify
&H00C0C0C0&
"Database Destination"
255
120
6
1560
1935

1 'Right Justify
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BackColor =
Caption =
Height
Left
TabIndex =
Top =
Width

End
Begin Label Label3

Alignment =
BackColor =
Caption =
Height
Left
TabIndex =
Top =
Width

End
Begin Label Label2

Alignment =
BackColor =
Caption =
Height
Left
TabIndex =
Top =
Width

End
Begin Label Labell

Alignment =
BackColor =
Caption -
Height =
Left
Tablndex =
Top =
Width

End
End
Sub Cancel_Click ()

PathOpt.Hide
End Sub

&H0OCOC0CO&
"Database Source"
255
120
5
1200
1935

1 'Right Justify
&H0QC0C0C0&
"Text Destination"
2 35
120
4
840
1935

1 'Right Justify
&H00C0C0C0&
"Image Destination"
255
120
3
480
1935

1 'Right Justify
&HG0C0C0C0&
"Image Source"
255
120
2
120
1935

Sub 0K_Click ()
ImageSic -cceDir = ImageSource.Text
ImageDes r.D.ir = ImageDes t . Text
TQxtDest'.Dir = TesctDest.Text
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DBaseSourceDir = DBaseSource.Text
DBaseDestDir = DBaseDest.Text
PathOpt.Hide

End Sub
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C:\WINAPPS\ACCESS\DOCSMJTBASE2.MDB
Table: Article Data

Friday, 28 February 1997
Page: 1

Columns

Name

Article ID Number

Authors)

Title

Publication

Volume & pp

Year

Key Words

Abstract

Image Available

Text Available

Useri

User 2

User 3

User 4

User 5

User 6

User 7

User 8

User 9

User 10

RelationshiDS

Reference

Article Data

Article ID Number

Type

Number (Double)

Text

Text

Text
Text

Number (Double)

Text

Memo

Yes/No

Yes/No

Text

Text

Text

Number (Double)

Number (Double)

Number (Double)

Yes/No

Yes/No

Yes/No

Memo

1 1

cle Sort by Article ID Num

Article ID Number

Attributes: One to One, Not Enforced

Size

8
100
100
100
100

8

255

1

1

50

50

50

8

8

8

1

Table Indexes

Name

PrimaryKey

Fields:

Number of Fields

1

Artic'e ID Number, Ascending
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Table: User Field Names

Friday, 28 February 1997
Page: 1

Columns

Name

User Reid 1 Name

User Reid 2 Name

User Reid 3 Name

User Reid 4 Name

User Reid 5 Nsme

User Reid 6 Name

User Reid 7 Name

User Field 8 Name

User Field 9 Name

User Reid 10 Name

Type Size

Number (Long)

Text
Text
Text

Text
Text
Text
Text

Text

Text

Text

4

50

50

50

50

50

50

50

50

50

50

T?ble Indexes

Name

PrimaryKey

Fields:

Number of Fields

1

ID, Ascending
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Table: User Reids

Friday, 28 February 1997
Page: 1

Columns

Name Type Size

ID

User Field 1

User Field 2

User Field 3

User Reid 4

User Reid 5

User Reid 6

User Reid 7

User Field 8

User Reid 9

User Field 10

Number (Long)

Yes/No

Yes/No

Yes/No

Yes/No
Text
Text

Text

Text
Number (Double)

Number (Double)

4
1
1
1
1

255
50
50
50

8

8

|
I

Table Indexes

Name

PrimaryKey

Reids:

Number of Fields

1

ID, Ascending
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Query: Artide Search
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Page: 1

SQL
SELECT DISTINCTROW[Artide DataJ.Titie, [Artide Data].IAuthor(s)], [Artide Data].Publication, [Artide
Data].[Volume & pp], [Artide Data].Year. [Artide Data].[Artide ID Number]
FROM [Artide Data]
ORDER BY [Artide Data].TrUe. IArticle Data].[Author(s)];

Columns

Name Type Size

Title
Authors)

Publication

Volume & pp

Year

Artide ID Number

Text

Text

Text

Text

Number (Double)

Number (Double)

100
100
100
100

8
8
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Query: Article Sort by Article ID Number
Friday, 28 February 1997

Page: 1

SQL
SELECT DISTINCTROW [Article Data].Title. [Article Dat?-.].[Author(s)], [Article DataJ.Publication, [Article
Data].[Volume & pp], [Article DataJ.Year, [Article Data].[Article ID Number]
FROM [Article Data]
ORDER BY [Article Data].[Article ID Number];

Columns

Name Type

Title
Authors)

Publication

Volume & pp

Year

Article ID Number

Text

Text

Text

Text

Number (Double)

Number (Double)

Size

100

100

100

100

8

8

Relationships

Reference

Article Data

Article ID Number

cle Sort by Article ID Num

- - Article ID Number

Attributes: One to One, Not Enforced
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Query: Article Sort by Author Page: 1

SQL
SELECT DISTINCTROW [Article Data].Title, [Article DataJ.fAuthoits)], [Article Data].Publication, [Article
Data].[Volume & pp], [Article Data].Year, [Article Data].[Artide ID Number]

\ FROM [Article Data]
ORDER BY [Article Data].[Author(s)];

Columns

Name Type Size

Title Text 100

Author(s) Text 100

Publication Text 100

Volume &pp Text 100

Year Number (Double) 8

Article ID Number Number (Double) 8
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Query: Article Sort by Publication
Friday, 28 February 1997

Page: 1

SQL
SELECT DISTINCTROW [Article Data].Title. [Article Data].[Author(s)], [Article Data].Publication, [Article
Data].[Volume & pp], [Article Data].Year, [Article Data].[Artide ID Number]
FROM [Article Data]
ORDER BY [Article Data].Publication;

Columns

Name Type Size

Title

Author(s)

Publication

Volume & pp

Year

Article ID Number

Text

Text

Text

Text

Number (Double)

Number (Double)

100

100
100
100

8
8

C-8



i

C:\W1NAPPS\ACCESS\DOCS\LJTBASE2.MDB

Query: Article Sort by Title
Friday, 28 February 1997

Page: 1

SQL
SELECT DISTINCTROW [Artide DataJ.Title. [Artide DataMAuthoits)]. [Artide Data].Publication. [Artide
Data].[Volume & pp], [Artide Data].Year, [Artide Data].[Article ID Number]
FROM [Artide Data]
ORDER £>Y [Artide Data].Trtle, [Artide Data].[Author(s)];

Columns

Name Type Size

Title

Authors)

Publication

Volume & pp

Year

Artide ID Number

Text

Text

Text

Text

Number (Double)

Number (Double)

100
100
100
100

8

8
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Query: Article Sort by Year

Friday, 28 February 1997
Paoe: 1

SQL
SELECT DISTINCTROW [Article Data].Trtle. [Article Data].[Author(s)]f [Article Data].Publication, [Article
Dataj.[Volume & pp], [Article DataJ.Year, [Article Data].[Article ID Number]
FROM [Article Data]
ORDER BY [Article DataJ.Year DESC;

Columns

Name Type Size

Title

Author(s)

Publication

Volume & pp

Year

Article ID Number

Text

Text

Text

Text

Number (Double)

Number (Double)

100
100
100

100
8
8

I:
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Form: AboutLJtBase

Friday, 28 February 1997
Page: 1

Objects

Section: DetailO

Section: FormFooter2

Section: FormHeadeii

Command Button: AboutOKButton

Label: Text12

Label: Textl3

Label: Text35

Label: Text38

Label: Text39

Code
1

2

3

4

S

6

7

8

9

10

11

12

1.3

14

15

16

17

Option Compare Database 'Use database order for string comparisons

Sub AboutOKButton_Clic)c ()

On Error GoTo Err_AboutOKButton_Click

DoCmd Close

Exit_AboutOKButton_Click:

Exit Sub

Err_AboutOKButton_Click:

MsgBox Error$

Resume Exit_AboutOKButton_Click

End Sub
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Form: Article Entry

Friday. 28 February 1997
Page: 1

Objects

Section: DetailO

Section: FormFooter2

Section: FonmHeaderi

Text Box: Abstract

Text Box: Article ID Number

Text Box: Authors)

Command Button: Button39

Command Button: Button40

Command Button: Button41

Command Button: Button42

Command Button: Button44

Option Group: Field46

Text Box: Field64

Text Box: Field66

Text Box: Field68

Text Box: Field70

Text Box: Field72

Text Box: Field74

Check Box: Field77

Check Box: Field81

Check Box: Field83

Text Box: Field85

Text Box: Field87

Check Box: Image Available

Text Box: Key Words

Command Button: OCRArticleButton

Text Box: Publication

Command Button: ReturnButton

Check Box: Text Available
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Form: Article Entry
Friday. 28 February 1997

Page: 2

• J

Label: Text12

Label: Text! 3

Label: Texti5

Label: Text17

Label: Text19

Label: Text21

Label: Text23

Label: Text25

Label: Text27

Label: Text29

Label: Text*7

Label: TextS3

Label: Text55

Label: Text65

Label: Text67

Label: Text69

Label: Text71

Label: Text73

Label: Text75

Label: Text78

Label: Text82

Label: Text84

Label: Text86

Text Box: Title

Text Box: Volume & pp

Text Box: Year

1 Option Compare Database 'Use database order for string comparisons

2
3 Sub Button37_Click 0

4 MsgBox "Scanner not connected", 0, "Error"

5 End Sub

6
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Form: ArticJe Entry
Friday, 28 February 1997

Page: 3

7

S

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60

61

Sub Button39_Click {)

On. Error GoTo Err Buttons9 Click

DoCmd GoToRecord , , A_FIRST

Exi t_Button3 9_Click:

Exit Sub

Err_Button3 9_ClicJc:

MsgBox Error$

Resume Exit_Button39_Click

End Sub

Sub Button40_Click ()

On Error GoTo Err Button40 Click

DoCmd GoToRecord , , A_PREVIOUS

Exit_Button40_Click:

Exit Sub

Err_Button40_Click:

MsgBox ErrorS

Resume Exit_Button40_Click

End Sub

Sub Button41_Click ()

On Error GoTo Err Button41_Click

DoCmd GoToRecord , , A_KSXT

Exi t_Button4l_Click:

Exit Sub

Err_Button41_Click:

MsgBox Error$

Resume Exit_Button41_Click

End Sub

Sub Button42_Click ()

On Error GoTo Err Button42 Click

DoCmd GoToRecord , , A_LAST

Exit_Button42_Click:

Exit Sub

Err Button42 Click:
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Form: Article Entry

Friday. 28 February 1997
Page: 4

I

1

62

63

64

65

66

67

68

69

70

71

72

73

74

75

76

77

78

79

80

81

82

83

84

85

86

87

88

89

90

91

92

93

94

95

96

97

98

99

100

101

102

103

104

105

106

107

108

109

110

111

112

113

114

115

116

MsgBox Error$

Resume Exit_Button42_Click

End Sub

Sub Button43_ClieJc 0

On Error GoTo Err Button43 Click

Screen.PreviousControl.SetFocus

DoCmd FindNext

Exit_Button43_Click:

Exit Sub

Err_Button43_Cliclc:

MsgBox ErrorS

Resume Exit_Button43_Click

End Sub

Sub Button44_Click 0

On Error GoTo Err Button44 Click

DoCmd DoMenuItem A_FORMBAR, A_EDITMENU, 10, , A_MENU_VER20

Exit_Button44_Click:

Exit Sub

Err_Button44_Click:

MsgBox Error$

Resume Exit_Button44_Click

End Sub

Sub Field34_Click ()

MsgBox "Scanner not connected", 0, "Error"

End Sub

Sub Field35_Click 0

End Sub

Sub OCRArticleButton_Click ()

On Error GoTo Err OCRArticleButton_Click

Dim x As Integer

Dim AppName As String

AppName - "C:\WINAPPS\OMNIPRO\OMNIPAGE.EXE"

x - Shell(AppName, 1)

Exit_0CRArticl<>2.^tton_Click:

Exit Sub
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Form: Article Entry
Friday. 28 February 1997

Page: 5

117

118

119

120

121

122

123

124

125

126

127

128

129

130

131

132

133

134

135

136

137

138

Err_OCRArticleButton_Clicfc:

MsgBox ErrorS

Resume Ejcit_OCSArticleButton_Clicfc

End Sub

Sub ReturnButton_Click ()

On Error GoTo Err ReturnButton Click

DoCmd Close

Exit ReturnButton_Click:

Exit Sub

Err_ReturnButton_Click:

MsgBox Error$

Resume Exit_ReturnButton_Click

End Sub
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Form: Article Search
Friday, 28 February 1997

Page: 1

1

Objects

Section: DetailO

Section: FormFooter2

Section: FormHeaderl

Text Box: Abstract

Text Box: Article ID Number

Text Box: Authors)

Command Button: Button41

Command Button: Button42

Command Button: Button43

Command Button: Buttori44

Command Button: Button45

Object Frame: Embedded49

Check Box: FieldSB

Check Box: Field60

Command Button: FullTextSearchButton

Label: ImageAvailable

Command Button: ImageDisplayButton

Text Box: Key Words

Command Button: PrintArticleButton

Text Box: Publication

Option Group: Record Operations

Command Button: RetumButton2

Label: Text!2

Label: Text13

Label: TextiS

Label: TexM7

Label: Text19

Label: Text21

Label: Text23
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Form: Article Search Page: 2

Label: Text25

Label: Text27

Label: Text29

Label: Text47

Label: TextAvailable

Command Button: TextOisplayButton

Text Box: Title

Text Box: Volume & pp

Text Box: Year

Code
1 Option Compare Database 'Use database order for string comparisons

2

3 Sub Button41_Click ()

4 On Error GoTo Err_Button41_Click

5

6

7 DoCmd GoToRecord , , A_FIRST

8

9 Exit_Button41_Click:

10 Exit Sub

11

12 Err_Button41_Click:

13 MsgBox ErrorS

14 Resume Exit_Button4I_Click

15

16 End Sub

17

18 Sub Button42_Click 0

19 On Error GoTo Err_Button42_Click

20

21

22 DoCmd GoToRecord , , A_PREVIOUS

23

24 Exit_Button42_Click:

25 Exit Sub

26

27 Err Button42 Click:

28 MsgBox Error$
m' 29 Resume Exit_Button42_Clicfc

30

31 End Sub

32

33 Sub Button43_Click 0

34 On Error GoTo Err_Button43_Click

35

36
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Form: Article Search
Friday, 28 Febnjary 1997

Page: 3

K
'i

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

73

74

75

76

77

78

79

80

81

82

83

84

85

86

87

88

89

90

91

DoCmd GoToRocord , , A_NEXT

Exit_Button43_Click:

Exit Sub

Err_Button43_Click:

MsgBox ErrorS

Resume Exit_Button43_Clic)c

End Sub

Sub Button44_Click ()

On Error GoTo Err Button44 Click

DoCmd GoToRecord , , A_I*AST

Exit_Button44_ClicJc:

Exit Sub

Err_Button44_Click:

MsgBox Error?

Resume Exit_Button44_Click

End Sub

Sub Buttoa45_Click 0

On Error GoTo Err Button45 Click

DoCmd DoMenuItem A_F0RMBAR, A_EDITMENU, 10, , A_MENTT_VER20

Exit_Button45_Click:

Exit Sub

Err_Button45_Click:

MsgBox Error$

Resume Exit_Button45_Click

End Sub

Sub Button51_Click 0

On Error GoTo Err Button51 Click

DoCmd Print

Exit_Button51_Click:

Exit Sub

Err_Button51_Click:

MsgBox Error$

Resume Exit_Button51_Click

End Sub

C-19



C:\W1NAPPS\ACCESS\DOCS\UTBASE2.MDB Friday, 28 February 1997

Z. Form: Article Search Page: 4
1 I
I 92
i 93 Sub FullTextSearchButt.on Click ()
„* ~

4 94 On Error GoTo Err_FullTaxtSearchButton_Click

|| 96 Dim x As Integer

1 97 Dim AppName As String

* 99 AppName » "C:\WINAPPS\ISYS\IQW.EXE /Z"

; 100 x > Shell(AppName, 1)

i 101

,* 102 SendKeys "*q"

I
? 104 Exi^FrillTextSearchButton^lick:

, 105 Exit Sub

T 106
' 107 Err_FullTextSearchButton_Click:
*t 108 MsgBox ErrorS

109 Resume Exit_PullTextSearchButton_Click

^ 110

i 111 End Sub

% 112

113 Sub ImageDisplayButton_Click 0

lii On Error GoTo Err ImageDisplayButton_Click

115

116 Dim x As Integer

117 Dim AppName As String

118

119 If [Image Available] Then

120 AppNawe - "C:\WINAPPS\IMAGESAC\IMAGEPAC.EXE /z"

121 x - Shell(AppName, 1)

122 SendKeys "%fo"

123 If [Article ID Number] < 10 Then

124 SendKeys "00" + LTrim$(Str$([Article ID Number])) + "p001.tif"

125 Elself [Article ID Number] < 100 Then

126 SendKeys "0" + LTrim$(Str$([Article ID Number])) + "p001.tif"

127 Slself [Article ID Number] < 1000 Then

128 SendKeys LTrim$(Str$([Article ID Number])) + "p001.tif"

L 129 End If
130 SendKeys "~B

131 Else

132 HsgBox "Image not available", 0, "LitBase"

133 End If

134

135

136 Exit_ImageDisplayButton_Click:

137 Exit Sub

138
139 Err_lmageDiBplayButton_Click:

140 MsgBox ErrorS

141 Resume Exit_ImageDisplayButton_Click

142

143 End Sub

144
145 Sub PrintArticleButton_Click ()

146 On Error GoTo Err_PrintArticleButton_Click
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Form: Article Search
Friday. 28 February 1997

Page: 5

#

147

148

149

150

151

152

153

154

155

156

157

158

159

160

161

162

163

164

165

166

167

168

169

170

171

172

173

174

175

176

177

178

17 9

180

181

182

183

184

185

186

187

188

189

190

191

192

193

194

195

196

197

198

199

, A_SELECTRKC0RD_V2, , A_MENU_VER20DoCmd DoMenuXtem A_FORMBAR,

DoCmd Print A_SELECTION

Exit_PrintArticleButton_Click:

Exit Sub

Er£_PriatArt±cleButton_Click:

MsgBox ErrorS

Resume Exit_PrintArticleButton_Click

End Sub

Sub PrintArticleDataButt_Clicfc ()

On Error GoTo Err_PrintArtideDataButt_Click

DoCmd Print

Exit_PrintArticleDataButt_Click:

Exit Sub

Err PrintArticleDataButt_Click:

MsgBox ErrorS

Resume Exit_PrintArticleDataButt_Click

End Sub

Sub ReturnButton2_Click 0

On Error GoTo Err_ReturnButton2_Click

DoCmd Close

Exit_ReturnEutton2_Click:

Exit Sub

Err_ReturnButton2_Click:

MsgBox ErrorS

Resume Exit_ReturnButton2_Click

End Sub

Sub TextDisplayButton_Click ()

On Error GoTo Err_TextDisplayButton_Click

Dim x As Integer

If [Text Available] Then

If [Article ID Number] < 10 Then
x - Shell(BWrite.EXE c:\winapps\access\docs\taxt\00"

LTrim$(Str$([Article ID Number!5) + ".txt", 1)
Elself [Article ID Number] < 100 Then
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Form: Article Search

Friday, 28 February 1997

Page: 6

200 x - Shell("Write.EXE c:\winappa\acceaa\docs\text\0" +
LTrim$(Str$([Article ID Number])) • ".tact", 1)

201 Elself [Article ED Number] < 1000 Then

202 x - Shell("Write.EXE c:\winappa\acceae\docs\text\" +
LTrimS(Str$([Article ID Nuaber])) + ".txt", 1)

203 End If

204 SendKeys "%n"

205 Else

206 MsgBox "Text not available", 0, "LitBase"

207 End If

208

209 Exit_TextDisplayButton_Click:

210 Exit Sub

211
212 Err_TextDiaplayButton_Cliclc:

213 MagBox Error$

214 Resume Exit_TextDisplayButton_Click

215

216 End Sub

217



1

C:\WINAPPS\ACCESS\D0CSUJTBASE2.MDB

Form: Artide Sort
Friday, 28 February 1997

Page: 1

i
Objects

Section: DetailO

Section: FormFooter2

Section: FormHeaderi

Command Button: AuthorButton

Command Button: Button39

Object Frame: Embedded**

Option Group: Field41

Option Group: Field52

Command Button: IDNumberButton

Command Button: PrintAuthorButton

Command Button: Pri/itlDNumberButton

Command Button: PrintPublicationButton

Command Button: PrintTitieButton

Command Button: PrintYearButton

Command Button: PubiicationButton

Command Button: ReturnButton3

Label: Text12

Label:Text13

Label: Text42

Label: Text53

Command Button: YearButton

Code

! J

1 Option Compare Database 'Use database order for string comparisons

2

3 Sub AuthorButton_Cliclc 0

4 On Error GoTo Err_AuthorButton_Clic)e

5

6 Dim OocName As String

7
8 DocName •• "Article Sort by Author"

9 DoCmd OpenQuery DocName, A_NORMAL, AEDIT

10
11 Exit_AuthorButton Click:
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Form: Article Sort

Friday, 28 February 1997

Page:2

i
b

k

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

Exit Sub

Err_AuthorButton_Click:

MsgBox Error$

Resume Exit_AutnorButton_Click

End Sub

Sub Button39_Clicfc ()

On Error GoTo Err_Button39_Click

Dim DocName As String

DocName - "Article Sort by Title"

DoCmd OpenQuery DocName, A_N0RMAL, A_EDIT

Exit_Button3 9_Click:

Exit Sub

Err_Button39_Click:

MsgBox Error$

Resume Exit Button39_Click

End Sub

Sub Button47_Click ()

On Error GoTo Err_Button47_Click

Dim DocName As String

DocName • "Article Sort by Article ID Number"

DoCmd OpenReport DocName, A_PREVIEW

Exit_Button47_Click:

Exit Sub

Err_Button47_Click:

MsgBox Error$

Resume Exit_Button47_Click

End Sub

Sub IDNumberButton_Click ()

On Error GoTo Err_IDNumberButton_Click

Dim DocName As String

DocName • "Article Sort by Article ID Number"

DoCmd OpenQuery DocName, A_N0RMAL, A_EDIT

Exit_IDNumberButton_Click:

Exit Sub

Err_IDNumberButton_Click:

MsgBox Error$
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Page: 3

t

67

68

69

70

71

72

73

74

75

76

77

78

79

80

81

82

83

84

85

86

87

88

89

90

91

92

93

94

95

96

97

98

99

100

101

102

103

104

105

106

107

108

109

110

111

112

113

114

115

116

117

118

119

120

121

Resume Exit_XDNumb«rButton_Click

End Sub

Sub PrintAuthorButton_Click ()

On Error GoTo Err_PrintAuthorButton_Clicfc

Dim DocName As String

DocName » "Article Sort by Author"

Dodnd OpenReport DocName, A_NORMAL

Exit_PrintAuthorButton_Click:

Exit Sub

Err_PrintAuthorButtoa_Clicfc:

MsgBox Error$

Resume Exit_PrintAuthorButton_Click

End Sub

Sub PrintIDNumberButton_Click 0

On Error GoTo Err_PrintIDKumberButton_Click

Dim DocHame As String

DocName • "Article Sort by Article ID Number"

DoCmd OpenReport DocName, A_NORMAL

Exit PrintIDNumberButton_Click:

Exit Sub

Err_PrintIDNumberButton_Click:

MagBox Error$

Resume Exit_PrintIDN\imherButton_Click

End Sub

Sub PrintPublicationButt_Click 0

On Error GoTo Err_P^intPublicationButt_click

Dim DocName As String

DocName - "Article Sort by Publication"

DoCmd OpenReport DocName, A_NORMAL

Exit_PrintPublicationButt_Click:

Exit Sub

Err_PrintPublicationButt_Click:

MsgBox Error$

Resume Exit_PrintPublicationButt_Click

End Sub
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Page: 4

122

123

124

125

126

127

128

129

130

131

132

133

134

135

136

137

138

139

140

141

142

143

144

145

146

147

148

149

150

151

152

153.

154

155

156

157

158

159

160

161

162

163

164

165

166

167

168

169

170

171

172

173

174

175

176

Sub PrintTitleButton_Cliclc ()

On Error GoTo Err_PrintTitl«Button_Clicfc

Dim DocName A* String

DocName - "Article Sort by Titla Report"

DoCmd OpenReport DocName, A_N0RMAL

Exit_PrintTitleButton_Click:

Exit Sub

Err_PrintTitleButton_ClicJc:
MsgBox ErrorS
Resume Exit_PrintTitleButton_ClicJe

End Sub

Sub PrintYearButton_Click (>

On Error GoTo Err_PrintYearButton_Click

Dim E-osName As String

DocName • "Article Sort by Year"

DoCmd OpenReport DocName, ABNORMAL

Exi t J?rintYearBut ton_Cli ck:

Exit Sub

Err_PrintYearButton_Clielc:

MsgBox ErrorS

Resume Exit_PrintYearButton_Click

End Sub

Sub PublicationButton_Cliclc ()

On Error GoTo Err_PublicationButton_Click

Dim DocName As String

DocName - "Article Sort by Publication"

DoCmd OpenQuery DocName, A_NORMAL, A_EDIT

Exit_PublicationButton_Clic)c:

Exit Sub

Err_PublicationButton_Click:

MsgBox Error$

Resume Exit PublicationButton_Click

End Sub

Sub ReturnButton3_Cliclc 0
On Error GoTo Err_ReturnButton3_ClicJc
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Form: Article Sort
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Page: 5

177

178

179

180

181

182

183

184

185

186

187

188

189

190

191

192

193

194

195

196

197

198

199

200

201

202

203

204

DoCmd Close

Exit_ReturnButton3_Click:

Exit Sub

Err_ReturnButton3_Click:

MsgBox Error$

Resume Exit_ReturaButton3_Click

End Sub

Sub YearButton_Click {)

On Error GoTo Err_YearButton_Click

Dim DocName As String

DocName - "Article Sort by Year"

DoCmd OpenQuery DocName, A_N0RMAL, A_EDIT

Exit_YearButton_Click:

Exit Sub

Err_YearButton_Click:

MsgBox Error$

Resume Exit_YearButton_Click

End Sub
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C:\W1NAPPS\ACCESS\DOCS\UTBASE2.MDB Friday, 28 February 1997

Form: MainMenu Page: 1

Objects

|
* Section: DetailO

Section: FormFooter2

Section: FormHeadeii

Command Button: AboutLitBaseButton

Command Button: ArticleEntryButton

Command Button: ArticleSearchButton

Command Button: ArticleSortButton

Object Frame: Embedded39

Command Button: ExitButton

Command Button: HelpButton

Label: Text12

Label: Text13

Command Button: UserFieldsButton2

Code
1 Option Compare Database 'Use database order for string comparisons

2

3 Sub AboutLitBaseButton_Click ()

4 On Error GoTo Err_AboutLitBaseButton_Click

S

6 Dim DocName As String

7 Dim LinkCriteria As String

8

9 DocName * "AboutLitBase"

10 DoCmd OpenForm DocName, , , LiaJcCriteria

11

12 Exit_AboutLitBaseButton_Click:

13 Exit Sub

14

15 Err_AboutLitBaseButton_Click:

16 HsgBox Error$

17 Resume Exit_AboutLitBaseButton_Click

18

19 End Sub

20

21 Sub ArticieEntryButton_Click 0

22 On Error GoTo Err_ArticleEatryButton_Click

23
24 Dim DocName As String

25 Dim LinkCriteria As String
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C:\W1NAPPS\ACCESS\DOCS\UTBASE2.MDB

Form: MainMenu
Friday, 28 February 1997

Page: 2

26

27

28

29

30

31

32

33

34

35

36

37

38

33

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

73

74

75

76

77

78

79

80

DocName » "Article Entry"

DoCmd OpenFora DocName, , , LinkCriteria

Exit_ArtieleEntryButton_Click:

Exit Sub

Err_ArtideEntryButton_Click:

MsgBox Error$

Resume Exit_ArtideEntryButton_Click

End Sub

Sub ArticleSearchButton_Click 0

Oa Error GoTo Err_ArticleSearchButton_Click

Dim DocName As String

Dim LinkCriteria As String

DocName » "Article Search"

DoCmd OpenForm DocName, , , LinkCriteria

Exit_ArticleSearchButton_Click:

Exit Sub

Err ArticleSearchButton_Click:

MsgBox Error$

Resume Exit_ArticleSearchButton_Click

End Sub

Sub ArticleSortButton_Click. 0

On Error GoTo Err_ArticleSortButton_Click

Dim DocName As String

Dim LinkCriteria As String

DocName * "Article Sort"

DoCmd OpenForm DocName, , , LinkCriteria

Exit_ArticleSortButton_Click:

Exit Sub

Err_ArticleSortButton_Click:

MsgBox Error$

Resume Exit_ArticleSortButton_Click

End Sub

Sub Button44_Click ()

On Error GoTo Err_Button44_Click

Dim DocName As String

Dim LinkCriteria As String
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C:\W1NAPPS\ACCESS\DOCS\UTBASE2-MDB
Form: MainMenu

Friday. 28 February 1997
Page: 3

81

82

83

84

85

86

87

88

89

90

91

92

93

94

95

96

97

98

99

100

101

102

103

104

105

106

107

108

109

110

111

112

113

114

115

116

117

118

119

120

121

122

123

124

125

126

127

128

129

130

131

132

133

134

13 5

DocName » "User Fields"
DoCstd OpenForm DocName, , , LinfcCriteria

Exit_Button44_Click:

Exit Sub

Err_Button44_Click:

MsgBox Error$

Resume Exit_Button44_Click

End Sub

Sub ExitButton_ClicJc 0

On Error GoTo Err_ExitButtoa_Click

DoCmd Quit

Exit_ExitButton_ClicJc:

Exit Sub

Err_ExitButton_Click:

MsgBox Error$

Resume Exit _ExitButton_Click

End Sub

Sub HelpButton_Click 0

On Error GoTo Err_HelpButton_Click

Dim DocKame As String

Dim LinkCriteria As String

DocName » "AboutLitBase"

DoCmd OpenForm DocName, , , LinkCriteria

Exit_HelpButton_Click:

Exit Sub

Err_HelpButton_Click:

MsgBox Error$

Resume Exit_HelpButton_Click

End Sub

Sub TitleSort_Button_Click 0

On Error GoTo Err_TitleSort_Button_Click

Dim DocName As String

DocName - "Article Sort by Title Report"

DoCmd OpenReport DocName, A_PREVIEW

Exit__TitleSort_Button_Click:

Exit Sub
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Page: 4

136

137

138

139

140

141

142

143

144

145

146

147

148

149

150

151

152

153

154

155

156

157

158

159

160

Err_Titl«Sort_Button_Click:

MsgBox ErrorS

Resume Exit_TitleSort_Button_Click

End Sub

Sub UserFieldsButton2_Click ()

On Error GoTo Err_tfserFieldsButton2_Click

Dim DocName As String

Dim LinicCriteria As String

DocN*me * "User Fields"

OoCsd OpenForm DocName, , , Linkeriteria

Exit_TJ8erFieldsButton2_Click:

Exit Sub

Err_0serFieldsButton2_Click:

MsgBox ErrorS

Resume Exit_UserFieldsButtoa2_Click

End Sub
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Form: User Fields

Friday, 28 February 1997
Page: 1

Qbiesfi

Section: DetailO

Section: FormFooteri

Section: FormHeaderO

Line: Line31

Command Button: ReturnButton2

Label: Texti

Label: Textii

Label: Text13

Label: TextiS

Label: Text16

Label: Text18

Label: Text26

Label: Text27

Label: Text29

Label: Text3

Label: Text30

Label: Text5

LaOel: Text7

Label: Text9

Text Box: uf1

Text Box: uflO

Text Box: uf2

Text Box: uf3

Text Box: uf4

Text Box: ufS

Text Box: uf6

Text Box: uf7

Text Box: uf8

Text Box: uf9
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C:\WINAPPS\ACCESS\DOCS\LITBASE2.MDB
Form: User Fields

Friday. 28 February 1997

Page: 2

Code
1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

Option Compare Database 'Use database order for string comparisons

Sub ReturnButton2_Clicfc ()

On Error GoTo Err RaturaButton.2 Click

DoCmd Close

Exit_ReturnButton2_ClicJc:

Exit Sub

Err_ReturnButton2_Click:

MsgBox Error$

Resume Exit ReturnButton2 Click

End Sub
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C:\W!NAPPS\ACCESS\DOCS\UTBASE2.MDB
Report Article Sort by Article ID Number

Friday. 28 February 1997
Page: 1

1

I
I
I
i

s

Objects

Group Level 0
Control Source: Article ID Number
Group Header No
Group On: Each Value
Sort Order Ascending

Section: DetaiH

Section: PageFooter2

Section: PageHeaderO

Section: ReportFooter4

Section: ReportHeader3

Text Box: Article ID Number

Text Box: Authors)

Text Box: Field19

Text Box: Field20

Text Box: GrandTotal_Article ID Number

Line: Line21

Line: Line22

Line: Line23

Line: Line24

Text Box: Publication

Label: Text11

Label: Text13

Label: Text16

Label: Text18

Label: Text25

Label: Text5

Label: Text7

Label: Text9

Text Box: Title

Text Box: Volume & pp

Text Box: Year

Group Footer No
Group Interval: 1
Keep Together No

C-34



C:\W1NAPPS\ACCESS\DOCS\LJTBASE2.MDB
Report Article Sort by Article ID Number

Friday, 28 February 1997
Page: 2

*

Code
1 Option Compare Database 'Use database order for string comparisons

2
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Report Article Sort by Author

Friday. 28 February 1997
Page: 1

'•?.

Objects

Group Level 0

Control Source: Authors)

Group Header No
Group On: Each Value
Sort Order Ascending

Section: Detain

Section: PageFooter2

Section: PageHeaderO

Section: ReportFooter4

Section: ReportHeader3

Text Box: Article ID Number

Text Box: Authors)

Text Box: Field"! 9

Text Box: Field20

Text Box: GrandTotal_Article ID Number

Line: Line21

Line: Line22

Line: Line23

Line: Line24

Text Box: Publication

Label: Text11

Label:Text13

Label: Text16

Label: Text18

Label: Text25

Label: Texts

Label: Text7

Label: Text9

Text Box: Title

Text Box: Volume & pp

Text Box: Year

Group Footer No
Group Interval: 1
Keep Together No
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C:\W1NAPPS\ACCESS\DOCS\UTBASE2-MDB
Report Article Sort by Author

Friday, 28 February 1997
Page: 2

Code
1 Option Compare Database

2

•TJse database order for string comparisons

Ws

If

I
IS

Si

7'

I'
1
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C:\WINAPPS\ACCESS\D0CS\UTBASE2.MDB
Report Article Sort by Publication

Friday. 28 February 1997
Page: 1

'; 4

C

Objects

Group Level 0

Control Source: Publication
Group Header. No
Group On: Each Value
Sort Order Ascending

Group Level 1

Control Source: Title

Group Header No
Group On: Each Value

Sort Order. Ascending

Section: DetaiH

Section: PageFooter2

Section: PageHeaderO

Section: ReportFooter4

Section: ReportHeader3

Text Box: Article ID Number

Text Box: Authors)

TextBox:Field19

Text Box: Field20

Text Box: GrandTotal_Article ID Number

Line: Line21

Line: Line22

Line: Line23

Line: Line24

Text Box: Publication

Label: Text11

Label:Text13

Label: Text16

Label: Text18

Label: Text25

Label: Texts

Labei: Text?

Label: Text9

Group Footer
Group Interval:
Keep Together

Group Footer
Group Interval:
Keep Together

No
1

No

No
1
No
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C:\WINAPPS\ACCESS\D0CS\UTBASE2.MDB
Report Article Sort by Publication

Friday, 28 February 1997
Page: 2

Text Box: Title

Text Box: Volume & pp

Text Box: Year

Code
1 Option Compare Database 'Use database order for string comparisons

2
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C:\W!NAPPS\ACCESS\D0CS\LITBASE2.MDB

Report Article Sort by Title Report
Friday. 28 February J997

Page: 1

m

m

m
i l

I

I
I

Objects

Group Level 0
Control Source: Title
Group Header No
Group On: Each Value
Sort Order Ascending

Section: Detain

Section: PageFooter2

Section: PageHeaderO

Section: ReportFooter4

Section: ReportHeader3

Text Box: Article ID Number

Text Box: Authors)

Text Box; Field19

Text Box: Fie!d20

Text Box: GrandTotal_Article ID Number

Line: Line21

Line: Line22

Line: Line23

Line: Line24

Text Box: Publication

Label: Text11

Label:Text13

Label: Text16

Label: Text18

Label: Text2S

Label: Text5

Label: Text7

Label: Text9

Text Box: Title

Text Box: Volume & pp

Text Box: Year

Group Footer No
Group Interval: 1
Keep Together No
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Page: 2

Code
1 Option Compare Database 'Use database order for string comparisons

2
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Report Article Sort by Year
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Page: 1

Group Level 0

Control Source: Year
Group Header No
Group On:
Sort Order.

Each Value

Descending

Group Level 1

Control Source: Title
Group Header No
Group On:
Sort Order

Each Value
Ascending

Group Footer
Group interval:
Keep Together

Group Footer
Group Interval:
Keep Together

No
1
No

No

1

NO

Section: Detain

Section: PageFooter2

Section: PageHeaderO

Section: ReportFooter4

Section: ReportHeader3

Text Box: Article ID Number

Text Box: Authors)

Text Box: Field19

Text Box: Field20

Text Box: GrandTotal_Article ID Number

Line: Line21

Line: Line22

Line: Line23

Line: Line24

Text Box: Publication

Label: TextH

Label: Text13

Label: Text16

Label: Text18

Label: Text25

Label: Texts

Label: Text7

Label: Text9
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Page: 2

Text Box: Title

Text Box: Volume & pp

Text Box: Year

Code
1 Option Compara
2

'Use database order for string comparisons
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C:\W1NAPPS\ACCESS\DOCS\LITBASE2.MDB
Macro: AutoExec

Friday, 28 February 1997

Page: 1

Actions

Name Condition Action

OpenForm

Argument Value

OpenForm

Form Name:

View:

Filter Name:

Where Condition:

Data Mode:

Window Mode:

Form Name:

View:

Filter Name:

Where Condition:

Data Mode:

Window Mode:

MainMenu

Form

Edit

Normal

AboutLitBase

Form

Edit

Normal

m
a
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Table D.1 Hardware apparatus schedule
This table lists the hardware apparatus used for the work reported in the thesis. The
apparatus are grouped according to apparatus type. The code is used to refer to the
apparatus from the thesis. The manufacturer and model of the apparatus is listed, as well as
a concise specification or description of the piece of apparatus.

t

Document Scanners

Compact Disc
Recorder

Compact Disc
JukeBox

Image Display
Monitors

Computing Hardware

Printers

H1

H2

H3

H4

H5

H6

H7

H8

H9

H10

H11

H12

H13

H14

H15

H16

Hewlett Packard Scanjet

Hewlett Packard ScanJet
IIC and Automatic
Document Feeder

Microtech Pagewiz and
Automatic Document
Feeder

Phillips CDD521

Pioneer DRM604X

NEC 6FG

VideocomCA-1718

Intel 80486 DX

Intel 80486 DX

Intel 80486 DX2

Intel Pentium

Epson LQ400

Hewlett Packard PaintJet

Toshiba PageLaserS

Hewlett Packard LaserJet
3D

LexMark 4029 042

Flatbed, 300 DPI optical
resolution, 8 bit grey.

Flatbed, 400 DPI optical
resolution, 24 bit color, 20
s/page scanning speed.

Roller feed, 300 DPI optical
resolution, 4 bit grey, 6
s/page scanning speed.

352.8 KB/s transfer rate,
650MB storage capacity

6 CD, 3.25 GB capacity,
612 KB/s transfer rate

21 inch display, 1280 x
1024 pixel screen resolution

17 inch display, 1280 x
1024 pixel screen resolution

33 MHz processor speed,
16 MB RAM

50 MHz processor speed,
20 MB RAM

66 MHz processor speed,
32 MB RAM

90 MHz processor speed,
32 MB RAM

180 DPI, 24 pin dot matrix

180 DPI ink jet

300 DPI laser

300 DPI laser

600 DPI laser
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Table D.2 Software apparatus schedule
This table lists the software apparatus used for the work reported in the thesis. The apparatus
are grouped according to apparatus type. The code is used to refer to the apparatus from the
thesis. The manufacturer and model of the apparatus is listed, as well as a concise
specification or description of the piece of apparatus.

Operating Systems

OCR Software

Modelling Software

Programming
Software

Image Processing
Software

Text Processing
Software

CD-ROM Mastering
Software

•BBS
S1

S2

S3

S4

S5

S6

S7

S8

S9

S10

S11

S12

S13

S14

S15

S16

S17

Microsoft DOS v6.22

Microsoft Windows for
Workgroups v3.11

Caere Corp. OmniPage
Professional Edition v2.0

Calera Recognition
Systems WordScan Plus
V 1 . 1

Microsoft Excel v5.0

Palisade @Risk

Microsoft Visual Basic
Professional Edition v3.0

Microsoft Access v2.0

Media Architects
ImageKnifevLO

Data Techniques
ImageMan/VB v2.0

Black Ice Software Image
SDK

Kodak ImagePac v2.2

Microsoft Write v3.11

Aldus Photostyler v1.1 a

Odyssey Development
ISYS v3.0

Phillips CDWritevLO

Tata Unisys CD-Gen V2.10

Disk operating system

Graphical user interface
operating system

Omnifont OCR, Greyscale
OCR, up to 4000 words per
minute recognition speed.

Omnifont OCR

Programmable spreadsheet
and modelling system

Risk analysis and modelling
module for MS Excel

Object oriented Windows
programming

Relational database
programming

Visual Basic image
manipulation function library

Visual Basic image
manipulation and scanning
control function library

Windows image
manipulation function library

CCITT G4 compressed
image display

ASCII text display

24bit image manipulation

Text indexing, search and
retrieval

ISO 9660 standard CD-
ROM writing

ISO 9660 standard CD-
ROM writing
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Table E.1 Typeface experiment OCR accuracy data for the full character set
This table lists the OCR accuracy data for five typefaces using the full character set. The OCR
accuracy is listed for each of the five samples. The mean OCR accuracy for the five samples is listed,
as is the maximum variation of the samples from the mean.

WmBSBSmmSm
OCR-A

OCR-B

Courier

Helvetica

Times Roman

96.50

96.30

98.58

97.22

99.35

96.60

96.59

99.71

96.73

98.79

97.18

96.64

98.71

97.73

99.05

•n
95.96

97.69

99.23

97.31

98.18

HHHHH

96.86

97.33

99.37

96.51

99.28

96.62

96.91

99.12

97.10

98.93

HHISI
0.66

0.78

0.59

0.63

0.75

Table E.2 Typeface experiment OCR accuracy data for the limited char, set
This table lists the OCR accuracy data for five typefaces using the limited character set. The OCR
accuracy is listed for each of the five samples. The mean OCR accuracy for the five samples is listed,
as is the maximum variation of the samples from the mean.

OCR-A

OCR-B

Courier

Helvetica

Times Roman

j^llllllljl

100.00

100.00

99.39

100.00

100.00

100.00

100.00

98.94

99.67

100.00

Hi
100.00
100.00

99.93

100.00

100.00

100.00

100.00

99.92

99.60

100.00

mm
100.00

100.00

99.37

99.78

99.25

mi
100.00

100.00

99.51

99.81

99.85

•HI
0.00

0.00

0.57

0.21

0.60
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Table E.3 Font type experiment OCR accuracy data
This table lists the OCR accuracy data for eight font types. The OCR accuracy is listed for each of the
five samples. The mean OCR accuracy for the five samples is listed, as is the maximum variation of
the samples from the mean.

Normal

Bold

Italic

Underline

Bold Italic

Bold Underline

Italic Underline

Bold Italic
Underline

99.37

97.38

96.45

84.94

92.01

80.67

80.49

73.26

99.87

97.60

96.38

85.36

91.85

80.79

80.77

72.73

99.62

97.11

96.18

85.17

92.30

81.38

80.48

72.86

98.89

97.25

96.11

84.74

92.42

80.82

80.46

73.23

99.18

96.96

96.51

85.21

92.33

80.69

81.00

72.50

99.39

97.26

96.33

85.08

92.18

80.87

80.64

72.92

0.51

0.60

0.51

0.36

0.42

0.38

0.54

0.50
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Table E.4 Text size experiment OCR accuracy data
This table lists the OCR accuracy data for 16 text sizes. The OCR accuracy is listed for each of the five
samples. The mean OCR accuracy for the five samples is listed, as is the maximum variation of the
samples from the mean.

4

5

6

7

8

9

10

11

12

13

14

16

18

20

22

24

•
46.12
55.79

80.99

83.49

93.93

94.24

94.63

97.81

97.66

96.50

97.79

96.94

99.46

100.00

99.99

99.52

mM
44.72

55.25

80.08

86.29

94.34

97.79

97.22

97.38

97.33

97.18

95.37

96.85

98.77

98.89

97.79

100.00

H
45.67
56.93

80.88

86.57

91.78

96.96

96.42

99.03

98.76

99.33

95.99

98.52

100.00

99.72

97.93

97.25

•
45.18
56.57

79.04

84.42

93.59

94.55

95.18

96.78

97.53

98.25

96.39

98.83

100.00

98.74

98.87

100.00

HI
44.57
56.13

78.92

84.30

91.27

95.25

96.06

98.85

98.37

99.51

94.36

99.06

99.26

97.89

98.11

100.00

45.25

56.13

79.98

85.01

92.98

95.76

95.90

97.97

97.93

98.15

95.98

98.04

99.49

99.04

98.53

99.35

mill
1.43

1.75

1.08

1.57

1.73

1.79

1.37

1.22

1.76

1.51

1.79

1.65

0.70

1.50

1.61

1.75

E-4



Table E.5 Text size experiment OCR speed data
This table lists the OCR speed data for 15 text sizes. The OCR speed is listed for each of the five
samples. The mean OCR speed for the five samples is listed, as is the maximum variation of the
samples from the mean.

4

5

6

7

8

9

10

11

12

14

16

18

20

22

24

43.90

100.84

136.93

141.29

141.95

142.94

139.20

76.30

74.13

69.12

55.21

54.22

57.3

47.71

46.61

46.86

96.61

137.81

14041

144.62

138.81

137.25

76.92

76.36

67.65

59.63

52.32

57.89

48.83

44.78

42.30

97.67

139.24

144.49

142.56

143.11

136.28

78.90

74.12

69.58

60.02

57.32

58.75

43.43

48.47

42.90

102.02

136.04

138.37

145.25

139.14

138.04

78.23

76.82

70.07

56.16

53.99

60.57

49.97

43.72

46.58

100.97

141.51

139.29

142.53

140.55

140.63

83.50

74.22

70.47

62.04

56.06

57.61

45.43

46.91

44.51

99 62

138.31

140.77

143.38

140.91

138.28

78.77

75.13

69.38

58.61

54.78

58.42

47.07

46.10

2.70

3.02

2.96

3.49

3.25

2.19

3.63

3.70

2.82

2.35

3.79

2.68

2.57

3.57

2.47
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Table E.6 Image resolution experiment OCR accuracy data for 200 DPI
This table lists the OCR accuracy data for 15 text sizes at 200 DPI. The OCR accuracy is listed for
each of the five samples. The mean OCR accuracy for the five samples is listed, as is the maximum
variation of the samples from the mean.

ffMiffflf

4

5

6

7

8

9

10

11

12

14

16

18

20

22

24

0.00

3.83

14.65

17.56

57.74

93.60

98.54

96.19

97.06

98.60

98.58

99.27

99.92

97.74

99.86

HHH
BMBSESEBMHSI

0.00

0.60

13.70

17.32

57.78

90.04

95.51

99.61

99.07

98.59

97.91

98.33

97.89

99.56

97.93

WBKBKm
0.00

4.90

10.70

15.17

54.75

91.82

96.50

97.59

99.18

97.89

100.00

97.86

98.33

99.32

97.61

••OHH

0.00

5.27

15.05

11.94

53.16

91.95

98.94

96.78

96.51

96.64

100.00

98.71

100.00

97.84

98.54

mm
mBimSlmSrmSttwmn

0.00

4.79

11.90

16.17

52.93

91.80

96.98

96.41

99.14

97.78

97.91

97.61

99.65

98.28

99.12

B9EBBQ

!HBs3SBSEN
0.00

3.88

13.20

15.63

55.27

91.84

97.29

97.32

98.19

97.90

98.88

98.36

99.16

98.55

98.61

mm
0.00

2.40

3.05

3.06

2.78

1.96

1.94

1.81

1.49

1.36

1.09

1.39

1.11

1.26

1.39
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Table E.7 Image resolution experiment OCR accuracy data for 300 DPI
This table lists the OCR accuracy data for 15 text sizes at 300 DPI. The OCR accuracy is listed for
each of the five samples. The mean OCR accuracy for the five samples is listed, as is the maximum
variation of the samples from the mean.

4

5

6

7

8

9

10

11

12

14

16

18

20

22

24

10 80

39.74

74.15

91.26

100.00

98.46

99.59

99.35

99.50

98.97

100.00

100.00

100.00

99.29

99.91

5.40

40.61

77.84

89.54

100.00

97.98

98.29

98.49

100.00

100.00

98.32

99.37

97.90

98.28

98.17

6.51

38.87

72.67

88.90

97.75

98.00

99.77

100.00

98.87

99.18

98.07

99.17

97.56

97.61

97.88

10.55

37.31

75.63

93.27

100.00

97.06

99.11

100.00

100.00

97 0

98.33

97.83

99.84

99.28

99.29

5.74

35.33

74.57

90.20

97.25

98.12

99.70

100.00

100.00

100.00

97.84

97.85

99.73

99.09

99.45

7.80

38.37

74.97

90.63

99.00

97.92

99.29

99.57

99.67

99.17

98.51

98.84

99.01

98.71

98.94

2.80

2.67

2.84

3.10

2.00

0.94

0.77

1.51

1.13

1.30

1.16

1.17

1.44

1.39

1.12

Table E.8 Image resolution experiment OCR speed data
This table lists the OCR speed data for seven image resolutions. The OCR speed is listed for each of
the five samples. The mean OCR speed for the five samples is listed, as is the maximum variation of
the samples from the mean.

MB
100

150

200

250

300

350

H
155.77
133.30

109.37

78.10

62.43

49.65

48.49

BHHB
148.69

139.59

114.53

80.11

59.71

51.50

53.56

•
151.69
138.39

109.85

81.16

55.86

51.37

54.44

—

mm
149.61
141.98

112.90

82.27

55.85

49.79

48.64

H H B H H

155.63

136.82

111.49

80.80

53.80

51.54

53.88

111
155.14

136.98

110.30

78.99

55.45

47.60

54.18

•
4.31
4.70

3.53

2.27

4.15

4.54

3.44
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Table E.9 Printing device experiment OCR accuracy data for laser
This table lists the OCR accuracy data for three typefaces using a iaser printer. The OCR accuracy is
listed for each of the five samples. The mean OCR accuracy for the five samples is listed, as is the
maximum variation of the samples from the mean.

Courier

Helvetica

Times Roman

99.45

97.47

98.93

99.65

97.91

98.80

98.67

97.33

99.29

HUB
99.77

98.15

99.12

HUB

99.76

96.68

97.82

99.46

97.51

98.79

0.63

0.95

C.98

Table E.10 Printing device experiment OCR accuracy data for dot matrix
This table lists the OCR accuracy data for three typefaces using a dor matrix printer. The OCR
accuracy is Visted for each of the five samples. The mean OCR accuracy for the five samples is listed,
as is the maximum variation of the samples from the mean.

Courier

Helvetica

Times Roman

96.94

98.65

98.56

97.37

95.59

96.61

97.88

96.75

99.26

99.23

96.09

96.66

96.63

97.11

98.48

97.61

96.84

97.91

1.47

1.75

1.46

Table E.11 Printing device experiment OCR accuracy data for ink jet
This table lists the OCR accuracy data for three typefaces using an ink jet printer. The OCR accuracy
is listed for each of the five samples. The mean OCR accuracy for the five samples is listed, as is the
maximum variation of the samples from the mean.

illHlllI
Courier

Helvetica

Times Roman

IHBH

96.14

96.67

93.51

BHBH
BBffli

94.94

96.99

93.72

^H^MiBBiBaJWl'aWpi

95.00

96.87

94.68

S(l|tWMMai>/BiBB

BHESKSQRO

95.25

97.70

94.83

m
96

97

95

M
.23

.86

.12

m
95

97

94

KniwRM

SH
.51

.22

.37

0

1

1

mm

.76

.16

.09
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Table E.12 Image skew experiment OCR accuracy data
This table lists the OCR accuracy data for 16 image skew angles. The OCR accuracy is listed for each
of the five samples. The mean OCR accuracy for the five samples is listed, as is the maximum
variation of the samples from the mean.

0.00

0.96

1.89

2.81

3.76

4.32

4.60

5.03

5.44

5.61

5.70

5.95

6.19

6.41

6.58

5.75

mm
98.33

98.23

95.83

97.39

90.77

88.72

81.01

77.52

63.22

62.73

65.00

51.68

41.13

36.35

28.66

11.67

98.69

98.33

98.88

98.23

93.79

87.66

79.51

77.82

66.85

59.25

66.64

51.50

37.57

36.48

31.22

7.07

97.72

97.86

96.24

97.41

90.66

88.07

82.12

78.96

65.44

63.24

62.60

48.26

37.87

39.35

27.82

10.52

98.38

97.93

96.32

97.84

90.73

87.37

82.50

76.32

62.59

60.04

64.78

46.96

39.63

37.43

31.44

12.09

97.37

97.41

98.13

97.08

91.96

88.22

81.67

79.89

66.76

61.29

65.93

49.32

38.32

38.20

28.94

9.83

98.10

97.95

97.08

97.59

91.58

88.01

81.36

78.10

64.97

61.31

64.99

49.54

38.90

37.56

29.62

10.24

•i
0.69
0.59

1.88

0.92

1.79

0.72

1.50

1.89

2.41

2.75

2.64

2.68

2.13

2.35

2.18

3.09
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Table E.13 Text size and image resolution ex|Deriment OCR accuracy data
This table lists the OCR accuracy data for 21 text sizes at 7 image resolutions. The mean OCR
accuracy data (of the five samples) is listed for each text size and image resolution.

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

0.00

0.00

0.00

0.00

0.00

2.13

3.98

6.29

8.14

8.72

9.30

30.92

52.54

71.86

91.17

94.95

98.72

99.10

99.48

99.20

99.84

0.00

0.46

6.08

8.21

27.35

47.24

50.51

52.37

53.68

54.06

54.45

65.02

75.59

85.43

95.27

97.12

98.97

99.24

99.52

99.24

99.43

0.00

0.92

12.16

16.42

54.70

92.34

97.03

98.45

99.22

99.41

99.59

99.12

98.64

99.00

99.36

99.29

99.22

99.39

99.55

99.29

99.02

BBS
4.13

19.51

42.94

54.1S

75.90

95.15

98.12

99.01

99.13

99.30

99.46

99.11

99.13

99.20

99.42

99.45

99.48

99.43

99.39

99.04

98,70

3HHS
8.25

38.09

73.72

91.96

97.10

97.95

99.21

99.56

99.04

99.19

99.33

99.10

99.61

99.40

99.48

99.61

99.73

99.48

99.22

98.80

98.38

10.51

54.12

83.26

93.66

97.85

98.55

99.42

99.52

99.29

99.28

99.27

98.88

90.86

99.16

99.62

99.71

99.80

99.56

99.32

99.04

98.76

12.77

70.14

92.80

95.36

98.59

99.15

99.62

99.47

99.54

99.37

99 20

98.65

98.10

98.93

99 75

99.81

99.86

99.64

99.42

99.28

99.14
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Table E.14 Text size and image resolution experiment OCR speed data
This table lists the OCR speed data for 21 text sizes at 7 image resolutions The mean OCR speed
data (of the five samples) is listed for each text size and image resolution.

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.25

26.21

26.78

27.34

21.01

14.67

16.86

19.04

18.42

17.79

17.46

17.13

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.35

20.96

23.65

26.34

23.20

20.05

20.20

20.34

20.41

20.47

19.30

18.12

0.00

0.00

0.00

0.62

24.20

21.93

18.95

18.31

17.10

16.06

16.17

19.78

23.39

27.13

30.86

25.94

21.01

22.40

23.79

23.48

23.16

0.00

0.00

0.00

0.43

22.13

21.04

21.25

22.34

23.28

22.45

21.15

24.37

27.59

29.78

31.97

26.30

20.63

23.98

27.32

24.86

22.39

0.00

0.00

41.60

26.67

19.62

20.93

22.41

25.37

29.21

27.96

26.80

30.59

35.62

34.78

33.99

27.37

22.91

25.62

29.05

24.30

22.18

0.00

0.32

39.05

26.85

21.13

23.34

25.03

26.46

29.13

26.20

23.94

27.25

30.55

29.56

28.56

25.79

23.02

24.40

25.78

24.50

23.21

17.00

24.00

37.00

27.00

23.00

25.00

27.99

28.06

28.34

25.00

23.50

25.42

27.34

26.56

25.78

24.83

23.87

23.93

23.98

23.42

22.86
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APPENDIX F

OCR SYSTEM MODEL
SOURCE CODE AND EXAMPLES
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rjl

if:
u

Real world constraint HV OCR model V by Brian Griffin

Infix nwUon Output
Total Processing Time
Total Number of Operators
Processing rate
Processing rate per Operator

minutes
| operators
documents/i ̂  M b

I document B ^ B J B J documents/hour

con per Hour

Physical Quality5>n> Rate
knags Quality Pa*« Rat*

Text Quality Pass Ft

67.00%
60.00% M.33S

Doctmwnts Input

Initial Number of Documents 20001 documents

Physical Proosslnfl Precast (1)
Process Time f
IniDsi Opersrors I
Processing Rate 3.00 rfocuments/min

Dfgttfsatfcm Proc—s (2)
Process Time
Initial Operatoti
Processing Rate

operator!
2.00 documents/min

knag* QuaWty Analysis P r o c w i (3)
Process Thne I
IrWtis) Operators [
Processing Rate

minutes
operators

2.67 documents/min

knag* Storaoa P r o c m J 4 } _
Process Time
Initial Operators
Processing Rate

41 minutes
6] operators

1.50 documents/min

Text Raeognffion Procass (8)
Process Time I
Initial Operators |
Processing Rate

21 minutes
6) operators

3.00 documents/min

T«rt Quality Analysis Process f t )
Process Time
Initial Operators
Processing Rate

Text Storage Process (7)
Process Time 1
Initial Operators |
Processing Rate

operators

3.00 documents/mfn

operaton)
2.00 documents/min

Physical Data Entry Process (8)
Process Time
Initial Operators
Processing Rate

61 minutes
o I operator s

1.33 documents/min

Physical Storage Process ffl

Process Time
Initial Operators
Processing Rate

L <] minutes
6J operators

1.50 rtocuments/min

Image Data Entry Process (10)
Procerj Time I

Initial Operators |
Processing Rate

minutes

3,00 documents/fnirt

Buffer Lavals

Suite >
-ButteJ

? g 5 ? « I 8

WlaOparators

T'J ^s

*\:

* - < - ? • * * " * r ••V-j

e ie M

5
IS

2000
4
30

2
4
0
4 ~
20

3
8
0
4
20

4 -
6
0
3
20

2
6
0
5
20

S
IS
0
4
20

2
4
0
4
20

6
«
0
4
20

4
«
0
3
20

e
0
4
20

-Piac!
PIM4

-fmci

fntlO
-T««k



Rate
Delay
Operators
Time

-4
-3
-2
-1
0
1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43

3
5

,.15
Buffer 1

0
0
0

L °
2000
1985
1985
1985
1985
1985
1970
1970
1970
1970
1972
1957
1959
1961
1961
1962
1948
1949
1951
1952j
1952
1939
1939
1939

I" 1939
1939
1925
1925
1926
1927
1929
1915
1917
1918
1919
1919
1905
1905
1906
1906
1906
1891
1892
1893

2
2

... 4
Buffer 2

0
0
0
0
0
0
0
0
0

13
9
9
5
5

13
13
9
9
5

17
13
12
8
7

15
14
10
9
5

17
13
12
8
7

17

I 16
12
11
7

19
15
14
10
9

17
16
12
11

2.6667
3
8

Buffer 3
0
0
0
0
0
0
0
0
0
0
0
4
0
4
2
4
2
4
2
4
2
4
3
5
4
6
5
7
6
8
7
9
8

10
9

11
10
12
11
13
12
14
13
15
14
16
15
17

1.5 3
4 2
6 6

Buffer 4
0
0

Buffer 5
0
0

Ol 0
0
0
0
0
0
0
0
0
0
0
0
2
0
0
0
2
1
1
1
1

2
0
2
3
4
4
5
6
6
5
5
5
4
3
4
5
5
5
6
7
8
8
9
9

0
0
0
0
0
0
0

L °
0
0
0
0
0
0
0
2
0
0
0
2
1
1
0
1
1
2
0
1
1
2
0
1
1
2
0
1
1
2
0
1
1
2
0
1
1

3
5

15
Buffer 6

0
0
0
0
0
0
0j
0
0
0
0
0
0
0
0
Oj
0
0
0
0
2
0
0
0
2
1
1
0
1
1
2
0
1
1
2
0
1
1
2
0
1
1
2
0
1
1
2
0

2
2
4

Euffer7
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
2
0
0
0
0
3
0
0
0
0
5
1
1
0
1
4
3
2
0
1
5
2
2
1
2
1
1
0
1
1
3
1
2

1.33333
6
8

Buffer 8
0
0
0
0
0
0
0
0
0
2
0
0
0
0
3
0
0
0
0
3
0
0
0
0
3
0
0
0
0
2
0
0
0
0
1
0
0
0
0
2
0
0
0
0
3
0
0
0
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1.5
4
6

Buffer 9
0
0
0

_£
0
0
0
0
0
G
0
0
0
0
2
2
0
0
2
1
4
4
4
3
4
6
8
8
9

10
14
14
14
14
14
15
14
14
15
15
16
17
18
18
19
22
23
22

3
2
6

Buffer 10
0
0
0
0
0
0
0
0
0
0

batches/minute
process time
Text Store
Output

0
0
0
0
0
0
0
0
0
0

0 0
0
0
0
0
0
0

"o1

0
0
0
0
Oi

0
0
0
01
0
0
1
0
0
0
1
0

I— °
0
0
0
0
0
0
1
1
0
1
0
1

0
0
0
0
0
0
2
2
2
2
2
5
5
5
5
5
9
9

10
10
11
14
15
17
17
18
21
22
24
25
27
28
29
29
30
31
34

Phys Store
Output 2

0
0
0

OJ
0
0
0
0
0
0
0
0
0
0
0
0
0
0
2
4
4
4
6
7
8
8

10
11
12
12
14
15
16
16
18
19
20
20

~22|
23
24
24J
26
27
28j

28
30
31

Finished Time?
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000j
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000

.

Batche
Proc 1

0
0
0
0
0

15
0
0
0
0

15
0
0
0
0

15
0
0
0
0

15
0
0
0
0

15
0
0

I 0
0

15
0
0
0
0

15
0
0
0
0

15
0
0
0
0

15
0
0
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2000
1000

78

Total Batches
Completion Time
Total Operators

started to be processed
Proc2j

0
0
0
0
0
0
0
0
0
0
4
0
4
0
4
0
4

Proc3
0
0

• 0
0
0
0
0
0
0
0
0
0
4
0
2
2
2

0| 2
4| 2
0| 2
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1

2
2
2
2
2
2
2
2

2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2

Proc4
0
0
0
0
0
0
0

' 0
0
0
0
0
0
0
0
2

o
0
0
2
1
1
0
1
1
2
0
1

2
0
1
1
2
0
1
1
2
0
1
1
2
0
1
1
2
0
1

Proc5
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

I 2
0
0
0
2
1
1
0
1
1
2
0
1
1
2
0
1
1
2
0
1
1
2
0
1
1
2
0
1

ProcS
0
0
0
0
0
0
0
U
0
0
0
0

Proc7
0
0
0
0
0
0
0
0
0
0
0
0

Oj 0
0
0

Proc8
0
0
0
0
0
0
0
0
0
0
2
0
0

0l 0
Oj 0

0! 0| 3
0i 2
0
0
0
0
2
0
0
0
2
1
1
0
1
1
2
0
1
1
2
0
1
1
2
0
1
1
2
0
1
1

0
0
0

0| 0
0 0
0| 3
3
0
0
0
0
4
0
1
0
1
3
1
2
0
1
3
1
2
1
2
1
1
0
1
1
3

2| 1

0
0
0
0
3
0
0
0
0
2

OJ
0
0
0
1
0
0
0
0
2
0
0
0
0
3
0

Proc9
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
2
2
0
0
2
1
1
0
2
1
1
0
2
1
1
0
2
1
1
0
2
1
1
0
2
1
1
0
2
1
1
0

01 2

Proc10
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
0
0
0
1
0
0
0
0
0
0
0
0
1
1
0
1
0|

F5



5242 Operator Idle Minutes

Idle Operators
Prod

0
0
0
0
0

_ 0 j

0
0

_0j

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

"o1

0
0
0

0
0

_0j
0
01

ol
0

0
0

ol

0
0

o1

0

Proc 2
0
0
0
0
0
4
4
4
4
4
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

r o
0
0
0
0
0

Proc 3
0
0
0
0
0
8
7
7
7
7
7
6
2
2
0
2
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

Proc 4
0
0
0
0
0
6 j

5

5
5
5
4
4
4
4
2
2
2
2
2
1
0
0
1
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

Proc 5
0
0
0
0
0
6
5
5
5
5
5
5
5
5
5
5
5
5
5
3
3
5
5
3
2

_3j

4
4
3
2
3
4
3
2
3
4
3
2
3
4
3
2
3
4
3

3
4

Proc 6
0
0
0
0
0

15
14
14
14
14
14
13
13
13
13
13

, 12
12
12
12
12
9
9
9
9
7
7
6
6
5
6

t~ 4
5
4
4
3
5
4
4
3
5
3

2
4
31

3

L 2

i

Proc 7

0
0
0
0
0
4
4
4
4
4
4
4
4
4
4
4
2
2
4
4
4
1
1
4
4
4
0
0
3
3
3
0
0
1
2
3
0
0
1
1
1

I 1

I 2

3
3
21

1 0
" "oi

Proc 8
0
0
0
0
0
3
7
7
7
7
5
4
4
4
4
1
3
3
3
3

Proc 9
0
0
0
0
0
6
5
5
5
5
5
4
4
4
4
2

I o
0
0
0

Ol 1
3
3
3
3
0
3
3
3
3
1
4

I 4
4
4
3
5
5
5
5
3
4
4
4
4
1
3

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

3+ 0

Proc 10
0
0
0
0
0
6
5
5
5
5
5
4
4
4
4
4
4
4
4
4
4
4

i 4

4
4
4
4
4
4
4
3
•a
w

4
4
3
3
4
4
4
4
4
4
4
3
2
3
3
3
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Totals
0
0
0
0
0

63
56
56
56
56
50
44
40
40
38
33
28
28
30
28
25
22
22
24
23
18
18
17
19
17
16
15
16
15
16
16
17
15
17
17
16
14
16
16
16
11
12
12

5
20

Operator transfer delay (minutes)
Operator number transfer factor

Operator transfer requests
Prod

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

Proc2
0

Proc3
0

0j 0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0

-1
0
0
0
0

-1
0
0
0
0
0
0
0
0
0
0

I o
0
0
0

I 0
0
0

°J
0
0
0
0
0J
ol
0
0
0
0
0
0
0
0
0
0
0
0
0

Proc4
0
0
0
0
0

-1
0
0
0
0

-1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

| _ _ 0 _

L_2.
0

I 0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

Proc5
0
0
0
0
0

-1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

I
Proc6 !Proc7

0
0
0
0
0

-1
0
0
0
0

-1
0
0
0
0

-1
0
0
0
0

-1
0
0
0
0

-1
0
0
0

I 0
-1
0
0
0
0
0
0
0
0
0

-1
0
0
0
0
0
0
0

0
0
0
0
0
0
0

I o
0
0
0
0
0
0
0
0

f 0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
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Proc 8
0
0
0
0
0

-1
0
0
0
0

-1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

Proc 9
0
0
0
0
0

-1

0
0
0
0

-1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

. 0
0
0
0
0
0
0
0
0

Proc 10
0
0
0
0
0

-1
0
0
0
0

-1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

Total
0
0
0
0
0

-7
0
0
0
0

-6
0
0
0
0

-1
0
0
0
0
0
0
0
0
0

-1
0
0
0
0

-1
0
0
0
0
0
0
0
0
0

-1
0
0
0
0
0
0
0

Operators
Prod

15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15

Proc 2

4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
5
5
5
5
5
5
5
5
5
5
5
5
5
5
5
5
c

g
c

g
g
c

5
c
w

C

c

c

Proc 3

8
7
7
7
7
7
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6

CD

6
6
6
6
6
6
6
6
6
6

CO

6
6
6
6

Proc 4

6
5
5
5
5
5
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4

4
4
4
4
4
4
4
4
4
4
4

+" 4

Proc 5

6
5
5
5
5
5
5
5
5
5
5
5
5
5
5
5
5
5
c

0
c

c
\J
c

c

c

c;

5
c
vf
C

C

C

c

r

c

c

c

J
c

en

i

i

i

i
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Proc 6

15
14
14
14
14
14
13
13
13
13

~ 13]
12
12
12
12
12
11
11>
11
11
11
10
10
10
10
10
9
9
9
9
9
9
c
g
c

9
8
8
8
8
8
8
8
8

Proc 7

4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4]
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
A
A

Proc 8

8
7
7
7
7
7
6
6
6
6
6
6
6
6
6
6
6

_6J
6
6
6

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6

Proc 9

6
5
5
5

5]
5
4
4
4
4
4
4
4
4
4
4
4
4
4|
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4

j 4
4
4
4

Proc 10

6
5
5
5
5
5
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4j
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4

Total

78
71
71
71

fit
7T!
65
65
65
65
65
64
64
64
64
64
64

i

j

i

Operators Available
o!

1 0

64] ~t
64)
64
64'
63
63
63
63
63
62
62
62
62
62
62
62
62
62
62

I— 6 1

61
61
61
61
61
61
61

of
of
7
7
7
7
7

13
13
13
13
13
14
14
14
14
14
14
14
14
14
14
15
15
15
15
15
16
16
16
16
16
16
16
16
16
16
17
17
17
17
17
17
17

1 17

I

! 
1 

'
M

i
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Random Pass Functions
Q1

0
0
0
0
0

13
0
0
0
0

12
0
0
0
0

12
0
0
0
0

12
0
0
0
0

13
0
0
0
0

14
0
0
0
0

13
0
0
'0
0

12
0
0
0

Q3

0
0
0
0
0
0
0
0
0
0
2
0
0
0
2
1
1
1
0
1
2
0
2
21

~i
—h

1
2
1
1
0
1
0
1
1
2
1
2
1
2
2
2
1
1

Q6

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
2
0
0
0
1
1
1
0
0
1
2
0
1
1
2
0
1
0
1
0
0
1
1

i
i

i
i

Fail Functions
Q1

0
0
0
0
0
2
0
0
0
0
3
0
0
0
0
3
0
0
0
0
3
0
0
0
0
2
0
0
0
0
1
0
0
0
0
2
0
0
0
0
3
0
0
0

Q3

0

ol
0
0
oi
0
0
0
0
0
2
0
2
2
0
1
1
1
2
1
0
2
0
0
0
0
1
0
1
1
2
1
2
1
1
0
1
0
1
0
0
0
1
1

Q6

0
0
0
0
0
0
0
0

r o
o
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
0
0
0
1
0
0
0
0
0
0
0
0
1
1
0
1
0
1
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- - - —

i

Quality Percentages
Q1

85.50%

FALSE
FALSE
FALSE
FALSE
FALSE
86.67%

FALSE
FALSE
FALSE
FALSE
80.00%

FALSE
FALSE
FALSE
FALSE
80.00%

FALSE
FALSE
FALSE
FALSE
80.00%

FALSER
FALSE
FALSE
FALSE
86.67%

FALSE
FALSE
FALSE
FALSE
93.33%

FALSE
FALSE
FALSE
FALSE
86.67%

FALSE
FALSE
FALSE
FALSE
80.00%

FALSE
FALSE
FALSE

Q3

58.33%

FALSE
FALSE
FALSE
FALSE
FALSE
FALSE
FALSE
FALSE
FALSE
FALSE
50.00%

FALSE
0.00%
0.00%

100.00%
50.00%
50.00%
50.00%
0.00%

50.00%
100.00%

0.00%
100.00%
100.00%
100.00%^
100.00%
50.00%

100.00%
50.00%
50.00%
0.00%

50.00%
0.00%

50.00%
50.00%

100.00%
50.00%

100.00%
50.00%

100.00%
100.00%
100.00%
50.00%
50.00%

Q6

77.88%

FALSE
FALSE
FALSE
FALSE
FALSE
FALSE
FALSE
FALSE
FALSE
FALSE
FALSE
FALSE
FALSE
FALSE
FALSE
FALSE
FALSE
FALSE
FALSE
FALSE
FALSE
100.00%
FALSE
FALSE
FALSE
50.00%

100.00%
100.00%
FALSE

0.00%
100.00%
100.00%
FALSE
100.00%
100.00%
100.00%
FALSE
100.00%

0.00%
50.00%

FALSE
0.00%

100.00%
50.00%

i

Averages

.—

I i I 
i

!

. —

.—
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High volume OCR model II

N»

by Brian Griffin

Documents Input
Initial Number of documents 100| documents

Buffers (2,3,4) already loaded (40,4,12 documents)

Physical Processing Stage (1)
Process Time
Operators/Machines
Processing Rate

Digitisation Stage (2)
Process Time
Operators/Machines
Processing Rate

15
minutes
operators

3.00 documents/min

minutes
operators

2.00 documents/min

Text Recognition Stage (3)
Process Time
Operators/Machines
Processing Rate

Quality Analysis Stage (4)
Process Time |
Operators/Machines |
Processing Rate

8
minutes
operators

2.67 docun lents/min

6
minutes
operators

1.50 documents/min

Text and Image Storage Stage (5)
Process Time
Operators/Machines
Processing Rate

6
minutes
operators

3.00 documents/min

Information Output
Total Processing Time
Total Number of Operators
Processing rate
Processing rate per Operator

I

160

140

120

100

80

Buffer Levels

106 minutes ;
39 operators |_

0.94 documents/min
0.0242 documents/mi

-Buffer 1
Buffer 2

-Buffers
-Buffer 4
Buffers

-Output

1.4514 documents/hour



Non-sequential HV OCR model III By Brian Gnflin

-•; Document*

- Digitisation •

^ ^ ^ r l n n j i Quality ^^^^P Phyalcal
Hflaaaaaaaaaaaaaaaaa^B A n i W S t t B aaaaaaaaafl^ StOrtfl*

I L - • ' [ T I
| Image Storage

trP rJxt
Recognition

nag* Data
Entry

it QuaText duality
Analysis

tkrrrrt
Text Storage ,

t
Information

Output

Information Output
Total Processing Time
Total Number of Operators
Processing rate
Processing rate per Operator

minutes
operators
documents/min
document BBBBBBBBBBI documents/Dour

MleCost

Documents Input
Initial Number of documents _ 200] documents

Physical Pi
Process Time
InMal Operators
Processing Rate

'recessing
me T
ators [

Stage (11

15
5 minutes

operators
3.00 documents/min

Digitisation Stage (2^
PnxessTime
\rim Operators
Processing Rate

2 minutes
operators

2.00 documents/min

Image Quality Analysis Stage (3)
Process Tlrne I
InRial Operators I
Processing Rate

3] minutes
_§] operators

2.67 documertts/mfn

knag* Storage Stage (4)
Process Time I
Initial Operators |
Processing Rate

4jminuti!»
_8] operators

1 50 documents/mm

Text Recognition Stage (S)
Process Time
InMal Operators
Processing Rate

Text Quality Analysis Stage (t)
Process Time
Initial Operators
Processing Rate

Taxt Storage Stage
Process Time
Initial Operators
Processing Rate

Physical Data Entry Stage (»)
Process Time
Initial Operators
Processing Rate

Physical Storage Stage (»)
Process Time
Initial Operators
Processing Rate

Image Data Entry Stage (10)
Procer?Time
Initial Operators
Processing Rale

Buffer Levels

tfir*.'
" \lt i-f 111' A

\1,V,>

<%

- • »

i-.'JsJi
&•!*•*

?*•?•
Z*t<%rA:

m. w ,

- ^.«to" f^tf
a a ^ v B r * ^ ^ A ^ ^ A ^ ^ A ^ n f ^ ^ A^HV^ar^V^^P^F^Br*V*Bf*BT'B^^''*fBBBaaBV^iaa^^v^V*^H^^^^^^H^aBaaBBV^^aBHBBjaBW^BBBBJBVBBBBJPBBBBBJPJPBBBBjPBBBBBBBBBBBBBBBJPBBBBaBUaajB^aBBBBBBaBB

5
15
200
4
20

2
4
0
4
20

3
8
0
4
20

4
8
0
4
20

2
6
0
4
20

5
15
0
4
20

2 -
4
0
4
20

S
8
0
4
20

4
8
0
4
20

2
S
0
4
20



Self optimising HV OCR model IV By Brian Griffin

Output

ftrr-
Information Output
Tota* Processing Time
Total Number of Operators
Processing rate
Processing rate per Operator

Idle Cost

Documents Input
Initial Number of documents 200|documents

Physical Process!
Process Time
Intial Operators
Processing Rate

ilng Staged)
minutes
operators

3.00 rjocuments/min

Digitisation Stage (2)
Process Time f~
Inlial Operators | _
Processing Rate

2 minutes
operators

2.00 documentsAnin

Image Quality Analysis Stage (3)
Process Time
Inlial Operators
Processing Rate

knag* Storage Stage (4)
Process Time I
Inlial Operators | .
Processing Rate

Text Recognition Stage (8)
Process Time I
Iniial Operators |
Processing Rate

Text Quality Analysis Stage (t)
Process Time
Iniial Operators
Processing Rate

Text Storage Stage
Process Time
Iniial Operators
Processing Rate

Physical Data Entry Stage (»)
Process Time
Intial Operators
Processing Rate

Physical Storage Stage (a)
Process Time
Inliat Operators
Processing Rate

Image Data Entry Stage (10)
Process Time I
Inlial Operators |
Processing Rate

minutes
operators

2.67 documents/mm

4| minutes
j s j operators

1.50 documents/min

21 minutes
(JjoperBtois

3.00 documents/min

5 mknites
IS operators

3.00 documents/min

minutes

2.00 documents/min

minutes
operators

1.33 documents/min

4 minutes
^61 operators

1.50 documents/min

21 minutes
_6J operators

3.00 documents/min

Buffer Levels

200

180

180

1 «

120

100

90

m

Idle Operators

i E i i

-BuMtl
Wfcii

tuM>4

BuMriO

PraeJ
-PraeJ

-PncS
-Pvxt
-p«r

Preel
Pretl
PraetO

Physical Quality Pass Rate
Image Quality Pass Rate

Text Quality Pass Rate

»7.00%i
60.00%
80.00%

Actual
89.23%
66.34%
82.88%

IS 15
200
4
30

0
4
20

0
4
20

0
3
20

0
5

J?0

0
4
20

0
4
20

0
4
20

0
3
20

0
4
20



Real world constraint HV OCR model V by Brian GrilUn

3

Information
^ Ontpet

l Output
Total Processing Time
Total Number of Operator*
Processing rate
Processing rate per Operator

minutes
operators
docurnerrts/min
[ document B

Pnysleal Ouaflty Pass Raw
knag* Quality Pass Rate

Ttxt OuatHy Pass Rate

cost par Hour

Mia Cost

80.00*

Actual
85.50*
58.33%
77.SM4

Documents Input
Initial Number of Documents 2000|documente

Physical Processing Process (1)
Process Time
Initial Operators
Processing Rate

IS!
5 minute*

operators
3.00 documents/min

Digitisation Process (2)
Process Time
I R H M Operators
Processing Rate

2l minutes
_ 4 | operators

2.00 documents/min

hnnge Quaffry Analysis Process (3)
Process Time I liminutes
InHtal Operators | »|operators
Processing Rate 2.67 document»m*i

Image Sto
Process Tkne
Initial Operators
Processing Rate

»s[4)

4 minutes
operators

1.50 documents/min

Text Recognition Pro
Piuceas Time
Initial Operator!
Processing Rate

essffl
21 minutes
8| operators

3.00 documents/min

Text OuaWy Analysis Process («)
Process Time
Initial Operators
Processing Rste

5] minutes
_ 1 5 ] operators
3.00 dootnentsrmln

Text Storage Process (7)
Process Time 1
Initial Operators (
Processing Rate

2] minutes
41 operators

2.00 documents/min

Physical Data Entry Process (
Process Time j
Initial Operators (
Processing Rate

operators

1.33 documents/min

Physical Storage Process (V)

Process Time I
Initial Operators |
Processing Rate

ilirsnutes
«] operators]

1.50 documerns/mm

Image Data Entry Process (10)
Process Time I
Initial Operators |
Processing Rate

2] minutes
g|aperators

3.00 documents/min

Buffer Levels

§ ? I 3 5 J S ? 8 ! E g ? a s

M M Openrtot?

» l • • " • • ll A > » ft(

- P u t I
•Mel

-•Mel
•n*4

-•Mel
- • n i l
-•ntr

•mt
•ml
•netO

-TaMM

10S 111 ITS 1

5
15

2000
4
30

2
*

4 N-
20

3
t
0

\ 4

4
S
0
3
20 .

2
8
0
5

. 20

S
IS
0
4
20

2
4
0
4
20

6
t
6
4
20

4
t
0
3
20

e
0
4
20



Real world corcSralnt HV OCR model V by Brian Griffin

•nraon^ioii Output
Total Processing Time
T o w Number of Operaton
Processinprate
Processing rate per Operator

minutes
operstoni
documents/min

I document H a B ^ H documents/hour

Operytorcost per Hour

Image OuaMy Pass Rate

Text Quality Pass Rata

88.67%
57.50S
77.1 IS

Documents Input
Initial Number of Documents

Physical Processing Proems (1)
Process Thne
Initial Operators
Processing Rate

Digitisation Process (3)
Process Time
InUal Operators
Processing Rste

28O0|documents

5
15

minutes
operators

3.00 documents/min

2 minutes
4 operator*

2.00 documei its/nw 1

Image QujWy Analysis Procws (3)

Process Time 3 minulM
InWal Operators | 8 operators
Processing Rate 2.67 documents/mm

(mi • Storage P r o c n s M I
Process Time
Initial Operators
Processing Rate

8 l operators
1.50 documents/mln

Text RscognWon Procass (8)
Process Time
MtWOperaton)
Processing Rate

2 ] minutes
_ 8 ] operators

3 00 documents^min

Text QuaHly Analysis Procass ff)

Inifist Opcrelors

Processing Rate
operatorr.

3 00 documents/™)

Text Storage Process (7)
Process Time
India! Operators
Processing Rate

21 minutes
41 operators

2.00 documents/mk!

Physical Data &rtry Procass (8)
Process Time
Initial Operators
Processing Rate

61 minutes
8J operators

1.33 documents/min

Physical Storage Pragvsj (»)

Initial Operators

Processing Rate
operators

ISO documents/mm

Image Data Entry Procass (10)
Process Time f
ln«a« Operators |
Processing Rate

minutes
operators

3.00 documents/min

Buffer Levels

2000

1800

1600

1400

: s 8 » ? S ' 5 5 J ! ! » t ? ? " ? ? ! »

Wle Operators



liifuuiiation Output
Total Processing Time
Total Number of Operators
Processing rate
Processing rate per Operator

Real world constraint HV OCR model V

Physical Quality Pass Rale
Image QuaHty Pass Rate

Text Quality Pass Rate

document •JB^B^pj documentsmour

cost per Hour

kfteCost

80.00%
80.00%

59.61%
75.65%

Documents Input
Initial Number of Document! 800] documents

Physical Processing Process (1)
Process Time I
Initial Operators I

5] minutes
15|o

|
Joperators

3.00 documents/mm

iMglnsanoo Process (2|
Process Time I
mWal Operators |
Procewny Rate

minutes
operators

2.00 docutnentB/nvn

tmagi Quality Analysis Procass (3)
Process Time j ~ ~
Initial Operators |
Processing Rate

3 minuk*
operators

2.67 documents/mln

Process Time
fnffiai O^drators
Processing Rate

age Procass (4)

1.50

minutes
operators

Text Recognition Procass (5)
Process Time
InHlal Operators
Processing Rate

minutes
6_ operators

300 docjments/mri

Tex: QuaMy Analysis Process (»)
Process Time
Iniffst Operators
Processing Rate

minutes
15 operators

3.00 documents/min

Text Storage Process (7)
Process Time
Initial Operators
Processing, Rate

operators
2.00 documentt/rSK

Physical Data Entry Procass (t)
Process Time [
Initial Operators |
Processing Rate

minutes
operators

Physical Storage Process ft)
Process Time |
Initial Operators |
Procstskig Rate

4] minutes
61 operators

1.50 documents/mln

Image Data Entry Procass (10)
Process Time
IIIMBI Operators
Processing Rate

2] minutes
61 operators

3.00 documents/mtn

15

Buflsr Levels

700

• 0 0

100

400

300

200

100

0

^ \ i

* 1 I

l *

- " 1

* i UMaTI — - * * *

• I

^^"V* • '. -' ^ ( ki •""

•f»

•A

%

>&£
i*^ lairi ""

^ %• • EJT • **.

•W.

-auMit

BuHKt
•uNlt
MNiie

- O 4 M
-Ou»>JJ

! 8 i i i i n n n t i i n s ! ! ; ; ; ; ; ; ;
Una

I I S 9 I ! S

M M Opasatoi s

hct
- • n e l
-Pnti
-h i )
Pntl
Pnct

n M « M N too tit m IM i« ist tn in in in

00
4

30 ;;

0
4

„ »

6
4

20

6
3

. 20

0
5

,~20

0
4

20

0
4

20

0
- 4 '
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0 0
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Real world constraint HV OCR model V by Brian griffin

l
00

biftM nutMin Output
Totsf Processing Ttnte
Total Number of Operators
Processing rate
Processing rate per Operator

Physical OuaMy Pass Rate
Image duaWy Pass Rata

Text Quality Pass Rate

Mia Cost

»7.00%
60.00%
60.00%

Actual
87.20%
60.40%
80.17%

Documents Input
InWal Number of Documents

Physical Processing Process (1)
Process Time I
Initial Operators [_.
Processing Rate

400|o*ocumenfs

minutes
I S operators

3.00 documents/min

Digitisation Process (2)
Process Time
Initial Operators
Processing Rate

minutes
operators

2.00 documents/min

Imasj? Quality Analysis Process (3)
Process Time J | minutes
Initial Operators tjopenttors
Processing Rate 2.67 documents/min

Image Storage Process (<)
Process Time j
Initial Operators | . _
Processing Rate

4 | minutes
61 operators

1.50 documents/min

Text Recognition Process jS)
Process Time I
Initial Operators I
Processing Rate

2 l minutes
6 | operators

3 00 documents/mm

Text Quality Analysis Process ( I )
Process Time
Initial Operators
Processing Rate

^ S ] minutes
_15J operators
3.00 dotuineiib)/ii»n

Text Storage Process (7)
Process Time
Initial Operators
Processing Rate

operators
2.00 documents/min

Physical Data Enfry Process (>)
Process Time
Initial Operators
Processing Rate

operators
1.33 documenti/min

Physical Storage Process (1)

Process Time
Initial Operators
Processing Rate

minutes

1.50 documcfits/min

Image Data Entry Process (10)
Process Tlnw I
Initial Operators |
Processing Rate

2) minutes
6|opeiatois

3.00 documents/min

Buffer Levels

-Suite]
•uft>4

P*«e4




