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Abstract

This thesis presents the study of the plastic crystals N, N-methyl, methyl pyrrolidinium

bis(trifluoromethanesulfonyl)amide (P11TFSA) and N, N-methyl, ethyl pyrrolidinium

bis(trifluoromethanesulfonyl)amide (P12TFSA). The purpose of this study is to explore

the potential of these plastic crystals to be used as novel solid state electrolyte materials for

lithium batteries. The defects, ionic motions, conduction mechanisms and mechanical

properties are investigated. Additionally, lithium bis(trifluoromethanesulfonyl)amide

(LiTFSA) salt is doped into these plastic crystals in order to achieve high Li+ ion

conductivity.

Both P11TFSA and P12TFSA exhibit plastic crystals behavior. Three solid-solid phase

transitions are observed for both materials using differential scanning calorimetry (DSC).

Some of the phase transitions accompany crystal lattice expansion and the formation of

vacancies. Positron annihilation lifetime spectroscopy (PALS) studies indicate that both

the number and size of the vacancies increase substantially with temperature.

Dielectric studies indicate that the rotational motion could occur in phase IV. Nuclear

magnetic resonance (NMR) linewidth measurements reveal that, in P11TFSA and

P12TFSA, both the cations and anions participate in rotational motion in the solid state.

NMR linewidth measurements also suggest that 1% of the cations and anions in P12TFSA

begin to diffuse in phase III. The correlation times and activation energies for the

rotational motions and diffiisional motions are determined by NMR relaxation

measurements. 1% of the cations and anions are observed to diffuse at about 10 °C below

the melting point for P11TFSA. The difrusional motions of the cations and anions are

closely correlated for both PI 1TFSA and P12TFSA.

The ionic diffusion and the conductivity are revealed to be associated with volumetric

expansion and vacancy formation. A Schottky vacancy mechanism probably accounts for

the diffiisional motion for PI 1TFSA and P12TFSA in their plastic crystalline phases. The

plasticity studies on P11TFSA and P12TFSA reveal better mechanical flexibility than
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normal crystals. The good plasticity is attributed to the larger numbers of vacancies and

defects present in the materials.

The phase behavior exhibited by LiTFSA doped P12TFSA or PI 1TFSA mixtures is typical

of that of a binary system. The eutectic composition is at about 33 mol% LiTFSA for both

systems. The eutectic temperature is observed at 57 (± 2) °C for LiTFSA-PllTFSA or 33

(± 3) °C for LiTFSA-P12TFSA. At room temperature, the highest conductivities observed

are 2.5x10"4 Son1 for 33 mol% LiTFSA-P12TFSA and 2.4x1 (T5 Son1 for 33 mol%

LiTFSA-PllTFSA.

Important solid solution phases are observed in both binary systems. The solubility limits

are between 4.8 mol% and 9.3 mol% LiTFSA in P12TFSA and between 2.7 mol% and 5

mol% LiTFSA in P11TFSA. The plastic crystal behaviors remain in these solid solution

phases, according to the observations of the solid-solid phase transitions and the ionic

rotational motions. All the doped Li+ ions display liquid like mobility through the solid

Pll(or P12)TFSA network. As a result, doping with 4.8 mol% LiTFSA into P12TFSA

leads to an increase in the conductivity by four orders of magnitude. The diffusional

motion of the parent ions is also improved, which could be attributed to the defect-like

lattice disruption generated by substituting the PI 1+ (or PI2"*) cations by the small Li+ ions

which are unmatched in size.

These materials exhibit relatively constant conductivities over a one week period,

suggesting their potential as practical solid state electrolyte materials.
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Chapter 1 Introduction

1.1 Lithium Batteries

New electrical devices, such as portable computers and tools, telecommunication

equipment and electric vehicles, have been developing rapidly. These electrical appliances

require highly reliable rechargeable batteries. A successful battery system should satisfy

the "three E" criteria: Energy: high gravimetric and volumetric energy density; Economy:

inexpensive materials and manufacturing processes, long service life; Environment:

harmless to environment, safe [1].

Widely commercialized rechargeable battery systems include: lead-acid, nickel-cadmium,

nickel-metai hydride and zinc-magnesium batteries. The energy density can reach 60-70

Whkg"1. The advantages of these batteries are low cost and the ability of overcharge

protection. However, cadmium and lead are toxic. Furthermore, the cell voltage and the

energy density are limited [1].

The research on lithium batteries has led to a great leap in the rechargeable battery area.

Due to the low atomic mass and the very negative electrode potential of lithium, lithium

batteries can achieve high cell voltage (ca. 4 V) [1, 2] and high energy density (theoretical

value of ca. 2000 Whkg*1) [1]. The energy density of the commercial LiC6/LiCoC>2 lithium

ion cell is presently 110 Whkg"1 [2].

A lithium (or lithium ion) battery is composed of a positive electrode (such as LixCoO2,

LixNiO2, LixMn2O4 or conducting polymer) [2, 3], a negative electrode (lithium metal, Li-

graphite, Li-Al, Li-Sn, Li-Si and Li-Bi alloys) [2, 3] and the electrolyte. During discharge,

the electroactive lithium ions move from the negative electrode to the positive electrode

through the electrolyte while the electrons pass through the external circuit with a release

of energy. The opposite reaction occurs during charge [2]. The performance of a battery

depends not only the properties of the electrodes, but also the electrolyte.
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Figure 1.1 The scheme of the battery and the circuit during the discharging or charging.

1.2 Electrolytes

The criteria for ideal electrolyte materials are [2]:

(1) The materials are highly ionically conductive. A poorly conductive electrolyte causes

Ohmic loss and power loss in the electrolyte. Ionic conductivity is related to charge carrier

concentration n;, mobility Uj and charge qi of mobile species by [4]

Equation 1.1

(2) The charge carrier is lithium ions. Otherwise, the concentration gradients of the ions

other than lithium form at the electrolyte-electrode interfaces, which interfere with the
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transport of lithium ions, cause phase transitions at these regions and reduce the battery

efficiency. The transference number of Li+ ions tu+ is given as [5]

Equation 1.2

where uu+ is the mobility of Li+ ions. ty+ is expected to be 1 for an ideal electrolyte.

(3) The electronic conductivity is low to prevent self-discharge.

(4) The materials have mechanical flexibility. Dimensional changes in the electrodes occur

during the charge and discharge cycling. The stress produced may result in loss of contact

between the electrodes and the electrolyte or fracture of the materials if the electrolyte is

not flexible.

(5) The materials should be chemically stable to both electrodes.

(6) The materials are lightweight, safe, environmentally friendly and low cost.

Although it is difficult to satisfy all the requirements, great efforts have been made to

improve the performance of the electrolyte materials. Both liquid and solid state

electrolyte materials have been studied.

1.3 Liquid Electrolytes

Since lithium reacts with active protons to give H2, a liquid electrolyte should be aprotic.

These liquid electrolytes are generally organic solutions of lithium salts. The organic

solvents normally used are carbonate or ether, such as ethylene carbonate (EC), propylene

carbonate (PC), dimethyl carbonate (DMC), diethyl carbonate (DEC), 1,2-dimethoxyethane

(DME), etc, as well as their mixtures [3, 6]. The lithium salts generally used and studied

are: LiPF6, LiAsF6, LiBF4, LiC104, LiCF3SO3, Li(CF3SO2)2N, etc [7]. The advantages of

these organic liquid electrolytes are (1) they have high conductivity, at the level of 10"3
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Scm" at 30 °C [6, 7]; (2) they can remain in good contact with the electrodes [8].

However, the organic solvents are potentially unstable to lithium metal. Different organic

solvents exhibit different degrees of kinetic instability to the electrodes [2]. Moreover,

since all the ions migrate easily in the liquid electrolytes, electrochemical side reactions

may occur. Other problems are: leakage of the liquid electrolytes, freezing at lower

temperatures and ignition at higher temperatures [9].

1.4 Solid State Electrolytes

Compared to liquid electrolytes, solid state electrolytes have several advantages: no

leakage, less extent of side reaction, longer life time due to little self-discharge, versatile

construction and miniaturization of the all-solid-state batteries. A solid state electrolyte

may be a fast ionic conductor, where one ionic species migrates through the rigid network

with higher mobility than the rest of the species [9]. Types of solid state electrolytes

include crystals, glasses and polymers. They are briefly reviewed here.

1.4.1 Crystalline Electrolytes

In crystalline solids, ions or molecules migrate through the rigid matrix by isolated hopping

between adjacent sites. The sites could be vacancies or interstitials. Crystalline solids can

be classified into two types [10]. One is the "molten sublattice type", where the number of

available sites is more than the number of ions. One example is a-Agl where Ag+ ions

migrate between empty interstitial sites among the rigid anion sublattice. The other is

"point defect type", where the sites are Frenkel or Schottky defects. The defects are

thermally generated. The number of vacancies or interstitials can also be increased by

doping with heterovalent ions [4, 11].

The ionic mobility U.; and ionic diffusion coefficient D are related by the Nernst-Einstein

relationship :

u=qD/RT

Equation 1.3
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In a crystalline solid, the ionic diffusion coefficient is given as [12]

= y(l-c)a vfexd -

Equation 1.4

RT

where c is the degree of occupation of N equivalent lattice site per unit volume, "a" is the

jump distance, v is the lattice vibration frequency, y is a geometrical factor, f is correlation

factor and AG is the free energy. According to Equation 1.1, Equation 1.3 and Equation

1.4, the conductivity is given as [12]

Nq 2 yc( l -c)a 2 vfexp(-^ | )

RT

Equation 1.5

where the charge carrier concentration is n; = Nc. According to Equation 1.5, the

conductivity in crystalline electrolytes obeys an Arrhenius behavior.

Strategies to achieve high conductivity involve increasing the number of charge carriers or

decreasing the energy barrier to diffusion. A larger number of charge carriers can be

achieved either by choosing crystal structures which have intrinsically a large amount of

available sites for the charge carriers to jump into or by doping with alien ions to

extrinsically increase the number of defect. The energy barrier for ionic diffusion is

related to the size of the ions and the size of the migration tunnel. The ions can migrate

through a size-matched migration tunnel with a lower energy barrier, hi addition, as most

of the materials studied are polycrystalline, the effects of grain boundaries on the

conductivity should be considered, because the migration through the tunnel terminates at

the grain boundaries. Some examples of fast Li+ ion conductors are:

1. UbN. Li+ ions migrate anisotropically through two-dimensional layers in a single

crystal. Isotropic conductivity is obtained in polycrystalline materials [9].

- 5 -



2. Lithium-substituted Na superionic conductors (NASICONs) LiM2(PO4)3 (M(IV)=Ge, Ti,

Hf, Zr). NASICON-type materials have three-dimensional tunnels for the migration of Li+

ions. Highest conductivity is obtained for M=Ti, as the size of the tunnel is the most

suitable for the migration of Li+ ions. Partly substituting Ti4+ with Al3+ or doping with a

lithium salt such as U2O and O3PO4 helps to improve total conductivity by reducing grain

boundary resistances [9].

3. Perovskite type ABO3. Perovskite type materials are in the form of A+B5+O3, A2+B4+O3

and A3+B3+O3. For some perovskites in the forms of A2/3BO3 and A1/3BO3, such as

Ln2/3TiO3 (Ln=La, Nd, Sm, Gd, Ho, Yb) and Lni/3NbO3 (Ln=La, Ce, Pr, Nd), cations are

deficient at A-sites, so some of the A-sites are vacant. If monovalent cations such as Li+

are introduced, the monovalent cations may migrate between the vacant A-sites with high

mobility [13,14]. The radius of the larger ion on A-site is a crucial factor in the lattice size

which determines the Li+ ionic mobility and thus bulk conductivity. A bulk conductivity of

about 10"3 Scm"1 was obtained for La2/3-xLi3XTi03 when x=0.1 [13].

4. Li superionic conductors (LISICONs). One example is based on yn-LisPC^ type

materials. Y11-L13PO4 has closely packed orthorhombic structure. When a penta-valent P5+

ion is partially substituted by a Si4+ ion and a Li+ ion, this Li+ ion can not occupy the cation

sits. As a result, the doped Li+ ions migrate through interstitial sites between the MO4

tetrahedrons [9] [4]. The yn-Li3PO4 type materials are Li3+xAi-xBxO4 (A=P, V, As; B=Si,

Ge, Ti). The lattice size and conductivity increase with the radii of the A5+ and B4+ ions.

Another example of LISICONs is based on y-Li2ZnGeO4 where a Zn2+ ion is partially

substituted by two Li+ ions. The formula is given as Li2+2XZni.xGeO4. The excess of Li+

ions occupy interstitial sites, which link to form conduction pathways [4].

1.4.2 Glassy Electrolytes

Glassy electrolytes contain three basic components: (1) a network former, such as SiO2,

P2O5, B2O3, GeS2, P2S5, B2S3, etc. These covalent oxides or sulphides form

macromolecular chains by linking through oxygen or sulphur bridges. (2) a network

modifier based on oxides or sulphides, such as A&O, Li2O, Ag2S, Li2S, etc. These oxides
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or sulphides break the oxygen or sulphur bridges of the macromolecules and lead to shorter

network chains. (3) ionic salts, such as halide salts or sulphates, which work as doped salts

to increase conductivity [15]. The conductivity is sensitive to the proportions of the three

constituents. A conductivity of 1.5xlO'3 Son"1 was obtained for the 0.63Li2S-0.36SiS2-

0.01Li3PC>4 at room temperature [9].

A two-step displacement mechanism has been proposed for conduction, hi step one, a

cation leaves its normal site and moves into a neighboring "interstitial site". A defect

analogous to a Frenkel defect is formed, hi step two, the defect migrates in the electric

field. It has been found that the conductivity obeys an Arrhenius behavior below Tg and a

Vogel-Tammann-Fulcher (VTF) law above Tg. The VTF equation is written as [15]:

o = o0exp

Equation 1.6

B

R(T-TO)

where B is a constant and To is related to Tg. The VTF equation is normally used for those

amorphous systems where free volume is involved [16]. In free volume theory, any

diffusing species is encaged by surrounding atoms in a cell with the volume of V, V is

temperature dependent. Above a critical temperature To (the volume of the cell is Vo at

To), "the excess volume of V> (Vf=V-V0) is considered as free, that is redistribution around

its mean value <Vf> without any enthalpic contribution" [15]. It has been suggested that

the migration of the defects requires a local deformation of the macromolecular chain

which involves a local free volume above Tg [15].

The strategies used to improve room temperature conductivity of glassy electrolytes are:

(1) diminishing the coupling of mobile cations to the network; (2) depressing the glass

transition temperature [16].

Both crystalline electrolytes and glassy electrolytes can achieve high Li+ ionic

conductivity. The disadvantage is that these two categories of electrolytes are brittle and

can not accommodate the volume change occurring during the charge and discharge

cycling, which could lead to loss of contact at the electrode/electrolyte interface.
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1.4.3 Polymer Electrolytes

Polymer electrolytes, due to their good mechanical flexibility, overcome the

electrode/electrolyte interfacial contacting problem. In addition, the good mechanical

flexibility allows polymer electrolytes to be shaped as a thin film with large surface area,

which has low resistance and may thus provide high power density [8]. Processing and

manufacture with polymer electrolytes are straightforward. Miniaturized batteries are also

possible [17]. '

Solid Polymer Electrolytes

Solid polymer electrolytes (SPEs) are solid solutions of alkali metal salts (such as lithium

salts) in polymers [18]. The most studied polymer is polyethylene oxide (PEO), which

provides electrolytes with relatively good conductivity and chemical stability [17].

It has been suggested that the transport of the cations is associated with the segmental

motion of the polymer chain in the amorphous phase. In the case of lithium salts, Li ions

are complexed to the polymer chain through the Li-0 interactions. Below the glass

transition temperature Tg, the conductivity is very small. Near Tg, the segmental motion of

the polymer chain starts to become active. The segmental motion of the polymer chain

assists the transport of Li+ ions between the complexation sites. In a way similar to the

deformation of the macromolecules in glasses, the local segmental motion of the polymer

chain involves free volume [19]. The temperature dependence of conductivity for the

polymers also obeys the VTF equation above Tg, as given in Equation 1.6.

One of the strategies to improve the conductivity is to increase the charge carrier number.

The charge carrier number can be increased either by increasing the lithium salt

concentration or by increasing the degree of dissociation of the salt. The effect of the

lithium salt concentration on conductivity is complex. On one hand, the number of ions

increases with the salt concentration. On the other hand, Tg increases with the

concentration of the lithium salt, which indicates that the mobility of polymer chain

decreases. The degree of salt dissociation also decreases with increasing salt concentration

[18]. Therefore, the effect of lithium salt concentration on conductivity is the result of

- 8 -



these competitive factors. Dissociation of the salt involves breaking the cation-anion

interaction of the salt and the dissolution of the ions in the polymer. A salt with low lattice

energy and a host polymer with high dielectric constant favor the dissociation [17, 18].

Another strategy to improve the conductivity is to improve the mobility of the Li+ ions.

Since the transport of Li+ ions is mediated by the segmental motion of the polymer in the

amorphous phase above Tg, the conductivity can be increased either by increasing the

amount of amorphous phase or by decreasing Tg [16, 19]..

The methods used to decrease Tg are (1) using a low molecular weight plasticizer, such as

propyiene carbonate (PC) or ethylene carbonate (EC). The plasticizers insert between the

polymer molecules, decrease the interaction between the polymer chains and thus improve

chain mobility [18]; (2) copolymerization. Some of the copolymerization methods are

combining dimethylsiloxane (DMS) units and short PEO chains to form linear copolymer

or attaching PEO short chain to a polymer backbone to form comb-branched polymer [18].

The methods used to increase the amorphous state are: (1) using host polymers other than

PEO, such as polypropylene oxide (PPO), methoxy linked PEO (PMEO), polyethylene

glycols (PEGs), etc [17, 19]. (2) crosslinking, as a limited degree of crosslink decreases

the crystallinity of the polymers. However, Tg increases with the crosslink density.

Crosslinking also restricts the segmental motion of the host chain [18].

The disadvantage of SPEs is that the value of tu+ is low. For example, tu+ for

(PEO)9LiCF3SO3 and (PE0)8LiC104 are 0.5 and 0.3 respectively [8].

Polyelectrolytes

In order to improve the tu+, anion groups are covalently attached to the polymer repeat unit

and the only charge carrier is Li+ ions [20, 21]. These polymers are called polyelectrolytes

(or single ion conductors) [18]. However, the conductivity is not satisfactory, as the

cations and the anions can not be completely dissociated. The mechanical flexibility may

also be reduced [20].
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Gel SPEs

hi the polymer-lithium salt-plasticizer system, when the amount of plasticizer is about 80

wt%, a gel electrolyte is formed [18]. Conductivity of 10"3 Scm"1 at room temperature can

be achieved. However, the chemical stability to the electrodes is limited, as a large amount

of organic solvent is introduced. Gel electrolytes are much more difficult to shape into thin

films than SPEs [18].

hi summary, high Li+ ionic conductivity can be obtained in crystalline and glassy

electrolytes which unfortunately are brittle. Polymer electrolytes have the mechanical

flexibility to form good interfacial contacts with electrodes, but the conductivity is limited

and the tu+ is low.

1.5 Plastic crystals

Plastic crystals have been of interest recently as potential solid state electrolyte materials

due to their good mechanical flexibility and relatively high conductivity [22]. hi this

section, the basic thermodynamic and kinetic properties will be reviewed first. Conduction

mechanism and mechanical properties will then be emphasized for the purpose of

developing solid state electrolytes.

1.5.1 Characteristics of Plastic Crystals

Plastic crystals are compounds where the molecules or ions have rotational disorder while

the centers of their masses occupy ordered sites in the crystalline lattice structure [23-25].

At low temperature, the compounds are "normal crystals", where molecules or ions have

complete order, including both the rotational order and positional order. As temperature

increases, the molecules or ions go through one or more phase transitions into plastic

crystal phase(s) where the molecules rotate from one orientation to another while their

centers of mass remain the same to maintain the lattice structure. Therefore the plastic

crystalline phases have rotational disorder while keeping the positional order [24, 26]. The

plastic crystal phase is also called "rotator phase" due to the characteristic rotational

motion. When the temperature reaches the melting point, the molecules or ions obtain the
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energy to break the ordered lattice arrangement and start to possess translational mobility.

In the molten state, the molecules or ions have both rotational and positional disorder [24,

26]. The plastic crystal phase is a mesophase between the "normal" crystalline phase and

liquid phase [27].

The rotational motions of molecules have been known since the 1930's [28, 29]. In 1961,

the first review about plastic crystals was presented by Timmermans [23], In that review,

the characteristics of plastic crystals were summarized. Structurally, the molecules or ions

of plastic crystals are usually "globular" shaped, either symmetrical around their centres or

giving a sphere by rotation. A decrease in the globularity results in reducing the rotational

motion to a less extent or a disappearance of the plastic crystalline phase.

Thermodynamically, most of the plastic crystals have one or more endothermic solid-solid

phase transition(s)*. The energy absorbed helps the molecules to break their interlocking

with the neighboring molecules and initiates the rotational motion. The fusion entropy is

smaller than non-plastic crystals, normally less than 20 JKr'moi"1. A low fusion entropy

less than 20 JK^mol"1 has been known as "Timmermans' criterion for plastic crystal". A

low fusion entropy reflects the higher entropy possessed in the plastic crystal phase.

Besides these, plastic crystals show some abnormalities compared to "normal" crystals as

summarized below:

(1) The melting point of a plastic crystal is relatively higher than that of the non-plastic

crystalline isomer [23]. The higher melting point allows the molecules or ions to possess

rotational freedom before the crystal lattice collapses at the melting point [24, 32]. For

example, tetra-methylmethane exhibits a plastic crystal phase below the melting point at

There are exceptions where some materials enter their plastic crystal phases without discernible

endothermal phase transition. One example is benzene. The orientations of benzene are energetically

equivalent. The onset of the molecular rotation does not involve a change in the energy [30, 31]. Another

example is inert gases such as neon, argon, krypton and xenon. These atoms are perfectly spherical and the

rotation is energetically indiscernible. They pass through their plastic crystal phase and acquire plasticity

without phase transitions as wanned to their melting points [24].
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-16 °C whilst n-pentane shows no plastic crystal phase below the melting point at -141°C

[23].

(2) The symmetry of the crystalline lattice structure becomes higher from low to higher-

temperature plastic crystal phase(s). For a number of plastic crystals, a cubic lattice

structure has been observed in their highest-temperature plastic crystal phase [23]. The

symmetry of the lattice structure is related to the symmetry of the rotational motion [33].

From low to high temperature, rotations normally develop from internal rotation with low

energy barrier to external rotation and finally to isotropic rotation with higher energy

barrier. An isotropic rotation usually accompanies a cubic lattice structure. For example,

(CHb^NCzHsI goes through three disordered phases below its melting point. As

temperature increases, the lattice structure transforms from an orthorhombic structure in

phase III to tetragonal in phase II and turns into NaCl-type cubic in phase I *. In phase III,

the CH3 groups rotate about their C3 axis and the (CH3)3N group rotates about the C3' axis

passing through the N atom. In phase II, the cation does quasi-isotropic rotation. In phase

I, the cation does isotropic rotation [34].

(3) Physically, the materials in their plastic crystal phases are soft and waxy. For example,

perfluorocyclohexane flows slowly under its own weight [24]. Plastic crystals show higher

plasticity and are easier to deform compared to their corresponding non-plastic crystal

phases.

(4) Plastic crystals have relatively high saturated vapour pressures. Some plastic crystals

could even sublime under ordinary pressure. For example, small pieces of camphor could

disappear at room temperature [24].

(5) Plastic crystals exhibit less volume expansion upon melting than normal crystals [35].

The onset of rotational motion requires the molecules to move apart to reduce the steric

* In this chapter and hereafter, the highest temperature solid phase is denoted as phase I. Subsequent lower

temperature phase(s) are denoted as phase II, III, etc.
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hindrance and to gain enough space for rotation [36]. Therefore, a solid-solid phase

transition normally accompanies the volume expansion. As a result, less volume expansion

is required when the plastic crystal phase enters the molten state.

(6) "Diffusion may be the sine qua non of plastic state" [24]. Translational motion has

been detected in a large number of the molecular plastic crystals [37-39], inorganic ionic

plastic crystals such as MNO2 (M=K, Rb, Cs, Tl, Ti, NH4) [40-51] and organic ammonium

salts [34, 52-59].

(7) Plastic crystal phases exhibit "abnormalities" in their heat capacities and dielectric

constants. For some materials, the heat capacity decreases when temperature increases in

plastic crystal phase. The tendency is opposite in "normal" phases. The dielectric constant

in plastic crystal phase is almost continuous with that in liquid phase, but shows

discontinuity with lower temperature non-plastic crystal phase [23].

1.5.2 Rotation and Orientation

The rotational motions include internal rotation and external rotation [60]. Internal rotation

indicates the rotation of a segment of a molecule (such as CH3 or OH groups) or the

inversion of a ring molecule. Internal rotation results in conformational disorder. Crystals

possessing only conformational disorder are called candis crystals [27]. As to external

rotation, the whole molecule is involved in the rotation. Plastic crystals could have both

external rotation and internal rotation. Internal rotation normally appears at lower

temperature than external molecular rotation [60-62].

The rotational motion discussed above may indicate different rotational mechanisms,

rotational disorder and orientational disorder [33]. Rotational disorder indicates continuous

rotation about one or more molecular axes. Orientational disorder indicates discrete

rotation about one or more molecular axes, thus the atoms in a molecule may relocate

among a limited number of positions related by rotational symmetry operators. One

example is N(CH3)4lO4, as shown in Figure 1.2. The N(CH3)4+ cation is ordered while

three O atoms in the IO4" anion relocate among 8 orientations about one of the 1-0 bonds.

Through the x-ray diffraction refinement, 24 positions rather than a continuous distribution
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orb* have been found for the three O atoms [63]. The orientations could be energetically

eqmvalen. as is the case for the KV in N(CH3WO4 [63] or energetically inequivalen. as is

the case for NO2" anion in KNO, where the 180° flipping of NCV takes p!ace in an

asymmetnc double minimum potential well in low temperature phase [64] The

onentational disorder may be the precursor to a full rotational motion [33]. However the

b o u n d s between rotational disorder and onentational disorder has not been well defined

so far. It ,s possible that an orientational disorder conld be detected as rotational disorder

by an experimental tectaique with a slower time scale than the fomentation rate The fast

reonentation rate could be in the range of 10>- 10» s>. A slower reorientation could occur

b y l O - l o V [ 3 1 ] .

Figure 1.2 Packing . f the ordered N(CH,)/ cation, and the 4-f.ld disordered IO/ aniom to
the unit cell of N(CH,)4IO4 [63|.

Several models of reorientational motions have been summarized by Brot et al. [31].

Among them, free rotation is a primitive model [28]. In a free rotation model, the

rotational hindrance is ignored and the correlation time of rotation is of the order of

(McT)"2 (I is the moment of inertia of the rotating molecule) [31]. However, free rotation

is not likely in nature by considering the fact that the intermolecular distance is smaller
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than the molecular diameter [65]. Molecular motion is always correlated with the motion

of neighboring molecules.

Site model is one of the most possible models [31]. In the site model, the potential wells

are fixed according to the symmetry of both the molecules and crystalline lattice. The

molecules are supposed to be trapped in potential wells and perform angular oscillations or

librations within the well most of the time. The time taken to jump into other wells is

much shorter than the dwell time. The jumping time correlation functions are exponentials

or sums of exponentials if all the potential barriers have the same height. Otherwise, the

correlation time will be a discrete or continuous distribution [31]. Group theoretical

methods can be used to calcu! * Jie evolution of populations in each well and the time

correlation function [31]. The libration rate within each well can be detected by far IR

absorption and neutron inelastic scattering [31]. The jumping rate can be obtained by

neutron quasi-elastic scattering, NMR, etc [66].

Other rotational models include collision-interrupted rotation model and classical rotational

diffusion model, both of which are unlikely or unproved [31].

1.5.3 Entropy of Phase Transition

Kabo et al. have studied the factors contributing to the entropy changes at phase transitions

(AStr) by investigating the thermodynamic properties of a number of cage hydrocarbons,

cyclohexane, cyclopentane and their derivatives. For cyclohexane, cyclopentane and their

derivatives, only internal rotation (segmental rotation or ring inversion) is involved in the

low temperature phase [60-62]. For the cage hydrocarbons, only the external reorientations

are possible [67]. Kabo et al. have proposed that [61, 67, 68]:

AS t r = AvS+AvibS+AhS+AintS+AinvS+AorienS

Equation 1.7

where AyS is the contribution from volume change corresponding to the changes in crystal

structure and molecular packing; AvfoS is related to the changes in molecular vibration

frequency; AhS is the contribution from the changes in defects; AintS is the contribution
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from internal rotation due to the rotation of small groups such as -CH3, -OH, etc; AinvS is

the contribution from the ring inversion; AOnentS is the contribution from external molecular

rotation and AtransiationS is the contribution from molecular diffusion. According to

Equation 1.7, the transformation of lattice structure, molecular vibration, molecular rotation

and molecular diffusion all contribute to the entropy changes at solid-solid phase

transitions.

AintS can be calculated by molecular mechanism methods. The potential energy changes

due to the rotation of the small groups such as OH and CH3 in cyclohexane and

cyclopentane have been reported [60, 62]. The contribution from inversion AjnvS can also

be calculated by proposing a pseudorotational moment of inertia I. The energy level can be

calculated by solving a Schrodinger equation. This method has been compared to the

experimental entropies of cyclopentane and its derivatives [69].

is calculated based on the Guthrie-McCullough model [70]

AorientS=Rln(Ni/N2)

Equation 1.8

where Ni and N2 are the number of orientations statistically taken up in the higher and

lower temperature phases, respectively. The number of possible orientations depends on

the symmetric elements of both the lattice structure and the molecules. The energetically

favored orientations are those where the symmetric elements of molecules are aligned with

the symmetric elements of the lattice and those where the steric interactions with

neighboring molecules are low enough [70]. Webb et al. have constructed a model to

calculate the total number of orientations for those systems where neighboring orientational

motions are correlated and orientations in some directions are forbidden [71].

Equation 1.8 has been widely accepted, modified and developed [44]. This equation has

further been modified by Kabo et al. [62, 67]. In their theory, molecules in the plastic

crystal state undergo rotation from one orientation to another having local minima of

energy. The lowest-energy orientation is the one the molecules take in their rigid state,

defined as "basic orientation". The energy of the basic orientation is Hbas- All the other

-16 -



orientations have higher energy than Hbas- The mean energy of these higher energy states is

Hpiast. The entropy change and heat capacity change due to the external orientation can be

described as [62, 67, 68]

Equation 1.9

Equation 1.10

where Xj and Xj are the mole fractions of molecules taking up the orientations i and j ,

respectively; n is the number of orientations. AHi=Hpiast,i-Hbasic. "orient and AHorient can in

turn be obtained by measuring ASorient and ACp [67, 72].

Kabo's results show that AorientS> A;ntS [68]. The potential barriers for internal rotations

are lower than those for external rotations, which explains why internal rotations normally

occur at lower temperature than overall rotation.

1.5.4 Prediction of Plastic Crystals

Timmermans' criterion for plastic crystals that the fusion entropy is less than 20 JK^mol"1

has been widely accepted and used to predict plastic crystals. However, there are a number

of plastic crystals which do not obey this criterion. Timmermans' criterion has been

doubted [65]. From a thermodynamic point of view, a low fusion entropy only indicates a

small energy difference between the liquid and solid state. It is not an absolute measure of

degree of disorder in solid state. Materials which are highly ordered in their liquid state

could also have fusion entropy less than 20 JK^mol"1 [65]. Therefore, a more reliable

criterion for plastic crystals has been of interest.
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Postel and Riess' Theory

Postel and Riess have suggested that the existence of a plastic crystalline phase depends on

intermolecular steric hindrance [65]. Only when the molecular interlocking is sufficiently

weak, is the motion of neighboring molecules not impeded. The degree of molecular

interlocking is expressed by parameter R [65],

dm _ minimum distance between molecular centers
D M maximum diameter of the molecule

Equation 1.11

By comparing the values of R for a number of materials, Postel and Riess have found that

plastic crystals have R>0.81 while those with R less than 0.81 are not plastic crystals [65].

Therefore, R can be used as the criterion of plastic crystal

Pople and Karasz's Theory

Pople and Karasz have provided a theory for quantitative predictions of orientational

transitions in the solid or liquid states [36]. The theory is based on the Lennard-Jones and

Devonshire's theory of melting where only the positional order is considered [73]. Taking

orientational order into account, Pople and Karasz's theory introduces a parameter u [36]:

v =
z'W
zW

Equation 1.12

where z'W is the energy required for one molecule to turn from one orientation to another

and zW is the energy required to move from one position to another. The energy barrier to

reorientation is related to the steric hindrance of rotation, v is the ratio of the energy

barriers for rotational disorder and positional disorder. When v<0.325, the system loses the

orientational order at lower temperature than it loses the positional order and is predicted to

be a plastic crystal. In Pople and Karasz's theory, the entropy change and volume change

at melting for plastic crystals are smaller than non-plastic crystals. These differences arise
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from the increased volume and increased entropy in the solid phase due to the rotational

motion, which are in agreement with most experimental data [36]. This model is well

fitted by the experimental results of inert gas. It can also be used to predict normal crystals

(with the orientational order and positional order [26]) and liquid crystals (where the

positional order is lost at lower temperature than the orientational order [26]) [36]. The

limitation of Pople and Karasz's theory is that only two orientations are considered. As a

result, molecules with more than two orientations do not fit into this model [70].

Amzel and Becka's Theory

Based on Pople and Karasz's theory, Amzel and Becka have introduced another parameter

N, the number of molecular orientations [35]. N can be defined by considering the

symmetric elements of the molecules and the crystal lattice structure [70]. From Amzel

and Becka's theory, quantitative prediction of the existence and thermodynamic properties

of plastic crystals can be made. Some conclusions from the theory are summarized as

follows [35]:

1. The critical value v, which is the criterion to judge the existence of plastic crystal, is N

dependent. The critical value v increases with the value of N. For example, the value of v

is 0.325 when N-2. The value shifts to 0.50 when N=60. Therefore, the key factors

determining the existence and the thermodynamic properties of plastic crystals are the

number of orientations N and the energy barriers to reorientation and translation.

2. All of the solid-solid phase transitions are of first order when N>2. The solid-solid

phase transitions are of second order when N=2 and v<0.17,

3. The solid-solid phase transition and melting temperatures as well as their corresponding

entropy changes and relative volume changes can be predicted by considering N and v.

Briefly, both the relative volume changes and entropy changes at solid-solid phase

transition and melting for plastic crystals are smaller than the changes at melting for non-

plastic crystals. For plastic crystals, the relative volume changes at solid-solid transitions

could be larger than that at melting. The relative volume change and entropy change at

solid-solid phase transitions increase with v whilst both the changes at melting decrease
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with v. The volume changes at both solid-solid phase transitions and melting are N

independent except for large N. The entropy changes nevertheless exhibit obvious N

dependence. The entropy change of solid-solid phase transition, AStr, increases with N.

The entropy change of melting, ASm, becomes smaller when N increases. The dependence

of ASm on N is less than that of AStr.

4. The equilibrium pressures for solid-solid transition and melting can also be predicted.

Under the premise that v is pressure independent, it is possible that some materials are not

plastic crystals above their critical pressures, but could become plastic crystals when the

pressure is lower than the critical values. This has recently been confirmed by the pressure

experiments on chloroadamantane [74].

Amzel and Becka's theory was correlated better with experimental results than Pople and

Karasz's theory [70]. The theory can also be used for predicting the thermodynamic

properties of normal crystals and liquid crystals. The disadvantage of Amzel and Becka's

theory is that even though the models can be tested by experimental results indirectly, it is

impossible to obtain v directly from experiments or by theoretical calculation.

Smith's Theory

In order to overcome the disadvantage of Amzel and Becka's theory, Smith has made a

modification of Equation 1.12 by introducing a parameter F analogous to v [38],

ED

Equation 1.13

where ER and ED are the energy barriers for general molecular orientation and self-

diffusion, respectively. ER and ED can be obtained as the activation energies of orientation

and diffusion from experiments [39]. According to the values of ER and ED obtained from

NMR experiments for a number of materials, Smith has made the suggestion that the

material is a plastic crystal if F<1.04 [26, 38]. However, the effect of the number of
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orientations seems to be ignored in Equation 1.13. Smith's criterion has not been widely

adopted so far.

Other Theories

Efforts in the prediction of plastic crystal behavior include theoretical calculations. For

example, Prasstgaard and Perram et al. have recently provided a model which can calculate

the second-order phase transition temperatures for elliptical molecules by knowing the

lattice constant [75].

1.5.5 Glassy Crystal

Glassy Crystal State

Plastic crystals could show complicated metastable phases. One of the most interesting

metastable phases of plastic crystals is the glassy crystal state [76-78]. "Glassy crystal" has

been first reported by Seki et al. [79]. They have observed a glass transition in cooling

cyclohexanol from plastic crystal phase I. Glass transitions have also been found in a

number of plastic crystals. They are cyclohexane [80], cyanocyclohexane[75],

cyclohexanol [83] [84] [85] [86] [87-92], cycloheptane [93], cycloheptanol [94], 1,3,5-

cycloheptatriene [95], cyclooctane [96], cyclooctanol [97, 98] pentachloro-toluene [66], 1-

chloro-l-methylcyclopentane[61], 2,3-dimethylbutane [99], adamantane [100],

cyanoadamantane [101, 102] [102-104] [105] [106] [107] [74,108-121], chloroadamantane

[74, 122-125], fluoroadamantane [126], ortho-carborane [127], meta-carborane [128], p-

chloronitrobenzene [129], fullerenes [130] [131], solid nitrogen [132], ethanol [133-137],

methanol [138], propanol [139, 140], etc.

When a plastic.crystal phase is cooled at a relatively fast rate, the disordered orientation

could be trapped while the original crystalline lattice structure remains. When warmed up,

it exhibits glass transition(s) when the trapped static reorientationai motion starts to become

dynamic. This frozen state is called "glassy crystal" or "orientational glass" [141, 142].

Glassy crystals show static orientational disorder and positional order. This is in contrast

to ordinary glasses, known as "structural glass" [142], which show both orientational
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disorder and positional disorder. Angell has suggested that glassy crystals be termed as

"orientationally disordered (OD) glasses" and structural glasses as "center-of-mass

disordered (CMD) glasses" [25]. The degrees of positional freedom and orientational

freedom for plastic crystal, glassy crystal and structural crystal are demonstrated in Figure

1.3.

Energetically, glassy crystals can be described as the molecules trapped in different

potential wells corresponding to different static orientations which arc separated by high

potential barriers. For a highly symmetric molecule such as benzene, since the different

oriest-af:">•>.". an* rnergetically equivalent, the s*atic orientationally disordered state can not

be energetic-^ distinguished from the fully orientationally ordered state [137].

Neverthelecj, for less symmetric molecules, the statically disordered orientations the

molecules take are energetically inequivalent [143]. Extra configurational entropy is

required to maintain the static orientational disorder as compared to fully orientationally

ordered crystal states. The glassy crystals are therefore generally metastable phases [144].

The glass transition which involves the transformation between the static orientational

disorder and dynamic reorientational motion is called the "orientational glass transition"

[141, 145]. This is in contrast to the positional disorder involved glass transition called

"structural glass transition" [141, 145]. The orientational glass transition is similar in

shape to a structural glass transition. In some cases, the orientational glass transition from

the glassy state to plastic crystal phase occurs at the same temperature as the structural

glass transition when a "normal" glass state transforms into supercooled liquid, as observed

in ethrnol [133]. The similarity has been explained by the correspondence of the

reorientational morions in the plastic crystal state and supercooled liquid of ethanol [137].

Cyanoadamantane also shows resemblance in the orientational relaxation in its plastic

crystal state and supercooled liquid state as demonstrated by a stochastic model [146].

Strong and Fragile Theory

Angell has established a theory which can be applied to all materials exhibiting a glass

transition [i6, 25, ?48, 149]. Plastic crystals, due to the existence of orientational glass

transitions, are unified with liquids, polymers and glasses under this theory. [25, 137, 150].
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Figure 1.3 Schematic representation of liquid, supercooled liquid, plastic crystal,

orientationally ordered crystal, structure glass and glassy crystal [147].

Briefly, Angell's theory can be described as follows. Materials exhibiting a glass transition

can be classified as fragile or strong [25, 148]. "Strong" means a higher resistance to

structural change while "fragile" means more flexibility in the structural change. Fragility

is represented by a parameter m which can be obtained by plotting the correlation time T as

a function of Tg/T [25, 137]:

m =dlog(T)
d(Tg/.T) T=Tg

Equation 1.14

The smaller the m value, the stronger the material. The thermodynamic and relaxational

characteristics of strong plastic crystals are consistent with those of strong liquids and

glasses in: smaller heat capacity jump at Tg; smaller temperature dependence of
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configurational entropy; a temperature dependence closer to Arrhenius behavior; an

exponential relaxation and the relaxation more close to Debys behavior [148]. The

"strong" or "fragile" behavior has been explained by topology of potential energy

hypersurfaces. The correlation time is presented as [25]:

aAuT0x = xoexp|
K(T-TOX

Equation 1.15

where x is the relaxation time; To is the configurational ground state temperature; K

indicates the number of minima on the potential energy surface; Ap indicates the barrier

heights separating the minima and "a" is a constant. Whether a system is strong or fragile

depends on the density of accessible states. The more densely these potential minima are

packed (corresponding to a larger value of K) or the more shallow the potential minima is

(a smaller value of Au.), the more fragile the system is [137].

Plastic crystals are normally ranked as intermediate or strong [147, 151]. Strong plastic

crystals are found for those materials with planar molecular structure, such as thiophene,

TINO2 and pentachloronitrobenzene [25, 147]. Plastic crystals cyanoadamantane and

ortho-carborane have been found to be strong whilst isocyanocyclohexane, cyclohexanol

and cyclooctanol have been found between fragile and strong [150]. The fragility depends

on the number of orientations. Cyanoadamantane has six orientations in the plastic crystal

state. Isocyanocyclohexane and cyclohexanol have more possible orientations and

therefore are more fragile [150].

The fragilities of the plastic crystal state and supercooled liquid of ethanol have also been

compared. Although the motional mechanisms in these two states are similar, the plastic

crystal state was found stronger than the supercooled liquid. It can be explained by fewer

accessible configurations in the plastic crystal phase than in the supercooled liquid [137].
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1.5.6 Defects in Plastic Crystals

Defects in Crystals

An ideal crystal contains undistributed periodic structural elements of crystal lattice.

However, real crystals contain imperfections, known as defects, in their lattice

arrangements. Defects can be point defects, such as vacancies and interstitials, or extended

defects, such as vacancy clusters, dislocations and grain boundaries [152]. hi a well

annealed crystal, which is regarded as the equilibrium state, the only defects are thermally

generated vacancies and interstitials. Vacancies are more energetically favorable than

interstitials in pure materials, as interstitials require higher formation energy than

vacancies. For a less well annealed sample, more defects appear than in its equilibrium

state. Crystal growth, thermal shock and mechanical handling may generate line

imperfections such as dislocations and grain boundaries, known as pipes, within the solids.

These defects can diminish gradually during the annealing process when the crystal returns

to its equilibrium state [153].

At the equilibrium state, the number of vacancies present is a function of temperature,

given by [153]

Nv = N o exp -
RT

Equation 1.16

where Nv and No are the numbers of vacancies and molecules, respectively. Ea is the

activation energy for vacancy formation.

Vacancies are always in motion due to the thermal vibration of the crystal lattice [152].

Vacancy diffusion is composed of vacancy formation and migration. According to random

walk theory, the vacancy diffusion coefficient Dv is given as [152]:
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D v =ya"vfexp

Equation 1.17

R
W (E v+Em )N

RT

where y is a geometrical factor, "a" is the jump distance; v is attempt jump frequency; f is

the correlation factor; Sv and Sm are the vacancy formation and migration entropies,

respectively; Ev and Em are the enthalpies of vacancy formation and migration,

respectively. The relationship between Ev and Sv, for both van der Waals bonded crystals

and metals, has been found to be [154]

lm

Equation 1.18

where Tm is the melting point; A and B are constants.

Equation 1.17 can be written as

D =D exp -
RT

Equation 1.19

where Ed is the activation energy of vacancy diffusion and Ed = E, + Em; Do contains the

contribution from the vacancy diffusion entropy Sd, where Sd = Sv + Sm. Equation 1.19

indicates that vacancy diffusion obeys Arrhenius behavior. Ed and Sd have also been found

to be related by [154]

- A ' S d = B '

Equation 1.20

where A' and B' are constants. For metals, Ed is estimated to be 134Tm Jmol"1 [38].

Sherwood et al. have suggested that the vacancy formation energy Ev is close to the lattice
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energy Ls for most solids [153, 155]. The lattice vacancy migration energy En, is of the

same order of magnitude as Ev, and Ej is therefore roughly 2Ls [156, 157].

In crystals, the diffiision of charge carriers is closely associated with the diffusion of the

defects. As the probability for a jump of a charge carrier is proportional to the probability

of finding a vacancy in the adjacent sites, the diffusion coefficient of a charge carrier Dc is

related to the diffusion coefficient of a vacancy Dv by [152]:

Dc = DvNv

Equation 1.21

where Nv is the mole fraction of vacancies. The full form of Dc is expressed as Equation

1.4.

Vacancy diffusion is also related to pressure by [153]

d(lnD)
d?

Equation 1.22

RT

where P is the pressure and V+ is the activation volume.

Defects also appear in plastic crystals [153]. Compared to normal crystals, defects in

plastic crystals exhibit some abnormal characteristics due to the molecular rotational

behavior and the different thermodynamic properties.

Interstitials in Plastic Crystals

On one hand, the formation enthalpy of interstitials Ev is less in plastic crystals than in

normal crystals. The reason is that, in order to undergo the molecular rotation, plastic

crystals are generally less densely packed compared to normal crystals. Therefore, less

energy is required to have a molecule in an interstitial site. On the other hand, since the

interstitial molecules could hinder the rotational motion of neighboring molecules, a
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negative contribution to the interstitial formation entropy is expected for plastic crystals

[154].

Vacancies in Plastic Crystals

Vacancies are an important characteristic of the plastic crystalline state. Smith has

suggested that a larger numbers of vacancies appear in plastic crystals [24, 38]. It has also

been found that the vacancy concentration at the melting point is in the range of 0.1 mol%-

2 mol% for a number of plastic crystals studied [37] whilst it is about 0.01 mol% for

normal crystals [158].

Some plastic crystals exhibit vacancy formation energy Ev close to their lattice energy Ls,

regardless of the values of their fusion energy ASf. Examples are adamantane (ASf=2.5R)

[159], hexamelhyl ethane (ASf=2.4R) [154], and dl camphene (ASf=1.2R) [160], as studied

by positron annihilation lifetime spectroscopy (PALS), specific heat measurement and

density measurement respectively [37]. Lattice energy Ls for these plastic crystals does not

show much difference from that of non-plastic crystals. The vacancy formation energy Ey

for these plastic crystals therefore cannot be distinguished from that of normal crystals

[37].

For some plastic crystals, Ev has been determined not equal to Ls and the ratio of Ev/Ls

increases with fusion entropy ASf [154]. This discrepancy in some cases was explained by

the measurement technique error. For example, in PALS measurements, the o-Ps could be

trapped in a loosely bound lattice rather than in the lattice vacancies [157]. The smaller Ev

could also result from a special vacancy formation mechanism. One example is

succinonitrile. The results from NMR, creep and radiotracer experiments all give the same

result that Ed = 0.8Ls [37]. According to Ed = E^ + Em, Ev < 0.8Ls. The small Ev is due to

the fact that succinonitrile is present in two isomeric forms, 20% in the trans and 80% in

the gauche configuration. These two isomeric forms are of different sizes. As a result, the

20% trans isomer is regarded as an impurity and causes extrinsic vacancies. The vacancy

formation energy Ev is therefore negligible [161].
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The discrepancy between Ey and Ls has also been explained thermodynamically by

Baughman et al.. The relationship between Ey and Ls for van der Waals bonded solids is

given as [154]

+2RT
n>3

Equation 1.23

where ]T(n-2)En is the contribution from n-body potential energy to cohesive energy; Eo is

zero-point energy of the lattice. The many body contribution, expressed as the term 2 in

Equation 1.23, accounts for a smaller Ey than Ls [154].

Vacancy formation entropy Sv of plastic crystals is higher than that of normal crystals and

metals. The vacancy formation leads to less hindered rotational motion for the molecules

neighboring the vacancy and thus increases the entropy. The molecular rotational

( Z V / 2
contribution to vacancy formation entropy is 3ZRlog , where Z and Z-l are the

coordination numbers of the molecules in perfect lattice and neighboring a vacancy,

respectively [ 154].

Vacancies in plastic crystals seem to be more mobile than in normal crystals. The vacancy

diffusion coefficient at the melting point is in the range of 10*l4-10"12 mV1 for the plastic

crystals investigated, more than two orders of magnitude higher than non-plastic crystals.

The high diffusion coefficient was thought to result from the relatively high vacancy

formation entropy Sv- According to Equation 1.17 and Equation 1.19, Do contains the

contribution from Sv. A higher vacancy formation entropy Sv thus contributes to a higher

Do [158]. The more mobile vacancy could also be attributed to a lower vacancy diffusion

enthalpy Ed. Ed was found to be in the range of 0.8-2.3Ls from NMR diffusion

measurements or in the range of 1.4-2.4Ls according to radiotracer data for plastic crystals

while Ed was found to be greater than 2.0Ls for normal crystals [155].

Vacancies in turn enhance the rotational motion in plastic crystals. Firstly, the rotational

motion is less hindered when neighboring a vacancy. The hindering potential for rotation
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is given as -— oc ——, where Vi and V2 are the hindering potentials for rotation in a

defect-free lattice and adjacent to a vacancy, respectively. The molecular coordination

numbers are Z and Z-l, respectively, in these two cases. The hindering potential for

rotation is reduced when a molecule is removed from a perfect lattice site to a site

neighboring a vacancy. Secondly, the less hindered rotational motion of molecules leads to

the increase in rotational entropy [154]. Molecular dynamics simulation demonstrates that

both the molecular vibration amplitude and the rotational jump frequency are increased by

neighboring vacancies. The ratio of rotational jump time to dwell time is increased as well

[162].

1.5.7 Plastic Deformation

Plastic crystals show distinctive plasticity compared to normal crystals and thus are named

"plastic" crystals. It has been found that the pressure needed to extrude a number of plastic

crystals through a hole is about 2-15 times less than the pressure needed for the same

materials in their non-plastic crystalline phases or for some other non-plastic crystals.

Some plastic crystals, for example perfluorocyclohexane, are so easy to deform that they

can flow under gravity [24].

The typical deformation behavior is shown in Figure 1.4. In the low stress range where the

stress and strain are proportional, it is elastic deformation. Elastic deformation occurs by

small displacement of atoms and stretching of inter-atomic bonds under stress. The

material returns to the original shape when stress is unloaded. Beyond this range, the stress

is not proportional to strain. This is plastic deformation. Plastic deformation occurs by

breaking original bonds and reforming new bonds, which is permanent and unrecoverable.

When the stress exceeds a particular value, failure occurs [163].

Plastic deformation of amorphous materials, such as liquids, glasses and polymers, occurs

by viscous flow. Plastic deformation of crystals occurs by different deformation

mechanisms, for example slip or creep, in different temperature and stress ranges. Both of

these deformation mechanisms are associated with the formation and migration of lattice

defects. It is generally believed that the plastic deformation in plastic crystals occurs in the
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same way as in normal crystals [163]. However, the special molecular shape, crystal lattice

structure, molecular rotational behavior and properties of tbj defects in plastic crystals

account for the facile plastic deformation.

CO

C/3

Strain
Figure 1.4. The scheme of a typical stress-strain behavior [163]. The dot indicates the

proportional limit.

Plastic Deformation at High Temperature and Low Stress

At high temperature and low stress, plastic deformation occurs by creep [163]. Creep is the

permanent deformation under a constant stress. The relationship between the strain rate e

and the applied stress a is empirically given as [153, 163]

e = Acrnexp -
RT

Equation 1.24

where n and A are constants; Ec is the activation energy of creep. At very high temperature

and extremely low stress, the deformation is controlled by the migration of vacancies.

Under this condition, n=l and Ec is the activation energy of vacancy diffusion Ed. Under

usual conditions, the creep occurs by dislocation climb. Dislocation climb is demonstrated

in Figure 1.5, which involves the diffusion of vacancies through the lattice to accumulate at

the dislocation. Therefore the rate of dislocation climb and thus the rate of creep are

vacancy self-diffusion controlled. The activation energy of creep Ec is related to the
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activation energy of vacancy self-diffusion Ed. n is estimated to be 4.5 and has been

measured to be in the range of 4-6 for metals [153]. Since Ec=Ed and according to

Equation 1.19, Equation 1.24 can be expressed as [153,163]

E = A'a4-5D

Equation 1.25

Sherwood et al. have studied the creep of a number of plastic crystals. They conclude that

dislocation climb is the dominant mechanism for creep in plastic crystals [158]. As

suggested in section 1.5.6, Ed of plastic crystals seems to be smaller than that of normal

crystals, suggesting easier creep in plastic crystals. It has also been found that plastic

crystals with lower fusion entropy exhibit smaller Ed- Therefore, the plastic crystals with a

smaller fusion entropy could exhibit higher plasticity [153].

Figure 1.5 The scheme of dislocation climb via the atom-vacancy exchange by solid state

diffusion.

Plastic Deformation at Low Temperature and High Stress

At low temperature and high stress, deformation occurs by dislocation slip, which is

essentially the migration of dislocations along the specific direction under stress, as sn^vvn

in Figure 1.6 [163]. It is believed that dislocation slip is the dominant mechanism for

plastic crystals as well under this condition. Slip traces have been clearly observed and slip

planes well defined in d-camphor and adamantane [164, 165].
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Plastic crystals exhibit easier plastic deformation by slip than normal crystals. Small

stresses would be adequate to yield slip for plastic crystals [165]. The ease of dislocation

slip in plastic crystals can be attributed to a higher number of low energy slip systems

compared to normal crystals. Dislocation line energies of plastic crystals (0.38 eV for

cyclohexane, 0.6 eV for dl-camphene) are much smaller than those for normal organic

crystals (25.7 eV for sulphur, 7.4 eV for hexamethylenetetramine) and even metals (4.6 eV

for Ag, 8.1 eV for Fe) [153]. The ease of dislocation slip is also related to the fusion

entropy. A lower fusion entropy corresponds to a smaller dislocation line energy. This is

evidenced by comparing adamantane (ASf = 2.5R, 4.7 eV) with cyclohexane (ASf = 1.0R,

0.38 eV) and dl-camphene (ASf = 1.2R, 0.6 eV) [153]. It is thought that the low dislocation

line energy is related to the symmetry of both the molecules and the lattice structure in

plastic crystals. A high symmetry of the molecules and the crystal lattice structure would

facilitate the dislocation slip. Molecular interactions and interference would impede the

slip for less symmetrical molecules [165].

Figure 1.6 The scheme of the movement of edge dislocation.

1.5.8 Conduction Mechanism

Plastic crystals have been of interest as electrolyte materials for the last two decades. As

mentioned in section 1.5.1, diffusion has been widely observed in plastic crystals. Plastic

crystals also show relatively higher conductivity than normal crystals. For example, in the

family of l-alkyl-2-methyl-pyrrolinium TFSA (MPXTFSA, x is the number of carbon on

the alkyl chain) salts, MP2TFSA exhibits most solid-solid phase transitions and smallest

fusion entropy and is believed to be a plastic crystal. MP2TFSA displays higher

conductivity than all the other salts in the family which have higher fusion entropies and
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fewer solid-solid phase transitions [166]. Another example is Li2SO4. Li2SO4 is a plastic

crystal at elevated temperatures. The rotational motion of sulphate groups has been clearly

demonstrated by neutron diffraction [167]. Li2SO4 has a conductivity of 1 Scm"1 at 600 °C.

This is in contrast to the related non-plastic crystal Na2SO4, which exhibits a conductivity

of 7*10^ Scin1 at 550 °C [168].

Angell et al. have suggested the term "plastic crystals fast ion conductor (PLICF1CS)" for

this new category of electrolyte materials in 1986 [22]. Molecular or ionic transport within

plastic crystals is likely to occur by different mechanisms than in normal crystals. The

main conduction mechanisms proposed are the "paddle wheel mechanism" and the

"percolation mechanism".

In the paddle wheel mechanism, the mobility of some species of molecules or ions is

facilitated by the strongly coupled rotational motion of other molecules or ions [12, 168-

172]. As mentioned before, molecular motions are correlated with the motions of

neighboring molecules because of the insufficient intermolecular distance. As a result, the

reorientation of one molecule could contribute to the translation disorder of a neighboring

molecule [173]. The rotation-translation correlation has been observed in neopentane by

neutron diffraction and is demonstrated by molecular dynamics simulation [173, 174].

When a C-C bond of one molecule points to a neighboring molecule, the latter is pushed

away. The latter moves closer when the C-C bond of the former points away from it.

In a percolation mechanism, the mobility of ions is enhanced by "free volume", either by

the lattice expansion or by the vacancies created [12, 175-179]. The percolation

mechanism works for both rotator phases and non-rotator phases. Since plastic crystals

exhibit larger lattice expansion at solid-solid phase transitions and easier vacancy

formation and diffusion, the ionic mobility is thus increased.

In the last twenty years, there have been controversies about these conduction mechanisms

[168, 176, 178-180]. Lunden and Secco's groups have studied some Li2SO4 based salts.

Jansen has given a review on the conduction mechanism in 1991, concentrating on

inorganic salts [12]. More examples including organic salts will be reviewed here. The

materials reviewed are not necessarily limited to Li+ ion conductors.
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Li2SO4

was once the center of the conduction mechanism controversy [168, 171, 176, 180,

181] [179] [178]. It has been one of the most thoroughly studied materials so far. It is

generally accepted that Li2SC>4 is a plastic crystal. U2SO4 exhibits a solid-solid phase

transition at 573 °C with enthalpy of 24.8 kJmol"1. The solid-solid phase transition

accompanies a volume change of 4.5% (AV/V) [182]. The melting point is at 860 °C with

fusion enthalpy of 9.0 kJmoi"1 [168]. The crystal littice structure is monoclinic in phase II

(space group P2i/a). It is face-centred cubic (FCC) with space group Fm3m in phase I.

The sulphate groups occupy the origin position (0, 0, 0). 90% of the Li+ cations occupy the

tetrahedral sites ± —,—,— while the octahedral sites —,—,— are vacant. The

remaining 10% of the Li+ are distributed on the shell surrounding the sulphate ions [183].

Raman spectroscopy and neutron diffraction reveal that the sulphate anions perform

rotational motion in phase I [167, 184]. Ionic conductivity as high as 1 Scmf1 was obtained

at 600 °C, which can be ascribed to the high mobility of Li+ [185]. For normal conducting

solid electrolytes, the ratio of the number of the available lattice sites to the number of

charge carriers should be at least 3. This ratio is only 1.5 for Li+ ions in Li2SC»4 [186].

Therefore, the motion of Li+ ions could involve a special conduction mechanism.

The motion of Li+ ions has been investigated by a number of techniques. An

electromigration experiment suggested that 6Li migrates faster than 7Li in O2SO4 [187,

188]. Because the jumping frequency for spontaneous jumping is inversely proportion to

the square root of the mass, this has been used to suggest that the transport of Li+ ions

involves spontaneous jumping [168]. The possible jumping pathways include:

(1) jumping from one tetrahedral site to another tetrahedral site through the octahedral site;

This model is not supported by the fact that the octahedral sites are vacant.

(2) jumping between two adjacent tetrahedral sites directly; This model is not likely, as

this jumping model indicates a jump distance of 3.5 A, whilst the jump distance obtained

from Raman spectroscopy and neutron scattering studies is 3.7 A, which is significantly

greater [189] [167].

- 3 5 -



(3) jumping from the tetrahedral site into the spherical shell surrounding the sulphate

groups and then jumping into one of the adjacent tetrahedral sites. This jumping model is

well supported by the following facts. Firstly, molecular dynamic simulation suggests a

curved pathway for Li+ ions [190]. Secondly, the jump distance for this curved pathway is

3.7 A, in agreement with the results from Raman spectroscopy and neutron scattering [189]

[167].

10% of the Li+ I .s surrounding the shell of the sulphates groups appear to be closely

coupled with the sulphate groups. Firstly, the closest distance between Li+ ions and the

oxygen atoms on the sulphate groups is 1.57 A, less than the radial sum 1.90 A of Li+ ion

and O atom. Neutron diffraction indicates that the nuclear density of the sulphate group is

distorted, which could be attributed to the overlap of O nuclei and Li nuclei [183].

Secondly, the transport of Li+ ions is strongly correlated to the rotational motion of the

sulphate groups. The Li+ ion jump frequency between the tetrahedral sites as calculated

from the conductivity data is 2*10'' s"1 [191]. This is of the same order of magnitude as

the rotational time, 2 ps, of sulphate ions obtained from neutron diffraction, Raman

spectroscopy and computer-simulation [167, 184, 191, 192].

The transport of Li+ cation can thus be inferred as: Li+ ion jumps spontaneously from a

tetrahedral site to the sphere of a sulphate group by attaching to an oxygen atom; It is then

pushed by the rotating sulphate group to a new environment and jumps to a new tetrahedral

site [172]. This transport model suggests that the rotational motion of the sulphate anions

plays an important role in facilitating the Li+ cation diffusion. The conduction occurs by a

paddle wheel mechanism.

The paddle wheel mechanism has been further tested by introducing WO4 " anions or Mg

cations into Li2SC>4. WO42" is bigger and has a lower rotational frequency, which should

result in a decrease in conductivity if a paddle wheel mechanism is effective. It was

observed that the conductivity is decreased by doping with less than 5 mol% Li2WC>4 [193].

Doping with Mg2+ creates vacancies on the Li+ sublattice. If the percolation mechanism

applies, the conductivity would be increased by introducing Mg ions. The conductivity

was found to be independent of the doped Mg2+ concentration, which indicates that the
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vacancies do not play an important role in the conduction mechanism [194]. Both results

support the paddle wheel mechanism[l 68, 170] [180].

Secco proposed that the percolation mechanism accounts for the high conductivity

observed in IĴ SCU. His main pieces of evidence are: (1) the conductivity jump is

correlated with a volume expansion AV/V at the solid-solid transition temperature, which

indicates an effect of "free volume" on conductivity [176]; (2) the conductivity decreases

when pressure increases [191]. This could be explained by the reduced lattice "free

volume" at high pressure restricting the mobility of Li+ ions [176]; (3) the conductivity

increases with the radii of guest ions introduced, such as Na+, Rb+ and Ag+. The

explanation is that the introduction of the larger guest ions leads to the lattice expansion in

the absence of vacancies, which supports the percolation mechanism [176]. Secco also

admitted that the instantaneous orientations of the sulphate groups could play a role to ease

the passage of the cation through the bottleneck separating two available sites [179].

The systems of Li2SO4-Li2WO4 and Li2SO4-LisPO4 have been studied in order to

understand the conduction mechanism. Secco observed that the conductivity in phase I

becomes higher when Li2SC>4 is doped with 5 mol% and 10 mol% Li2WO4 [179].

However, this can not be powerful evidence against the paddle wheel mechanism. The

Li2SO4-Li2WC>4 phase diagram shows that the solubility of U2WO4 in U2SO4 is less than 5

mol% [195], meaning that the 5 mol% and 10 mol% compositions are in a two-phase

region in phase I. The higher conductivity could therefore be attributed to the liquid phase

or the "non-homogeneities" within the samples [170]. In the Li2SO4-Li3PO4 system,

conductivity is decreased by doping with O3PO4 in phase I [196]. However, this system

seems to be an inappropriate example to test the conduction mechanism. On one hand, if

the paddle wheel mechanism applies, replacing SO42* groups with the bigger PO43" anions

possessing lower rotational frequency would lead to the decrease in conductivity. This

explanation supports the paddle wheel mechanism [196, 197]. On the other hand, the

decrease in conductivity could also be explained in favor of "free volume" mechanism, as

more interstitial Li+ ions are created to maintain the electroneutrality in the absence of the

SO42" vacancies. The interstitial Li+ ions increase the packing density, decrease the free

volume and thus lead to the drop in conductivity [177].
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LiAgSO4, LiNaSO,, Li

LiAgS04, LiNaSO45 Li4Zn(SO4)3 are plastic crystals. All of them show solid-solid phase

transition and small fusion entropy [168]. Sulphate ion reorientation occurs in phase I

[170, 186]. Li4Zn(SO4)3 is non-cubic in phase I, whilst LiAgSO4 and LiNaSO4 are body-

centered cubic in phase I. In LiAgSC>4, Ag+ ions occupy the octahedral site [ 0,—,—] and

Li+ ions occupy the tetrahedral sites --,0,— . Li+ and Ag+ have equal diffusion

V4 2)

coefficients. The activation energies for sulphate rotation and cation diffusion are 0.72 eV

and 0.52 eV respectively [184]. In LiNaSO4, neutron powder diffraction studies indicate

that all the Na+ ions are in the octahedral sites while molecular dynamics simulation gives

that 10% Na+ ions are in the octahedral sites, 41% in the tetrahedral sites and 49% in other

sites [186].

Conductivities approaching 1 Scm"1 were observed for all three compounds at 550 °C (in

phase I) [168]. Molecular dynamics simulations have shown that, similar to Li2SO4, the

cations bond to the oxygen atoms of the neighboring sulphate groups. The rotational

motion of the sulphate groups plays an essential role in the cationic transport. The high

conductivity is ascribed to a paddle-wheel mechanism [186]. The paddle wheel

mechanism is also operative for doped guest cations in the three compounds [186].

In contrast, Na2SO4 displays very different properties from those of Li2SO4s LiAgSO4,

LiNaSC>4 and Li4Zn(SO4)3. Na2SC>4 was proved not a plastic crystal. Although it exhibits a

solid-solid phase transition at 247 °C, no sulphate rotation was observed. It is hexagonal at

the high temperature solid phase. The conductivity is 7x10"* Scm"1 at 550 °C, more than

three orders of magnitude lower than that of Li2SO4 [168]. The conduction mechanism

seems to be different from that of Li2SO4, LiAgSO4s LiNaSO4 and Li4Zn(SO4)3. The

activation energies of the latter four in their plastic crystal phases are about 0.4 eV while it

is 0.5-1.7 eV for the Na2SO4 in the hexagonal phase. The radii of the doped mono and

divalent cations have small influence on the conductivity for Li2SO4, LiAgSO4, LiNaSO4

and Li4Zn(SO4)3 while the radii of the doped cations have greater influence on the
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conductivity for Na2SO4 [186]. This comparison seems to indicate the effect of anionic

rotation on the conductivity and favors the paddle wheel mechanism in Li2SC>4, LiAgSO4,

LiNaSO4 and Li4Zn(SO4)3

Na3PO4

Na3PO4 was shown in several studies to be a plastic crystal [198-201]. It displays a solid-

solid phase transition at 325 °C and final melting at 1300 °C. It is a tetragonal lattice

structure in phase II. In phase I, the tetrahedral PO4
3' anions form a FCC lattice where the

Na+ ions occupy all the tetrahedral and octahedral sites [12]. The solid-solid phase

transition accompanies a jump in conductivity and a decrease in the activation energy for

conductivity [12].

PO4
3" groups involve rotational motion in two processes. The strong coupling of PO4

3"

anions and Na+ cations occurs in both processes [200]. In process 1, PO4
3" anions rotate

about one of the four C3 axes on a picosecond timescale. In this process, oxygen atoms and

Na+ ions, as probed by quasielastic neutron scattering and high frequency conductivity

respectively, display comparable localized diffusion coefficients [199] [202, 203]; [198].

Process 2 involves the reorientation of the C3 axes of PO4
3" groups among six possible

orientations parallel to the cubic axes, in the nanosecond regime. This process is triggered

and accelerated in phase I and is superimposed on process 1 [204]. Na NMR is

influenced by a non-averaged anisotropic contribution which could be assigned to the

interaction with the PO4
3' anion. 17O, 3IP and 23Na spin-lattice relaxations all gave the

same activation energy and pre-exponential factor in process 2, providing further evidence

that Na+ ions are strongly coupled with the rotational motion of the PO4
3" groups. This

strongly suggests correlated anion-cation motion, supporting the paddle-wheel mechanism

[201].

The conducting process can be inferred as the following:

(1) The process is initiated by the attachment of a Na+ cation to a PO4
3" anion.

(2) The Na+ ion leaves its original site by the rotation of PO4
3" group about the C3 axis.
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(3) In the new environment, the Na+ ion forms a strong attachment to another oxygen atom

it encounters and triggers the reorientation of the C3 axis.

The rotational motion of the PO43" groups about the C3 axis and the reorientation of the C3

axis help to transport Na+ ions through the lattice [201].

It is worth noting that the vacancy conduction mechanism also plays a minor role in the

overall conduction, due to impurities. It is difficult to obtain Na3PC>4 in a perfectly pure

form. As mentioned before, all tetrahedral and octahedral sites are occupied by Na+ ions.

The Na+ ions at the octahedral sites are surrounded by eight further Na+ ions. This closely

packed Na+ ion sublattice favors the incorporation of impurities to loosen the packing on

the cation sublattice [12]. As a result, an extra motion occurs for Na+ ions. This motion is

assigned to the translational motion of Na+ ions by vacancy mechanism. Na+ cations and

PO43" anions exhibit the same activation energy in this process according to 31P and 23Na

NMR [201]. These results indicate that Na+ ions are still coupled with the rotational

motion of PO43" groups during the transport among the vacancies.

The coupling between the vacancy hopping mechanism and the rotation enhanced hopping

mechanism has been studied by doping Na2SC>4 into Na3PC>4. The effects of doping SO42"

into Na3PO4 are anticipated to be: (1) more vacancies are created on Na+ ion sites; (2) the

lattice constant of Na3PO4 does not change substantially at dopant level; (3) the effect of

paddle wheel mechanism would be enhanced, as the smaller SO42* groups have larger

rotational frequency. It has been found that the conductivity increases with the dopant

level of Na2SC>4. The activation energy becomes temperature dependent as compared to

the Arrhenius behavior for pure Na3PO4 in both phase I and phase II [12].

31P and 23Na NMR studies suggest that the motions of Na+ cations and PO43" anions involve

two processes [204]. In process 1, the translational motion of Na+ ions and the rotational

motion of PO43" are correlated. This process is independent of the concentration of

Na2SO4. Process 2 is probably a vacancy hopping mechanism for Na+ ions. This process

is almost absent in pure Na3PC>4, but becomes more important with increasing
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concentration of Na2SO4- The effect of Na2SC>4 concentration supports the vacancy

hopping mechanism, as more vacancies are created by doping with Na2SO4 [204]. The

vacancy hopping mechanism and rotation enhanced cationic motion coexist in the Na3PC>4-

Na2SC>4 system. These two processes seem to be correlated to each other. Both of the

processes display similar activation energy in the Na2SO4 concentration range of up to 25

mol%. The correlation time and relaxation strength of the two processes become

increasingly similar as the vacancy concentration increases. These results indicate that the

transport of Na+ ions among the vacancies is associated with the rotational motion of PO43"

groups. In conclusion, a paddle-wheel mechanism is strongly suggested in the Na3PC>4-

Na2SO4 system [204].

Na3PO4-Na3AlF6

The effects of doping the larger A1F63" anions into Na3PC>4 are anticipated to be: (1) the

transport volume will be increased; (2) the "paddle v;heel" effect will be decreased, as the

bigger A1F63" groups are less rotationally active; (3) the changes in defects are limited, as

the doped isovalent A1F63' anions are not expected to create more vacancies or interstitials.

The defects due to heterogeneity could also be ignored, because Na3PO4 and Na3AlF6 are

completely miscible above 640 °C [12]. The ionic conductivity and transport volume seem

to show some connection. Both the conductivity and the transport volume are increased by

doping with AIF63' anions up to 20 mol%. Beyond this point, the transport volume and the

conductivity both decrease with doping [12]. The results indicate that a percolation

mechanism seems to apply in the A1F63" doped Na3PO4.

XONa3 (X=NO2\ CN\ Br")

NaaNO3 is not simply the ortho salt of Na+ with NO3", but actually oxide nitrite with the

formulation of (NO2)ONa3. (NO2)ONa3 goes through three solid-solid phase transitions.

The crystal lattice structure is body centred cubic (BCC). The NO2" groups possess

orientational freedom. Na3OBr and Na3OCN have similar lattice structure to that of

(NOj)ONa3. Both also exhibit solid-solid phase transitions. The CN" groups in Na3OCN

display orientational disorder. Na3OCN and Na3NC>3, both of which possess anionic

rotational freedom, display higher conductivity than Na3OBr. Although more details about
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the transport mechanism are yet to be explored, this comparison indicates the effect of the

anionic rotation on conductivity [12, 172]

MNO2 (M=Cs, Tl, K, Rb)

These nitrites all display plastic crystal phases. They exhibit one or more solid-solid phase

transitions. The crystal structures are CsCl type cubic for CSNO2 and TINO2 and NaCl

type cubic for KNO2 and RbNCh. NO2* anions perform 180° flipping in low temperature

phases. In phase I, NO2" anions are detected to participate in isotropic rotation and self-

diffusion. The activation energies for the anionic motion in the phase I are listed in Table

1.1.

The data in Table 1.1 indicate that: (1) The activation energies for anionic isotropic rotation

are very similar for the four species. (2) The activation eneigies for conductivity are

significantly different from those for the anionic rotation, indicating that the anionic

rotational motion is not a dominant contributor to the conductivity. (3) The contribution

from cationic diffusion to conductivity can not be ignored. Cationic diffusional motion has

been observed by NMR studies in KNO2 and T1NO2 [50, 205, 206]. In T1NO2, the

activation energy for cationic diffusion (48 kJmol"1) is very close to that for conductivity

(47 Umol'1), indicating that Tl+ is the main charge carrier [205, 207]. (4) The jumping

pathway and the size of the pathway opening are the main factors determining the energy

barrier to diffusion. The activation energies of diffusion for CSNO2, TINO2 and KNO2 are

all about 47 kJmoi"1 except that of RbNC>2. The difference is explained by the diffusional

process. For CSNO2 and TINO2, the lattice structures are both CsCl type. The ion can

jump by a distance of the cell constant to the nearest vacancy site by one step, as shown in

Figure 1.7 (b); Whilst for NaCl type KNO2 and RbNO2, the ion jumps by two successive

hopping through an opening surrounded by three nearest opposite ions to a nearby vacancy,

shown in Figure 1.7 (a) [56]. The smaller opening for a relatively bigger Rb+ ion accounts

for the higher activation energy observed in RbNC>2 [49].

The Cs, K or Rb NMR and N NMR studies seem to indicate the cation-anion correlation in

both the rotational motion and diffusional motion. It is very possible that the cations could

be attached to the oxygen atoms by van der Waals forces. It is confirmed by neutron

- 4 2 -



diffraction study that the cation and the oxygen atom are actually in contact [208].

However, how the cation and the anion are correlated in the difrusional motion, and the

contributions from the cationic and anionic diffusion to conductivity are not quite clear.

Table 1.1 Activation energies of isotropic rotation and self diffusion for NO2" in phase I

obtained by NMR and the activation energy for conductivity. * Obtained from 14N or I5N

NMR. b obtained from I33Cs, 85Rb, "Kb, 39K or 2O5T1 NMR.

Compound

Ea/ kJ moi-l

Isotropic Rotation Self-diffusion Conductivity

Reference

CsNO2 9.0\ 9.0b 33a, 47b 50,74 [56]

T1NO2 13.5a At 47 [50, 207]

KNO2 10a, 12b 48b, 43b 100 [206]

RbNO2 6.2\8.5b 110a, 140b,75b 100 [49]

Organic Molecular Plastic Crystals

Significant molecular diffusion has been observed using a number of experimental

techniques in the organic solids benzene, thiophene, 1,4-Dioxane, cyclohexane,

succinonitrile, pivalic acid, cyclohexanol and etc in their plastic crystal phases [37, 209-

212], The diffusion in these molecular plastic crystals is suggested to occur by the

molecules migrating through extended defects, most likely grain boundaries, during the

premelting [209, 210]! This is "pipe diffusion".

Pipe diffusion is generally more rapid than lattice diffusion. The diffusion coefficient of

pipe diffusion is orders of magnitude higher than that of lattice diffusion. The activation
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energy of pipe diffusion is smaller than that of lattice diffusion. Pipe diffusion is more

competitive than lattice diffusion at lower temperatures when extended defects exist [153].

The facile pipe diffusion observed in these plastic crystal materials is attributed to the low

energy requirement to create vacancies and defects on the crystal interface. The interfacial

disordering results in premelting behavior in some cases 35 °C below the melting point,

and also provides an effective pathway for molecular difiusion [209],

In addition to pipe diffusion, mono-vacancy migration may also occur in some plastic

crystals with smaller fusion entropies (1.3±0.4R), such as cyclohexane, succinonitrile and

pivalic acid [209]. There seems no direct connection between the rotational motion and the

diffusional motion. For example, the correlation times of molecular rotation and hopping

are 2.3*10~12 s and 2.6x10"7 s respectively at 0 °C for cyclohexane. The activation energies

of molecular rotation and diffusion are 21.3 kJmol"1 and 57.0 kJmol"1 respectively for

succinonitrile [213]. In contrast, mono-vacancy diffusion is less important in benzene,

thiophene and 1,4-Dioxane which have higher fusion entropies (5R). Both the diffusion

coefficients of lattice diffusion and pipe diffusion in benzene, thiophene and 1,4-Dioxane

(10"17 mV1 for lattice diffusion, 10'13 mV1 for pipe diffusion at melting point) are orders of

magnitude lower than the values for plastic crystals with lower fusion entropy (10~13 mV1

for lattice diffusion and 10"8 mV1 for pipe diffusion) [209].

In all, molecular diffusion is directly related to defects in these molecular plastic crystals.

Although the diffusion does not contribute to the conductivity, the discussions about the

diffusion mechanism are still presented here to give some insight into ionic diffusion.

More studies on the diffusion of molecular plastic crystals have been reviewed by Chezeau

etal. [11].

Ammonium Salts

The rotational motion of cations in certain ammonium salts has been known for decades

[28]. Ammonium salts with highly symmetric anions, such as NH4NO3 [214, 215],

NH4PF6 [216], (NH4)2BeF4 [217] and NH4HF2 [218], are known to possess rotational

freedom for both the NH4"1" cation and the anions.
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A series of alkyl substituted ammonium salts have been investigated. The degree of the

alkyl substitution ranges from 1 to 4. The alkyl chain length varies from one carbon to ten

carbons. Salts with a nitrogen-containing ring within the cations, such as piperidinium [52,

54], pyrrolidinium [55] and pyrrolinium [166] have recently been studied. The anions are

Br* [58], r, C1O4' [219, 220], IO4" [63], NCV [220, 221], SCN" [222], PF6" [54, 55], SbF6"

[223], BF4"[224] [57], TFSA" [166], MXn"(M, divalent metal and X, halogen) [225] and so

on.

Most of the ammonium salts studied are believed to be plastic crystals. They generally

exhibit one or more solid-solid phase transitions. A cubic or a tetragonal lattice structure is

normally found in phase I. Rotational motion of the cations starts to occur in the low

temperature phases. The rotational motions at low temperature are normally internal

rotations with low energy requirement, such as the C3 rotation of the CH3 groups on the

alkyl chains or the C3 rotation of the NH3 groups [219, 226, 227]. As temperature

increases, the whole cation becomes involved in the rotational motion. Isotropic rotation

has been suggested for a number of cations in phase I, for example, the small CH3>JH3+

[58, 227], and the relatively bulky (CH3)4N
+ [222], (CH3)3NCH2CH3+ [53], pyrjolidinium

[55] and piperidinium [52, 54]. When one or two long alky chains are attached to the N

atom, as in for instance the CnH2n+iNH3
+ (n=3 - 10) [59, 228-230] and the (CnH2n+i)2NH2

+

(n=2 - 4) [231], isotropic rotation is restricted. Instead, the cation rotates about its long

axis.

In addition to the rotational motion, most of the cations participate in diffusional motion in

the high temperature phases. The long, rod shaped CnH2n+iNH3+ and the (CnH2n+i)2NH2+

are suggested to perform two-dimensional diffusion in the plane perpendicular to the

rotational axis [59, 228-231]. Three-dimensional self-diffusion is suggested for the cations

with short alkyl groups, such as CH3NH3
+ [58, 227], (CI^N* [222], pyrrolidinium [55]

and piperidinium [52, 54]. Some of the high symmetric anions, for example CIO4" [52,

232], BF4' [57], PF6" [53-55] and NO3" [52, 53], also perform rotational motion. In some

samples, anionic diffusion has also been detected for PF6~ [54, 55], BF4" [57] and Cl" [59,

230]. The activation energies and correlation times of ionic rotation and diffusion for some

of the ammonium salts reported in the literature are listed in Table AP- 2 in Appendix B.
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It is found that the energy barrier to cation diffusion does not depend strongly on the

species of the anions. One example is CH3NH3X (where X= I~, Br\ CIO4", NO3"). The

activation energy for cation diffusion is in the range of 30 - 50 kJmol"1 regardless of the

anion species. The exception is (CH3NH3)2SC>4, where the activation energy for cation

diffusion is 76 kJmol"1. The relatively higher energy barrier for cation diffusion in this case

is attributed to the divalent anion [227]. The CH3NH3"1" cations have similar jump rate

(about 10" s) at the melting point for all these salts (ref. as in Table AP- 2 in Appendix B).

Other examples are pyrrolidiniumX and piperidiniumX (where X=PFe" and BF4"). The

activation energy of diffusion is about 60 kJmol'1 for piperidinium [52, 54], and about 46

Umol'1 for pyrrolidinium regardless of the anions [55]. In addition, it seems that the

diffusional motion of the cations is not strongly correlated to the rotational motion of the

anions. These results indicate that the paddle wheel mechanism is not the main conduction

mechanism for these ammonium salts. This is reasonable since the relatively big cations

will not be easily attached to or be transported by the rotating anions.

The lattice volume does not play an important role in the conduction mechanism for the

ammonium salts. For'instance, an increase in conductivity was observed at the phase III to

II transition in NH4NO3 accompanying a decrease in the lattice volume [214],

Ikeda and Ishida et al. have suggested that cations diffuse by jumping into nearby

vacancies [55, 58, 230]. The cationic size is an important factor determining the

diffusional energy barrier, as shown by:

(1) As the sizes of cations become more bulky from (CH3)2NH2C1O4 to (CH3)3NHC1O4 to

(CH3)3NCH2CH3C1O4, the activation energies for cation diffusion increase from 37.6

kJmol"1 to 57.9 kJmol"1 to 60.0 kJmor1 [53, 226,233].

(2) The activation energies of cationic diffusion for CH3NH3NO3 and CH3ND3NO3 are the

same, 29 kJmol"1, indicating that the energy barrier for diffusion mainly depends on the

ionic size and shape, not the mass [221].

(3) Ono et al. have compared the activation energies for a number of the CsCl type

ammonium salts having various sized cations. They found that the activation energy for
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diffusion increases with the ionic size and lattice size, further suggesting that ionic size is

an important factor in the ionic diffusion [55].

The effects of the cationic size on the cationic diffusion are further evidenced by a series of

salts with rod shaped cations, hi the CnH2n+lNH3Cl (n=3-10) family, all the salts have

tetragonal lattice structure with a lamellar-type double-layered structure. The axis of the

rod like cation is along one of the unit cell axes. The rod like cations perform ID rotation

about the cationic long axis (also parallel to one of the unit cell axes). The cations perform

the two-dimensional diffusion in the lamellar plane perpendicular to the rotational axis.

The activation energies of cationic rotation are nearly the same, 5-6 kJmol"1, for all the

members, regardless of the cationic size. In contrast, the activation energy for cationic

diffusion exhibits strong cationic size dependence, increasing with the length of the cation

[59, 228-230].

The system of (CnH2n+i)2NH2Br (n=2-4) exhibits similar properties. A tetragonal lattice

structure has been detected for all these three salts. The cations perform the uni-axial

rotation along the cationic long axis (parallel to one of the unit cell axes). The activation

energy for cationic rotation is in a narrow range of 12-18 kJmol'1. The cationic diffusion

occurs in the 2D plane perpendicular to the cationic long axis. The activation energy for

cationic diffusion increases with the length of the alkyl chain, implying that the energy

barrier to cationic diffusion depends on the ionic size [231].

In addition to the ionic size, the size of the opening (the bottleneck in the pathway of

diffusion formed by nearby ions) is also an important factor determining the energy barrier

to diffusion. The effect of opening size is demonstrated by comparing CH3NH3NO3 and

NH4NO3. Both of the salts form CsCl type cubic lattice structures in phase I. The cations

jump to the nearest vacant site by passing through an opening surrounded by four anions,

as shown in Figure 1.7 (b). The length of the minor axis of the ellipsoid of CEbNHs"*" is

close to the diameter of the NH^ ions, meaning that the same area of opening is needed for

the cation to pass through. However, since the lattice constant is bigger for CH3NH3NO3,

the opening in CH3NH3NO3 is bigger than in NH4NO3. As a result, the energy barrier for

cationic diffusion in NH4NO3 (51 kJmol"1) is much higher than in CH3NH3NO3 (29 kJmol"
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') [221]. The opening theory was also applied to explain the high energy barrier for the

diffusion of NH,+ in NH4CI [234]. In the NaCl-type NH4CI, the N H / ions jump to a

nearby vacancy by two successive hops through an opening with a diameter of 1.71 A, as

shown in Figure 1.7 (a) [234]. Whilst the diameter of the opening for NH»+ in the CsCl

type NH4NO3 is calculated to be 3.58 A by taking 4.40 A for the cell constant and 1.32 A

for the radius of NO3" [214]. The smaller opening in NH4CI accounts for a higher

activation energy (120 kJmol*1) for the NH4+ diffusion.

Cl"

NH<

j vacancy

(a) (b)

Figure 1.7 The scheme of the self-diffusion pathway in (a) NaCl-type crystal and (b) CsCl-

type crystal, as demonstrated in NH4CI Phase I and Phase II, respectively [234].

It has also been suggested that there seems a correlation between the diffusional motion of

the cations and anions. In the CnH2n+iNH3Cl system, the activation energy of conductivity

is between the values of the activation energies for cationic and anionic diffusion, implying

that the diffusional motion of both cations and anions contribute to the conductivity.

According to the lamellar-type double-layered structure, the jump distance for Cl" anion is

the cell constant "a", nearly the same for the whole system of salts. However, the

activation energy for the Cl" anionic jumping still exhibits a dependence on the length of

the carbon chain on the cation, implying that the diffusions of the cations and the anions

are correlated [230].

The correlation between the cationic diffusion and anionic diffusion could be explained by

a Schottky-type lattice defects mechanism. When a cationic lattice defect diffuses, it is

accompanied by the diffusion of an anionic defect to remain the neutrality [59, 230].
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Moreover, by comparing the activation energies of the cations and the anions for

C4H8NH2PF6, CsHjoNHzPFe and (CHakNCiHsPFe, it was found that although the

activation energies for the cationic and the anionic diffusion are different, the activation

energies for the anionic diffusion also show lattice size dependence, similar to that of the

cations. Ono et al. suggested that the diffusions of cation and anion are correlated in some

way, probably by a vacancy pair and/or a Schottky defects mechanism [55].

It is also interesting that the correlation times of diffusion at the melting point for both the

cations and the anions are found to be in the range of 10"7 ~ 10"8 s, as shown in Table AP- 2

in Appendix B. It has been suggested that the jumping rate in this range can be regarded as

a crucial point to trigger the melting [54, 55].

hi conclusion, a vacancy mechanism is suggested for ionic diffusion in the ammonium

salts. The size of the diffiisional ions and the size of the opening are important factors

determining the energy barrier for ionic diffusion. The correlation between the cationic

diffusion - anionic rotation is not strongly suggested by the experimental data obtained so

far. The correlation between the cationic diffusion and anionic diffusion is nevertheless

well supported. The ionic diffusion in the ammonium salts is suggested to occur by a

vacancy pair and/or a Schottky defects mechanism. However, there lacks direct evidence

from the studies on defects to support this suggestion. The vacancies and the defects in the

ammonium salts need to be explored.

Summary

The conduction mechanism of plastic crystals could be complicated. First of all, the effects

of rotational motion and "free volume" on conductivity are hard to separate. The rotational

motion is normally accompanied by an increase in lattice volume and the creation of

defects in the plastic crystal phase. Other factors, such as the charge carrier concentration

and various defects, will also influence the diffusional motion in plastic crystals. Secondly,

even if the rotational motion of some ions are involved in the transport of other ions (as

revealed in Li2SC>4 and NasPO,*), the role of the rotating ions is difficult to define. The

rotational motion could actively assist the translational motion (paddle wheel or cog-wheel

mechanism), or merely be a passive response to the translational motion (revolving door
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mechanism), or facilitate the passage of diffusing ions in a random and uncoupled way

[12]. Thirdly, the transport mechanism may not merely be the rotation-assisted procedure,

but could be the combination of several processes and mechanisms, as suggested in Na3PC>4

[12].

1.6 Background and aim of this study

In this study, N, N-methyl alkyl substituted pyrrolidinium

bis(trifluoromethanesulfonyl)amide (PlxTFSA, x is the number of carbons on the alkyl

group) salts are studied for the purpose of developing highly conductive solid state

electrolyte materials for lithium batteries. The alkyl group in this study is methyl or ethyl

(x=l or 2). On the bases of the studies on the pure PlxTFSA salts, lithium

bis(trifluoromethanesulfonyl)amide (LiTFSA) salt is added as a dopant in order to improve

conductivity and to achieve a Li+ ion conductor.

1.6.1 Background

The ionic structures of the Plx+ cations and TFSA" anions are shown in Figure 1.8. Both

the PI 1+ and P12+ are not highly symmetric ions. PI i+ is mirror symmetric. When x>2,

Plx+ does not seem to have any symmetric elements. It is difficult to predict that the N,N-

methyl alkyl pyrrolidinium based salts are plastic crystals only from the symmetry of the

Plx+ cations. However, a number of N,N-methyl, alkyl pyrrolidinium based organic salts

have recently been investigated in our group. It has been found that although the anions

range from TFSA", BF4*, PF6", OH' to I", most of the salts with short alkyl groups show

plastic crystal behavior [32, 33, 235-240]. Therefore, it is interesting to investigate the

plastic crystal behavior of these pyrrolidinium salts.

As to the TFSA' anions, the anion lies on a two-fold axis centred on N, which implies that

the anion could have some rotational freedom. Another important characteristic is that

TFSA" anions provide great dissociation ability. The reason is that the charge on the anion

is delocalized among the sulfur, nitrogen and oxygen atoms, as the CF3 group has strong
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electron-withdrawing power to help the charge delocalisation [241]. This characteristic is

used to form molten salts with depressed melting point [242].

The lithium salts mostly used in lithium batteries are: LiC104j LiPF6j LiBF4j LiAsF6 and

LiOSO2CF3. Each of the salts has its disadvantages. LiC104 can induce explosions under

some conditions. LiPF6 and LiBF4 have poor chemical and thermal stability. LiAsF6

degrades into toxic products. LiOSC^CFa is relatively more stable and safer, but is

corrosive to Al current collectors at high potentials [243]. LiTFSA salt has superiority to

these lithium salts in that LiTFSA shows good chemical stability and safety [243].

LiTFSA has become one of the most favored salts for lithium battery research in recently

years. LiTFSA doped PEO exhibits low crystallinity, low Tg and conductivity of 10"6 Scm"
1 at 25°C. LiTFSA containing organic solvents exhibit good conductivity at the level of 10"
2 Scm"1 at room temperature [7]. Therefore, LiTFSA is chosen in this study as the doping

lithium salt. Another consideration of using LiTFSA is that only Li+ ions are introduced

into the parent PlxTFSA matrix, as PlxTFSA and LiTFSA have the same anions.

ov,.

o

o

o

Q
o

©••' ©

(a) (b) (c)

Figure 1.8 The ionic structures of (a) N,N-methyl methyl pyrrolidinium cation (PI I4), (b)

N,N-methyl ethyl pyrrolidinium cation (PI 2*) and (c) bis(trifluoromethanesulfonyl)amide

anion (TFSA).

1.6.2 Aim

Central to this study is the understanding of ionic motions, including rotation and diffusion,

in the salts PI 1TFSA and P12TFSA. The diffusional motion is particularly of interest for

developing ionic conductors. The studies on the ionic motions involve not only the
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macroscopic thermal behaviors and mechanical properties, but also essentially the

microscopic properties, such as the crystal lattice structure and defects. More specifically,

the aims of this study are:

(1) To provide further evidence of the plastic crystal behaviors of the PlxTFSA salts, via

studies of the thermal properties, microstructures, and ionic rotational motions. The

techniques of differential scanning calorimetry (DSC), powder x-ray diffraction (XRD) and

nuclear magnetic resonance (NMR) will be used for these studies.

(2) To investigate the mechanical properties and the conduction mechanism. Mechanical

properties will be tested by mechanical thermal analysis (MTA). Conductivity

measurements will be carried out by AC impedance spectroscopy. NMR and analyses of

the conductivity data will be applied to study the ionic diffusional motion, the contributions

from the charge carriers' mobility and concentration to conductivity. Defects will be

studied by positron annihilation lifetime spectroscopy (PALS) and scanning electron

microscopy (SEM), which will provide insight into both the conduction mechanism and

mechanical properties.

(3) To improve the conductivity by doping with LiTFSA salt. Plastic crystal behaviors of

the LiTFSA salt doped systems will be studied. This involves study of the phase diagrams

for the LiTFSA-PllTFSA and LiTFSA-P12TFSA binary systems. The influence of

doping with LiTFSA salt on the ionic rotational and diffusional motion will be investigated

by NMR. Analyses of the diffusional motion for the three ions, Li+, Plx+ and TFSA", will

be carried out to understand the conduction mechanism for the LiTFSA doped systems.

1.6.3 Outline

The arrangement of this thesis is:

In chapter 2, the experimental procedures will be described in detail. The theoretical

background of some of the experimental techniques used will be introduced. These

experimental techniques introduced are either very important in this study or newly

employed in this group. The routine techniques generally used in this group have been
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previously reviewed by other group members and therefore will not be introduced in detail

here.

The study of the pure N, N-methyl ethyl pyrrolidinium bis(trifluoromethanesulfonyl)amide

(P12TFSA) will be presented in chapter 3.

Chapter 4 will present the study of the pure N, N-methyl methyl pyrrolidinium

bis(trifluoromethanesulfonyl)amide (P11TFSA). P11TFSA is to be compared with

P12TFSA in the conclusion section in this chapter.

The study of the lithium bis(trifluoromethanesulfonyl)amide doped N, N-methyl ethyl

pyrrolidinium bis(trifluoromethanesulfonyl)amide (LiTFSA-P12TFSA) will be presented

in chapter 5.

The study of the lithium bis(trifluoromethanesulfonyl)amide doped N, N-methyl methyl

pyrrolidinium bis(trifluoromethanesulfonyl)amide (LiTFSA-Pl 1TFSA) will be presented

in chapter 6. The two binary systems of LiTFSA-P12TFSA and LiTFSA-Pl 1TFSA are

compared in the conclusion section in this chapter.

The overall conclusion of all these studies will be presented in chapter 7. Chapter 7 also

includes some suggestions for the future work on this project.

- 5 3 -



Chapter 2 Experimental Theory and Method

This chapter provides some of the background theories appropriate to the measurements

and studies frequently used in this work. Nuclear magnetic resonance spectroscopy,

dielectric responses, conductivity and positron annihilation lifetime spectroscopy

techniques are introduced in some detail.

2.1 Nuclear Magnetic Resonance Spectroscopy (NMR)

NMR is one of the most widely used techniques for studies of plastic crystals. The main

advantages of NMR are:

(1) The motions which the molecules or the ions take can be determined by measuring the

second moment, as the value of second moment is greatly influenced by the molecular

motion.

(2) The activation energy and correlation time of the motion can be obtained from

relaxation measurement as a function of temperature.

(3) The motion of each ion or each part of the molecule can be studied individually by the

measurements of different nuclei. For example, the motions of the cations and the anions

in pyrrolidinium hexafluorophosphate can be explored by 'H and 19F NMR respectively

[55]. This is important in identifying the contribution of each ion to the overall

conductivity.

The introduction of NMR in this section concentrates on solid state NMR, the second

moment and relaxation mechanisms as well as their measurements. The NMR theory in

this section is based on a number of references [30, 244-250]. They are not quoted

hereafter.

2.1.1 Basic Concept

A nucleus of spin I has a magnetic moment JJ.
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fi = y/il

Equation 2.1

where I is the spin quantum number; h=h/27t (h is Planck's constant); y is the

magnetogyric ratio, a constant for a given nucleus. In the absence of magnetic field, the

magnetic moments are randomly oriented. When a magnetic field Bo is applied, the nuclei

adopt particular orientations and precess about the direction of the magnetic field at angular

frequency

00L = yBo

Equation 2.2

CGL is known as the Larmor frequency. Each orientation corresponds to an energy level.

There are 21+1 energy levels involved, each represented by irij, where m; is the magnetic

quantum number. For nuclei with spin I, there are 21+1 values of mj, ranging from 1,1-1,

.. ..,-1+1, -I. The energy levels are equally separated by

AE = yhBo

Equation 2.3

The interaction between the magnetic moment and magnetic field, causing the energy level

splitting, is known as the Zeeman Interaction. At equilibrium state, the distribution of spins

among the energy levels is given by a Boltzmann function,

Nb , AE.
— = exp( )

Na ^ k r

Equation 2.4

where Na and Nb are the population of the lower and higher energy levels respectively; AE

is the energy difference between the energy levels; k is the Boltzmann constant and T is

temperature. The Boltzmann function is simplified as
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Nb

Na

AE

kT

Equation 2.5

It implies a slight excess of population in the lower energy level where nuclei are aligned in

the direction of Bo. As a result, there is a net macroscopic magnetization Mo in the

direction of the applied magnetic field under the equilibrium state, as showed in Figure 2.1

(a). NMR theory studies the behavior of the net magnetization rather than a single nuclear

moment.

The above concepts are introduced in a static laboratory frame, defined by a coordinate

system (x, y, z). The applied magnetic field Bo is in the z direction. The macroscopic

magnetization precesses around the z axis at the Larmor frequency C0L. In order to simplify

the treatment of the magnetization motion, a rotating frame is introduced, which is given by

another coordinate system (x', y', z'). The z' axis is in the same direction as z. The x'-y'

plane is rotating about z' at the Larmor frequency with respect to the x-y plane. The

precessing magnetization appears stationary in the rotating frame.

When a magnetic field Bi generated by a radio frequency (RF) pulse is rotating at COL in the

x-y plane, it appears stationary in the direction of the x' axis. If Bi obeys the resonance

condition:

V =
yBo

Equation 2.6

spins are excited to the higher energy level. The change in the population distribution

alters the net magnetization. Mo appears to precess about the x' axis at a speed yBi, as

shown in Figure 2.1 (b). In a time t, the angle through which M precesses is

G = yB,t

Equation 2.7
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M

(b)

Figure 2.1 (a) Precession of an ensemble of identical magnetic moments of nuclei with I = Vi

and the equilibrium net macroscopic magnetization Mo in the direction of Bo (z axis) (b)

Precession of M about Bi in the rotating frame by 90° [245].

Immediately after RF field Bi is turned off, the magnetization precesses freely at the Larmor

frequency in the laboratory frame with a decay rate. When a receiver coil is placed in the x-y

plane, the decaying magnetization will induce an RF current in the coil and thus be recorded.

The signal induced in the coil is called free induction decay (FID), recorded as magnetization

or current as a function of time. The FID can also be represented as a single line at frequency

in the frequency domain by Fourier transform.

In a real material, since the nuclei interact with each other and thus experience different local

magnetic fields, the NMR spectrum does not simply show a single line at COL, but a response

with a band of frequency distribution

NMR spectroscopy provides information about these interactions and local environments

of the nuclei. The interactions include the dipole-dipole interaction among spins, the

quadrupolar interaction with electric field gradients, the shielding interaction with electrons

and the scalar J or indirect coupling of two or more nuclei. One or more of these may

dominate the others. The first three are dominant in this study and are emphasized here.
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2.1.2 Dipole-Dipoie Interaction

A magnetic moment jo, of spin I at point r interacts with the dipolar field produced by other

spins Sk (Sk is a spin quantum number). The dipolar field at point r is given by

r - r,. r - rv
•(r-rk)

Equation 2.8

where \i^ = YkhSk/27t. Because of the "many body" nature of the spin interaction, the

corresponding peaks may overlap, be degenerated and produce a band of absorption, which

is difficult to associate with a particular transition. However it is possible to obtain

information about the average dipolar interaction from a band of frequencies by the Van

Vleck method of moments [251].

The nth moment Mn of F(CO) is given by

Mn = | ° ( C O - C D L J F(co)d(O

Equation 2.9

where OOL is the center of the resonance line and F(G>) is the normalized shape function.

F(CO) could be a Gaussian curve which is normally observed in solid materials and is

described by the normalized function

F(©) =
1

exp
(•>-«,)•

2M.

Equation 2.10

where M2 is the second moment. The full width at half magnitude (F WHM) Act) can be

calculated to be
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Aco = 2.3

Equation 2.11

F(CO) could also be the Lorentzian shape, which normally occurs in solutions and is

described by normalized function

F(co) =
AGO 1
271 J +(co-coL)

Equation 2.12

M2 is no longer defined in this case. A trial model is to assume that the curve is described

as Equation 2.12 in the interval

o A© . .
p » . M2 is given as

OO-CO. <P and zero when GO-GO. , where

M 2 =
Acop

K

Equation 2.13

For a single crystal, the second moment M2 due to the interactions between like spins I is

given by

n fk rjk

Equation 2.14

where uo is the permeability of a vacuum; 9jk is the orientation of the vector rjk fromj to k

with respect to the direction of the applied static magnetic field Bo; n is the number of

magnetic nuclei in the system over which the sum is taken. For a powder sample where the
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I

crystallites are randomly oriented, (l-3cos20jk)2 is averaged over all directions. M2 is given

as

-6
\4nJ 5 i

Equation 2.15

For single crystals, the second moment due to the interactions between unlike spins I and S

is given by

Equation 2.16

When the spins are randomly oriented in powder samples,

2 {4nJ 15

Equation 2.17

In solids containing two dipole-dipole coupled species I and S, 5ie second moment of spin I

has contribution from both I-I and I-S interactions. M2 is written as:

Equation 2.18

When molecular motions occur, the term of (1-3 cos 0jk) can be partly or completely

averaged out. The second moment is often composed of two parts, the intramolecular

contribution from the dipole-dipole interactions within the molecules and the

intermolecular contribution from the interactions with surrounding molecules. When the

molecules have rotational motion, part or all of the M2 from intramolecular interaction is
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averaged out. If translational motion occurs, part or all of the intermolecular interaction is

averaged out. Figure 2.2 shows that when thermally activated motion occurs in a solid

sample, M2 experiences motional narrowing from the "rigid lattice" value to the

"motionally averaged" value.

hi the transition region,

M2
expt = M2

Equation 2.19

-M2l-tan-1(aM2
1/2-r.)

where M2Cxpt is the second moment in transition region; M2 and M2 are the rigid lattice

second moment and the averaged second moment respectively; x is the correlation time and

a is in the range of 1 to 10. According to Equation 2.11 and Equation 2.19, x can be

obtained by [38]

1 aAv

Equation 2.20

where Av is the FWHM in the transition region; Avr and Av are the FWHMs before and

after transition respectively.

In all, the narrowing of second moment indicates the onset of molecular motion. For

materials where the distances between the dipole-dipole interacting nuclei are known, the

second moments in their rigid lattice states and in the motion-involved states can be

calculated. By comparing the calculated value and the experimental value, the motion the

molecules taking can be inferred. In turn, the nuclear distances can be inferred from the

experimental values. In addition, Equation 2.20 provides a method to obtain the correlation
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time, although the correlation time obtained from M2 is less accurate than the value

obtained from relaxation measurement [38].

Rigid lattice value (M2"21 » 1 )

1/2 „ _Motional narrowing (M2 x = 1)

inMotionally averaged value (M2 t « 1)

Temperature

Figure 2.2 Second moment as function of temperature in a solid in the presence of molecular

motion [244].

2.1.3 Quadrupolar Interaction

All nuclei with I > Vz have an ellipsoidal distribution of charge and an electric quadrupole

moment eQ. eQ has a particular value for a given nucleus. In a molecule, an electric field

gradient at a nucleus may exist due to asymmetry in the local charge distribution. The

shape and direction of the electric field is described by a tensor V, which is represented by

a diagonal matrix composed of three principle elements Vxx, Vyy, Vzz in the order

|Vzzj > |Vyy| > |Vxx|. The asymmetry parameter r| is

_ Vxx - Vyy
Vzz

Equation 2.21

For an axial symmetric electric field gradient, r\ = 0.

The interaction of the quadrupolar moment with the electric field gradient is known as

quadrupolar interaction. The first order quadrupolar interaction causes a quadrupolar shift
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COQ on the base of the Larmor frequency G)L for the transition from energy level mj to mj-1.

When T| = 0, COQ is given as:

Q { 4h )K J 1(21-1)

Equation 2.22

32V e2q0
where eq is the electric field gradient, eq = Vzz = ——; —— is the nuclear quadrupole

dz h

coupling constant (QCC); 0 is the angle between the electric field gradient and applied

magnetic field. It is averaged out for a powder sample. Quadrupolar interaction can not be

observed in isotropic materials such as solutions, where the electric field gradient is

averaged to zero.

For a nucleus with I = 3/2 (eg. 7Li), the energy level splitting and NMR. spectra are shown

in Figure 2.3.

2.1.4 Shielding Interaction

For nuclei located in different electronic environments, the interaction with surrounding

electrons leads to a change in the local magnetic field. The effective local magnetic field at

a nucleus is

Beff=Bo(l-cj)

Equation 2.23

where a is the shielding tensor, depending on the electronic structure. In powder samples,

the shielding tensor is a diagonal matrix. Three principal elements GXX, Oyy and Gzz describe

the principal values of the electronic cloud. For an axially symmetric chemical shift tensor,

o"xx=Oyy=ai, azz=a//. For nonaxially symmetric tensor, Oxx^Cyy^o"^ The spectrum is

broad and asymmetric. In liquids, the rapid reorientation of molecules averages all the
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electronic cloud orientations. Only an isotropic value a is observed. The resonances are

sharp and symmetric.

_ oxx + oyy + azz
a = —

Equation 2.24

e2qQ(3cos*8-l)/2h

U—
mi

-3/2

C0L+e2qQ(3cos2e-iy4h

-1/2

+1/2

+3/2

(b)

e2qQ/2h

Zeeman

(a)

Zeeman +
quadrupole

(c)

Figure 2.3 (a) Energy level splitting with quadrupolar shifts for I = 3/2. (b) Single crystal

spectra, (c) Powder spectra.

2.1.5 Relaxation

As mentioned above, in the equilibrium state, there is a magnetization Mo in the z direction

and zero net magnetization in the x-y plane. When an appropriate radio frequency pulse is

applied, the nuclei are perturbed from equilibrium. Once the perturbing pulse is removed,
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the nuclear spin system returns to its original equilibrium condition. This process is called

relaxation. Normally two relaxation measurements, spin-lattice relaxation and spin-spin

relaxation, are widely used in NMR.

Spin-Lattice Relaxation

After a pulse has been applied at the x' axis to swing the magnetization 180° into the -z '

direction, Mz relaxes toward its equilibrium value by decaying to zero and then building up

to Mo with a time constant Tj. This is called spin-lattice relaxation. Since the inverted

magnetization has higher energy than the equilibrium state, the return to equilibrium

involves the exchange of energy with the surroundings. The spin-lattice relaxation is

carried out using a 180°x - x -90°x pulse sequence as shown in Figure 2.4 (A). The

relaxation of Mz as function of x is show in Figure 2.4 (C). The relationship is given by

M Z = M ( l~2exp

Equation 2.25

By fitting the experimental values of Mz and x to Equation 2.25, Ti can be obtained.

180°x 90°x FID Time
(A)
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' ^ M P

\

x'

y'

0

(C)

Figure 2.4 (A) A180%- T - 90°x pulse sequence. (B) (a) M is inverted to the -z ' direction by a

180°x pulse, (b) M relaxes in the z' direction after a 180° pulse, (c) After time T, M is rotated to

the y' (or -y') axis by a 90°x pulse and the FID is recorded. (C) The amplitude of M as a

function of T. [245]

Spin-Spin Relaxation

If a 90° RF pulse is used to swing the magnetization into the x-y plane, Mz returns from

zero to Mo by spin-lattice relaxation. In the x-y plane, the transverse magnetization rotates

at the Larmor frequency. Since each of the nuclei experiences a slightly different local

magnetic field because of the inhomogeneity of the sample, their magnetizations precess at

slightly different frequencies, which causes the overall magnetization in the x-y plane to

decay gradually to zero, the equilibrium state. This decay process is called spin-spin
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relaxation, characterized by time T2. The process is related to the distribution of nuclear

frequencies, and involves no energy change.

The spin-spin relaxation measurement is normally carried out by a 90°x - x -180°x sequence

with the FID observed at 2x, as shown in Figure 2.5 (A). Since each Mi decays during time

2T because of spin-spin relaxation, the refocused signal obtained at 2x decays, as shown in

Figure 2.5 (C). M as a function of 2x is given as

|
V

Equation 2.26

By fitting the experimental values M and 2T to Equation 2.26, T2 can be obtained.

(a)

z'

d c

180°x Echo Time

(A)

&
(b)

z'

(e)
(B)
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Figure 2.5 (A) A 90°x - T -180°X pulse sequence. (B) Hahn spin-echo experiment, (a) A 90°

pulse causes M to tip to the y' axis, (b) The macroscopic magnetizations Mi in different parts

of the sample dephase. Some precess faster and some precess slower than the rotating rate of

the rotating frame, (c) A 180° pulse causes all Mj to rotate 180° about the x' axis, (d) M:

rephases. (e) All M; refocus along the -y' axis at 2T. (f) M| dephase again. (C) Intensity of FID

as a function of 2T [245].

Dipolar Relaxation Mechanism

For intramolecular dipole-dipole interactions between like nuclei, the Ti and T2 are given

as

5r

+ i ) { }

Equation 2.27

-4*2i

Equation 2.28

where J(co) are spectral density functions. For molecules reorientated between equivalent

orientations or isotropic small-step rotational diffusion,
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l+C02T2

Equation 2.29

where x is the correlation time, the time it takes to lose all the memory of its previous

behavior. It is a temperature dependent parameter,

Equation 2.30

The calculation of relaxation due to intermolecular dipole-dipole interactions is far more

complicated. It can be simply given as

h =cl
T l 'obs

Equation 2.31

T 4T

——— + 4(DL
2T2J

2
C'>—M2 intra indicates significant contribution from intermolecular interaction.

When the relaxation mechanism involves the dipole-dipole interactions between unlike

nuclei I and S,

_ r a s ) + 3 J ( a ) 1 ) + 6 J { a ) I

15r(

Equation 2.32

2.. 2

15rl

Equation 2.33
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where I represents the observed nuclei.

T2 is related to Lorentzian linewidth Avby

Equation 2.34

If the magnetic field is not perfectly homogeneous, the linewidth is broadened to be

1 1 yAB0

Av . t = = + - -
obs 7tT2* 7tT2 2TI

Equation 235

ABo is the inhomogeneity of the magnetic field.

Quadrupolar Relaxation Mechanism

When quadrupolar interaction dominates,

T, 40I2(2I-l)^ 3 X h

Equation 2.36

Since 21+1 energy levels exist, different relaxation processes may occur at different energy

levels, thus more than one Ti may be obtained.

In conclusion, the NMR relaxation measurements provide more accurate methods to obtain

the correlation time. The activation energy can be calculated by fitting the correlation

times as a function of temperature.
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2.2 Dielectric Response

Dielectric study has been used as a powerful method to investigate the rotational motion of

plastic crystals [41, 45, 51, 64, 84, 105, 137, 144, 147, 252-257]. Restricted dielectric

responses are obtained for molecules with frozen rotation. When dipolar molecules

possess rotational freedom, they contribute to the dielectric response in the alternating

electric field in both liquid and solid states. It has been found that some plastic crystals

display dielectric constant values comparable to those of liquids [258].

2.2.1 Basic Concept

When an alternating electric field E(a>) is applied to a capacitor filled with a dielectric

medium, the charges induced at the electrodes will be [259]:

Q = Qo+Qm=D(co)

Equation 2.37

where D is dielectric induction; Qo is the charge induced in absence of any material

medium; Qm is the charge induced by the polarization of the material medium.

Qo = e0E(eo)

Equation 2.38

D((o) = EO[1 + x * (CO)]E(CD) = 80E *r (co)E(co) = e * (co)E(o))

Equation 2.39

where the asterix represents a complex quantity; e0 is the dielectric permittivity of free

space, 8.854xlO"12 Fin"1; e*(co) is the dielectric permittivity, e*r(a)) is the relative dielectric

permittivity or dielectric constant; x*(co) is the dielectric susceptibility, defining the

polarization response of the material medium. x*(co) may also be writen as [259]
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Equation 2.40

The imaginary part x'X®)1S defined as dielectric loss.

For any material medium, several polarization mechanisms contribute to the dielectric

response. Each mechanism is characterized by its special frequency. The overall dielectric

response is shown as [259]

e*(co) = 60

Equation 2.41

where "a" represents different polarization mechanisms.

2.2.2 Instantaneous Polarization

Among the mechanisms, the electronic polarization and ionic polarization are

instantaneous high frequency responses, coming from the relative displacement of valence

shell electrons with regards to the atomic nuclei and the relative displacements of positive

and negative ions, with the response time of the order of 10"15s and 10"13s respectively

[259]. Equation 2.41 can be written as [259]

a>a,

Equation 2.42

where Goo is the polarization response. These polarization responses are temperature

insensitive and effective for all lower frequency responses [259].

2.2.3 Dipolar Response

Another contribution to the dielectric constant is the response of molecular dipole moments

to the alternating electric field [259]. The classic dipole response is a Debye model, which
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assumes a set of identical uncorrelated molecular dipoles free to rotate in a viscous

medium. The susceptibility is given as [259]

coV 1 + coV

Equation 2.43

where T is the Debye relaxation time and is temperature dependent.

1 W
x(T) = = TOexp(—-)

cop RT

Equation 2.44

where coP is the loss peak frequency; W is the activation energy. The susceptibility of a

Debye model is shown in Figure 2.6, which shows a symmetric dielectric loss on log©

scale with a width at half height (X.D) of 1.144 decades [259].

X(0)

UITal

x(0) x'
£(0) £'

Figure 2.6 The Debye response. The left diagram indicates the frequency dependence of x'

and x". The right diagram shows the corresponding complex x* and complex E*. [259]

However, Debye response is found in rare cases, as many-body interactions are ignored in

this model. The Debye model has been modified to give a Cole-Cole response (Equation

2.45) or a Davidson-Cole response (Equation 2.46) for real materials [259].
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i

X(0)

1 + (icon)1-k

Equation 2.45

X(0)

(1 + icox)1-n

Equation 2.46

The corresponding susceptibility responses are shown in Figure 2.7 and Figure 2.8. A

Cole-Cole response shows a symmetric but slightly broadened loss peak. This response is

found in ferroelectrics [259]. A Cole-Davidson response shows an asymmetric loss peak

on log© with broader width. Glasses, polymers and glassy crystals normally display Cole-

Davidson responses, in the forms of a peaks or P peaks, a peaks are normally found above

Tg. The peak frequency does not obey Arrhenius behavior. P peaks normally occur below

Tg. Compared to a peaks, P peaks are broader and obey Arrhenius behavior [259]. The

high frequency limit of both the Cole-Cole response and the Cole-Davidson response is of

the form [259]:

sinX(co)oc

Equation 2.47

- icos -nn O)n- l

Figure 2.7 The Cole-Cole response [2591.
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leg x(<")

ECO)

Figure 2.8 The Cole-Davidson response 12591.

2.2.4 Charge Carrier's Response

The dielectric response is dominated by contribution from DC conductivity rather than

dipole response, if mobile charge carriers, for example ions, electrons or polarons, present.

The dielectric loss does not show a peak, but dispersions as a function of frequency

obeying power law. It can be expressed as [259]

COp

Equation 2.48

COp

where cop is the ion hopping rate, n is slightly temperature dependent and is normally in the

range of 0.6-0.95. It is related to the degree of correlation between hopping ions [260].

When the dielectric response is dominated by the contribution from the lattice or matrix, n

is close to unity. This normally occurs at low temperature or relatively high frequency and

shows a frequency independent loss. The scheme of the corresponding susceptibility

response is shown in Figure 2.9.

2.2.5 Universal Dielectric Response

Both Equation 2.47 and Equation 2.48 obey

°c co
11"1

Equation 2.49
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And

Equation 2.50

Equation 2.49 and Equation 2.50 are the universal dielectric response, suitable for all

structure forms, chemical bonds, polarizing species and different geometrical

configurations [259, 261].

Figure 2.9 The scheme of the dielectric response for the systems where the dominant

contribution to polarization comes from hopping charge carriers [259].

2.3 AC Conductivity

AC conductivity has employed in the studies of plastic crystals [262, 263]. In conducting

solids, dielectric loss is related to AC conductivity o(co) by [264]

8oC0

Equation 2.51

- 7 6 -



According to Equation 2.48 and Equation 2.51, G(G>) is written as [264],

= KcoP
1"n'(on' + KcoP

1~n'con>

Equation 2.52

AC conductivity shows continuously increased conductivity as a power of frequency with

the exponents of ni and n2 in two frequency regions, respectively. High frequency power-

law dispersion is essentially the dipolar response while low frequency dispersion is the

-e^._ -.'f the translational motion of ions. The low frequency dispersion is related to the

presence of impurities or crystal lattice imperfections or restricted ionic motion in one or

two dimensions [264]. In the absence of imperfection or the ionic motion restriction, ni=0.

Equation 2.52 is then written as [264]

a(co) = KcoP +Kcop1~ncon = n

Equation 2.53

where o(0) is the DC conductivity. AC conductivity shows a frequency-independent

plateau at low frequency dominated by DC conductivity and obeys the power law in the

high frequency region [259]. DC conductivity is detemiined by the most restricted

transport of charge carriers between the two electrodes while AC conductivity includes the

easier local movement of charges.

The power law frequency dependence of the AC conductivity has been interpreted by

different mechanisms which were reviewed by Vaysleyb et al. [254]. Among the theories,

random free-energy barrier model and jump relaxation model propose the close

relationship between DC conductivity and AC conductivity. In the latter model, the ion

moves into an adjacent site which is less potentially favorable than the original jite and

tends to return to the original site. The new environment performs relaxation to

accommodate the hopping ion. An unsuccessful accommodation results in forward-

backward jumping and contributes to the AC response. The ;'ime constant of the relaxation

process is roughly equal to the successful hopping. 1-n indicates the energy difference
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between the two sites, n is proposed to increase as the temperature decreases or the

Coulombic interaction decreases.

2.4 DC Conductivity

Based on the random walk theory, DC conductivity of a crystalline ionic conductor is given

as [265]:

F RT

Equation 2.54

where y is a geometrical factor; "a" is the jumping distance and "q" is the ionic charge; "c

is the concentration of mobile ions on N equivalent lattice sites per unit volume,

(

Equation 2.55

where ce is the effective infinite temperature charge carrier concentration. Concentration c

may or may not depend on temperature. Ec is the activation energy of creation of mobile

charge carriers for the former case.

Hopping rate is thermally activated and is given by [265]:

( \ ( ^ ( (

cop = co0 expl - - ^ M = ©0 exp^-~J exp|^- - ^ J = coe expjj- -J-J

Equation 2.56

where AGa, ASa and Ea are the free energy, entropy and activation energy of the hopping

process, respectively; co0 is the vibrational frequency of the ions; coe is the effective attempt

frequency.
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The contributions of jump frequency and the number of charge carriers to conductivity can

be separated [260, 264, 265]. According to Equation 2.53, G(0), n and A can be obtained

by fitting the AC conductivity. The jump frequency can then be obtained by

Equation 2.57

Combining Equation 2.54 and Equation 2.57, the contribution from the charge carrier

number can be estimated.

Recently, Vaysleyb et al. have suggested that Equation 2.53 should be in the form of [266]

cr(co) = cr(O) + Acon = Ktom + Kcomcor"
ncon

Equation 2.58

where com is the ionic hopping frequency, cor is related to AC relaxation time. com and ©r are

different conceptions. Only when ©^©r, the AC conductivity is in the form of Equation

2.53 and the frequency obtained from Equation 2.57 is the ionic hopping frequency.

Otherwise, the frequency obtained from Equation 2.57 is cor rather than the ionic hopping

rate com.

2.5 Equivalent circuit

When an alternating voltage is applied to a cell consisting of an electrolyte between

blocking electrodes, the alternating current measured is composed of the contributions from

the localized dipolar response and polarization response of the electrolyte, the ionic

transport through the electrolyte (DC conductivity) and the electrolyte/electrode interface

response. An ideal equivalent circuit is represented in Figure 2.10. The corresponding

Cole-Cole impedance plot is a standard semicircle with a vertical spike [17].
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Rp Cp

Ce

Rb
yvwv.

Cb
Figure 2.10 Equivalent circuit of ideal cell. Ce represents electrode capacitance. Cb

represents electrolyte capacitance. Rb indicates electrolyte resistance. Cp and Rp represent

dipolar and polarization responses.

In real experiment, the equivalent circuit could be more complicated due to the possibilities

of non-blocking electrodes, adsorption occurring on the electrodes, the interfacial layer

formed between the electrolyte and the electrode, inhomogeneous electrolyte which is

composed of different microscopic regions and grain boundaries, several dielectric

relaxation processes and the distribution of the dielectric relaxation time [17]. All these

result in a distorted and tilted Cole-Cole impedance plot. The equivalent circuit of each of

these un-ideal states has been reviewed [267]. The effects of a series of inhomogeneous

polymer - ceramic composite electrolytes have been studied [268].

2.6 Positron Annihilation Lifetime Spectroscopy (PALS)

Vacancy diffusion has been studied by radiotracer technique [269, 270], isotope-effect

method [271-273], positron annihilation techniques [157, 274, 275], NMR [276-278],

molecular dynamics simulation [279] and plastic deformation [158]. Among these

techniques, positron annihilation lifetime spectroscopy (PALS) is a very useful tool for

studying defects. It can provide information about the size and concentration of defects.
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2.6.1 Basic Concept

Theoretically, when energetic positrons are injected into a condensed medium from a radio

source, they are slowed to their thermal velocities in a short time scale of 1 ps by inelastic

scattering with the atoms of the medium. A positron and an electron with an anti-parallel

spin undergo annihilation by the emission of two y-quanta of 0.51 MeV energy at 180° to

each other. When the annihilation particles have parallel spins, three-photon emission is

allowed. Since a positron is repelled by the surrounding atoms, it may be trapped in

defects where the electron densities are low. This results in a longer lifetime compared to

the bulk value. By measuring the lifetime and the fraction of the trapped positrons, the

information about the size and concentration of the defects can be obtained [275].

A fraction of the injected positrons could also fonn a positron-electron bound state, named

positronium (Ps) before annihilation under the condition:

EB>EA+PA

Equation 2.59

where EB is the positronium binding energy; EA and PA are the affinities to the molecules

of the medium for the electron and the positron, respectively. The defects or the loosening

of the microstructure help to reduce the interaction between Ps and the surrounding

molecules, increasing the positronium binding energy and initiating the positronium

formation [275].

Positronium exists in two states: the short-lived para state p-Ps (spin anti-parallel) and the

long-lived ortho state o-Ps (spin parallel). A free p-Ps decays by 2y annihilation with a

lifetime of 0.125 ns and is not an effective probe of microstructure. A free o-Ps undergoes

3y annihilation with lifetime of 140 ns. The theoretical ratio of the numbers of o-Ps to p-Ps

is 3:1 [275]. Since the lifetime of a p-Ps is too short on the time scale of an instrument, o-

Ps is normally used as a probe in the study.

In condensed materials, the annihilation of o-Ps could occur by overlap of the wave

function of the positron in the o-Ps with the wave function of the electron having opposite
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spin in the medium with emission of two y-quanta. This is known as "pick off'

annihilation, which dominates the decay of the o-Ps and reduces the o-Ps lifetime to 1-10

ns. In analogy to the annihilation of positrons, the o-Ps lifetime is related to the

surrounding electron density and therefore provides information about the defects and

structure of the medium [275].

2.6.2 Measurement of Positron Lifetime

The radioactive isotope 22Na is used as the low energy positron source. 22Na decays to the

excited state of 22Ne with the emission of a positron. After 3 ps, the excited state of 22Ne

becomes de-excited with the emission of a 1.28 MeV photon. The emission of the positron

and the 1.28MeV photon can be seen as occurring simultaneously on the time scale of the

experiment. The positron then annihilates with the emission of 0.51 MeV photon. The

time interval between the detection of the 1.28 MeV photon and the 0.51 MeV photon is

the positron lifetime.

The time interval can be recorded by a multi-channel analyzer. The channel number is

proportional to the lifetime [37]. Assuming spherical potential wells with the radius of Ro

corresponding to vacancies with the radius of R, the average vacancy radius R (A) can be

estimated from the lifetime i (ns) by [274, 280]:

, R 1 . .2R7T
1 +—sin(

Ro 2n Ro

1
T

Equation 2.60

where Ro= R+1.66 A. The volume of this vacancy is estimated to be [280]:

V(T)=4TIR3/3

Equation 2.61

The number in each channel is the number of the positrons which have lived for a certain

time [37]. As mentioned above, the positrons decay at different rates due to different
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annihilation mechanisms. Therefore the measured signal is composed of several

components:

Equation 2.62

where Ij represents the number of positrons annihilating at the rate of h. X is related to the

lifetime x by

Equation 2.63

For plastic crystals, three components are normally expected [37, 157, 275]. They are the

responses of p-Ps, free positron and o-Ps, respectively. O-Ps give the long lifetime

response. The long lifetime response could be deconvoluted into two components,

corresponding to the bulk o-Ps and the defect trapped o-Ps respectively. The characteristic

lifetimes for these components are [275]:

p-Ps Ti =0.125 ns

Free positron t2=0.3-0.4 ns

o-Ps pick off (bulk) T3-I-I.8 ns

o-Ps pick off (defect) X4=l -3 ns

2.6.3 Trapping Model

The trapping model was developed from the model for trapped positrons in the defects in

metals [281]. This model has been applied to plastic crystals [37, 275]. Trapping model

assumes that the positroniums can either annihilate in the bulk state or transfer from the
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bulk state to the trapped state and then annihilate. The lifetimes and intensities of the

positroniums in these two states are given as [37,275]:

1

Equation 2.64

1

Equation 2.65

h - ^- — A.̂  + K.

Equation 2.66

K
Lt = i o - P s

Equation 2.67

where X, x and I are annihilation rate, lifetime and intensity, respectively. Subscripts "b"

and "t" represent the bulk state and the trapped state respectively. K is the trapping rate. K

is related to defects by [37, 275]

Equation 2.68

where uv is the specific trapping rate, assumed to be a temperature and vacancy

independent constant. Cv is the defect concentration. When the vacancies are the dominant

defects [153],

Cv = Co e x p ( - ^ )

Equation 2.69
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where Ev is the activation energy of vacancy formation. According to Equation 2.67,

Equation 2.68 and Equation 2.69, It is proportional to the vacancy concentration. By

determining It as a function of temperature, Ey can be obtained. A relative fraction of the

free-volume (Fr) can also estimated by knowing the average volume of vacancies V(x) and

the intensity I. A semiempirical equation is given as [280]:

Fr=V(T)I=47tR3I/3

Equation 2.70

2.7 Vacancy Measurement by Density and Heat Capacity

When the crystal lattice structure of a material is known, the density in its perfectly defect-

free condition (px, known as the x-ray density) can be calculated. However, when defects

are present, the real density (p, known as bulk density) deviates from the x-ray density px.

Vacancies result in a smaller bulk density value than x-ray density while interstitials result

in a larger bulk density [160]. The defect concentration can thus be estimated by

comparing the difference between the bulk density and the x-ray density [160]:

C - Px-P
Px

Equation 2.71

where Cv is the vacancy concentration when the value of (px-p)/px is positive or the

interstitial concentration when the value of (px-p)/px is negative; px and p are the x-ray

density and bulk density, respectively.

Vacancies and interstitials both make positive contribution io the heat capacity. The defect

formation energy can be obtained from heat capacity by [154]

rn
 n v E v- C p 0 = T

RT2

Equation 2.72
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where Cp and Cpo are the specific heats of the real sample and the defect-free sample,

respectively; nv is the number of vacancies or interstitials; Ey is the vacancy formation

energy. Cpo can be obtained either by extrapolating the Cp at low temperature when the

defect-free condition is assumed to high temperature or by calculating the contribution

from lattice vibration and molecular rotation [154].

2.8 Experimental Method

2.8.1 Sample Preparation

The synthesis of N, N-methyl, alkyl pyrrolidinium bis(trifluoromethanesulfonyl)amide

(PlxTFSA) is summarized in the following scheme:

CH3CN
•N CR3 + RI •

LiN(SO2CF3)2
N N(SO2CF3)2

R

Plxl

10 g methyl pyrrolidine (Aldrich Chemical Co., Inc) was mixed with about 20 g CH3CN in

a three neck flask. The mixture was stirred in an ice bath. Slight excess of ethyl iodide or

methyl iodide (Aldrich) was added at 10 ml per 10 minutes. Reactions were carried out by

stirring in the ice bath for about 20 hours. CH3CN was then removed by rotating

evaporation. A pale yellow powder was obtained. The powder was washed with hexane,

then filtered and stored under vacuum. The yielding was >90%.

PlxTFSA

The dry Plxl powder was mixed with a slight excess of lithium bis(trifiuoromethane

sulfonyl)amide (LiTFSA) (3M Specialty Chemicals Division, USA) in distilled water and

was stirred for about 2 hours. White precipitate was obtained. The precipitate was
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collected by filtering and washed with distilled water. It was filtered again and dried under

vacuum for at least three days before experiments. The yielding was >90%.

PlxTFSA-LiTFSA

A chosen amount (between 0.5 and 50 mol%) of LiTFSA was mixed with PlxTFSA to

obtain a series of PlxTFSA-LiTFSA mixtures (all compositions are expressed as mol%).

The mixtures were stirred at 100 °C (for P12TFSA-LiTFSA) or 140 °C (for P11TFSA-

LiTFSA) for two hours. Clear liquids were observed for all the samples. The mixtures

were then allowed to cool to room temperature. The samples had the appearance of a waxy

solid. All the samples were dried under vacuum at room temperature for at least three days

before experiments.

2.8.2 Differential Scanning Calorimetry (DSC)

The thermal properties were studied using a Perkin-Elmer Model 7 Differential Scanning

Calorimeter. About 10 mg samples were sealed in aluminum pans and were heated at a

rate of 20 °Cmin"1. The thermal behaviors from -120 °C to 250 °C were obtained by

measuring the samples over three smaller temperature ranges, from -120 °C to 20 °C, from

-50 °C to 50 °C and from 20 °C to 250 °C. The temperature was calibrated using

cyclohexane (solid-solid transition temperature -87.06 °C, m.p. 6.54 °C), decane (m.p. -

29.66 °C), p-nitrotoluene (m.p. 51.64 °C) and indium (m.p. 156,60 °C).

The solid phase right below the melting point is represented as phase I. The solid phase at

lower temperature is represented as phase n, and so on.

2.8.3 Conductivity and Dielectric Measurements

Conductance measurements were carried out in locally designed multi-sample conductance

cells. The details of the cell were given in a thesis from the same group and are

summarized here [282]. The cell body was made from a block of aluminum. Cylindrical

sample compartments with highly polished stainless steel walls were machined in the

aluminum block. The scheme of the conductance cell is shown in Figurt 2.11. The inner

and outer stainless steel walls serve as two blocking electrodes. The inner diameter of the
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cylindrical compartment is 9.6 mm. The thickness and the length of the cell are 0.2 mm

and about 24.4 mm, respectively.

10mm

Stainless"

steel

9.6mm

243(

mm

Plastic

28.58

Figure 2.11 The scheme of the conductance cell.

The temperature was measured by a type-T thermocouple probe located in the aluminum

block close to the sample compartment. During the measurement, the cell was cooled

using liquid nitrogen and heated by a heater located within the aluminum block under the

control of a Shimaden Digital FP21 Temperature controller. The temperature was ramped

up at a steady rate of 0.2 °Cmin'1 in all the temperature dependence experiments.

The cell constant, b, of each compartment was obtained by determining the capacitance of

the empty cell as function of frequency before and after each sample measurement. Cell

constants were calculated via:

b = so/Co

Equation 2.73



where e0 is the permittivity of free space and Co is the empty cell capacitance. The cell

constants measured were about 0.0025 cm'1, which coincides with the value of 2.67x10'3

cm"1 calculated from the cell dimensions.

Conductivity was obtained by measuring the admittance Y* (Y, G) in the frequency range

from 20 Hz to 1 MHz using a HP 4284A Impedance Meter. The impedance Z* and

dielectric constant 8r* were derived from Y* by

Equation 2.74

where Co is the vacuum capacitance of a cell and co is the frequency. The Cole-Cole plots

of the impedance data were relatively classic semicircles with electrode spikes in most

cases. The real axis touchdown point in the Cole-Cole plot was taken as the resistance.

The reliability of the real axis value of the touchdown point as the resistance was tested by

fitting the data with the LEVM Complex Nonlinear Least Squares (CNLS) Immittance

Fitting Program [283]. A simple equivalent circuit, as shown in Figure 2.12 was used in

the fitting.

Two examples of the fitted Cole-Cole plots at two different temperatures are shown in

Figure 2.13. The fitted parameters and the Z' values of the touchdown points are listed in

Table 2.1. The resistances obtained from the touchdown points and from the curve fitting

are 5.7><105 Q and 5.1*1O5 O. respectively at -38 °C or 3.9xlO4 Q and 3.3><104 O

respectively at 53 °C. The values obtained from the touchdown points are very close to the

values obtained from the curve fitting, indicating the reliability of using the Z' values of the

touchdown points. Therefore, the Z' value of the touchdown point was used as the

resistance in this study. The resistances were then converted to conductivities using the

cell constant values.
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Figure 2.12 The scheme of the equivalent circuit. « is the constant phase element (CPE),

represented by parameters T and <X>. x is a frequency-dependent capacitance. <I> is a measure

of the frequency dependence. When <I>=1, CPE acts like a pure capacitor. The CPE produces

an impedance having a constant phase angle (TT/2)*<I> in the complex plane [283]. xe and <J>e

are the parameters characterizing the CPE representing the electrodes. Tb and Ob are the

parameters characterizing the CPE representing the electrolyte. Rb is the resistance of the

electrolyte.

2.510s

210s

C-1.5105

1 105

5 104

(a)

I ,

8

D

D

D

a
exp
fit

1.6 104

0 1 10s 2 1 0 s 3 1 0 s 4 1 0 s 5 1 0 5 6 1 0 s

Z'/fi

0 1 104 2104 3104 4 104 5104 6104

zvn

Figure 2.13 The experimental data (the circles) and the fitted data (the squares) of the Cole-

Cole impedance plots for P12TFSA at (a) -38 °C and (b) 53 °C.
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Table 2.1 The values of fitted parameters and the Z' values of the touchdown points in Figure

2.13.

-38 °C 53 °C

Z' Z'
Parameters Curve Fitting Curve Fitting

(touchdown) (touchdown)
Xe(F)

<De

Rb(O)

XbCF)

1.4xlO-()(±17.8%)

0.38 (±14.4%)

5.1 MO* (±3.0%) 5.7>

2.9xlO-lu(±13.8%)

0.94 (±1.8%)

4.6x10^13.7%)

0.38 (±9.3%)

=105 3.3xlO4(±6.2%)

8.9x10-'° (±46.5%)

0.89 (±4.6%)

3.9xlO4

2.8.4 Nuclear Magnetic Resonance Spectroscopy (NMR)

7Li NMR was performed on a Bruker AM-300 pulse NMR spectrometer operating at a

Larmor frequency of 116.6 MHz. The 90° and 180° pulse lengths were 5.3 us and 10.6 us

respectively. The 90°-T-180° and the 90°-T-90° pulse sequences were both used for the

linewidth measurements. The x was 20 us in all cases. Both pulse sequences gave similar

central peak responses although the 90°-x-90° pulse sequences also clearly showed the

quadrupolar peaks at low temperatures. Only the central transition is considered in this

work. A 180°-t-90° pulse sequence was employed for the spin-lattice relaxation

measurements. A 90°-T-180° pulse sequence was used for the spin-spin relaxation

experiments. The range of x for the relaxation measurements varied according to the

values of Ti and T2 at different temperatures. Relaxation delays varied from 50 s at about -

100 °C to 5 s at 100 °C, dependent on Ti. Spectra were typically accumulated for 16 scans

at -100 °C and 4 scans at 100 °C.

*H NMR experiments were carried out on a Bruker AM-300 pulse NMR spectrometer at

300 MHz. The 90° and 180° pulse lengths were 9.0 us and 18.0 us respectively. The 90°-

x-180° pulse sequence was used for the linewidth measurement. The length of x was 50 us.

The 90°-x-180° and 180°-x-90° pulse sequences were used for the spin-spin relaxation and
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spin-lattice relaxation measurements respectively. The ranges of x in these relaxation

experiments varied from temperature to temperature. The relaxation delays were also

temperature dependent (actually Ti dependent), about 10 s at -100 °C and 5 s at 100 °C.

The number of scans varied from 16 at -100 °C to 4 at 100 °C.

19F NMR was conducted on a Varian Unity Plux 300 NMR spectrometer by magic angle

supersonic spinning solid NMR probe DSI-V139 (Doty Scientific Inc, U. S. A.) operating

at 282.2 MHz. Signals were acquired 10 us after a single pulse 2.6 us in length (90°) and

accumulated for 16 scans. The relaxation delay was 10 s in all cases. There was

interference from F in the Teflon in the probe on the 19F NMR spectra. The interference

was present as a peak at about -7 kHz in the spectra. As the signals from the samples all

appeared in the higher field, the inference from the background could be carefully

eliminated during the analyses.

All the samples were sealed in glass tubes about 2 cm long and 5 mm in diameter under dry

condition. The temperature was controlled by balancing the heating rate and the flow rate

of gas from liquid nitrogen or air. Methanol and 1, 2-ethanediol were used to calibrate the

thermocouples below and above room temperature respectively. The real temperature was

calculated from the chemical shift difference between the OH proton and the protons on the

CH3 or CH2 group [284]. A peak simulation program package (Mac FID) was used to

analyze the data.

2.8.5 Mechanical Thermal Analysis (MTA)

MTA was conducted on Perkin Elmer Dynamic Mechanical Analyzer DMA 7 and Thermal

Analysis Controller TAG 7/DX. A Pyris Manager Program was used to control the

experiments and analyze the data. Indium (m.p. 156.6 °C) and octane (m.p. -56.76 °C)

were used for temperature calibration. The samples P12TFSA and P11TFSA were first

heated in aluminum pans (0219-0041, Perkin Elmer) until melting. The samples were then

naturally cooled down to room temperature. Each sample was about 6mm in diameter and

lmm in thickness. All the samples were prepared in dry condition at least two days before

the experiments. During the experiments, the samples were held on a flat plate. The force
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was pressed on the samples through a probe. The area of the probe tip is 0.78 mm2. The

MTA measurements were carried out in the isothermal state and by ramping the

temperature.

Ramping temperature

P11TFSA was cooled at -100 °C for 10 minutes by liquid nitrogen and was heated to 130

°C at a heating rate of 5 "Crnin'1. The static force was 10 mN. The dynamic force was 1

mN with frequency of 1.0 Hz. P12TFSA was cooled at -120 °C for 10 minutes and then

was heated to 90 °C at a rate of 5 °Cmin*1. The static force was 5 mN. The dynamic force

was 2 mN with frequency of 1.0 Hz.

Isothermal experiment

The samples were held at a constant temperature for at least 15 minutes before the

isothermal experiments. The force changed from 1 mN to 2000 mN at the rate of 50

mNrnin"1.

2.8.6 Positron Annihilation Lifetime Spectroscopy (PALS)

The experiemtns were performed with an automated EG&G Ortec fast-fast coincidence

system. Two identical samples were placed on either side of a 22NaCl/mylar source and the

sample-source sandwich was placed in a dry nitrogen atmosphere inside a temperature-

controlled chamber. Only the component of the orthoPositronium pickoff annihilation

characteristics (13, I3) were measured. A source correction was used based on the oPs

source component for control samples of annealed aluminum. Data points represent the

average of one to five spectra.

2.8.7 Scanning Electron Microscopy (SEM)

Ambient temperature scanning electron microscopy was performed on the as-grown

P12TFSA or P11TFSA powder with a Philips XL30 Field Emission Gun (FEG) SEM.

Samples were transferred into the microscope observation chamber through a Polaron

LT7400 cryoprep stage and placed under a vacuum of at least 3.7x10 mbar. The complete
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dryness of the samples meant that sublimation under high vacuum was not a problem.

Images were acquired with a secondary detector to reveal detailed surface topography. A

low accelerating voltage of 2.0 kV was used to minimize sample charging and damage.

Gold sputtering was not required as evidenced by the adequate spatial resolution attained.

2.8.8 Density Measurement

The densities of P12TFSA and P11TFSA powders were measured by Accupyc 1330

Pycnometer at room temperature. Before measuring the samples, the pycnometer was

calibrated with a ball whose weight and volume are known. During the experiment, about

1.5 g of the powder samples were put in a metal cup in the pycnometer chamber. Nitrogen

was purged into and then released from the chamber. The pressures were read when stable

states were reached after purging or releasing the nitrogen. The sample volumes can then

be calculated. Each sample was measured 15 times. The samples were accurately weighed

before and after the volume measurements.

-94 -



Chapter 3 N-methyl-N-ethylpyrrolidinium

bis(trifluoromethanesulfonyl)amideSalt

3.1 Introduction

Several families of salts, based on: N-alkyl-N-methylpynolidimum (Plx)* [32, 235], 1-

alkyl-2-methylpyrrolinium (MPx)* [166] and N-alkyl-N-methylimidazolium (Imlx)* [285]

cations, have been synthesized in our group. The anions used are

bis(trifluoromethanesulfonyl)amide (TFSA") [32, 235], BF4" [239, 286], PF6" [238], OH"

[166, 236, 237], dicyanamide (DCA) and halide ions[33, 238]. Some of the salts are

molten at room temperature. Highest conductivity has been found to be 2*10'3 Son"1 at 25

°C [235].

A number of these salts exhibit plastic crystal behaviors: they are waxy, with one or more

solid-solid phase transitions and low fusion entropy. The plastic crystal phases normally

exhibit significant conductivity. For example, MP2TFSA has the richest solid-solid phase

transitions and lowest fusion entropy in the MPxTFSA family. It exhibits conductivity of

10"4 Scm"1 at 25 C in the solid state, higher than the rest of MPxTFSA salts [166]. In

contrast, P15TFSA and P16TFSA salts exhibit high fusion entropy and lack of solid-solid

phase transitions. These two salts have significantly lower conductivity values in the solid

state than the other PlxTFSA salts which have one or more phase transitions below the

melting point and small fusion entropies [32].

Diffusion has been suggested as an important characteristic in plastic crystals [24]. There

has been controversy over the diffusion mechanism in plastic crystals: "paddle-wheel"

[168, 170-172, 180] or "percolation" [176, 178, 179]. A paddle-wheel mechanism

* x indicates the number of carbon on the alkyl chain.
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indicates that translational motion is associated with rotational motion. The transport of

charge carriers is facilitated by molecular rotation. This mechanism has been found in

Li2SO4 and Na3PO4 [172, 201]. The small cations are attached to the anions by the

interaction between Li+ (or Na*) and O atoms and are transported by the rotational motion

of the anions. However, the way the rotational motion facilitates diffusion is not very clear

so far for large sized ionic or molecular plastic crystals in most cases. A percolation

mechanism suggests that the diffusion of charge carriers is related to the lattice expansion

or defects. Lattice defects have been suggested as an important feature of plastic crystals

and account for the mechanical flexibility [153], Dceda et al. have observed self diffusion

in a large number of ammonium salts [52, 54, 55, 57]. They ascribed the diffusion to

Schottky vacancy and /or vacancy-pair mechanisms [55, 58]. However, there are not

enough direct evidences from the defect studies for these salts so far.

In this study, the hypothesis that defects are mainly responsible for the ionic transport in

PlxTFSA salts will be investigated. This will involve studying the thermal properties,

microstructure and mechanical properties of P12TFSA in detail. Lattice vacancy, both in

number and size, and ionic motion of P12TFSA are investigated to understand the

conduction mechanism. The possible conduction mechanisms include: ions hop between

vacancies relatively independently; or ions hop between vacancies in a correlated way such

as cation-anion ion pairs; or ions diffuse through extended defects such as grain

boundaries. The relationship between rotational motion and ionic long range transport will

also be considered.

3.2 Results and Discussion

3.2.1 Thermal Analysis

The DSC traces of P12TFSA are shown in Figure 3.1 (a). An unusually shaped peak is

centred around -92 °C. It is followed by a solid-solid transition from phase III to phase II.

This phase transition is reproducibly broad on the low temperature side with the peak

appearing between 10 °C and 16 °C. Another broad transition from phase II to phase I

starts at about 20 °C, reaching a peak at 45 °C. This unusual shape is again reproducible.
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Finally, a sharp melting of phase I occurs at 88 °C. The enthalpies and entropies of the

transitions are listed in Table 3.1.

Endo

Exo

Phase
IV

Phase Phase
n i

-150 -100 -50 0

. . i . . . . i . . . . i . T \ . i .

•150 -100 -50 0 50

Temperature/°C

(a)
50 100 150

-120 -110 -100 -90 -80 -70 -60
(b)

(c)
100 150

Figure 3.1 DSC traces of P12TFSA. (a) Heat at 20 °Cmin"1 after cooling the sample from

room temperature to -120 °C in about 15 minutes, (b) Cool from -60 °C to -120 °C at 1

°C/min. (c) Heat from -120 CC at 20 °CminI after process b.
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Table 3.1. Phase transition temperatures, enthalpies and entropies for P12TFSA. a Peak

temperature. b Onset temperature.

Phase Transition T/°C

±2°C

AH/kJmol"1

±5%

AS/Jmor'lC1

±5%

iv»m -87a 1.9 10.3

14a 1.1 3.8

Melting

45a 1.0

9.1

3.0

25.2

The -92 °C peak has been assumed to involve an orientational glass transition [235].. The

peak comprises three transitions merged together: a glass transition at -105 °C,

immediately followed by an exothermic transition at -101 °C and then an endothermic

transition at -87 °C. This assumption is confirmed in this study by the following

experiments. When the sample is cooled slowly from -60 °C to -120 °C at scan rate of 1

°Cmin"1, an exothermic peak appears at -101 °C. When this slowly cooled sample is

heated from -120°C, neither the Tg at -105 °C nor the exothermic peak at -101 °C are

exhibited, although the -87°C peak remains at the same position with the same enthalpy

change. This implies that a "glassy crystal" is formed when the sample is cooled from

room temperature to -120 °C at a relatively fast rate as described above. The ions still

occupy the phase III (or II) lattice positions while the orientations of phase III (or II) are

arrested as a relatively static but disordered state [25, 137, 141]. This is a metastable state.

Comparing the enthalpy of the exothermic peak at -101 °C (AH=1.2 kJmol"1) to that at 14

°C (AH=1.1 kJmol"1) may suggest that the frozen phase could be the trapped phase II.

When the temperature increases, the glassy crystal goes through a glass transition at -105
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°C and then forms an energetically stable phase IV by an exothermic transition at -101 °C.

Phase IV then transforms into phase in at -87°C. If the sample is slowly cooled, phase IV

is allowed to form, so no glass transition nor exothermic peak are observed in this case.

The phase transitions at 14 °C and 45 °C are quite broad, in some cases culminating in a

sharp completion and thereby a sharp trailing edge of the thermal analysis peak. These are

indicative of a progressive onset of the motions involved or a slow transformation rate.

These "long tails on the low temperature side of phase transitions" have been observed in

other plastic crystals such as a number of methylammonium salts [287-289] where motions

could become gradually intensive in a large temperature range below a phase transition

[64].

The DSC traces show that P12TFSA transforms from ordered phase into disordered phase

through a series of phase transitions in a progressive way. The fusion entropy is 25 Jmol"

'K*1, slightly higher than Timmermans' criterion for a plastic crystal, 20 Jmol̂ K*1 [23].

The sum of the entropy changes of the three phase transitions is 68% of the fusion entropy

change.

3.2.2 Scanning Electron Microscopy

The SEM micrographs of P12TFSA are shown in Figure 3.2. Figure 3.2 (a) and (b) show

the spherical morphology of P12TFSA. Unlike normal crystals, P12TFSA crystals do not

have sharp edges, flat surfaces nor regular shapes. The semi-crystal feature is very similar

to that observed in the plastic crystal phases of PIXBF4 (x=l-3) salts [290]. All the

spherical powders of P12TFSA and PIXBF4 (x=l-3) salts are in contrast to non-plastic

crystal P14BF4 which exhibits regular shapes and flat surfaces [290]. Therefore, the

spherical morphology of P12TFSA seems to indicate the plastic crystal phase.

The spherical morphology of the.plastic crystals could be the result of plastic deformation.

Plastic deformation occurs by crystallographic planes slipping in favorable crystallographic

directions, associated with the motion of dislocations [153, 163]. The regular parallel lines

shown in Figure 3.2 (c), (d) and (e) are believed to be slip lines which are very similar to

the parallel steps observed on the surface of Zinc [163]. The crystallographic plane slip
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occurs by the motion of dislocations under mechanical or thermal stress [153, 163]. The

mobility of dislocations and thus the occurrence of slip are dependent on the intermolecular

bonding interactions [163].

In the case of P12TFSA, the plastic deformation is believed to have occurred when the

sample was being dried under vacuum and loaded prior to experiments, with mechanical

handling increasing the number of dislocations. The ease of plastic deformation, which is

also measured in the probe penetration experiments in section 3.2.3, is thought to result

from the low impedance to crystallographic plane slip due to the relatively high

crystallographic symmetry [165], as is the case for the plastic deformation of metals [163].

Since the plastic deformation occurs by the motion of dislocations, which are closely

associated with the diffusion and congregation of vacancies [153], it is believed that

dislocations and vacancies are important lattice defects in P12TFSA. The vacancies are

studied by positron annihilation lifetime spectrum and will be discussed in section 3.2.4.

In addition to the vacancies and dislocations, another lattice defect in the form of grain

boundary is shown in Figure 3.2 (f). Grain sizes vary markedly but grain boundaries are

clearly resolved. Figure 3.2 (g) show a complex array of periodic slip planes appearing as

steps at the surface and terminating at grain boundaries which retain their coherency.

(a)

100-



(b)

(c)
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(d)

(e)
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(0

(g)

Figure 3.2 SEM of P12TFSA. (a) and (b) show the semi-crystal feature, (c), (d) and (e) show

the slip lines on the surface of the crystal, (f) shows the grain boundaries, (g) shows the grain

boundaries and the slip steps within one grain.
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It is worth noting that the lattice defects, in the form of vacancies, dislocations and grain-

boundaries, not only are responsible for the mechanical properties, but also are involved in

different ionic diffusion mechanisms and hence affect the conductivity. For example,

vacancies are involved in the lattice self diffusion while the dislocations and grain-

boundaries could provide highly effective conducting tunnels by pipe diffusion [153, 186].

3.2.3 Mechanical Properties

Isothermal Analysis with Changing Force

The mechanical properties of P12TFSA were tested by applying a gradually increased

static force on the sample and measuring the depth of the probe penetration, as shown in

Figure 3.3. Elastic deformation, of course, contributes partly to the penetration depth.

When the probe was unloaded after the experiment, a dent was observed where the probe

was located. Neither fracture nor cracks were visually observed. Therefore the dent

indicates the occurrence of plastic deformation.

P12TFSA displays increased plasticity relative to normal ionic crystals. The penetration

depth of P12TFSA is about 3% of the sample thickness at -7 °C and 22% at 78 °C without

any observation of obvious fracture, while normal crystals fail after only about 0.1% strain

[163]. The plastic deformation is associated with the slip of crystallographic planes,

essentially the motion of dislocations [153, 163]. The ease of the plastic deformation

depends on the mobility of dislocations. For plastic crystals, the high symmetry of both the

molecules and the crystalline structure facilitates the slip and enhances the plasticity [165].

Moreover, the motion of dislocations is closely associated with self diffusion of vacancies

[153]. Thermodynamically, the high vacancy diffusion entropy of plastic crystals results in

a high vacancy diffusion coefficient [154, 158] and thus improves the mobility of

dislocations. The mobility of the dislocations also depends on the intermolecular

interactions as the diffusion of vacancies involves breaking and forming intermolecular

bonds [163]. For P12TFSA, both the cations and anions are relatively large - 3.1 A and 3.7
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A in radius respectively1. The large ionic size combined with delocalized charges on the

anions due to the strong electron-withdrawing CF3 groups results in a weak intermolecular

bond and thus facilitates the dislocation motion [241]. The slip traces can be observed by

SEM as in section 3.2.2.

The depth of the probe penetration increases with temperature. The penetration depth at 78

°C is 7 times that at -7 °C. It indicates the decrease of hardness and increase of plasticity

with temperature, which is also normally the case for metals [163]. The degree of plasticity

shows a remarkable increase in phase I compared to in phase II. The increased plasticity is

attributed to the increased mobility of dislocations and vacancies in this phase. The

increased size and number of vacancies in phase I are also observed with PALS as shown

in section 3.2.4. The increased symmetry in lattice structure in the high temperature phase,

as is normally the case for plastic crystals, may also assist the slip.

Volumetric Expansion

The P12TFSA volumetric expansion was measured by exerting a small constant static force

on the probe, whilst ramping temperature. The result is shown in Figure 3.4. The elevation

of the probe position indicates the expansion of the sample. The thermal expansion

anomalies correspond well to the phase transition temperatures. Two small contractions

are observed at -107 °C and -103 °C. An obvious drop occurs at -87 °C. These three

features correspond with the phase transition temperatures from DSC traces: the glass

transition of frozen metastable phase II' (-105 °C), transformation of phase IF->IV (-101

°C) and phase F/-MH transition (-87 °C). In phase III, the volume expands continuously

except that a small discontinuity is observed at -8 °C, probably due to the onset of the

phase III-MI transition. A step occurs at about 14 °C, the phase III-^II transition

temperature. Another small step is exhibited at about 40 °C, in the broad temperature range

of phase II~>I transition. In phase I, the expansion coefficient is greater than either in

' Ionic sizes are estimated by Chem3D software.
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phase III or phase II. Substantial volumetric changes occurring at phase transitions have

also been reported in some plastic crystals such as ammonium tetrabromoindate salts [225].
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Figure 3.3 Probe position as a function of static force applied to P12TFSA at various

temperatures. Static force starts at 1 mN and increases by 50 mNmin1. The sample is about

1 mm in thickness and 6 mm in diameter. The area of the probe tip is 0.78 mm2.
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Figure 3.4 Volumetric expansion behavior of P12TFSA. Temperature ramps at 50Cmin'\ 5

mN Static force and 2 mN dynamic force with frequency 1 Hz are applied. These forces are

too small to cause significant sample deformation. The sample is 6 mm in diameter and 1 mm

in thickness. The area of the tip of the probe is 0.78 mm2.

3.2.4 Positron Annihilation Lifetime Spectroscopy

The component of ortho-Positronium (oPs) pickoff annihilation measurement (13, h) was

recorded. The results are shown in Figure 3.5. The analyses of t3 and I3 are complicated,

as they could be the average result of two oPs states, the oPs in bulk material and the oPs

trapped in defects [275]. Since the data precision did not justify a further deconvolution, i n

this work X3 and I3 were tentatively assigned to the responses of the oPs trapped in the

defects. Intensity I3 is proportional to the vacancy concentration. Lifetime T3 is related to

the average size of vacancies. The vacancy size calculated from x3 by Equation 2.60 is

shown in Figure 3.6. The relative fraction of free volume (Fr) obtained from the vacancy

number and size, according to Equation 2.61 and Equation 2.70, is shown in Figure 3.7.
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Figure 3.5 and Figure 3.6 indicate that the changes of vacancy parameters are closely

associated with phase transitions. In phase III, the vacancy size increases steadily,

corresponding to thermal expansion and is consistent with volumetric expansion data

shown in Figure 3.4. Over the broad phase III -> II transition range -5-10 °C, the vacancy

number increases substantially, showing stronger effect of temperature than in phase III.

The vacancy size increases at the same rate as in phase III, probably still due to the thermal

expansion. Both the T3 and I3 show a step around 15 °C, which could be associated with the

change of lattice structure. In phase II, both the I3 and T3 increase steadily, but with a

steeper slope than in phase III, suggesting a higher vacancy expansion coefficient and the

greater ease of formation of new vacancies. A small step is observed in T3 at 45 °C, the

phase II to I transition. In phase I, the vacancy size continues to expand while the number

remains constant until a dramatic drop near the melting point, suggesting that the vacancies

expand and congregate to form bigger voids.

The cationic and anionic radii are estimated to be 3.1 A and 3.7 A*, respectively. The

cationic size roughly matches the vacancy size in phase III. The slight discrepancy could

be attributed to the lattice distortion in the vicinity of the vacancy. The vacancy size

exhibits a greater expansion coefficient in phases II and I. The reason could be that the

temperature has more effect on lattice expansion in the higher temperature phases. It is

also possible that larger vacancies become dominant. The vacancy size measured by oPs is

the average over the vacancies of different sizes. When larger vacancies are created, PALS

would measure a bigger average value. The bigger average vacancy radius could be

attributed to the generation of bigger anionic vacancies. Moreover, an anionic vacancy and

a cationic vacancy could join into a bigger void. This implies that both the cations and the

anions could involve in the diffusional motion.

The overall vacancy volume as indicated by Fr in Figure 3.7 increases steadily in phase III

due to the steady increases in both number and size. It increases substantially in phase II

with a steeper slope. In phase I, changes in Fr come from increased size of the nearly

constant number of vacancies.

•Estimation was made by Chem3D software.
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As discussed in section 2.6, the intensity I is proportional to the vacancy concentration.

The vacancy formation energy Ev can be obtained by determining I as a function of

temperature. The Ev was thus estimated by plotting In(l3) vs. 1/T. Arrhenius behaviors are

assumed and thus the slope = Ev/R (R=8.314 JK^mol"1). The results are shown in Table

3.2. The biggest Ev was found in phase II, suggesting higher energy barrier to form a

vacancy in this phase. Ev drops significantly in phase I, indicating either much easier

vacancy formation in phase I or saturation of vacancies in phase I. Ev's of P12TFSA are

relatively small compared to some molecular plastic crystals investigated by Sherwood et

al. where the lowest Ey found is about 13 kJmol"1 for cyclooctane [37].
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Figure 3.5. The vacancy parameters of P12TFSA as a function of temperature. OPs lifetime

T3 is related to the vacancy size. OPs intensity is related to vacancy concentration. Dashed

lines indicate the phase transition temperatures as observed in DSC. Error range in data is

estimated to be of the size of the data point.
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Figure 3.6. The average radius of vacancies in P12TFSA as a function of temperature. The

vacancy sizes are calculated from oPs lifetime T3 data by Equation 2.60
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Figure 3.7 The relative overall volume of vacancies in P12TFSA as a function of temperature.
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Table 3.2. Vacancy formation energy (Ev) obtained from the slopes by plotting ln(I3)

vs.l/TforP12TFSA.

Temperature

range/°C
Phase

Ev /kJmol

(±2%)

-l

-25 ~ -5 III 2.9

-5-10 Phase transition III»II 5.7

15-45 II 5.5

45-70 0.6

3.2.5. Nuclear Magnetic Resonance

!H Linewidth

The temperature dependent lH NMR spectra are shown in Figure 3.8. Broad peaks are

observed at low temperatures. Narrow peaks superimposed on top of the broad ones appear

from -20 °C. The intensity of the narrow component increases continuously with

temperature while that of the broad part decreases. These "narrow on top of broad" spectra

have been observed in a number of plastic crystals, such as benzene, thiophene, 1,4-

dioxane and cyclohexanol, where the narrow lines are ascribed to the locally mobile

domains due to grain boundaries while the broad lines are attributed to the normal

orientationally disordered solid [209, 210, 291]. Some plastic crystals such as cyclohexane

and succinonitrile have homogeneous NMR peaks even though premelting occurs. This

has been explained by the fact that the orientationally disordered molecules have a similar

value of spin-spin relaxation time T2 to the mobile molecules [209].
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Figure 3.8 'H NMR spectra for P12TFSA.

In the case of P12TSFA, information about the cationic motions can be obtained by

comparing the measured linewidths and the linewidths calculated from second moment.

The deconvoluted linewidths are shown in Figure 3.9. The calculated second moments

(M2) and linewidths of PllTFSA in Table 4.3 in section 4.2.5 are used here to assess the
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ionic motions in P12TFSA by assuming that P11TFSA and P12TFSA have similar crystal

structures". The calculated linewidths corresponding to CH3 group rotation only and

cationic isotropic motion are 50 kHz and 7 kHz in PI 1TFSA, respectively.

The measured linewidth of the broad peak is about 20 kHz in phase HI, which implies that

the cations undergo some motion which is more active than the CH3 group rotation and less

active than isotropic tumbling. Therefore, the cations are thought to undergo anisotropjc

rotation. Since the energy barrier to CH3 group C3 rotation is normally less than that of the

rotation of the ion or molecule, the ionic or molecular rotation is generally accompanied by

the rotation of CH3 group [59, 68, 292]. The cation in P12TFSA anisotropically rotates

about some axis of the ring while the CH3 group rotates about the C3 axis. Line narrowing

occurs in the range from -10 to 45 °C, where lattice structure goes through a transformation

according to DSC, volumetric expansion and PALS results. Linewidth is reduced to 11

kHz in phase I. These results indicate that cationic motion transforms from one anisotropic

rotation to another, or that additional anisotropic motion is superimposed during the lattice

structure change. The anisotropic rotation could be ring inversion or flipping, but has not

been identified in detail at this point.

The two narrow peaks represent protons of different chemical shifts. The linewidths of

both peaks are much less than 7 kHz (7kHz is the calculated value of cationic isotropic

rotation according to Table 4.3). The Linewidth decreases further from about 1 kHz in

phase III to about 500 Hz in phase II and I. These narrow linewidths indicate that diffusion

motion must be taking place to further narrow the line. Since the energy barrier to

diffusion motion is normally higher than that of rotation, diffusion is normally

accompanied by isotropic rotation [68]. Hence on the basis of the observation of the

" The linewidth calculation of P12TFSA is difficult as the atomic positions in P12TFSA crystal lattice are flot

well defined at this stage due to the difficulty in obtaining a single crystal. A full set of linewidth calculation

was possible on PI 1TFSA because a crystal structure exists for this compound. The PI 1TFSA li

calculation is discussed in detail in the next chapter.
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narrow lines, it appears that detectable cationic diffusion superimposed on isotropic

rotation occurs from -20 °C.

Theoretically, the linewidth of diffusing molecules is zero, because both intra- and inter-

molecular dipolar interactions are averaged out [249]. The residual linewidth of the

diffusing cations observed here could result from: (1) Cations may experience

inhomogeneous environments because of the distribution of defects such as vacancies; (2)

The inter-ionic dipole-dipole interactions may not be totally averaged out due to the

existence of a large number of non-diffusing ions, as discussed below; (3) Each peak

observed here could be composed of more than one narrower component of different

chemical shift. The linewidth is nevertheless still valuable in the interpretation of the

diffusion motion.

The linewidth decreases further above the melting point. This could be attributed to a

different diffusion mechanism in the molten state. Further averaging of inter-ionic dipole-

dipole interactions or a more homogenous environment could also explain the narrowing.
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Figure 3.9 'H NMR Linewidth for P12TFSA as a function of temperature. Dashed lines

indicate phase transition temperatures.
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The fractions of the broad and narrow components, as shown in Figure 3.10, indicate the

fractions of the non-diffusing and diffusing cations. More than 90% of the cations maintain

their positional order up to 75 °C. About 1% of the cations, are detected diffusing in phase

III. The diffusing population increases dramatically in phase I, from about 2.5% to nearly

100% at the melting point. The effect of temperature on the diffusing population varies

obviously in different phases, suggesting different energy barriers to create mobile cations

in each phase.
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Figure 3.10 The fraction of the broad and narrow components in the lH NMR as a function

of temperature for P12TFSA. "Broad" is the fraction of broad peak area in the whole peak

area. "Narrow" is the fraction of the mobile component (ie. the fraction of the area sum of

the two narrow lines).

*H NMR Relaxation

NMR relaxation measurements can provide information about the activation energies and

frequencies of the ionic motions. However, in the case of P12TFSA, the interpretation of

Ti and T2 is complicated by considering the following factors. Firstly, the ions could

participate in more than one type of motion. For example, positionally ordered cations

could undergo the rotation of the ring in addition to the rotation of the CH3 group. The

translating cations could also undergo isotropic rotation. As a result, the relaxation
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mechanism could be composed of several components corresponding to different motions.

Secondly, different motions could exhibit different correlation times and activation

energies. The correlation time and activation energy of each motion are probably different

in different phases. Tliirdly, DSC and PALS indicate that the crystal structure and

vacancies go through gradual changes over broad temperature ranges. Therefore it is very

possible that the activation energy and correlation time for one motion are temperature

dependent even in one single phase. The complicated motions make the relaxation

analyses difficult.

In the following analyses, the one broad and two narrow components are analyzed

separately. The three magnetizations were curve fitted as a function of x "' to determine the

Tjs and T2S. In each fitting, more than one Tj could be obtained. There are several

possible explanations for this. Firstly, the existence of several distinct motions within each

ion could result in more iaan one distinguishable Tj. The magnitude of each Ti component

should be temperature dependent in this case. Secondly, spin exchange between *H and 19F

could also result in more than one Ti values. For some ammonium ionic plastic crystals

containing F atoms in the anions such as PF6~ and BF4", SbFe'.IflY, BeF42", non-exponential

behavior of Ti has been observed in some temperature ranges due to the spin exchange

between 'H and 19F when 1/TF or 1/TH is comparable to (G>H-G>F) [54, 55, 57, 216-218, 223,

224].

In this study, the Magnetization M versus x IV curves exhibit good exponential behavior. A

single Ti can be obtained with R>0.98 for each fitting. Use of a double-exponential

equation improved the fitting, but the ratio of the two component magnitudes as well as the

second Ti were found to vary randomly with temperature, suggesting that the second

exponential term should be attributed to errors. Therefore, a single Ti was obtained for

"' r here is the time interval between 180° and 90° pulses for Ti measurement or between 90° and 180° pulses

for T2 measurement, T otherwise unspecified in this section refers to correlation time.

iv T is the time interval between pulses here.
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each component. Consequently, three Ti values and three T2 Values were obtained for the

one broad and two narrow peaks. The relaxation times Ti and T2 are shown in Figure 3.11.

Broad peaks correspond to anisotropic rotational motion as discussed in the linewidth

analyses. The T2 of the broad peak obeys the relationship T2=1/(JCAV), where Av is the

FWHM. The M2 calculation in Table 4.3 shows that when the morion of the cation is less

than isotropic, the M2 mainly results from intra-ionic ' H - ' H dipole-dipole interactions.

Therefore, only 'H-'H interactions are considered in the further analyses. The lR-l9F

dipole-dipole interactions are ignored. The linewidth analyses indicate that the broad peaks

represent at least two rotation mechanisms, therefore, the overall Ti is given by:

l/T1
H=l/TI

H
re»I+l/T,Hn>a

Equation 3.1

where rotl and rot2 indicate the two rotation mechanisms, respectively. One of these is

probably the CH3 group C3 rotation since this is very facile. The other of these is probably

an anisotropic rotation of the ring or a rotation of the ethyl group. According to Equation

2.27 and Equation 2.29, Equation 3.1 is written as:

C < V + 4T* > + C < V + ! \ )

Equation 3.2

where Q is a constant, ©H is the angular Larmor frequency of !H, which is 1.88xlO9 s"1,

and Tj is the correlation time of rotational motion i. The relationship beiween x and

activation energy Ea is given as:

(Ea-A
Tj = T n : e X D

1 0 1 * \

Equation 3.3

The curve is fitted by assuming that both of the activation energies of the rotational

motions are temperature independent in the temperature range investigated. The calculated
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Tjs of the broad component are shown in Figure 3.12. Two sets of C, Ea and x0

corresponding to two motional mechanisms are obtained, as shown in Table 3.3.
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Figure 3.11 Temperature dependence of relaxation times Ti and T2 for *H NMR in P12TFSA.
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Figure 3.12 Curve fitting of T,"1 of the broad !H NMR peak for P12TFSA. The solid circles

are the experimental values. The two dashed lines are the calculated values corresponding to

two motions. The solid line is the sum of the two calculated values.

The two narrow peaks represent similar relaxation behavior. I/71T2 is about two orders of

magnitude smaller than the linewidth. The discrepancy is due to the line broadening as

discussed in the linewidth analyses. The much narrower linewidths than the isotropic value

suggest that the relaxation is dominated by diffusional motion, therefore only a diffusion

mechanism is considered. For diffusing cations, inter-ionic ' H - ' H and 'H-^F dipole-dipole

interactions both play important roles in the relaxation mechanism. Therefore, overall Ti

and T2 are written as:

l/T,H
dif =

Equation 3.4

l/T2
H

dif=

Equation 3.5

H-F
dif

H-F
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where superscripts H-H and H-F indicate contributions from ' H - ' H and !H-I9F dipole-

dipole interactions respectively. Equations for Ti due to dipole-dipole interactions between

like and unlike nuclei are introduced as Equation 2.27 and Equation 2.32 in section 2.1.5.

Equation 3.4 can then be written as:

1 r

T H

+ CH_F

Equation

H-H

[l + (c

3.6

X

1 + ODJJ I1

X

o H - co F ) 2

1
1

a.

x2 1

4x

4coH
2x2

3x
2 2

+ G>H X
+ -

+ ((DH

6x

)2x2j

where GOH is 1.884xlO9 s"1, a>F is 1.772xlO9 s"1. In this measurement, Ti is on the high

temperature side of the minimum over all of the temperature range investigated. Therefore

G)x«l is assumed in order to simplify the fitting. By comparing Equation 2.15 with

Equation 2.27, Equation 2.17 with Equation 2.32, Equation 3.6 can then be written as:

1 ~K K H — H

H

Equation 3.7

)x = Cxoexp(
2 ° RT

where M2H"H and M2H"F are the reduced second moments due to diffusion. They are

2.3xlO8 and l.2*lO8 s"2 respectively according to Table 4.3. C is calculated to be l.4xlO9

s"2 here. Both Ti and T2 show slope discontinuity at phase transitions, indicating different

activation energies in different phases. Ea and x0 in different phases can then be inferred

according to Equation 3.7. The Ti and T2 fittings are shown in Figure 3.13. The resultant

Ea and xo are shown in Table 3.3. x at the melting point is calculated to be 5.1xlO"10 s.

The diffusion coefficient D can be estimated by [153]

nil
6x

Equation 3.8
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where <r2> is the mean-square-jump distance and x is the diffusional correlation time, r is

taken as approximately 10 A being of the order of the unit cell dimension obtained from

powder x-ray results in Appendix A. D is calculated to be 3.2x10"10 mV1, coinciding

approximately with the value of 3xlO"10 mV1 determined by pulsed field gradient NMR

[293]. The consistence of the result by different techniques suggests the reliability of the

Ti measurement and analyses in this study. The results from Tj measurements provide

more information about ionic motion than gradient field NMR techniques by which the

diffusion coefficient for P12+ ions was only detectable above 70 °C.
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Figure 3.13 Curve fitting of T,1 and T2
! of the narrow !H NMR for P12TFSA. The solid

lines are the calculated values.
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The diffusion coefficients of some pyrrolidinium or piperidinium-containing ionic plastic

crystals have been reported to be about 10"13 mV1 [54, 55]. The value of D obtained for

P12TFSA by both calculation here and measurement in previous work [293] is about three

orders of magnitude higher. The correlation time x (=5.1 xlO'10 s) at the melting point of

P12TFSA is smaller than the 10'7-10"8 s range suggested as the characteristic correlation

time for triggering crystal melting [54] [58]. This clearly reflects the rapid difiusional

motion which are already present in the phase I of P12TFSA prior to melting.

According to the Ea and T0 obtained, the correlation times T for rotational motion I,

rotational motion II and diffusion at 30 °C are: 2.1xlO"12, 8.36xl0"n and 2.1xlO"9 s

respectively.

Table 3.3 Activation energies (Ea), correlation times at the limit of infinite temperature (T0)

and motional constants (C) evaluated for cationic motion from 'H NMR relaxation time T,

and T2 for P12TFSA.

Motion Phase C/108s"2 Ea/kJmol"1

Diffusion III

II

Correlation

coefficient
Method

Rotation I

Rotation II

390±71

22±14

14.5±3.8

17.4±0.7

(6.8±0.9)xl0"15

(8.6±6.7)xlO-14 0.999

T,

T,

14*

14"

59.6±1.1 (1.8±0.8)xl0-20 0.978 T,, T2

11.0±0.6 (2.6±0.6)xl0"u 0.997

28.0±0.5 (4.5±0.9)xl0-14 0.999

T,

T,

molten 14* 14.3*2.2 (3.4±2.8)xlO,-12 0.978 T,

*Calculated from second moment.
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19F Linewidth

The 19F NMR spectra are shown in Figure 3.14 (a). Broad peaks are observed at low

temperature. A narrow line on top of the broad base appears from -25 °C. The amplitude

of the narrow peak increases with temperature. The broad bottom can be deconvoluted into

three peaks over the entire temperature range investigated, as shown in Figure 3.14 (b).

The three peaks are thought to be attributable to 19F of different chemical shifts due to three

different sites.

The linewidth and fraction of each component are shown in Figure 3.15 and Figure 3.16.

Mb and corresponding linewidth calculated for l9F of PI 1TFSA, as shown in Table 4.4, are

used here to interpret the motion of the TFSA" anion. The FWHMs in the three states: rigid

lattice, CF3 group rotation and anion isotropic rotation, are calculated to be 22, 14 and 8

kHz respectively.

The linewidth of Peak 1 is about 22.2 kHz at -77 °C. It decreases slightly to 20.1 kHz at 8

°C. The linewidth reduces to 11.0 kHz in phase II and then constantly decreases to 8.0 kHz

at the melting point. Therefore, corresponding anions are relatively static at low

temperature in phase III. These anions undergo an anisotropic rotation superimposed on

CF3 group C3 rotation in phase II, because the linewidth in this range is right between the

values of CF3 group rotation and isotropic rotation. Isotropic rotation occurs near the

melting point.

Peak 2 and peak 3 have similar linewidths in the whole temperature range. The linewidth

starts at about 13 kHz at -77 °C. Line narrowing occurs from about 0 °C. It shows a

relatively constant linewidth 7.2 kHz in phase II and I. A further narrowing occurs near the

melting point. Peak 2 and 3 can be assigned to the anions which undergo CF3 group

rotation in phase III and isotropic rotation in phase II and I.

Peak 4 is much narrower than the isotropic value and can therefore be assigned to the

diffusing anions. The linewidth of the first detectable peak 4 is 620 Hz. It is then in the

range of 350-400 Hz over all the temperature range in the solid state. The line reduces to

250 Hz above the melting point.
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Figure 3.14 I9F NMR spectra for P12TFSA. The peak at about -7 kHz comes from

background, (a) At various temperatures, (b) The original peak at 56 °C and the simulated

peak composed of four smaller peaks. The broad bottom can be deconvoluted into peaks 1, 2

and 3. The top narrow line is simulated by peak 4.

The area fractions of peak 2 and peak 3 are relatively constant, about 0.5 and 0.25

respectively. The fraction of peak 1 is about 0.25 in phase III, but decreases in phase II and

I. The ratio of the three positionally ordered components is peakl:peak2:peak3 = 1:2:1.

Similar to cation diffusion, the fraction of the diffusing anions shows distinctively different

temperature dependence in different phases. The number of apparently diffusing anions

increases from 2.8% to 100% in phase I.
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Figure 3.16 The area fraction of each component in I9F NMR for P12TFSA as a function of

temperature.
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The fractions of the cations and anions that are, on average, undergoing translational

motion are compared in Figure 3.17. It shows that the numbers of diffusing cations and

anions are remarkably comparable, especially in phase II and phase I, probably indicating

the association of the cations and anions in some way in the diffusion process.

The association of the cationic and the anionic diffusion is also supported by the diffusion

coefficient measurement data [293]. First, the diffusion coefficients of the cations and the

anions are very similar near the melting point. Second, the measured conductivity is

smaller than the one calculated from the diffusion coefficients of the cations and the anions.

The explanation is that the correlated cation-anion diffusion does not contribute to the

conductivity.

This correlated cation-anion diffusion has been suggested to occur by an ion-pair

mechanism where a cation and an anion are closely associated in the diffusion process

[293]. However, the ion-pair mechanism is not supported by comparing the sizes of the

ions and vacancies. If the ion-pair mechanism was effective, the cation vacancy and the

anion vacancy would exist (or be created) in very close proximity. These correlated

vacancies could not be separated as individual vacancy in PALS, but actually as a single

evenly shaped empty volume the PALS can detect as a whole. According to the PALS

results in section 3.2.4, the vacancy average radius ranges from 2.8-3.9 A in the

temperature range investigated. The average volume of vacancy is about 90 - 240 A3. The

radii of cation and anion are estimated to be 3.1 A and 3.7 Av, respectively. The volume of

a cation-anion pair is estimated to be 428 A3 at room temperature according to the powder

X-ray diffraction data in Appendix AV1. Each vacancy can accommodate one cation or one

anion, but not one ion-pair.

v Estimation is made using Chem3D, Cambridge Soft Corp..

V1 Estimation is made assuming that each unit cell contains four cations and four anions, similar to that in

P11TFSA.

-127-



A more possible explanation is a Schottky vacancy mechanism where a number of

vacancies bearing positive or negative charges require the same number of vacancies

bearing opposite charges to maintain neutrality. As a result, the same numbers of cations

and anions leave their normal lattice positions to diffuse at the same rate. The cationic

vacancy and the anionic vacancy are correlated, but not in as close proximity as in an ion-

pair mechanism. Each vacancy can be detected in PALS as a mono-vacancy. The

Schottky-type defects have been also suggested to be responsible for the translational

motion of some ammonium salts and pyrrolidinium hexafluorophosphate, where the

activation energies of anion and cation diffusion seem to show some association [55, 58,

230]. Therefore, a Schottky vacancy mechanism seems a plausible explanation of the

diffusion mechanism in P12TFSA.

-100 -50 0 50 100 150
Temperature/°C

Figure 3.17 The fraction of the narrow components of JH and I9F NMR as a function of

temperature for P12TFSA. The narrow components correspond to diffusing ions.
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3.2.6 Dielectric Response

Dipolar Response

The dielectric responses of P12TFSA are shown in Figure 3.18 and Figure 3.19. A broad

peak of the imaginary part of dielectric permittivity e" is observed in the high frequency

range below -90.3 °C. The real part of dielectric permittivity e' is almost independent of

frequency at low frequencies, but drops on the high frequency end. These high frequency

dielectric responses correspond to a relatively classic dipolar behavior [261], which could

be assigned to the response of ionic rotation or the displacement of one ionic sublattice

with respect to the opposite ionic one in the AC field. The ionic rotation is more likely at

this low temperature, as the activation energy of ionic rotation is lower than that of the

sublattice displacement. The rotational motions of both cations and anions are observed in

the lU and 19F NMR as discussed in section 3.2.5. The peak magnitude of the imaginary

part, e", shows a small jump and the peak frequency shifts to higher frequency at -87.7 °C,

the phase IV»III transition. A small step in the magnitude of the real part of dielectric

permittivity e' also occurs at -87.7 °C, suggesting a small change in the ionic rotation

mechanism. It is worth noting that the phase below -87.7 °C could be trapped metaphase

II' given the relatively fast cooling procedure during the experiment. The metaphase IF is

not absolutely static. Some motions are still involved. Large amplitude molecular motions

have also been reported in some glassy crystals such as cyclohexanol [141].

These dipolar responses are still observed between -87.7 ~ -57.2 °C with nearly constant

magnitude and frequency range. Above -57.2 °C, the dipolar response is not detected in

the imaginary part of dielectric permittivity e" and is not obvious in the real part of

dielectric permittivity e\ There are two possibilities. Firstly, the dipolar response may be

"drowned" in another dominant mechanism which will be discussed next. Secondly, a

change may occur in the dipolar mechanism, causing the frequency to move out of the

experimental frequency range.
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Hopping-Charge Response

Above -77.6 °C, both the imaginary part E" and real part e' of dielectric permittivity show

linear dispersions as a function of log-frequency in the low frequency range, corresponding

to a hopping-charge mechanism [259, 261]. The charge hopping response is not obvious

below -87.7 °C, which means either the charge hopping frequency is slower than the

experimental low frequency limit, 20Hz, or the number of hopping charges is small and

negligible compared to the dipolar response. From -77.6 °C to -18.2 °C, e" displays a

single dispersion over the entire frequency range and a gradual increase in the magnitude.

In this temperature range, e' shows a linear dispersion in the low frequency range a id a flat

response in the high frequency range, corresponding to the instantaneous polarization Ea>.

The transition frequency shifts to higher frequencies with temperature. Both e" and e' do

not change much between -18.2 °C and +20.9 °C, which covers the phase transition

III»II. Slight increases in the magnitudes of both e' and e" are observed in phase II from

20.9 °C to 50.6 °C. In phase I, the magnitudes of e" and e' increase steadily and jump

dramatically near the melting point. Another unidentified mechanism, as displayed by an

additional E" peak, occurs above the melting point. Unfortunately, some of the e' values

obtained at high frequency and high temperature are negative, probably due to the

instrumental limit, and are deleted here. The additional E" peak may be attributed to the

response of the electrode.
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Figure 3.18 Imaginary part of dielectric permittivity of P12TFSA as a function of frequency

at various temperatures.
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Figure 3.19 Real part of dielectric permittivity of P12TFSA as a function of frequency at

various temperatures, (b) shows part of the expanded (a).
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3.2.7 AC Conductivity

AC Conductivity vs. Temperature

The charge-hopping and dipolar responses with temperature are also clearly presented in

AC conductivity, as shown in Figure 3.20. According to the dielectric studies as discussed

above, the effect of dipolar response at 40 Hz is weak. Therefore, 40 Hz AC conductivity

is dominated by DC conductivity. This is exhibited in Figure 3.20, which shows that DC

conductivity and 40 Hz AC conductivity are very close at low temperatures. The

discrepancy at high temperatures is probably caused by electrode polarization. 100 kHz

AC conductivity contains contributions from both DC conductivity and dipolar response.

The difference between the 40 Hz and 100 kHz conductivities may be assigned to the

contribution from dipolar response.

40 Hz conductivity is almost flat at the level of 10"12 Son*1 below -87.7 °C. It increases

from -87.7 °C to -7 °C by four orders of magnitude, implying the substantial increase of

DC conductivity in phase III. 100 kHz conductivity increases with temperature below -

87.7 °C and shows a step at -87.7 °C near the phase IV->III transition. It then becomes

stable for about 30 °C in phase III and increases with temperature up to -7.0 °C. This may

indicate that the rotational motion accounting for the dipolar response already exists below

phase III and is intensified at the phase IV»III transition, probably due to either higher

rotational frequency or an increase in the number of ions involved in the rotation. This

rotational mechanism should not change much in phase III. The further increase in AC

conductivity with temperature is probably attributed to the increased DC conductivity

which becomes dominant in this temperature range as discussed in dielectric analysis and

reflected by the similar values of 40 Hz and 100 kHz conductivities.

Between -7.0 °C and 45 °C, AC conductivity is relatively flat. Two "bumps" are observed

at 16 °C and 30 °C. In phase I, AC conductivity increases rapidly up to the melting point

and becomes almost flat above the melting point. It is worth noting that electrode

polarization becomes more effective with temperature, which is reflected by a rapid

decrease in AC conductivity with decreasing frequency [264]. The electrode polarization
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also accounts for lower conductivity values at 40 Hz and 100 kHz than the DC conductivity

at high temperatures as shown in Figure 3.20. Therefore, high temperature AC

conductivity is not discussed in detail here.

10-3 r

o
CO

10"5 r

> 10"
o
Z5

10-9 r
co
O
O 10

-11

10

: Frequency/Hz
r • o
r ° 40
= * 100K

r

: a
r D
= D

n
a

i . . . i . . . . i

cccoc

*

A*
 a

-13
-100 -50 0 50

Temperature/°C
100

Figure 3.20 AC conductivities at 40 Hz and 100 kHz of P12TFSA as a function of

temperature. DC conductivity obtained from Cole-Cole plots is shown here for comparison.

AC Conductivity vs. Frequency

AC conductivity as a function of frequency is first fitted by Equation 3.9 [264], as shown in

Figure 3.21.

a(co) = KcoP
1"n'con' -f

Equation 3.9

-134-



where cop is the ionic hopping rate and K is related to the concentration of mobile ions.

More detailed definitions are given in section 2.3. The first term represents the low

frequency dispersion and the second term represents the high frequency dispersion.
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Figure 3.21 Curve fit of AC conductivity of P12TFSA at -38 °C by Equation 3.9. The circles

are experimental values. The lines are the values of fits. n2=0.58 gives the best fit in all the

three fits.

The best fit was obtained when ni=0. Almond et al. suggest that ni=0 indicates that it is

free of lattice crystalline imperfections or ionic motion restriction [264]. Equation 3.10

was used in all subsequent fits.

a(co) = Kcop +K(Dp1"no)n = (7(0) + Acan

Equation 3.10
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Some of the fitted AC conductivities are shown in Figure 3.22. Below -75 °C, n is close to

0.95. Between -75 °C and 70 °C, n is in the range of 0.5-0.9, values related to a dipolar or

ion hopping mechanism [259, 260]. The resultant parameters oop and K are shown in

Figure 3.23 and Figure 3.24.

The ionic hopping rate coP rises by four orders of magnitude from 1.9*102 s"1 to 1.4*106 s'1

in phase III. It drops slightly as the temperature reaches 14 °C, phase i n » H transition

temperature. The hopping rate shows a small step when it enters phase II and remains

constant in phase II. The hopping rate rises again in phase I.

KT is related to the number of hopping ions by [265]

v Ne2a27c(l-c)
RT

Equation 3.11

where y is a geometrical factor; a is the jumping distance; e is the electric charge and c is

the concentration of mobile ions on N equivalent lattice sites per unit volume. The value of

KT increases 15 fold from -80 °C to -40 °C and then exhibits a drop. It increases again in

phase II and phase I. A substantial jump occurs near the melting point. K ranges from

3><10"15 ScnV's at -80 °C to 2.2xlO'!3 Son !s at 68 °C, exhibiting less increase as compared

with ionic hopping rate cop and thus less contribution to DC conductivity. Comparing the

value of K to those of fast ionic conductors sodium-p" alumina (1.5xlO"12 Scirf's ) and

sodium-P alumina (5xlO'12 Scm"'s ) [264] indicates that the charge carrier number is

significantly smaller in P12TFSA.

3.2.8 DC Conductivity

Conductivity vs. Temperature

DC conductivity as a function of temperature is shown in Figure 3.25. In phase III,

conductivity increases continuously due to the increases in both ionic hopping rate and

charge carrier number. From -60 °C to -10 °C, conductivity increases by nearly two orders
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of magnitude. Above -10 °C, only a slight decrease in conductivity is observed. The

conductivity is then relatively constant up to 40 °C. Two "bumps" are observed at 16 °C

and 30 °C. Above 45 °C, conductivity rises dramatically by nearly five orders of

magnitude in phase I and reaches 4><10"3 Scm"1 at the melting point. In the molten state, the

conductivity is nearly constant.
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Figure 3.22 Fitted AC conductivity as a function of frequency for P12TFSA. Below -50 °C,

high frequency points are ignored in the fits due to the dipolar response as discussed in the

text. Above -25 °C, some points at low frequency are omitted due to the effect of electrode

polarization. The fits are conducted up to 70 °C. Above 70 °C, the fits are not reliable due to

the strong interference of electrode polarization.
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In phase III, the conductivity shows non-Arrhenius behavior. It is possible that the

activation energy for ionic hopping rate or the number of hopping ions is temperature

dependent. An attempt is made to fit the phase III conductivity to a VTF Equation 3.12, as

shown in Figure 3.26.

Ea

R(T-TO),

Equation 3.12

where the Ea is the pseudo activation energy; To indicates the configurational ground state

temperature. Ea and To are related by D=Ea/RT0 by considering the relaxation dynamics,

where D is the so-called strength parameter. D'1 indicates the fragility [16].

VTF behavior is normally observed in amorphous materials, such as glasses and polymers,

where a free volume mechanism is generally established to account for the VTF behavior.

VTF behavior has also been found in some plastic crystals, such as LJ2SO4, LiNaSC>4 and

LiAgSC>4 [186]. Sophisticated studies of Li2SO4 have suggested that the conduction

mechanism is "paddle-wheel" rather than free volume [172, 180]. The VTF behavior has

been suggested to result from, akin to the ionic transport in polymers, the disordered

environment of mobile ions [194]. However, pure Na3pC>4, which is also believed to be a

plastic crystal and whose mobile cations are supposed to experience disordered anion

environments, displays an Arrhenius behavior [12]. It is more plausible to consider that the

different degrees of deviation from the Arrhenius behavior are attributed to the different

fragilities of these plastic crystals.

In the case of P12TFSA, best VTF fitting is obtained when To=-90 °C. This temperature is

very close to the phase IV»III transition temperature. If free volume concepts are useful

here, it could indicate that transport volume only becomes effective from phase III, which

could be attributed to the formation of vacancies or the lattice expansion. Indeed, the

volume expansion experiment in section 3.2.3 does show a substantial increase in the

sample volume in phase III. The pseudo activation energy Ea obtained is 2.4 kJmol"1 in

phase III. The strength parameter D was calculated to be 1.58. This indicates a relatively

fragile material [25]. The relatively high fragility could be explained by the less symmetric
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cationic shape and a less symmetric crystal lattice (monoclinic according to appendix A)

[147]. A glass transition Tg which is normally expected above To is missing in the DSC

trace. The possible reason is that, for a high fragility system, Tg/T0 is close to 1 [25]. The

glass transition probably occurs immediately following the phase IV»III transition and is

hidden under the phase IV»III transition peak.

Conductivity vs. Time

The stability of P12TFSA conductivity in phase III (7°C) and phase I (56 °C) as a function

of time is shown in Figure 3.27. At 7 °C, the conductivity drops from 9.2* 10*9 Scm"1 to

6.5xlO"9 Scm'1 in the first 60 hours and then becomes stable. At 56 °C, P12TFSA

maintains a constant conductivity for one week. The decrease in conductivity at 7°C might

be attributed to the reduced number of extended defects during the measurement. Extended

defects such as dislocations and grain boundaries can be produced by mechanical handling

or thermal treatment. They provide effective tunnels for pipe diffusion which are relatively

significant at low temperature due to the small activation energy [153]. Pipe diffusion

becomes less effective at high temperature, which could account for the relatively constant

conductivity at 56 °C.

-50 0 50
Temperature/°C

100

Figure 3.25 DC conductivity for P12TFSA as a function of temperature. Solid circles
are the values obtained from Cole-Cole plots. "+" are the values obtained by AC
conductivity fitting.
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Figure 3.27 Time dependence of conductivity for P12TFSA at 7 °C and 56 °C.
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3.3 Conclusions

3.3.1 Microstructure, Ionic Motion and Phase Transitions

The above discussion on the microstructure, ionic motion and conductivity of P12TFSA in

different phases may be summarized as follows:

1. Below phase I V » III (below -87 °C)

The phase below -87.7 °C depends on the cooling rate from room temperature. A slow

cooling procedure, for example 1 °Cmin"'1, produces stable phase IV whilst relatively fast

cooling produces frozen metastable phase IF. The orientationaL glass transition and the

following crystallization to form phase IV involve a lattice contraction, according to the

volumetric expansion results. The dielectric studies indicate that the metastable phase

below -87.7 °C is not static, but is involved in dielectric relaxation- The DC conductivity

is almost constant at the level of about 10"12 Scm"1.

2. Phase IV»III (at -87 °C)

This phase transition involves the largest entropy change, 10.3 Joaor'lt"', ai^ong the three

solid-solid phase transitions. It is accompanied by a volume contraction. However, the

motions are intensified, which results in a step in dielectric magnitude and higher motional

frequency.

3.Phaseffl(-87°C~-10°C)

The voiume expands substantially, accompanied by a jump in the PC conductivity by four

orders of magnitude in phase III. Both the number of charge carriers and hopp'tfW fate

increase dramatically, which account for ttis rise in the conductivity. However, only a

small fraction of ions have translation^ mobility in this temperature range. At -20 °c,

only 0.9% cations and 0.3% anions are detected diffusing by 1STMR. Most of the ions

maintain positional order and undergo rotational motion. The cations execute anisotropic

rotation in addition to CH3 group C3 rotation. Anions are in tbu-ee different sites. More
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than 75% of the anions are present in two of the sites and appear to undergo CF3 rotation.

About 25% of the aniot>s in a third site are rigid. The volumetric expansion has little effect

on the rotational motion. The rotational motions are relatively stable in this temperature

range, reflected by the relatively constant 'H and 19F NMR linewidths as well as the steady

magnitude and frequency of dielectric response.

4. Phase m » I I (-10 °C ~ 16 °C)

Phase III»II shows a long tail on the low temperature side in the DSC trace, starting at

about -10 °C. It is also characterized by a discontinuity in the thermal expansion.

More vacancies are created in the transition while the vacancies expand at the same rate as

in phase III, probably due to thermal expansion. Both the size and the number of the

vacancies increase by a step at 14 °C, indicating a dramatic lattice structure transformation

which corresponds to a peak in the DSC trace. The volume also increases by a step at 14

In this broad transition temperature range, the rotational motions of both the cations and

anions become more active as reflected by the line narrowing in [H and 19F NMR. Cations

start to develop another anisotropic rotation while 75% of the anions transform to isotropic

rotation and the remaining static anions start to rotate. In contrast to the substantial

changes in ionic motions and microstructure, the DC conductivity is nearly constant during

the transformation, showing a slight drop.

5.PhaseII(16°C~45°C)

This temperature range covers the phase I I » I transition which appears to have a long tail

on the low temperature side. The size and number of vacancies increase steeply whilst the

volume expansion shows a lower thermal expansion compared to phase in and phase I.

The cations are still developing anisotropic rotation in this phase reflected by the

continuing line narrowing. 75% of the anions undergo isotropic motion and the remaining

anions perform anisotropic rotation superimposed on the C3 rotation of the CF3 groups.
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DC conductivity increases slightly due to the increased number of charge carriers, whilst

the ionic hopping rate is nearly constant in this temperature range.

6. Phase I (45 °C ~ 88 °C)

Phase I I » I transition is characterized by the increases in vacancy size and volumetric

expansion by small steps. In phase I, the vacancies expand continually whilst the number

remains constant. The overall vacancy void increases continually, which is also reflected

by the increase in sample volume. The plasticity shows a jump in phase I compared to in

phase II and III and still increases with temperature.

The positionally ordered cations perform anisotropic rotation while most anions rotate

isotropically. The rest of the anions transform from anisotropic to isotropic rotation. All

the anions are rotating isotropically at the melting point. The fractions of both cations and

anions moving translationally rise from about 2.8% at 40 °C to 100% at 88 °C, which

causes the collapse of the crystal lattice and results in the melting. The ionic hopping rate

also increases in phase I. The diffusion coefficient of cations reaches 3.2xl0'10 s2m~l. The

anions display the same level of diffusion coefficient at the melting point [293].

3.3.2 Defects and Conduction

According to the activation energies and correlation times for cationic rotation and

diffusion, as shown in Table 3.3, the ionic rotation and diffusion do not display obvious

correlations. Defects are more likely to be responsible for the conduction mechanism in

P12TFSA.

Defects are important characteristics in P12TFSA. It is inferred from the PALS data that

the dominant defects are point defects by comparing the vacancy size (2.8-3.9A in average

radius) and ionic sizes (3.1 A for cation and 3.7A for anion). The vacancy is of a Schottky

type. Extended defects, such as dislocations and grain boundaries, are also clearly

observed in SEM. The defects account for the plasticity.

The conduction mechanism seems to be closely associated with transport volume or

vacancies. In phase III, the DC conductivity displays VTF behavior with To at -90 °C,
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coinciding with the phase IV»III transition temperature where the volumetric expansion

occurs. The expanded volume could be attributed to thermal expansion or increased

vacancy volume, which provides spaces for more ions to leave their normal lattice

positions at higher probability. This is confirmed by the increased number of charge

carriers having higher hopping rate. The association of conduction with transport volume

is also reflected in phase I where the overall vacancy volume increases and the conductivity

rises by four orders of magnitude. Both the number and hopping frequency of diffusing

ions show a jump in this phase.

Pipe diffusion due to grain boundaries and dislocations also plays a role in conductivity,

especially at low temperature. Annealing diminishes the extended defects and reduces

conductivity. The conductivity nevertheless is relatively stable in phase III and I, which

indicates the stability of P12TFSA and the potential of practical use as electrolyte

materials.

The paddle wheel mechanism seems more suitable for some ionic plastic crystals, such as

L12SO4 and Na3PO4, composed of small ions which can be attached to the relatively bigger

and rotationally disordered opposite ions and be transported [172, 201]. For molecular

plastic crystals and ionic plastic crystals composed of comparable sized cations and anions,

defects are more significant for the conduction mechanism.

There is a discrepancy between the ionic hopping rate detected by NMR and conductivity.

The value is 5xl08 s*1 by NMR and lxlO6 s'1 from AC and DC conductivity at room

temperature. This coincides with the observation that the conductivity predicted from the

diffusion coefficient obtained by NMR is higher than the measured value [293]. The

discrepancy suggests that the ions might undergo short-range translational motion, which

can be detected by NMR, but does not contribute to the DC conductivity. The same reason

might also account for the discrepancy between the number of charge carriers as reflected

by kT obtained from AC and DC conductivity and the fraction of mobile ions obtained

from NMR.
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Chapter 4 N-methyl-N-methylpyrrolidinium

bis(trifluoromethanesulfonyl)amideSalt

4.1 Introduction

A number of organic salts based on ammonium or nitrogen containing ring structured

cations have been studied [32, 34, 53, 59, 166, 230, 235, 238, 239]. It has been found that

the length of the alkyl substituent influences the properties of the salts. For example, an

increase in the alkyl chain length results in depressed melting point in the series of

CnH2n+iNH3Cl (ii=4-10) [59, 230], PlxTFSA [32, 235], PlxBF4 [239] and PlxPF6 [238].

The length of the alkyl substituent also plays an important role in determining the ionic

motion and plastic crystal behavior. In the CnH2n+iNH3Cl (n=4-10) system, solid-solid

phase transitions have been observed in all the family members, implying that they all

belong to rotator phases. The cations undergo one dimensional uniaxial rotation along the

ionic long axis and two dimensional self-diffusion. The activation energy of rotation is

nearly independent on the length of the alkyl chain while that of the self-diffusion increases

with the number of carbons [230]. In contrast, in the families of PlxTFSA, PIXBF4,

PlxPF6, only the salts with short carbon chains (x<3) display one or more solid-solid phase

transition(s). The salts with longer carbon chain do not exhibit any solid-solid phase

transitions, such as P14BF4, P17PF6, P16TFSA and MP4TFSA [32, 166, 238, 239]. The

lack of a solid-solid phase transition suggests that the salts do not possess rotational

disorder in their solid states, wliich is attributed to the higher energy barrier to the rotation

due to the bulky alkyl substituents [32]. It is interesting to note that when the substituent is

ethyl, as in the cases of P12TFSA, P12BF4 and MP2TFSA, the lowest fusion entropy

and/or the richest solid-solid phase transitions have been observed [32, 166, 235, 239].

These indicate that the plastic crystal behavior is related to the length of the alkyl

substituent.

In this chapter, PI 1TFSA is studied on the hypothesis that the shorter methyl substituent as

compared to the ethyl group in P12TFSA brings about different plastic crystal behavior.

-146-



P12TFSA and P11TFSA are compared in order to obtain a better understanding about the

relationship between ionic motion, microstracture, mechanical properties and conductivity

in the PlxTFSA family.

4.2 Results and Discussion

4.2.1 Thermal Analysis

The DSC thermogram of PI 1TFSA, as shown in Figure 4.1, exhibits three phase transitions

below the melting point. There is a weak endothermic transition peak at -41 °C, which is

assigned to the phase IV-MII transition. It is followed by a broad phase transition III->II,

which starts at about -19 °C, reaches a peak at 26 °C and completes at 36 °C. Phase

transition II->I is another broad transition. The onset of this transition is indiscernible. It

completes at 81 °C. A sharp peak corresponding to the melting point is observed at 137 °C.

The shape of phase III-MI transition is similar to that of the broad phase transitions in

P12TFSA; a long tail on the low temperature side combined with a sharp completion. The

phase II-M transition is characterized by a completion at 81 °C without a distinguishable

onset. Akin to P12TFSA, as well as other plastic crystals [64], thess broad phase

transitions suggest that progressive transformation occurs over a large temperature range in

P11TFSA.

The enthalpy and entropy data are shown in Table 4.1. The smaller solid-solid entropy

changes and higher fusion entropy of P11TFSA compared to P12TFSA suggest that

P11TFSA has less rotational freedom than P12TFSA. The fusion entropy is 51.1 Jmol'K"

', which is much higher than 20 Jmor'K"1, the criterion for the existence of plastic crystal

as suggested by Timmermans [23]. The sum of the three phase transition entropies is about

40% of the fusion entropy, which again does not follow Timmermans' theory of a high

value of the transition entropy [23].

The violation of Timmermans' theory could be attributed to the following reasons. (1) The

rotational motion occurs, but in a restricted way. The occurrence of an internal or

anisotropic rotation normally requires less entropy change than an isotropic rotation in the
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solid state and thus results in higher fusion entropy at the melting. (2) As suggested

previously, fusion entropy equal to or higher than 20 Jmol^K"1 could be a reflection of the

fact that Timmermans' observations applied mainly to molecular compounds whereas in

the case of ionic plastic crystals, potentially only the cation or the anion possesses

rotational degrees of freedom in the plastic phase [235]. Therefore, higher fusion entropy

is required to activate the motion of the other ions. This suggestion has been supported by

a number of ionic plastic crystals. For example, [(CH3)4N]InBr4 possesses both cationic

and anionic rotational disorder. It has more solid-solid phase transitions and higher

transition entropy than [(C2Hs)4N]InBr4 which is composed of ordered InBr4* and

disordered cations [225]. Another example is the N-Methyl-N-alkylpyrrolidinium

hexafluorophosphate family where the symmetrical anion allows both cations and anions to

be involved in the rotational disorder. Small fusion entropy of about 20 Jmor'K*1 has been

observed for a number of salts in this family [238]. The rotational motion of both the PI 1+

cations and the TFSA* anions will be studied and discussed later in this chapter.

f Endo
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, i I
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160

Figure 4.1 DSC trace for PI 1TFSA.
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Table 4.1 Phase transition temperatures, enthalpies and entropies of PllTFSA. * Peak

temperature. b Onset temperature.

Phase Transition

Phase IV»III

Phase m » I I

Phase I I»I

Melting Point

Temperature/°C

±2°C

-41 a

26a

81a

137b

AH/kJmor1

±5%

1.55

2.94

1.27

20.95

AS/Jmor'K"1

±5%

6.7

9.8

3.6

51.1

4.2.2 Scanning Electron Microscopy

The SEM micrographs of PI 1TFSA are shown in Figure 4.2. The particle size is smaller

than that of P12TFSA due to the synthetic procedure. Similar to the spherical powders of

P12TFSA (as in section 3.2.2) and PlxBF4 (x=l-3) salts which are in their plastic

crystalline phases [290], PllTFSA powders exhibit spherical morphology, suggestive of

the plastic crystalline phase. However, compared to P12TFSA, the spherical powders of

PllTFSA show less surface features, more regular shapes and sharper edges. Parallel steps

are observed on the surface of the particles. These could be slip lines, evidence of plastic

deformation which occurs as a result of sample handling. No obvious, dense slip lines, as

observed in P12TFSA, are seen here at the same magnification scale as the SEM of

P12TFSA. The possible occurrence of plastic deformation but with a lower number of slip

planes probably suggests that the plasticity of PI 1TFSA is less than P12TFSA.

It has been suggested that the plasticity is related to the fusion entropy [37, 153]. As

discussed in section 3.2.1 and 4.2.1, the fusion entropies for PllTFSA and P12TFSA are

51 Jmor'K'1 and 25 Jmor'K'1, respectively. This seems to confirm that lower fusion

entropy corresponds to easier plastic deformation.
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A mirror feature is observed in Figure 4.2 (c), probably indicative of twins. Twin

formation is thought to be the result of anisotropic intermolecular forces and anisotropic

molecular shape [294]. Twinning has also been found to be responsible for deformation of

some plastic crystals, such as dl-camphor [164]. The mirror feature shown here suggests

that plastic deformation of PI 1TFSA might also be associated with twinning.

(a)

(b)
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(c)

Figure 4.2 SEMof PllTFSA at room temperature, (a) and (b) show parallel steps, (c) shows

mirror features.

4.2.3 Mechanical Properties

Isothermal Analysis with Changing Forces

The deformation of PI 1TFSA is shown in Figure 4.3. A dent was left on the sample and

no obvious fracture or cracks were observed after each experiment, indicating plastic

deformation. The penetration depth is about 4% of the sample thickness when 2 N force

was applied at -17 °C. Similar to P12TFSA, the penetration depth shows a remarkable

increase in phase I compared to phase II and phase III. The depth of probe penetration at

102 °C is about 5 times that at -17 °C. Permanent deformation of PI 1TFSA without failure

indicates better plasticity than normal ionic crystals. Moreover, the plasticity increases

with temperature. Relatively easier dislocation motion accounts for the plasticity, as

discussed for P12TFSA.
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Figure 4.3 Deformation of PllTFSA as a function of static force at various temperatures.

Static force starts at 1 mN and increases by 50 mNmin"1. The sample is about 1 mm in

thickness and 6 mm in diameter. The area of the probe tip is 0.78 mm1.

Volumetric Expansion

The volumetric expansion is shown in Figure 4.4. PllTFSA displays less volumetric

expansion in phase IV and phase I. The volume expands continuously in phase III and

phase II by different expansion coefficients as indicated by the dashed lines. The first

process occurs from -40 °C to about -15 °C, in phase III. The second process is in the

range of -15 °C to 36 °C, covering the broad phase transition III->II from onset to

completion. Process 3 occurs over the whole temperature range of phase H

Both P12TFSA and PllTFSA volumetric expansion results correspond well to the phase

transitions as observed using DSC. Relatively sharp phase transitions, e.g. the phase

IV->III and phase III-MI transitions of P12TFSA, correspond to discontinuous volume

change while broad phase transitions are related to gradual volume expansion.
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Figure 4.4 Volumetric expansion behavior for P11TFSA, Temperature ramps at 5

"Cmin"1. 10 mN static force and 1 mN dynamic force at 1 Hz are applied. The sample

is 6 mm in diameter and 1 mm in thickness. Vertical dashed lines indicate phase

transition temperatures. Dotted lines are used to guide eyes of different expansion

coefficients. The area of the tip of the probe is 0.78 mm2.

4.2.4 Positron Annihilation Lifetime Spectroscopy

The component of ortho-Positronium (oPs) pickoff annihilation measurement (13, I3) is

shown in Figure 4.5. Analogous to the analysis of PALS for P12TFSA in section 3.2.4, T3

and I3 were tentatively assigned as the responses of the oPs trapped in defects. The lifetime

T3 and the intensity I3 indicate the vacancy size and number, respectively.

Three cusps in the lifetime 13 and the intensity I3 are observed at (1) —20 to -15 °C, the

onset of phase III»II transition; (2) 0 to 5 °C, which could suggest a sudden change

occurring in the broad phase transition process; and (3) at 25 to 30 °C where the peak of

phase III»II appears. The discontinuity indicates that the congregation, separation and

redistribution of vacancies occur in the broad phase transition III»H.
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The average vacancy radius is calculated from 13 using Equation 2.60. It ranges from 2.1 to

2.7 A over the temperature range investigated, as shown in Figure 4.6. Accordingly, the

average vacancy volume calculated from Equation 2.61 ranges from 40 to 82 A3. The

vacancy size is smaller than that in P12TFSA. The average vacancy size in P12TFSA is in

the range of 2.8-3.9 A in radius and is big enough to accommodate a P12* cation or a

TFSA* anion. For PI 1TFSA, the radii of the PI t cation and TFSA" anion are estimated to

be 2.7 A and 3.7 A, respectivelyv". The volume of a cation-anion pair is estimated to be

400 A3 at 20 °Cviii. Therefore, the vacancy volume in PI 1 TFSA is big enough to hold a

cation, but not to hold an anion or an ion-pair.

14

13

0

.CD

DL
O

-40 -20 0 20 40 60
Temperature/°C

Figure 4.5 Vacancy parameters for P11TFSA as a function of temperature. Lifetime

is related to vacancy size. Intensity is related to vacancy concentration.

12

11

10

9 <

8

oPs
Inter

vii Estimated using Chem3D.

Vl" Assuming four cations and four anions in one unit cell and the volume for a unit cell is 1600 A3 according

to Appendix A.
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Figure 4.6 Temperature dependence of average vacancy radius for PllTFSA.

Fewer vacancies are created in PllTFSA than in P12TFSA as can be seen by comparing

the values of L$ at the same temperature. I3 of PllTFSA and P12TFSA are comparable in

phase III. At the phase III»II transition, I3 is about 11 for P12TFSA at 14 °C and 10 for

PllTFSA at 26 °C. I3 shows a substantial increase for P12TFSA in phase II while it is

relatively stable for P11TFSA.

The vacancy concentration, Cv, for PllTFSA at room temperature can be estimated from

the density according to [160]:

r -v ~ Px

Equation 4.1

where px is the density calculated according to lattice structure obtained from powder x-ray

result (ref. Appendix A). It is 1.5788 gem"3 at 25 °C. p is the density measured at room

temperature, 1.5746 gem"3. The vacancy concentration at room temperature is thus

estimated to be 0.27%. Although this estimated value may not represent the equilibrium

vacancy concentration as mechanical handling during density measurement could create
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more defects, this value roughly reflects the level of vacancy concentration in PI 1TFSA.

For plastic crystals, the vacancy concentration at the melting point typically ranges from

0.1% to 2% [37].

The presence of a larger number of vacancies seems to be one of the characteristics of

plastic crystals. The vacancy content Nv is given as [11, 158]

Nv=exp(-AGV/RT)

Equation 4.2

where AGV is the free energy of vacancy formation. In plastic crystals, on one hand, the

vacancy reduces the hindering potential of the neighboring molecular rotation, facilitates

rotation and results in increased vacancy formation entropy ASv [154]. On the other hand,

the occurrence of rotation requires a loosely packed lattice structure and weak bonding,

otherwise the rotation is hindered [65]. Therefore, the relatively large intermolecular

distance and weak intermolecular interactions result in a smaller vacancy formation

enthalpy AHV. The increased ASv and reduced AHV give a more negative AGV and benefit

the formation of vacancy in plastic crystals.

The overall vacancy volume is indicated by the relative fraction of free volume (Fr). Fr is

calculated from T3 and I3 using Equation 2.61 and Equation 2.70. Fr exhibits a continuous

increase with temperature, as shown in Figure 4.7.

The vacancy formation energy Ev is estimated by plotting In(l3) vs. 1/T, where the slope =

Ev/R (R=8.314 JK^mol"1). The results are shown in Table 4.2. The vacancy formation

energies of P12TFSA and PllTFSA are relatively small compared to some molecular

plastic crystals investigated by Sherwood et al. where the lowest Ev found was about 13

kJmol"1 for cyclooctane [37]. They are nonetheless still comparable to the Evs of

cyclopentane derivatives which were estimated to be 2.5-4.0 kJmol'1 [61].
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Figure 4.7 Temperature dependence of relative overall volume of vacancies for P11TFSA.

The small vacancy formation energy in PlxTFSA indicates low energy barriers for ions to

leave their original lattice positions and form vacancies. It can be explained by the weak

ionic bond between cations and anions, which is partly due to the delocalized charges on

the anions because of the strong electron-drawing CF3 groups. Therefore less energy is

required to break the intermolecular interactions and to generate vacancies.

Another possibility for the small vacancy formation energy is that the vacancy is associated

with conformers. A sample contains an equilibrium concentration of conformers. The

transformation between these conformers is regarded as* internal rotation. Different

conformers in a neighborhood could locally produce free volume, as are the cases for

succinonitrile and cyclohexane [275]. The inversion of five-membered rings such as

cyclopentane and its derivatives has been seen in molecular mechanics studies [69].

Similarly, for PlxTFSA containing five-membered rings as cations, the inversion of a

neighboring ion could produce a vacancy. The formation energy for this inversion created

vacancy is low, because the energy barrier of conformer transformation is much less than
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that of making "holes" according to molecular mechanics calculations and thermal analyses

for cyclopentane and its derivatives [61]. In this case, the internal cation rotation is the

source of the vacancy. It is assumed that this "inversion created vacancy" occupies less

volume than that of the ion. It is interesting to note that the average vacancy size for

PI 1TFSA at low temperature phases is smaller than the sizes of both cations and anions.

This probably supports the notion that the cation ring inversion is related to the vacancies at

low temperature. As temperature goes up, the sizes of ions and vacancies start to match,

which is probably indicative of "hole" formation.

Table 4.2 Vacancy formation energy (E,) for P11TFSA obtained by plotting ln(I3) vs. 1/T.

Temperature range

/°C

-30- -20

-15-0

5-20

20-50

Phase

Phase III

Onset of phase
III»II

Phase III»II

II

Ev/kJmol"1

(+10%)

3.7

6.8

7.7

- 0

4.2.5 Nuclear Magnetic Resonance

Second Moment Calculation

The second moments of !H and l9F are calculated based on a single crystal structure

obtained at -150 °C [295]. Six elements, S, F, O, N, C, H, are present in P11TFSA. The

contribution of each nucleus to the second moment depends on its magnetogyric ratio y and
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natural abundance. ]H and 19F are dominant in the second moment according to their

magnetogyric ratios (yH=2.67xl08 rads"1!"1, YF=2.52X108 rads'1T1) and natural abundances

(99.98% and 100%, respectively) [247].

For lH, the second moment is mainly composed of two contributions. One is the 'H-'H

dipole-dipole interactions within one cation M2intraH-H and between neighboring cations

MbimerH-H- The other is the 'H-^F dipole-dipole interactions between 'H in the cation and
19F in the neighboring anions IVfemterH-F- M2intraH-H is composed of M2mtraH-HCH3, the

contribution from the protons within one methyl group, and M2aH-Hrest. the contribution

from 'Hcro-'Hring, ]HCH3-1^CHV, and 'Hnng-'Hnng. The overall second moment of *H is

written as:

M 2 =M2intraH-H +M2intraH-HreSt+M2interH-H+M2interH-F

Equation 4.3

For 19F, the second moment is composed of the 19F-19F dipolar interactions within the anion

M2intraF-F and between the neighboring anions iVfonterF-Fj and the 19F-!H interactions between

anion and cation NhinterF-H- MfontraF-F is composed of the contribution from I9F-19F dipolar

interactions within one CF3 group, M2intraF-FCF3> and the 19F-19F dipolar interactions between

the two CF3 groups M2mtraF-Frcst- The overall second moment of I9F is written as:

F_ CF3 rest
M 2 = M2intraF-F + M2intraF-F

Equation 4.4

The calculation is carried out by using the following equations according to the equations

of second moment between like and unlike nuclei Equation 2.15 and Equation 2.17 in

section 2.1.2:

Equation 4.5
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Equation 4.6

where, the first term is the contribution from ' H - ' H or 19F-19F dipolar interactions. The

second term is the contribution from 'H-^F dipolar interactions. jio=47i;xlO'7 NA"2,

yH=2.67xl08 rads^r1, YF=2.52X108 rads^T1, h=1.056xl0-34 Jsrad1, NH =14, Np=6.

Different ionic motions are taken into account in the calculation. The full width at half

magnitude (FWHM) is estimated from Equation 2.11, which is written as:

Av =

Equation 4.7

where AD is the full frequency width at half magnitude. The IVfe calculation results and

corresponding linewidths are shown in Table 4.3 and Table 4.4.

a). Rigid Lattice

It is assumed that the ions are static in the rigid lattice. The calculation of rigid lattice is

based on the atomic positions obtained from single crystal x-ray diffraction at -150 °C

[295]. There are four ion-pairs in each unit cell. All cations and anions within one unit cell

and the surrounding 26 unit cells are considered. The results show that the contribution

from the intra-ionic dipole-dipole interactions is dominant in M2H and important in M2F.

b). Effect of methyl group rotation

When the methyl group rotates rapidly enough about the C3 symmetry axis, M2intraH-HCH3 is

reduced to one-quarter of its rigid lattice value [39, 296]. M2intraH-Hrcst, M2mterH-H and

M2interH-F are calculated by assuming that the three protons in the methyl group appear as if

they are all located at the center of their rigid lattice positions [39].

c). Effect of trifluoromethyl group rotation
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Similar to methyl group rotation, M2mtraF-FCF3 is reduced to one-quarter of its rigid lattice

value. The three fluorine atoms are assumed to appear as if located at the center of their

rigid lattice positions in the calculation.

d). Effect of isotropic reorientation

When cations (or anions) undergo isotropic reorientation, the intra-ionic dipole-dipole

interactions are averaged to zero. The second moment comes from the inter-ionic dipolar

interactions. Therefore, only the third and forth terms in Equation 4.3 and Equation 4.4 are

used in the calculation. All the nuclei are assumed to appear as if concentrated at the

centers of mass of the ions [38, 39, 249].

e). Effect of self diffusion

Normally, translational motion is superimposed on the ionic isotropic reorientation. When

self-diffusion occurs, the intra-ionic and inter-ionic dipolar interactions are all averaged to

zero. Accordingly, the linewidth is reduced to zero. The remaining linewidth results from

the inhomogeneity of the magnetic field around the sample.

Possible errors in the calculations are estimated as follows:

a). Lattice expansion

The calculations are based on the crystal structure at -150 °C. By comparison of the lattice

parameters obtained from single crystal x-ray diffraction at -150 °C [295] and powder x-

ray diffraction at 25 °C in Appendix A and assuming that the ions maintain their relative

positions, the lattice expands by 4.8% in the "a" direction and 2.2% in the "c" direction.

The lattice expansion slightly increases inter-ionic distances with temperature and reduces

the inter-ionic dipolar interaction. Therefore, it has more influence on those motions where

inter-ionic dipolar interactions dominate, such as isotropic rotation. Maximum correcting

factors of 0.75 for second moment and 0.86 for linewidth are estimated for isotropic

rotation. For intra-ionic interaction dominated conditions, such as the rigid state, the effect

of lattice expansion can be ignored.
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Table 4.3 M2 calculation and corresponding lincwidths of 'H NMR for PllTFSA.

H-HM 2

/10 8 s"2

H-F M H
2 M 2

/108s'2 /108 s"2 /108 s"2 /kHz

intra- cation- cation-
CH3 all

cation cation anion

Rigid 176.7 130.3 8.7 315.7 3.6 319.3 67.1

CH3 rotate

CF3 static
44.2 126.1 7.3 177.6 3.5 181.1 50.5

CH3 static

CF3 rotate
176.7 130.3 8.7 315.7 2.6 318.2 67.0

CH3 rotate

CF3 rotate
44.2 126.1 7.3 177.6 2.5 180.1 50.4

Cation isotropic

CF3 rotate
0 0 2.3 2.3 1.1 3.4 6.9

CH3 rotate

Anion isotropic
44.2 126.1 7.3 177.6 2.0 179.6 50.3

Cation isotropic

Anion isotropic
0 0 2.3 2.29 1.2 3.5 7.0
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Table 4.4 M2 calculation and corresponding linewidths of 19F NMR for PllTFSA.

M2
F"H M 2

F F W H M

/108s"2 / l O V /1OV /lOV2 /kHz

Intra-

CF3

anion- anion-
all

anion cation
CF3-CF3

Rigid 36.19 0.14 8.00 44.33 8.43 52.76 27.3

CH3 rotate

CF3 static
36.19 0.14 7.96 44.30 8.10 52.40 27.2

CH3 static

CF3 rotate
9.05 0.15 4.89 14.08 5.98 20.06 16.8

CH3 rotate

CFj rotate
9.05 0.15 4.85 14-05 5.82 19.86 16.7

Cation isotropic

CF3 rotate
9.05 0.15 4.87 14.06 2.63 16.69 15.3

CH3 rotate

Anion isotropic
0 0 0.71 0.71 4.63 5.34 8.7

Cation isotropic

Anion isotropic
0 0 0.71 0.71 2.86 3.57 7.1
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b). The number of surrounding ions

As mentioned above, one unit cell and the first surrounding layer of 26 unit cells are

considered in the calculation. The rest of the unit cells contribute to the inter-ionic dipolar

interaction and have more effect on those motions where the intra-ionic dipolar interactions

are averaged out. Taking one of the closest unit cells in the second layer of 98 unit cells

into account and assuming all the 98 unit cells have the same effect on the second moment,

the differences in linewidth calculated are estimated to be 13.85% for H and 2.38% for F in

the isotropic motion.

!H Linewidth

The JH NMR spectra are shown in Figure 4.8. A broad Gaussian peak is observed at low

temperature. As temperature increases, the peak becomes narrower. Only at 10 °C below

the melting point does a narrow peak appear on the top of the broad one. The intensity of

the narrow peak increases at the expense of the broad one until finally the broad bottom

totally disappears above the melting point.

The linewidths and the fraction of the broad and narrow peaks are shown in Figure 4.9 and

Figure 4.10. The linewidth of the broad peak is 22.6 kHz in phase III. It decreases to 18

kHz in the broad phase III»II transition temperature range. Further line narrowing occurs

in phase II until the linewidth reaches a relatively constant value of 11.7 kHz in phase I.

The broad line is further narrowed to 10.4 kHz 10 °C below the melting point. The whole

range of linewidth is smaller than 50 kHz, the value when CH3 groups rotate according to

the M2 calculated, and broader than the value of 7 kHz when cations are in isotropic

rotation. These observations indicate that the cations execute some anisotropic rotation in

addition to the CH3 group rotation in phase III. As temperature increases, another

anisotropic rotation is introduced and causes the line narrowing. In phase I, the cations

rotate anisotropically. These anisotropic rotations are not identified so far. The possible

rotational motions the five-membered ring could undergo include the ring inversion,

flipping etc. The linewidth is comparable to that of P12TFSA, from 20 kHz in phase III to

11 kHz in phase I. The similar range of linewidth suggests that the cations could undergo

similar rotational motion in PI 1TFSA and P12TFSA.
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The linewidth of the narrow line is in the range of 710-210 Hz, far smaller than the

isotropic rotational value of 7 kHz calculated. Therefore it represents the diffusing cations.

The linewidth is relatively broad for diffusion. This broadening is attributed to the merging

of the peaks of different chemical shifts and/or the inhomogeneity in the sample due to the

coexistence of positionally ordered ions, diffusing ions and possible vacancies. In contrast

to P12TFSA, only 1% cations are detected diffusing at 10 °C below the melting point. The

extensive diffusion occurring only near the melting point indicates a premelting behavior.

137°C

132°C

128°C

121°C

82°C

62°C

20°C

-21°C

r»r- i r T T T r r ' - r n — ~ i — . i I i i i •• I I I—> i i i i r t "I1 I I i I I I I I < ' I i—1-»—r-r-

50.0 40.0 30.0 20.0 10.0 -0.0 -10.0 -20.0 -30.0 -40.0

Figure 4.8 SH NMR spectra for P11TFSA.
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Figure 4.9 Temperature dependence of 'H NMR linewidth for PllTFSA.
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Figure 4.10 The fraction of peak area of 'H NMR for PllTFSA as a function of temperature.

Peakl and peak2 represent the broad and narrow components respectively.
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19F Linewidth

The 19F NMR spectra are shown in Figure 4.11. They are fairly broad peaks which can be

deconvoluted into three peaks of different chemical shifts, as demonstrated in Figure 4.11

(b), over all of the temperature range. Similar to P12TFSA, the three peaks of different

chemical shifts probably correspond to three different fluorine sites.

140°C

I - T T I i i i I i . | i i i J r i i i i T-t-T-r-T-r-r-T i I I i i i i I I ,...,•••,••...•••r-l-"—r-i--r-i-T-i

50.0 40.0 30.0 20.0 10.0 -0.0 -10.0 -20.0 -30.0 -40.0
kHz

(a)
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Figure 4.11 19F NMR spectra for P11TFSA. The peak at about -7 kHz comes from

background, (a) At various temperatures, (b) The original peak at 20 °C and the simulated

peak which can be deconvoluted Into three smaller peaks.

The linewidth is shown in Figure 4.12. The linewidth of peak 1 is about 15 kHz in phase

IV. It reduces to 13 kHz in phase III and about 10 kHz in phase II. The line is narrowed to

about 7 kHz in phase I. According to the M2 calculations, the expected linewidth when

only the CF3 groups rotate is about 16 kHz; whilst the linewidth expected if the anions

rotate isotropically is about 8 kHz. The anions represented by peak 1 in phase IV are

therefore experiencing only CF3 group rotation. Two further anisotropic rotation

mechanisms are believed to cause the line narrowing observed in phase III and phase II. hi

phase I, the anions is undergoing isotropic rotation.

Peak 2 and peak 3 have similar linewidth and variation behavior with temperature,

indicating that the anions in the two different sites possess similar motions. The linewidths

of both peaks are about 15 kHz in phase IV, decreasing to 13 kHz in phase III. Another

narrowing starts at about -10 °C and reaches 8.6 kHz at 28 °C, covering the broad phase

III»II transition range. This narrowing is accompanied by a different volumetric

expansion coefficient as shown in section 4.2.3 and coincides with the !H line narrowing.
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These results indicate that the lattice structure and ionic motions of both cations and anions

change in this broad transition. A slight narrowing is observed at 50 °C. The peaks are

about 7 kHz in phase I. A further narrowing occurs 10 °C below the melting point.

Comparing to the linewidths expected from M2 calculations, the anions represented by peak

2 and peak 3 undergo only CF3 group rotation in phase IV. Two further anisotropic

rotation mechanisms are involved in phase HI and phase n, which are believed to cause the

line narrowing. In phase I, the anions are undergoing isotropic motion. The line narrowing

corresponding well to the phase transition temperatures, especially the phase IV»III and

phase III»II transitions, indicates that there are motional changes occurring at the phase

transitions.

The fraction of each component is shown in Figure 4.13. Below the melting point, peak 1

represents about 8% of the anions. More than 90% of the anions are represented by peak 2

and peak 3. The ratio of the numbers of the anions found in these two different sites is

about 3:2.

Similar to 'H NMR of PI 1TFSA, a narrow peak of about 200 Hz appears on top of the

broad peaks close to melting point. The narrow peak indicates the diffusion of the anions,

since the linewidth is much less than the isotropically rotating value of 7 kHz. Only 1% of

the anions are detected diffusing 10 °C below the melting point. The amount of diffusing

cations and anions are comparable. As suggested above, this diffusion behavior indicates

the premelting phenomenon. Premelting is generally believed to be associated with defects

which cause the variation of the local effective pressure and alter the melting point of the

crystals around the defects. Premelting has been observed in a number of plastic crystals

[57, 209, 210, 220, 287, 291]. Extended defects, mainly grain boundaries, are believed to

be responsible for diffusion in benzene, thiophene, 1,4-dioxane and cyclohexanol [209,

210, 291]. In the case of P11TFSA, the amounts of the diffusing cations and anions are

nearly equal, indicating the correlation between the cations and the anions in the diffusion

process. This suggests that, similar to the diffusion behavior in P12TFSA, a Schottky

vacancy mechanism could account for the difrusional motion in PI 1TFSA.

-169-



N

2 10'

1.5 10'

Phase IV

g 110

|

0 101

O ° I
A I

° Peaki
A Peak2
* Peak3

0 , . , . i , . . , i . .

-100 -50 0 50 100 150

Temperature/°C

Figure 4.12 Temperature dependence of "F NMR linewidths for PllTFSA.

C5

<

(0
0

DL

c
o

(0

0.1

0.01

1 • ' ' 1 ' '

o *
o

o o

: oo°° G

Q Peaki
•* Peak2
•* Peak3
o Peak4

A ^ A A A A A A A A AAAAA A

o o * * o •

G

° GO Q

« Q ° o :
G O

 O ° G O O G •
OG O

o

•

•

. . . . . . . . .o .

-100 -50 0 50 100 150
Temperature/°C

Figure 4.13 The fraction of peak area of 19F NMR for PI 1TFSA as a function of temperature.

-170-



4.2.6 Dielectric Response

The dielectric responses are shown in Figure 4.14 and Figure 4.15. Low frequency

dispersions of both the imaginary and real part of dielectric permittivity obey a power law,

implying a charge-hopping model [261] [259]. This indicates that long distance ionic

transport occurs at temperatures as low as -50 °C, in phase IV. As temperature increases,

the magnitudes of both the imaginary part, e", and the real part of dielectric permittivity, e%

increase. The transition frequency of the real part of dielectric permittivity shifts to higher

frequency, suggesting an increased ionic hopping rate.

The dielectric responses in high frequency range (106-107 s*1) show dipolar response.

Peaks in e" are observed in the range from -50 °C to 32 °C. The peak frequency slightly

shifts positively and the peak magnitude increases slightly with temperature. A substantial

increase in the rrr-gnitude of the dipolar response is obtained if the contribution from

charge-hopping is subtracted from the overall dielectric response. The real part of

dielectric permittivity, e\ shows a flat response as a function of frequency when the

frequency is higher than the transition value. These relatively constant responses at high

frequency correspond to the instantaneous polarization [259]. The values of e' drop in the

frequency range of 106-107 s"\ These combined with the e" peaks are relatively classic

dipolar responses. The dipolar responses could come from two sources, the displacement

of cations and anions under the AC electric field or the ionic rotation. Considering the fact

that this dipolar response is observed as low as -120 °C which is not shown here, ionic

rotation seems more likely due to the lower energy barrier than that of displacement of

ions. This assumption is also confirmed by the 'H and 19F NMR linewidth measurements,

which indicate significant rotation behavior in phases IV and III as discussed in section

4.2.5.

Above 42 °C, the dipolar response disappears in both the imaginary part and real part of

dielectric permittivity, which coincides with the 'H and 19F NMR line narrowing as shown

in section 4.2.5. This indicates the change of rotational mechanism and that the frequency

corresponding to the rotational motion shifts out of the experimental frequency range.
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Similar to P12TFSA, a plateau appears in the imaginary part of dielectric permittivity

above the melting point, which may be attributed to the response of the electrode.
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4.2.7 AC Conductivity and DC Conductivity

The AC conductivity of P11TFSA, as shown in Figure 4.16, exhibits relatively classic

dispersions in the low and high frequency ranges. The flat low frequency dispersion is

dominated by the DC conductivity while local motion of the ions in the AC electric field

contributes in the high frequency range. As temperature increases, the AC conductivity

rises and the transition frequency shifts to higher frequency. The AC conductivity is fitted

by

a(co) = Kcop +

Equation 4.4.8

"©" = a(0) + A©"

where a(0) is the DC conductivity, oop is the hopping rate and K is related to charge carrier

number, n is found to be in the range of 0.52-0.76. ©p and K obtained by curve fitting are

shown in Figure 4.17 and Figure 4.18. K is plotted in the form of kT in view of Equation

3.11. cop and KT for P12TFSA are also included for comparison.

cop exhibits distinctively different thermal activation behavior in different phases, as

characterized by different slopes. A substantial increase in ©p occurs in phase III and phase

II while the curve is relatively flat in phase I. It is interesting that a "knee" is observed at

about -20 °C, the onset of phase I I I»II . cop results seem to coincide well with the volume

expansion experiment, as discussed above in section 4.2.3. Both show phase-dependent

behavior. Both of the slopes are relatively flat in phase I. Compared to P12TFSA, the

PI 1TFSA ionic hopping rate exhibits a wider range of values. In phase III, ©p of PI 1TFSA

is about two orders of magnitude slower than that of P12TFSA while it is about one order

of magnitude faster in phase I.

The number of charge carriers is related to KT by Equation 3.11. Figure 4.18 shows that

the charge carrier number increases with temperature by a constant rate in phase in and

phase I. It is double at 80 °C compared to -30 °C. A dramatic increase in charge carrier

number occurs in phase I. The dramatically increased numbers of diffusing cations and

anions near the melting point are also observed in the !H and 19F NMR as shown by Figure
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4.10 and Figure 4.13. hi the range of-30 °C ~ 40 °C, KT of P12TFSA and P11TFSA are

comparable. The discrepancy occurs above 40 °C when P12TFSA enters phase I.

The DC conductivity is shown in Figure 4.1.9. According to the analyses of G>P and charge

carrier number, in phases III and n, the increase in DC conductivity is mainly attributed to

the increase in ionic hopping frequency, hi phase I, a dramaticaliy increased number of

conducting ions mainly account for the increase in conductivity.

10-6

10-7
Temperature/ C

i

102 103 4 105

co/s"1
106 107

Figure 4.16 AC conductivity of P11TFSA as a function of frequency at various temperatures.

The lines are the values calculated using Equation 4.4.8. The data in the frequency range of

106-107 s'1 below 42.2 °C are ignored due to the rotational mechanism as discussed in the

section 4.2.6. The low frequency responses at high temperature are omitted as well due to

electrode polarization.
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4.3 Conclusions

4.3.1 Microstructure, Ionic Motion and Phase Transition

PI 1TFSA goes through three phase transitions below the melting point. Phase m » I I and

I I » I transitions cover broad temperature ranges, indicative of the gradual transformation

in microstnicture and ionic motion rather than sudden changes. The microstructure, ionic

motion and conduction are summarized as:

1. Phase IV (below-41 °C)
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The volumetric expansion is negligible in phase IV compared to phase III and phase II.

Dipo!ar response as shown in dielectric spectroscopy indicates that rotational motion

already exists in phase IV. The anions undergo C3 rotation of the CF3 groups according to
19FNMR.

2.Phasein(-41°C~-15°C)

At -40 °C, the lattice volume begins to expand. The anions start to perform anisotropic

rotation as characterized by the line narrowing in 19F NMR. The cations undergo

anisotropic rotation in addition to the C3 rotation of the CH3 group according to *H NMR.

The rotational motions are also responsible for the dipolar responses in the high frequency

range in the dielectric studies. The number of hopping ions doubles and the ionic hopping

rate increases by more than one order of magnitude. The increases in both the number and

hopping rate of ions account for the increase of conductivity by nearly two orders of

magnitude.

3. Phase (-15 °C -26 °C)

The phase III»II transition exhibits the biggest entropy change among the three solid-

solid phase transitions. It covers a broad temperature range, starting from -15 °C according

to the DSC trace. During the transformation, the volumetric expansion exhibits a different

expansion coefficient compared to in phase III. The variation in the size and number of

vacancies with temperature shows several cusps while the overall void volume increases

steadily, indicative of the redistribution of vacancies by congregation and separation. Both
!H and 19F NMR show line narrowing, suggesting that more rotational disorder develops in

the transformation. The ionic hopping rate increases by about one order of magnitude in

this range probably due to a different hopping mechanism as characterized by a different

activation energy. The number of charge carriers increases by a factor of 1.5.

4.PhaseII(26°C~81°C)

The volume expansion displays a different expansion coefficient in phase II. Cations

develop further anisotropic rotational motion, as shown by the substantial line narrowing in
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lH NMR. 19F linewidth displays a slight drop at 40 °C ~ 50 °C. Anions undergo isotropic

rotation above 50 °C. In the range of 40 °C ~ 50 °C, the electric dipolar response due to

rotational motion disappears. These minor changes in this temperature range could

indicate the onset of the phase II>I transition which is not distinguishable on the DSC

trace. The number of charge carriers is nearly constant in phase II while the ionic hopping

rate increases by two orders of magnitude, which mainly accounts for the increase of

conductivity.

5.PhaseI(81°C~137°C)

In phase I, the sample volume is relatively constant. The cations rotate anisotropically

while anions undergo isotropic rotation. 1% of cations and anions are detected diffusing by

NMR at a temperature 10 °C below the melting point. More ions are involved in diffusion

in the temperature range up to melting until 100% of cations and anions are detected

diffusing at the melting point, which suggests premelting behavior. The amounts of

diffusing anions and cations detected in this range are almost the same, which seems to

indicate a Schottky vacancy mechanism in the premelting. Correspondingly, the number of

charge carriers exhibits a dramatic increase, which is mainly responsible for the increase in

conductivity.

4.3.2 Comparison of P11TFSA and P12TFSA

Phase Transitions

A phase transition is associated with an alteration in lattice structure, vacancies and ionic

motion, therefore AStr contains contributions from several factors, such as the change of

rotational motion, vacancy formation and redistribution, change of lattice structure and

volume expansion. Relatively sharp DSC peaks, such as the phase i n » n transition in

P12TFSA, correspond to radical lattice structure changes and discontinuous volume

expansion or contraction. Broad peaks are attributed to gradual transformations, such as

the phase I I » I transitions in PI 1TFSA and P12TFSA. Both PI 1TFSA and P12TFSA go

through a series of broad phase transitions below their melting points, indicating
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progressive transformation from the more ordered phases into disordered phases in both

cases.

ASr values for PI 1TFSA and P12TFSA are relatively larger than Timmermans' criterion.

The discrepancy comes from the degree of rotational disorder in the solid state. The degree

of rotational disorder is determined by two factors: (1) the number of the ions performing

the rotational motion. Timmermans' criterion is mainly based on molecular plastic

crystals. For some ionic plastic crystals, where only one of the ions undergo rotational

motion in the solid, higher fir'*1 x entropy is required to excite rotational motion of the

other ion; (2) the degree of disorder of the rotational motion. Isotropic rotation accounts

for a lower fusion entropy while the plastic crystals undergoing anisotropic rotation, such

as 1,4-dioxane, benzene and thiophene, show relatively higher ASf [209]. As to PI 1TFSA

and P12TFSA, the anisotropically rotating cations plus anions undergoing isotropic motion

in phase I probably account for the higher fusion entropy in both cases.

The higher fusion entropy of PI 1TFSA compared to P12TFSA suggests that PI 1TFSA has

a lower degree of freedom in the solid state than P12TFSA. The discrepancy may be

attributed to greater volume expansion, larger number of vacancies of larger size in

P12TFSA. More ions having translational disorder in P12TFSA may also account for the

difference.

Ionic Motion

The linewidths of !H and 19F NMR signals for P11TFSA and P12TFSA are almost in the

same range, indicating that the cations and anions in P11TFSA and P12TFSA probably

undergo similar rotational motion.

1% of ions are detected diffusing in phase HI in P12TFSA while in P11TFSA, 1% of the

diffusing ions are only detected at a temperature 10 °C below the melting point.

Both P12TFSA and PI 1TFSA display substantial increases in DC conductivity in phase III

with relatively large Ea. Another dramatic increase in conductivity occurs near the melting

point. DC conductivity is determined by two factors, the hopping rate and the number of
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charge carriers. According to Figure 4.18, the KT values of P12TFSA and PI 1TFSA are at

the same level in the range -50 ~ 40 °C. According to Equation 3.11, the charge carrier

concentrations are nearly the same in P11TFSA and P12TFSA by considering that the

values of equivalent lattice sites per unit volume N, jumping distance "a" and geometrical

factor y are similar. The difference in conductivity results from the difference in ionic

hopping rate. The hopping rate of P12TFSA is about two orders of magnitude higher than

that of PI 1TFSA in the temperature range -50 ~ 40 °C. The values of KT for PI ITFSA

and P12TFSA are comparable in this range. In this temperature range, diffusion of cations

and anions is detected in P12TFSA by NMR.

Vacancies and conductivity

A comparison of PI ITFSA and P12TFSA shows that higher vacancy concentration and

larger vacancy size are present in P12TFSA. These are consistent with a larger number of

diffusing ions detected by NMR and a higher conductivity observed in the solid state of

P12TFSA. This comparison indicates that ionic diffusion in P12TFSA and PI ITFSA is

closely associated with vacancies. Comparing the ionic sizes and the vacancy size suggests

that the cations and the anions diffuse by a mono-vacancy mechanism. The cationic

diffusion and the anionic diffusions show some correlation. It is very likely that a Schottky

mechanism is responsible for the diffusional motion in both P12TFSA and PI ITFSA.
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Chapter 5 Lithium Doped N-methyl-N-

ethylpyrrolidiniumbis(trifluoromethanesulfonyl)amide

Salt Mixtures

5.1 Introduction

Chapter 3 discussed the plastic crystalline behavior exhibited by P12TFSA, such as several

solid-solid phase transitions and rotational disorder of both cations and anions. The

conduction mechanism was found to be associated with vacancies. In this chapter, lithium

bis(trifluoromethane sulfonyl)amide salt (LiTFSA) is doped into the P12TFSA salt. The

hypothesis is that, since the lithium salt contains the same anion as the parent phase, at

dopant levels the solid state mixtures are cation substituted analogues of the pure

P12TFSA. The small lithium ions could be very conductive in the P12TFSA network

given the high degree of internal mobility possessed by the P12+ cations and TFSA" anions.

P12TFSA-LiTFSA mixtures with compositions ranging from the doped solid solution to a

1:1 mole ratio mixture are studied. Phase behavior and the motions of the three different

ionic species are investigated.

5.2 Results and Discussion

5.2.1 Thermal Analysis

DSC

Typical DSC traces are shown in Figure 5.1 for a number of P12TFSA-LiTFSA

compositions ranging between 0 to 50.4 mol% LiTFSA. The DSC trace of pure P12TFSA

is quoted here for comparison.

When 0.6 - 4.6 mol% LiTFSA is doped into the P12TFSA, all the transitions remain the

same shape and at approximately the same temperatures except for a broadened and shifted

final melting, indicative of liquidus behavior. These may suggest a LiTFSA solid solution
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in the P12TFSA matrix. In most cases, the DSC traces in this composition range show

good reproducibility even after different heat treatments, as shown in Figure 5.2. The

transition peaks retain almost the same shapes and positions except that the phase I I I»n

transition and melting point slightly shift to lower temperatures in process b and c.

For compositions beyond 9.3 mol% LiTFSA a further transition occurs at approximately 35

°C (±3 °C). This peak reproducibly appears in all the compositions from 9.3 mol% to 50.4

mol%5 suggesting that it may represent a eutectic transition. It should be noted that the

DSC traces in these cases are highly dependent on the thermal history of the samples.

Metastable behavior can be seen in all the compositions between 9 mol% and 50 mol%

LiTFSA if the samples are cooled fiom above 30 °C relatively quickly. A glass transition

is regularly observed and always in the same temperature region, -65 °C (±8 °C). This is

usually followed by a devitrification exotherm at -20 °C (±3 °C). The thermal data suggest

that the phase changes in these mixed systems are kinetically slow and hence there is a

tendency for the sample to become trapped in an amorphous state with subsequent

devitrification into metastable phases. This could have significant impact on any devices

that contained these materials as electrolytes and for which thermal cycling is likely.

However, the observed transitions as represented by the 9.3 mol% LiTFSA sample in

Figure 5.1 are reproducible when the samples have been stabilized at room temperature for

at least 20 minutes before any measurement.

In the case of the 33 mol% LiTFSA sample the final melting occurs at approximately 35 °C

and is quite sharp, indicative of a eutectic transition. To confirm that this is indeed a final

melting, the sample has been visually confirmed to be a fluid liquid above 35 °C. These

observations, combined with the fact that this peak has the highest molar enthalpy for the

35 °C transition among all the samples investigated, suggest that the eutectic temperature is

about 35 °C (±3 °C) and that the eutectic composition is close to 33 mol%.
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Figure 5.1 DSC traces for P12TFSA-UTFSA mixtures at compositions indicated. These

measurements were usually performed by heating in two different temperature regimes: -120

°C ~ 35 °C and 20 °C ~ 120 °C at 20 "Cmin"1. The cold head experiments were performed after

the samples had being cooled from room temperature (23 ± 2 °C) to -120 °C in about 15

minutes. Traces have been scaled for comparison of relative peak area. Phase I to IV are

indicated on the diagram.
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Figure 5.2 DSC traces for 2 mol% LiTFSA in P12TFSA sample. These measurements were

performed by heating from -50 °C to 100 °C at 20 "Cmin"1 after (a) the sample had been

stabilized at 20 °C for 20 minutes, (b) the sample had been melted to 100 °C. (c) the sample

had been stabilized at 50 °C for 30 minutes.

When this sample is quenched from the melt, a glass transition is observed at about -60 °C

(±3 °C) followed by a devitrification exotherm at -20 °C (±3 °C), as shown in Figure 5.3

(b). The final melting appears at lower temperature 31 °C (±3 °C). It is thought that a

glassy liquid is formed by quenching the sample from the melt. The glassy liquid is

transformed into a supercooled liquid through the glass transition. The low temperature

crystallization process appears to produce a metastable crystal phase with poorer lattice

packing and higher free energy than the stable phase. The metastable phase exhibits a

lower melting point. A certain amount of stable phase is also present in this thermal

process, which accounts for the "shoulder" at about 35 °C on the melting peak. Given the

effect of slow diffusion on solid state reaction kinetics, it is not unexpected to observe such

a high degree of metastable behavior. When the sample is cooled from the melt to -45 °C
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and is stabilized for 15 minutes, the DSC trace shown in Figure 5.3 (c) still exhibits similar

metastable behavior.

For the samples of 42 mol%, 46 mol% and 50 mol% LiTFSA, the phase H » I transition at

45 °C disappears. Instead, a strong peak is observed at 56 °C (=fc 2 °C). However, the peak

is not reproduced on a second run, as indicated by the dotted trace for 50 mol% LiTFSA in

Figure 5.1. It is thought that this transition may be associated with the formation of a

LiTFSA rich phase which is formed only slowly in the undercooled state.

Although compositions as high as 75 mol% LiTFSA have been investigated, the data are

only discussed for samples up to 50 mol% LiTFSA due to the difficulty with

reproducibility encountered for the higher compositions.

(a)

(b)

(c)

-120 -80 -40 0
Temperature/°C

40

Figure 5.3 DSC traces for 33 mol% LiTFSA in P12TFSA sample during heating from -120

°C to 40 °C at 20 °Crain"Sifter (a) the molten sample had been stabilized at 20 °C for 10

minutes, (b) the molten sample had been cooled to -120 °C. (c) the molten sample had been

stabilized at -45 °C for 15 minutes.
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Phase Diagram

Figure 5.4 presents a summary of the reproducible phase transitions as measured by DSC.

This representation allows ihe suggestion of possible phase behavior.

The partial phase diagram appears to be a relatively classic binary system, the melting

point being depressed by doping with LiTFSA. A eutectic transition occurs at 35 (±3) °C

with a eutectic composition of approximately 33 mol% LiTFSA.

A solid solution region is present at the low LiTFSA content edge of the binary, with a

maximum solubility of lithium ions in the P12TFSA lattice of between 4.8 and 9.3 mol%.

The solubility could be dramatically increased above the phase HI»II transformation at 14

°C. The possible reasons are: (1) The small Li+ ions could occupy the interstitial sites.

Given the relative radii of the cations in this system, 0.6 A for Li+ versus approximately 3.1

A for P12+, this postulate is likely; (2) According to the PALS results for P12TFSA in

section 3.2.4, when phase III transforms to phase II, vacancies increase significantly both

in size and number. The formation of vacancies could favor the accommodation of the Li+

ions into vacancies originally occupied by P12+ cations. The latter postulate is more

possible, as more energy is required for a Li+ ion to occupy an interstitial site than to

accommodate in a P12+ site.

The other significant feature of the phase diagram is the constancy of the P12TFSA solid-

solid phase transitions as a function of composition across the P12TFSA rich region of the

diagram, in particular the region of solid solution. This suggests that the solid solutions

can be accurately considered to be analogues of the pure P12TFSA phases, exhibiting the

same dynamic rotational disorder as the pure plastic crystal phases. Phase IV»III and

III»II transitions can be observed up to 50 mol%, which can be attributed to the presence

of the P12TFSA rich phase in this solid two-phase region, although the other LiTFSA rich

phase is unidentified. The phase I I » I transition can be observed up to 26 mol%, which

again can be attributed to the presence of the P12TFSA rich solid solution phase in this

two-phase region above the eutectic temperature. The other phase is the liquid domain.

Phase II>I transition disappears beyond 33 mol%, where a liquid phase and a LiTFSA rich
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solid phase coexist. Instead, another transition appears at about 56 °C, which may be

attributed to the LiTFS A rich phase.
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Figure 5.4 Partial phase diagram for P12TFSA-LiTFSA binary, indicating apparently
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eutectic temperature TE, glass transition temperature Tg, devitrification temperature T c and
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A glass transition and devitrification exotherm are observed for compositions between 9.3

mol% and 50 mol%, which could be attributed to the formation of supercooled liquid

domain. These are quite normal for the components close to eutectic composition [297].

Thermodynamically, the free energy and the freezing point of the melt are decreased by

mixing with another salt, which less favors nucleation during the cooling process and

results in the amorphous state [297]. Kinetically, the diffusion and redistribution rate of

P12TFSA and LiTFSA is slow. These are in contrast to the relatively constant solid-solid

phase transition temperatures, which indicates that doping with LiTFSA salt alters the

plastic crystal phase behavior to a lesser extent.

5.2,2 Conductivity

Conductivity vs. Temperature

Figure 5.5 (a) and (b) present temperature dependent ionic conductivity data for the

LiTFSA-P12TFSA system spanning the composition range from the pure P12TFSA up to

50 mol% lithium salt and including a number of compositions in the doped region (up to

4.8 mol% LiTFSA). The Arrhenius format, loga vs. inverse temperature, is used here in

order to readily compare activation energy changes with composition. The observation of

significant conductivity in the pure P12TFSA well below the melting point has been

discussed in section 3.2.8 and has been associated with the vacancies present in the "plastic

crystal" phases of this compound. The rapid increase in the conductivity as a function of

temperature by several orders of magnitude from 45 °C up to the melting point can be

attributed to an increased diffusion coefficient of the mobile ions and a rapidly increased

number of charge carriers.

The samples doped with 0.9 mol% Li+ show a steady divergence from the P12TFSA curve

beginning at -25 °C. By 25 °C the sample reaches 10"6 Son"1, two orders of magnitude

higher than the pure P12TFSA phase. This increase must be associated with either a larger

number of charge carriers or, more likely, the availability of significantly more mobile ions

compared with those in P12TFSA. Above 1.4 mol%, all the curves show obvious "knees"

starting from about 14 °C, the phase IH»II transition. Considering the discussion in
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section 5.2.1 that the solid solubility of Li+ in P12TFSA matrix increases above the phase

I I I » n transition, it is likely that a greater amount of Li+ ions is incorporated into the

P12TFSA, accounting for the increase in conductivity. In the temperature range between

20 to 45 °C, in phase II, the slope dlno/dl/T remains nearly constant from 1.4 mol% to 4.8

mol%, suggesting a similar conduction mechanism and energy barrier in this solid solution

region. The conductivity at 40 °C increases from 10"8 Scm"1 to 10"4 Scm'1 between 0 and

4.8 mol% LiTFSA. Considering the facts that the lithium salt contains the same anion as in

the P12TFSA and that the lattice is doped without changing the phase behavior of the

parent material, we can make a hypothesis that the motion of Li+ ions is mainly responsible

for the increased conductivity, hi phase I, a sudden Upturn of the conductivity is seen for

all the components between 0 to 4.8 moi% LiTFSA as the liquidus temperature is

approached.

For 9.3 ~ 50 mol% samples, all the conductivity curves show a jump in the temperature

range of 16 ~ 30 °C. The enhanced conductivities can be attributed to the appearance of

the eutectic domain which transforms from solid to liquid in this temperature range.

Indeed at these higher concentrations the samples are heterogeneous, with at least part of

the sample having melted at the eutectic transition 35 °C. Thus one would expect both a

higher mobility and a larger number of the mobile charge carriers as the content of LiTFSA

salt is increased towards the eutectic composition at any given temperature below the

liquidus, since the volume fraction of the liquid phase increases. The conductivity data

indicates that the highest conductivity is achieved at the eutectic composition 33 mol%. It

is interesting to note that the conductivity of 33 rnol% LiTFSA at 40 °C is about one order

of magnitude higher than that of 4.8 mol% whilst it increases by four orders of magnitude

from 0 to 4.8 mol%. Above the eutectic composition the conductivity would then decrease

as the concentration of LiTFSA increases, hi contrast to the sharp increase in conductivity

near the melting point observed for the 0 ~ 4.8 mol% compositions, dlno7d(l/T) is

practically constant below the final liquidus temperature for samples of 9.3 ~ 50 mol% and

there is no sharp step in conductivity at the liquidus temperature. This distinctly different

behavior provides us with some additional evidence that, for compositions between 0 and

approximately 5 mol% LiTFSA, phase I is a doped solid solution phase.
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Conductivity vs. LiTFSA Concentration

Figure 5.6 presents the compositional dependence of the conductivity at a number of

temperatures, allowing a comparison of the conductivity changes in the various phase

transition regions.

At 5 °C the samples are all solid, albeit in some cases a solid state mixture, and the stable

P12TFSA phase will be phase III according to the phase diagram shown in Figure 5.4. The

conductivity increases with doping of LiTFSA, though to a less extent than the increase

above 25 °C. This probably suggests that the lithium salt is less soluble in the P12TFSA

lattice in phase III and so the number of conducting lithium ions may be relatively small

and not changing as more lithium salt is added to P12TFSA. The highest conductivity is

observed for the 33 mol% composition.

In the phase II region, at 25 °C, the conductivity is clearly seen to rise dramatically up to

4.8 mol% LiTFSA, whereas smaller increases are seen beyond this point; eventually

conductivity decreases again beyond the eutectic composition. The 33 mol% LiTFSA

sample exhibits the highest conductivity in the solid phases below the eutectic temperature,

which may simply reflect the fact that all of the sample is approaching the molten state at

35 °C.

In the phase I region, at 50°C, the increase as a function of concentration is even more

dramatic, four orders of magnitude increase between 0 and 10 mol% LiTFSA, followed by

a plateau in conductivity. • Highest conductivity is observed at 27 mol% LiTFSA. The

interpretation of the conductivity behavior between 35 °C and final melting is complex,

because both the solid phase that remains above 35 °C (Li+ doped P12TFSA phase for

compositions between 9.3 and 33 mol% or LiTFSA rich phase for compositions beyond 33

mol%) and the liquid domains whose volume increase above the eutectic temperature

contribute to the conductivity. It is thought that LiT ions are the main charge carriers in the

P12TFSA rich solid solution phase whilst the conduction in the liquid domains is likely to

involve all of the ions to some extent.
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At 95 °C, all of the samples are in the molten state and so it is not surprising that diere is an

insignificant compositional effect on the conductivity. If anything, the conductivity

decreases with LiTFSA additions, which can be indicative of a decreasing ionic mobility

due to the increased viscosity visually observed with the doping of lithium salts.
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Conductivity vs. Time

The stability of conductivity for 0.9 mol% and 4.8 mol% LiTFSA samples was tested at

constant temperatures distributed in phases I, II and III, as shown in Figure 5.7. Both

samples exhibit a slight decrease in conductivity in the first 50 hours and then approach a
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conductivity limit. One exception is that the conductivity for 0.9 mol% LiTFSA at 56 °C

increases, probably indicating a homogenizing of the dopant in the sample. The small

change in the conductivity over more than one week suggests that the phases are stable at

least over this time period.

O
c/)

10

10"

-3

10-5

is
5 10-6

° 10-7

10-8

O 0

r A aA A A A

; •

O o
- 4A

A AA A

• - • .

• i , i 1 i

O

AA
•

o o

A A

• •

O

A
•

O

A

0

1

O O O o

A A_ A £^

o o

A AA ±

i , , , l , i

O

*

•

o

A

A

*

O

1 1

0.

4.

0.

4.

0.

4.
i

9%,

8%,

9%,

8%,

9%,

8%,
i i

7°C

7°C

23°C

23°C

56 °C

56°C
t i

0 50 100 150 200 250

Time/Hours
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in P12TFSA.

5.2.3 Nuclear Magnetic Resonance

!H NMR Linewidth for 4.8 mol% LiTFSA in P12TFSA

*H NMR spectra for 4.8 mol% LiTFSA are shown in Figure 5.8. Similar to the lH NMR

spectra observed for pure P12TFSA, 4.8 mol% LiTFSA exhibits a single broad resonance
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at -56 °C, in phase III. A sharp line appears at -33 °C. The intensity of the sharp peak

increases with temperature at the expense of the broad line.

The temperature dependence of the linewidth and the fraction of the narrow component are

shown in Figure 5.9 and Figure 5.10, respectively. The linewidth of the broad line is about

23.2 kHz in phase III. Line narrowing occurs when the temperature gets close to the phase

I1I»1I transition. The linewidth reduces to 12.5 kHz in phase I. These linewidth values

and the temperature dependence are very similar to those observed for the pure P12TFSA,

as shown in section 3.2.5, suggesting that the cations represented by the broad peak

perform similar anisotropic rotational motions to those in pure P12TFSA. These are

consistent with the hypothesis that the solid solution phase exhibits the same dynamic

rotational behaviors as the pure plastic crystal phases. The slightly broader linewidths

observed for 4.8 mol% LiTFSA compared to pure P12TFSA are probably attributed to a

less homogeneous environment by doping with the LiTFSA salt, particularly in phase III

where, a P12TFSA rich phase and a LiTFSA rich phase coexist.

The linewidth of the narrow peak is about 2.8 kHz at -33 °C. It reduces to 1.1 kHz in

phase III and remains constant in phase II and phase I. These linewidths are much less than

7 kHz, the calculated value for cationic isotropic rotation from Table 4.3, indicating

translational motion. Again, these linewidths are broader than the value of 500 Hz

observed for pure P12TFSA. It is very likely that peaks of different chemical shifts which

are not discernable result in the relatively broader linewidth, since two narrow peaks are

observed for pure P12TFSA versus one less narrow peak for the 4.8 mol% LiTFSA

compound.

The fractions of the mobile cations in 4.8 mol% LiTFSA and pure P12TFSA are compared

in Figure 5.10. The numbers of mobile cations exhibit an increase in phase III and another

sharp rise near the melting points for both samples. The number of diffusing cations in

phase III and II for 4.8 mol% LiTFSA is nearly one order of magnitude higher than that for

pure P12TFSA. According to the discussion in section 3.3.2 that the cationic diffusion is

associated with vacancies, the larger number of diffusing cations seems to indicate that

more vacancies are formed by doping with LiTFSA salt. This is not unexpected, because
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the dopant normally results in defects [163]. Thus at least some of the conductivity

enhancement observed will be attributed to a larger number of cationic (PI 2*) vacancies.

81 °C
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Figure 5.8 !H NMR spectra for 4.8 mol% LiTFSA in P12TFSA as a function of temperature.
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!H NMR Spin-lattice Relaxation for 4.8 mol% LiTFSA in P12TFSA

The magnetizations of the broad and narrow peaks are analyzed separately. Similar to pure

P12TFSA, mono-exponential behavior was observed for both components and single Tis

were obtained for the broad and narrow peaks respectively with correlation coefficient

R>0.99 in most curve fits. The Tis obtained are shown in Figure 5.11.

There is a discontinuity in Ti between the low and high temperature ranges for the broad

component, suggesting a change in the relaxation mechanism. According to the linewidth

analyses above, the cations represented by the broad peaks rotate anisotropically in phase

III, which could be associated with a rotation or inversion of the ring plus the CH3 group

rotation. The narrower linewidth in phases II and I suggests that a new anisotropic

rotational motion commences. It is very likely that the low temperature rotational motion

still remains at higher temperature. For an anisotropic rotation, the relaxation mechanism

is dominated by intraionic dipolar interactions according to Table 4.3, which are 'H-'H

dipolar interactions. Therefore, Ti over the whole temperature range can be expressed as:

l/T1
H=l/T,Hrot,+l/T1

H
rot2

Equation 5.1

where subscripts rotl and rot2 indicate the two rotation mechanisms, respectively. l/TiH
roti

or l/TiHrot2 is attributed to the dipolar interactions between like nuclei, expressed as

Equation 2.27 in section 2.1.5. Equation 5.1 can be written as Equation 3.2 and Equation

3.3. The activation energies Ea and correlation times x of these rotations can then be

obtained by curve fit, as shown in Figure 5.12. Two sets of Ea's and xo's corresponding to

two rotational mechanisms are obtained, as listed in Table 5.1

As to the narrow component which indicates the diffusing P12+ cations, since diffusing

ions normally participate in isotropic rotational motion as well, due to lower energy barrier

of rotation than diffusion, intraionic dipolar interactions are averaged out. Interionic

dipolar interactions mainly account for the relaxation mechanism. Interionic lH-'H, 'H-^F

and lH-7Li dipolar interactions are all possible contributors to the spin-lattice relaxation.

Since the number of Li+ ions is much smaller than the numbers of P12+ and TFSA" ions and
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hence the numbers of l¥L and 19F nuclei, !H-7Li dipolar interactions can be ignored. Only

' H - ' H and 'H-I9F dipolar interactions are considered. The Tj can be expressed as:

Equation 5.2

where superscripts H-H and H-F indicate contributions from 'H-'H and lH-19F dipolar

interactions respectively. l/TiH"H
dif and l/TiH'Fdif are expressed as Equation 2.27 and

Equation 2.32 in section 2.1.5 due to the dipolar interactions between the like and unlike

nuclei, respectively. The Tis obtained are all on the high temperature side of the minimum,

so COHT«1 is assumed. By comparing Equation 2.15 with Equation 2.27, Equation 2.17

with Equation 2.32, Equation 5.2 can be simplified as:

H-H
)T = GrQexp(

H

Equation 5.3

Although at low temperature the sample may be composed of two phases, a P12TFSA rich

phase and a LiTFSA rich phase according to the phase diagram in Figure 5.4, the P12TFSA

rich phase is the major phase over all the temperature range studied according to the lever

rule. Therefore, M2H"H, M2HF and C are assumed to have similar values to those for pure

P12TFSA. They are 2.3*108 s"2, 1.2xlO8 s"2 and 1.4xlO9 s"2, respectively as shown in Page

120. l/TiH exhibit different temperature dependences over different temperature ranges,

probably suggesting different activation energies. x0 and Ea can be obtained by curve fit

using Equation 5.3, as shown in Figure 5.13. The Ea and T0 values obtained from this

fitting are listed in Table 5.1.
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Figure 5.11 Temperature dependence of 'H NMR spin-lattice relaxation time Tj for 4.8

mol% LiTFSA in P12TFSA.
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Figure 5.12 Curve fit of T,1 of the broad 'H NMR for 4.8 mol% LiTFSA in P12TFSA. The

solid circles are the experimental data. The two dashed lines are the calculated values for two

rotational mechanisms, respectively. The solid line is the sum of the two calculated values.
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diamonds are experimental values. The dashed lines are calculated values.

The correlation times of P12+ cationic motion calculated from x0 and Ea in Table 5.1 are

shown in Figure 5.14. The correlation times for the P12+ cation diffusion at 30 °C and 80

°C are 7.8><10"10 s and 5.9* 10"10 s, respectively. Diffusion coefficients D are estimated to

be 2.1* 10'10 m V and 2.8><10"10 m V , respectively, by using Equation 3.8. These data

coincide well with those measured by gradient field NMR techniques [293], which again

indicates the reliability of Ti measurements and analyses in this study, at least for the

diffusion behavior.

The effects of doping LiTFSA salt on the motion of P12+ cation are shown in Figure 5.14.

The broad peaks for pure P12TFSA and 4.8 mol% LiTFSA exhibit similar linewidth range

and similar Ti temperature dependence, suggesting that the same rotational mechanisms

occur in these two samples. This is confinned by the similar DSC traces which indicate the

same plastic crystal behaviors for these two samples. However, doping seems to change
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the correlation times and alter the activation energies for both rotational motions. Doping

with LiTFSA salt also seems to increase the diffusion rate of P12+ ions. This effect is more

obvious below 14 °C, in phase III. The possible reason is that in phase III, 4.8 mol%

LiTFSA is composed of two solid phases, a P12TFSA rich phase and a LiTFSA rich phase.

Consequently, defects are created in the forms of vacancies or phase boundaries, which

provide diffusion pathways for P12+ cations, hi contrast, the sample is a homogenous solid

solution above 14 °C, which can be regarded as the analogue to the pure P12TFSA.

Therefore the difference in the diffusion coefficient between these samples is less than in

phase III.

Table 5.1 Activation energies (Ea), correlation times at the limit of infinite temperature (T0)

and motional constants (C) evaluated for cationic motion from *H NMR relaxation time Tt for

4.8 mol% LiTFSA in P12TFSA. "Calculated from second moment.

8 -2Motion Temperature/°C C/10 s" Ea/kJmoli-i
Correlation
coefficient

Rotation I

Rotation II

60.2*11 12.1±4 (1.4±0.2)xl0,-13

10.5±6 25.7±9 (3.3±O.6)*lO,-15

0.998

Diffusion T<-25

-25 ~ 14

T>14

14a

14a

14a

6.3±0.5 (6.2±0.2)xl0

1.3±0.2 (9.4±0.6)*10"

,-n

14.2±0.9 (4.7±0.2)xl0,-12

0.996

0.941

0.984
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Figure 5.14 Comparison of the correlation times of P12+ cation for pure P12TFSA and 4.8
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19F NMR Linewidth for 4.8 mol% LiTFSA in P12TFSA

19F NMR spectra are shown in Figure 5.15. Similar to the spectra for P12TFSA, 4.8 mol%

LiTFSA exhibit a broad bottom at low temperature. This broad bottom can be

deconvoluted into two peaks of different chemical shifts, indicating at least two different

sites for F atoms. A narrow line appears at -63 °C. The intensity of the narrow peak

increases with temperature.

The linewidth of each component is shown in Figure 5.16. The linewidth of the broad peak

reduces from 11 kHz at -80 °C to 6.4 kHz at 17 °C. Similar to the linewidth analyses for

P12TFSA, the broad bottom can be assigned to the positionally ordered anions, which

rotate anisotropically at -80 °C and undergo isotropic rotation above -20 °C. In the case of

the narrow peaks, substantial further line narrowing occurs in phase III, from 1.2 kHz at -

63 °C to about 200 Hz at 10 °C. The linewidths of this peak remain relatively constant in

phase II and phase I. The narrow peaks can be attributed to the diffusing anions.
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Figure 5.15 I9F NMR spectra for 4.8 mol% LiTFSA in P12TFSA as a function of

temperature. The peak at about -10 kHz comes from background.

Due to the relatively smaller broad peak compared to that for pure P12TFSA or PI 1TFSA,

the background brings about a larger error in assessing the broad peak area and so the

fraction of the narrow peak area can not be estimated accurately. Moreover, the diffusion

coefficient of TFSA" anions can not be directly measured by gradient field NMR below 90

°C due to the serious interference from T2 relaxation time [293]. However, it could be
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postulated that doping of the LiTFSA salt results in a larger number and/or higher diffusion

coefficient of the TFSA' anions. This idea seems reasonable, because if there is some

association between P12+ cations and TFSA" anions in the diffusive motion in pure

P12TFSA, this association may still exist in 4.8 mol% LiTFSA. As the number of

diffusing P12+ is increased by doping with LiTFSA, the number of diffusing population of

TFSA* could also be increased. The observations that (1) the narrow peak is first observed

at temperature as low as -55 °C compared to -26 °C for pure P12TFSA; and (2) the narrow

peak linewidth of 200 Hz is much smaller than the 400 Hz for pure P12TFSA also support

the idea that anionic motion is enhanced upon doping with LiTFSA.
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Figure 5.16 19F NMR linewidth of 4.8 mol% LiTFSA in P12TFSA as a function of

temperature. Dashed lines indicate phase transition temperatures.

7Li NMR Linewidth for 4.8 mol% LiTFSA in P12TFSA

Temperature dependent 7Li NMR spectra for 4.8 mol% LiTFSA are presented in Figure

5.17. At -105 °C, in phase IV, the spectrum displays a single broad resonance. With

increasing temperature, a narrower line appears on the top of the broad bottom. The

intensity of the narrow peak increases with temperature whilst that of the broad line

decreases. Considering that 7Li has a spin quantum number of 3/2, the broad component
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could arise from the |±3/2>«->|±l/2> quadrupolar satellite transitions whilst the |l/2><->- |-

l/2> transition could account for the central sharper line. However, this interpretation is

not supported by a comparison of the peak areas of the broad and narrow components,

because if the broad peak is due to quadrupolar satellites, the ratio of the broad component

to the narrow component should be close to 3:2, expected theoretically from respective

transition probabilities, as observed in 23Na NMR for Na3PO4 [201]; whilst the ratio of the

broad to narrow peak area measured is changing with temperature, according to Figure

5.19. Therefore, in a similar way to the ]H and 19F NMR spectra observed in this study,

this "narrow line on top of broad peak" should be attributed to Li+ ions at different sites

where dipolar interactions act to different extents.

The broad line exhibits a linewidth of about 3.6 kHz at -105 °C, shown in Figure 5.18.

This is a typical value for lithium ions in a rigid lattice, as observed in other electrolyte

systems. For example, the 7Li rigid lattice linewidths for a series of silicate, borate and

phosphate glasses, estimated from second moment measurements, range from 3 kHz to 6

kHz [298]. Lithium salt doped PEO polymers exhibit rigid lattice linewidths of about 6 to

7 kHz [299]. 7Li-7Li, 7Li-'H and 7Li-19F dipolar interactions in the P12TFSA-LiTFSA

system are all possibly responsible for the broad linewidth. The linewidth of the narrow

peak is about 300 Hz in phase III, indicative of translational motion. This residual

linewidth may result from: (1) the dipolar interactions which are not totally averaged out;

and/or (2) the inhomogeneous environments, because of the coexistence of two solid

phases in phase III or the inhomogeneity of the magnetic field. At 16 °C where phase III to

phase II transition occurs, the broad line becomes narrower and finally disappears,

indicating that all of the Li+ ions become mobile in phases II and I. The narrow line shows

a sharp narrowing to 80 Hz, suggesting that Li+ ions are more mobile or are in more

homogeneous environments. Figure 5.19 indicates that the number of mobile Li+ ions

increases substantially through this transition. This supports the proposal that Li+ ions are

significantly more "soluble" in phase II. All the LiH ions are incorporated into the

P12TFSA network and become very mobile. The linewidth remains 80 Hz in phase I.

Compared to the linewidth value of 68 Hz measured for 0.1 M LiCl solution which mainly

results from the magnetic inhomogeneity, the linewidth of 80 Hz for the solid 4.8 mol%
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LiTFSA sample indicates that Li+ ions are very mobile and the sample is homogenous in

phase II and phase I.

46 °C

18 °C

-4000.0 -8000.0

Figure 5.17 7Li NMR spectra for 4.8 mol% LiTFSA in P12TFSA.
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Figure 5.18 7Li NMR linewidth for 4.8 mol% LiTFSA in P12TFSA as a function of

temperature.
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Figure 5.19 Fraction of 7Li NMR narrow peak area for 4.8 mol% LiTFSA in P12TFSA as a

function of temperature.
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7T :Li NMR Spin-lattice Relaxation for 4.8 mol% LiTFSA in P12TFSA

7Li NMR spin-lattice relaxation could be a complicated process, because 7Li-7Li, 'Li-'H

and 7Li-19F dipolar interactions as well as the quadrupolar interaction could all contribute to
7Li spin-lattice relaxation. The quadrupolar relaxation is bi-exponential. The

magnetization as a function of recovery time x is given by [204]:

M 0 - M z _ ^ 4
2Mn 5

Equation 5.4

Lla Llb

where Tia and Tib are two distinct spin-lattice relaxation times; Mo and Mz are the

equilibrium magnetization and the magnetization at recovery time T, respectively, as

defined in section 2.1.5; T is the time interval between the 180° and 90° pulses. Since the

experimental data normally show very small deviations from mono-exponential behavior, a

single exponential function is generally used [300]. According to Equation 2.36, a simple

expression of Ti is given as:

1
j . Li

Equation 5.5

where

• + •
4T

4(DL i
2X2

C =
3 21 + 3

40 I2(21-1)

e2qQ

Equation 5.6

where x is correlation time; I is 3/2 for 7Li; r| is the asymmetry parameter, which is assumed

to be 0 here; —— is the nuclear quadrupole coupling constant (QCC) as defined in
h

section 2.1.3; coy is the angular frequency of 7Li, which is 7.32* 108 s"1.
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If dipolar interactions dominate in the spin-lattice relaxation, according to Equation 2.27,

Ti has the same form as Equation 5.5 for 7Li-7Li dipolar interactions, where

_
U 5r

Equation 5.7

If the spin-lattice relaxation is dominated by 7Li-!H or 7Li-19F dipolar interactions,

according to Equation 2.32,

1
Li

*-<

Equation 5.8

where

3T 6x

Equation 5.9

15r

where x is correlation time; r is the distance between the interacting nuclei; S is V2 for both

'H and 19F; yu is 1.04* 108 rads'1T"1; yH is 2.67xlO8 rads^T'1; yF is 2.52xlO8 rads^T'and

cos is 1.884xlO9 s"1 for !H or 1.772xlO9 s'1 for 19F.

The magnetizations for the broad and narrow components are analyzed separately. Both

exhibit a mono-exponential behavior. The temperature dependent spin lattice relaxation

time Ti is shown in Figure 5.20. The Tis of the broad peaks show a relatively larger error

than the narrow ones due to their smaller intensity. The curve fit correlation coefficients

for the narrow component are all greater than 0.994. Only the Tis of the narrow

component are further analyzed here in order to obtain the activation energy Ea and

correlation time T. According to Figure 5.20, two minima are obtained, suggesting different

diffusion mechanisms and activation energies in different temperature ranges. These
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coincide with the two different linewidths below and above the phase I I I» I I transition.

Since the contributions from 7Li-7Li, 7Li-*H and 7Li-19F dipolar interactions as well as the

quadrupolar interaction are difficult to separate, each of the four mechanisms is assumed to

be dominant. The fits of Equation 5.5 and Equation 5.8 to Ti data are shown in Figure

5.21. Only one dominant relaxation mechanism is assumed in each fit. Since homonuclear

dipolar interaction and quadrupolar interaction have similar jfrequency dependence, Figure
7 "7

5.21 (a) applies to both Li- Li dipolar interaction and quadrupolar interaction. The

parameters obtained from the fits are listed in Table 5.2.

1

i-

0.1

• Broad
° Narrow

Phase I II

2.8 3.0 3.2 3.4 3.6 3.8 4.0

1000K/T

Figure 5.20 Temperature dependence of 7Li NMR spin-lattice relaxation time Ti for 4.8

mol% LiTFSA in P12TFSA.
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2.8 3.0 3.2 3.4 3.6 3.8 4.0
1000K/T

2.8 3.0 3.2 3.4 3.6 3.8 4.0

1000K/T (b)

2.8 3.0 3.2 3.4 3.6 3.8 4.0
1000K/T

(C)

Figure 5.21 Curve fit of Tf' of the 7Li NMR narrow peak for 4.8 mol% LiTFSA in P12TFSA

by different relaxation mechanisms: (a) Li-Li dipolar interaction or quadrupolar interaction

using Equation 5.5; (b) Li-H dipolar interaction using Equation 5.8; (c) Li-F dipolar

interaction using Equation 5.8.
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Table 5.2 Activation energies (£a), correlation times at the limit of infinite temperature (T0)

and motional constants (C) evaluated for Li* diffusion from 7Li NMR relaxation time Ti for

4.8 mol% LiTFSA in P12TFSA.

Relaxation
Temperature C/108s*2 Ea/kJmol"1

Mechanism

Correlation

Coefficient

7Li-7Li dipole . .
T<30°C 19.4±0.3 31.9±2 (1.4±0.2)xl0"15 0.994

or quadrupole

7Li-'H dipole 12.0±0.2 29.6±3 (4.6±0.5)xl0"15 0.993

7 T : 19Li-'T dipole 11.5±0.1 29.8±3 (4.4±0.9)xlO,-15 0.994

7Li-7Li dipole ,.
T>30°C 23.8±0.5 30.6±4 (1.3±O.3)xlO-14

or quadrupole
0.975

7Li-'H dipole 14.5±0.3 24.3±7 (1.6±0.3)xl0,-13 0.935

Li-19F dipole 14.0±0.3 24.3±7 (1.6±O.3)xlO"13 0.933

Motion of Ions for 4.8 mol% LiTFSA in P12TFSA

The Ea and TO obtained by Ti measurements as shown in Table 5.2 enable the correlation

time for Li+ ion diffusion to be estimated. The diffusion of Li+ ions is also compared with

the motion of P12+ cations in Figure 5.22. One of the features is that the values obtained
*7 "7 7 1 7 10

by assuming that each of Li- Li (or quadrupolar interactions), Li- H or Li- F dipolar

interaction is the dominant relaxation mechanism are very close over all of the temperature

range displayed. The correlation time of Li+ ionic diffusion exhibits a small increase at

about 20 °C. Combined with the sharp line narrowing from 300 Hz to 80 Hz at 14 °C in
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Figure 5.18, these changes again support the postulate that the solubility of Li+ ions in

P12TFSA increases at this phase transition, and that Li+ ions are all incorporated into the

P12TFSA network. As the sample transforms jfrom a two-phase region into a single solid

solution phase, Li+ ions are in more homogeneous environments. It is interesting to note

that the diffusion of Li+ ions and one of the P12+ cation rotations exhibit similar

temperature dependence, probably indicative of the association between the P12+ cationic

rotation and Li+ ionic diffusion. The correlation times of P12+ cationic diffusion are also

close to those of Li+ ions in phase II and phase I.
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Figure 5.22 Correlation times of Li+ ions and P12+ cations for 4.8 mol% LiTFSA in P12TFSA

a*s a function of temperature. Data are calculated from activation energy Ea and correlation

times at the limit of infinite temperature TO in TableS.l and Table 5.2. The solid circles, open

circles and diamonds are the results calculated by assuming that either 7Li-7Li (or

quadrupolar interactions), 7Li-!H or 7Li-I9F dipolar interactions are the dominant relaxation

mechanism, respectively.
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The fraction of the mobile P12+ cations and Li+ ions are compared in Figure 5.23. The

fraction of mobile Li+ ions is significantly higher than that of P12+ cations over all the

temperature range investigated. All the Li+ ions become mobile at 25 °C whilst the fraction

of diffusing P12+ cations is 0.18. It is very likely that not all the diffusing P12+ cations

contribute to the conductivity, because P12+ cations and TFSA" anions may be associated

in the diffusion, which will not contribute as much to the conductivity. This proposal is

supported by the fact that the conductivity calculated from the diffusion coefficient values

measured by gradient field NMR is higher than the conductivity measured [293].
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-100 -50 0 50
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100

Figure 5.23 The fraction of narrow components of !H and 7Li NMR peaks as a function of

temperature for 4.8 mol% LiTFSA in P12TFSA. These narrow components represent the

mobile ions as discussed in text.

7Li NMR Linewidth for 9.3 mol% LiTFSA in P12TFSA

7Li NMR spectra for 9.3 mol% LiTFSA are shown in Figure 5.24. The temperature

dependence of linewidth is shown in Figure 5.25. At -70 °C, a single broad peak is

observed with linewidth of 3.6 kHz, indicative of immobile Li+ ions, hi a similar way to

the Li+ ion behavior observed for 4.8 mol% LiTFSA, a narrow line appears in phase III
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with linewidth of 270 Hz, suggesting the diffusing Li ions. The narrow peak exhibits a

further line narrowing to about 80 Hz above 18 °C whilst the broad bottom totally

disappears, indicating that all the ions become mobile in phase II. Above 30 °C, two

narrow peaks are clearly discernable until only a single narrow resonance is observed

beyond 72 °C.

73 °C

40 °C

8000.0 4000.0 -0.0 -4000.0 -8O00.C

Figure 5.24 7Li NMR spectra for 9.3 mol% LiTFSA in P12TFSA. The inset expands the

frequency axis to clearly show the splitting above the eutectic temperature.
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Figure 5.25 Temperature dependence of 7Li NMR linewidth for 9.3 mol% LiTFSA in

P12TFSA. Peak 1 is assigned to the broad component. Peak 2 and peak 3 are assigned to the

solid phase (low field narrow peak) and liquid phase (high field narrow peak), respectively.
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Figure 5.26 Fraction of 7Li NMR peak areas for 9.3 mol% LiTFSA in P12TFSA as a function

of temperature. The assignments of the peaks refer to those in Figure 5.25.
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The two narrow peaks observed can be assigned to the Li+ ions in a liquid phase

represented by the high field resonance and in a solid phase indicated by the low field

resonance, respectively. The latter disappears beyond the liquidus point when all the

species are in the melt. These assignments are supported by the observation for the 33

mol% LiTFSA compound, as shown in Figure 5.27, that the peak is observed at high field

above the eutectic temperature when all the sample melts. The fraction of each of the

component is shown in Figure 5.26, which indicates the amount of each phase. It is

interesting to note that the linewidths of these two peaks are comparable, indicating the

liquid-like mobility for Li+ ions in the solid solution.

7Li NMR Linewidth for 33 mol% LiTFSA in P12TFSA

58 °C

10 °C

-10 °C

8000.0 4000.0 -0.0 -40O0.O -8000.C

Figure 5.27 7Li NMR spectra for 33 mol% LiTFSA in P12TFSA.
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Li+ ions in 33 mol% LiTFSA are rigid at temperatures as low as -105 °C, indicated by the

single broad line, about 3.6 kHz wide as shown in Figure 5.27. A narrow line, about 250

Hz wide, appears and increases gradually in intensity with temperature, suggesting that

more Li+ ions become mobile with temperature. This narrow resonance exhibits a sharp

line narrowing to 76 Hz at about -3 °C whilst the broad peak disappears, hi contrast to the

4.8 mol% and 9.3 mol% LiTFSA samples, all the Li+ ions in the 33 mol% sample become

mobile below the phase III»II transition temperature, according to Figure 5.29. Above -3

°C, the linewidth is further narrowed until the eutectic temperature is reached, as shown in

Figure 5.28.

X 10 3

-*—•

~- 10 2

I . . .
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o Peak 2

o o
o o

- • • • I • • .

-150 -100 -50 0 50 100

Temperature/°C

Figure 5.28 Temperature dependence of 7Li NMR linewidth for 33 mol% LiTFSA in

P12TFSA.
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Figure 5.29 Fraction of the 7Li NMR narrow peak area for 33 mol% LiTFSA in P12TFSA as

a function of temperature.

5.2.4 Conduction Models

Ionic motion and conduction process in different phases can be summarized as follows:

Compositions of 0 -50 mol% in Phase III

The phase transformation data for this system indicates that, in all compositions studied,

the materials are completely solid in phase III. Beyond about 1.5% LiTFSA two solid

phases are present, a P12TFSA rich phase and a LiTFSA rich phase. At this stage the

second phase has not been isolated in its pure state. lH and 19F NMR indicate that the

numbers of diliusing P12+ cations and TFSA" anions are increased for 4.8 rnol% LiTFSA

composition compared to the pure P12TFSA. Doping of LiTFSA salt in this composition

also results in higher diffusion coefficients, at least for P12+ ions. The increase in both the

number of charge carriers and diffusion rate may be attributed to the defects formed due to

the coexistence of the two phases. 7Li NMR for 4.8 mol%, 9.3mol% and 33 mol%

compositions exhibit similar features: all the Li+ ions are distributed between two
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environments, a rigid one and a mobile one. However, the Li+ ions in the P12TFSA rich

phase and the LiTFSA rich phase can not be distinguished from NMR spectra or spin

lattice relaxauon measurements. The fraction of mobile Li+ ions is significantly higher

than that of mobile P12+ ions whilst the diffusion rate of Li+ ions is slower than that of

P12+ cations for 4.8 mol% LiTFSA.

The conductivity exhibits a sharp increase when the LiTFSA salt is doped though to less

extent than in phase II and phase I. The highest conductivity is obtained for 33 mol%

composition. The possible factors affecting the conductivity are: the amount of the two

phases, the ionic mobility within each phase, the fraction of charge carriers within each

phase, the defects brought about by the coexistence of two phases, etc. As the LiTFSA

concentration increases, the amount of the LiTFSA rich domain increases at the expense of

the P12TFSA rich domain. The conductivity drops at LiTFSA concentrations beyond 33

mol%, probably suggesting a Jess conductive LiTFSA rich phase. The highest conductivity

which occurs at 33 mol% composition is the result of all these possible effects.

Compositions between 0-4.8 mol% LiTFSA in Phase II and Phase I

Above 14 °C, the phase III»II transition temperature, compositions with LiTFSA content

up to 4.8 mol% transform into a single solid solution phase. This is indicated by: (1) these

compositions exhibit solid-solid phase transition behavior similar to pure P12TFSA and

lack eutectic melting transitions; (2) 7Li NMR spectra for 4.8 mol% LiTFSA display a

single narrow resonance, indicative of a relatively homogenous environment in contrast to

the two narrow peaks for 9.3 mol% LiTFSA which is composed of a solid phase and a

liquid phase; (3) structurally, P12TFSA exhibits substantial volumetric expansion and

increases in both the number and size of vacancies during the phase III»II transition,

which could facilitate the incorporation of the small Li+ ions into the P12TFSA lattice.

The solid solution phase displays similar plastic crystal behavior to pure P12TFSA, as

indicated by the fact that the P12+ cations and TFSA" anions still perform rotational motion

according to the linewidths of the broad !H and 19F NMR peaks, although the incorporation

of Li+ ions may alter the rotational rate and/or energy barrier to the rotation. The fractions

of mobile P12+ cations and TFSA' anions are larger than observed in pure P12TFSA.
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Doping of LiTFSA also enhances the diffusion coefficient of P12+ cations. The

mismatched sizes of the small Li+ ion (0.7A in radius) and the substituted P12+ cations

(3.1 A in radius) may account for the diffusion behavior. The disparity in size and shape of

the Li+ and the P12+ cations, indicated in Figure 5.30, could create a significant disruption

of the crystal lattice which may allow an increase in ion mobility.

All Li+ ions become mobile and the correlation time is comparable to that of P12+ cations.

There may be some association between the Li+ ionic diffusion and the rotation of P12+

cations, both of which exhibit close values of activation energy. It is also expected that

strong interactions could occur between the oxophilic Li+ cation and the sulphonyl oxygen

atoms of the TFSA" anion, as indicated in Figure 5.30. The motion of the Li+ ions could be

closely associated with the motion of TFSA" anions as well.

F,C

Figure 5.30 Schematic representation of the site substitution of the cation for Li* and the

consequent lattice disruption resulting from doping of the LiTFSA salt.

According to the analyses above, the increase in conductivity by four orders of magnitude

for 4.8 mol% LiTFSA in phase II with r, gard to the pure P12TFSA may be attributed to all

these three ions, although each individual contribution is difficult to identify at this stage.

The conductivity calculated from the diffusion coefficients of P12+ cations and TFSA"

anions is higher than the conductivity measured [293], which suggests that, similar to that

in P12TFSA, these P12+ and TFSA* ions may undergo local translational motion, which
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does not contribute to the conductivity. The lithium solid state NMR spectra suggest that

all the lithium ions have liquid like transport properties, and hence are at least a contributor

to this fast ion conduction. All the compositions between 1.4 mol% and 4.8 mol% exhibit

similar slope dlnc/d(l/T) below their liquidus temperature, indicative of the same ionic

transport mechanism.

Compositions of 9.3 ~33 mol% in Phase II and Phase I

33 mol% LiTFSA composition represents another interesting limit. Gradient field NMR

measurements show that, above the eutectic temperature, the diffusion coefficients of both

P12+ cations and TFSA* anions in the liquid 33 mol% LiTFSA sample are smaller than

those for the solid state 4.8 mol% composition [293]. The difference in the transport

mechanism between the liquid and solid state accounts for the different diffusion

coefficients. In the liquid state, the ionic transport may involve the collective

rearrangement of small sections of the material whilst a vacancy mechanism may account

for the ionic diffusion in the solid state [293].

For the compositions between 9.3 mol% and 33 mol% LiTFSA, the conduction mechanism

involves two phases above 33 °C: the solid solution phase and the liquid phase. The

possible factors affecting the conductivity include: the amount of each phase, the diffusion

coefficient and the fraction of the mobile ions within each phase, possible defects such as

the phase boundary, etc. Again, it is complicated to assess the contribution from each ion.

For example, the ionic mobility is less in the liquid phase, but all the ions could be

involved in the diffusion. The 7Li NMR on the other hand clearly show two distinct

narrow lines in the 9.3% sample, one of which was associated with the melt and the other

with the conductive doped solid phase II, suggesting that Li+ ions exhibit liquid-like

mobility in the solid state. The overall result of all these effects is that the highest

conductivity is obtained for 27 mol% composition at 40 °C and 50 °C.
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5.3 Conclusions

P12TFSA-LiTFSA binary system displays relatively classic phase behavior: eutectic

temperature is 33 °C (±3 °C) with eutectic composition at about 33 mol% LiTFSA; the

solubility limit on the P12TFSA end is between 4.8 mol% and 9.3 mol% LiTFSA, which is

closely associated with the microstructure of P12TFSA. The doping of the LiTFSA up to

4.8 mol% results in substitution of the P12+ cations with Li+ in the lattice and formation of

a solid solution, which exhibit similar plastic crystal behavior to that of pure P12TFSA. A

four order of magnitude increase in conductivity between 0 and 4.8 mol% LiTFSA is

obtained. In the case of the solid solution phase, doping of LiTFSA results in the higher

number of more mobile P12+ cations and TFSA" anions probably due to the discontinuity

of the lattice structure. However, the diffusion of P12+ cations and TFSA" anions may

involve local translational motion and hence not contribute directly to conductivity. All the

Li+ ions exhibit liquid-like transport behavior, which may be facilitated by the rotation of

the matrix cation and/or anion, similar to the process for Li2SO4 [170,172].

Compared with LiTFSA containing PEO polymer electrolytes, lithium doped P12TFSA is

as conductive as solid polymer electrolytes, but at substantially lower lithium ion

concentration. For example, 1 molkg'1 LiTFSA in PEO achieves conductivity of about 10*5

Scm"1 at 25 °C [301] whereas equivalent conductivity in P12TFSA requires less than 0.1

mol kg"1 LiTFSA. The doped P12TFSA can therefore be classified as a new class of fast

ion conductor.
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Chapter 6 Lithium Doped N-methyl-N-

methylpyrrolidinium bis(trifiuoromethanesulfonyl)amide

Salt Mixtures

6.1 Introduction

In chapter 5, it was found that in LiTFSA doped P12TFSA mixtures, the small Li+ ions

substitute for the P12+ cations in the lattice structure and exhibit liquid-like transport

behavior tlirough the P12TFSA network. The conductivity is enhanced by three orders of

magnitude by doping with 5 mol% lithium salt. However, there is some concern about the

thermal stability of some of the mixtures. As the eutectic temperature for P12TFSA-

LiTFSA is at about 33 °C, the fluctuation in ambient temperature could easily bring about

the transformation from the liquid state to the metastable solid phase and thus result in

thermal instability for any sample potentially containing eutectic domain. This is reflected

by the poor reproducibility of the DSC traces especially for the compositions close to the

eutectic.

In this chapter, LiTFSA salt is doped into PllTFSA salt to test the hypothesis that the

small lithium ions could be similarly mobile in the PllTFSA network while the thermal

stability could be improved. The phase behavior, ionic motion and conductivity are studied

for compositions ranging from 0 to 50 mol% LiTFSA.

6.2 Results and Discussion

6.2.1 Thermal Analysis

The DSC traces for a number of PllTFSA-LiTFSA compositions ranging from 0 to 51

mol% LiTFSA are shown in Figure 6.1.

When 0.6 - 2.7 mol% LiTFSA is doped, the final melting is broadened and shifted to lower

temperature. This is quite typical for a doped sample. Three solid-solid phase transitions
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appear at -38 (± 3) °C, 26 (± 2) °C and 81 (± 2) °C, respectively. The solid-solid phase

transitions suggest that these LiTFSA doped P11TFSA compositions remain the plastic

crystal behavior. All these three solid-solid phase transitions remain the same shapes and

occur at the same temperatures as those for pure PI 1TFSA. Analogous to the LiTFSA

doped P12TFSA solid solution phase, as discussed in section 5.2.1, these similar DSC

traces may suggest a solid solution of the LiTFSA salt in the PI 1TFSA matrix. The similar

thermal properties indicate that the solid solution may exhibit similar plastic crystal

behavior to pure PI 1TFSA.

When 5 mol% LiTFSA is doped, all three solid-solid phase transitions still appear, albeit

with smaller transition enthalpies. Two additional peaks are observed, one at 57 °C and

another weak one at -52 °C. The final liquidus peak is further broadened and depressed.

The 57 (± 2) °C and the -52 (± 2) °C transitions are present for all the compositions

between 7 mol% and 51 mo\°A. Both of the peaks are quite sharp. For both transitions, the

enthalpy changes exhibit a LiTFSA content dependence, increasing with doping of LiTFSA

up to 33 mol% and decreasing beyond 33 mol%. For the 33 mol% composition, the DSC

trace exhibits no more transitions above 57 °C and the sample was visually observed to

have melted at this temperature, suggesting that the peak at 57 (± 2) °C represents a

eutectic transition and the eutectic composition is close to 33 mol%. The -52 (± 2) °C

transition is probably related to the eutectic transition, as it only appears in those mixtures

which exhibit eutectic transition.

Another feature of these mixtures is that the solid-solid phase transitions observed for pure

P11TFSA are still present, in particular for the low LiTFSA concentration compositions.

For example, the peak at about -38 (± 3) °C is observed up to 33 mol% and can not be

discerned beyond 33 mol%. The 26 (± 2) °C transition appears for all the compositions up

to 50 mol%. The transition at 81 (± 2) °C is observed up 27 mol%. The enthalpy changes

of all these three transitions decrease with increasing the amount of doped LiTFSA salt.

All the transitions discussed above exhibit good reproducibility, even for the mixtures close

to the eutectic composition. Compared to P12TFSA-LiTFSA mixtures, the chances of

forming the metastable solid phases from the liquid eutectic domain due to temperature
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fluctuation around room temperature are reduced, as the eutectic temperature is well above

room temperature.

The thermal properties and possible metastable states are further studied by quenching the

melts using liquid nitrogen and recording the DSC traces from -120 °C to 30 °C. Selected

DSC traces are shown by the dotted lines in Figure 6.1. For the compositions between 0

and 2.7 mol% LiTFSA, the quenching procedure does not change the thermal features of

the solid-solid transitions. In the case of 5 to 15 mol% LiTFSA compositions, the -52 (±2)

°C transition disappears after quenching whilst the -38 (± 3) °C and 26 (± 2) °C transitions

remain the same. These suggest that the -52 °C transition may be related to the phase

which can only be formed at a relatively slow cooling rate. For the compositions between

26 mol% to 50 mol%, a glass transition is observed followed by a devitrification exotherm

at -22 (± 2) °C. It is thought that the molten domain is trapped as an amorphous phase by

quenching which transforms into supercooled liquid at the glass transition and then is

devitrified. The glass transition temperature increases gradually with LiTFSA

concentration from -56 °C for 26 mol% to -22 °C for 50 mol%. Tg increasing with the

concentration of doped lithium salts has also been reported for organic salts [302]. As

found for the P12TFSA-LiTFSA binary, the metastable states observed in P11TFSA-

LiTFSA system are mainly due to the eutectic domain. The transitions related to the plastic

crystal behavior exhibit less dependence on the thermal history than the eutectic domain

related transitions.

The phase transitions are summarized in Figure 6.2. Similar to the phase diagram of

P12TFSA-LiTFSA mixtures, Figure 6.2 also represents a classic binary system. The

eutectic transition is clearly shown at 57 (± 2) °C and the eutectic composition is about 33

mol%. The -52 (± 2) °C transition, as discussed above, is related to the eutectic formation

and can only be formed at a slow cooling rate. A possible explanation is that this transition

is related to the interfaces of inserted P11TFSA rich phase and LiTFSA rich phase. In a

quenching procedure, the inserting distribution of these two phases is not allowed to form,

which accounts for the absence of the -52 (± 2) °C transition.
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P11+51%LiTFSA

P11+33%LiTFSA

P11+15%LiTFSA

P11+2.7%LiTFSA

P11+0.6%LiTFSA

P11TFSA

-120 -100 -80 -60 -40 -20 0 20 40 40 60 80 100 120 140

Temperature/°C

Figure 6.1 DSC traces for PllTFSA-LiTFSA mixtures at compositions indicated. These

measurements were performed by heating in two different temperature ranges: -120 °C ~ 40

°C and 30 °C ~ 150 °C at 20 °Cmin~'. Dotted lines indicate that samples have been quenched

from molten state.

A solid solution phase is present at the PI 1TFSA rich end. The solubility limit of LiTFSA

is between 2.7 mol% and 5 mol%. This value is less than that for P12TFSA, indicating that
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Li+ ion is less soluble in PI 1TFSA. This is not unexpected, because as discussed in section

5.2.1, the solubility is related to the lattice volume or vacancies in the parent lattice

structure. Chapter 4 shows that PllTFSA exhibits less volumetric expansion as well as

less vacancy volume due to smaller vacancy size and lower vacancy number. Therefore,

incorporation of Li+ ions is less favored into the PI 1TFSA matrix than into P12TFSA.
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Figure 6.2 Partial phase diagram for PllTFSA-LiTFSA binary, indicating solid-solid phase

transitions TlV-m, Tm.ii and Tu.h liquidus temperature TL, eutectic temperature TE, a

transition temperature Tr, glass transition Tg and devitrification temperature Tc. Tg and Tc

are the onset temperatures. The rest are peak temperatures. Solid and dashed lines indicate

equilibrium and metastable phase transitions, respectively. Doted lines are tentatively drawn

to indicate the solid solution region.
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It is interesting to note that when a PI 1TFSA rich phase is present either as a single phase

in the solid solution region or in coexistence with the other phase (a LiTFSA rich solid

phase below 57 °C or a liquid phase above 57 °C), the solid-solid phase transitions at -38

(± 3) °C, 26 (± 2) °C and 81 (±2) °C still remain, suggesting that the plastic crystal

behavior of PI 1TFSA may not be altered by introducing another phase or another salt. The

phase III»II and I I » I transitions occur at relatively constant temperatures. This is in

contrast to the depressed liquidus temperature for a doped molten phase. Doping into a

molten state results in a decrease in the free energy of the melt and hence a depressed

liquidus temperature. The constant phase III»II and II>I transition temperatures observed

here possibly indicate that the free energies of die plastic crystal phases are less influenced

by doping with the LiTFSA salt than those of the molten phase [297].

6.2.2 Nuclear Magnetic Resonance

'H NMR spectra for 5 mol% LiTFSA in PI 1TFSA are shown in Figure 6.3. A single broad

resonance is observed at low temperatures. A narrow line appears on top of the broad peak

at about 0 °C. The intensity of the narrow line increases with temperature whilst that of the

broad bottom gradually decreases.

Temperature dependence of the linewidth is shown in Figure 6.4. The linewidth of the

broad peak is about 22.6 kHz in phase IV. According to Table 4.3, this linewidth is less

than the value of 50 kHz when only the CH3 groups are involved in rotation while the ring

is static and greater than the value of 7 kHz when the ring is involved in isotropic rotation,

indicating that cations are rotating anisotropically. No obvious discontinuity in linewidth is

observed at the phase IV»III transition temperature, probably suggesting that the cationic

rotation mechanism does not change during this weak phase transition. A slight decrease

to 18 kHz occurs at about 5 °C which is in the broad phase m » I I transition range,

indicating that a change occurs in the rotational motion for the cations during this phase

transition. A further line narrowing occurs in phase II. The linewidth is reduced to 11.7

kHz in phase I, indicative of another anisotropic rotation.
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Figure 6.3 'H NMR spectra of 5 mol% LiTFSA in P11TFSA, The spikes at -27 °C are not

part of original signal, but occur during transformation of data between software.

These linewidth values and temperature dependence are very similar to those for pure

PI lTFSA by comparing with Figure 4.9. For example, for pure PI lTFSA, the linewidth is

22.6 kHz in phase III and 11.7 kHz in phase I. A slight decrease from 22.6 kHz to 18 kHz
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at about 0 °C is also observed in pure P11TFSA. This implies that doping of 5 mol%

LiTFSA does not change the rotational mechanism for the PI 1+ cations over the entire

temperature range investigated, although the rotational frequency or activation energy may

be altered. This is consistent with the observation in DSC traces that the solid-solid phase

transitions of 5 mol% LiTFSA remain the same shapes and occur at the same temperatures

as those for the pure PI 1TFSA. The evidence from NMR and DSC suggests that the ionic

rotational motion and plastic crystal phase behavior are not changed by doping with the

lithium salt at the dopant level. The same phenomenon is also observed for LiTFSA doped

P12TFSA.
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Figure 6.4 *H NMR linewidth for 5 mol% LiTFSA in P11TFSA as a function of temperature.
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In the case of the narrow peak, the linewidth is 1.3 kHz at 0 °C. It remains a relatively

constant value of about 900 Hz in phases II and I until it decreases to 700 Hz near the

melting point. These linewidths are much smaller than 7 kHz, the calculated linewidth

value for isotropically rotating cations according to Table 4.3, indicative of diffusing PI 1+

cations. Cationic diffusion in 5 mol% LiTFSA is detected at temperatures as low as 0 °C.

This is in contrast to pure PI 1TFSA as shown in Figure 4.9, where the cationic diffusion

can only be detected near the melting point. The diffusion can be detected in the form of

the narrow NMR peak only when (1) the diffusion rate is high enough (comparable to

M2~1/2) to cause a line narrowing, and (2) the number of the diffusing ions is high enough so

that the narrow resonance is not "drowned" by the broad peak. The NMR studies in this

project suggest that the observation limit for the fraction of mobile ions is about 0.01.

Therefore, the appearance of the narrow peak implies that doping with LiTFSA salt results

in PI 1+ cations diffusing in larger numbers and/or with higher diffusion coefficient.

19F NMR
i

19F NMR spectra for 5 mol% LiTFSA in PI 1TFSA are shown in Figure 6.5. Broad peaks

are observed at low temperatures. Similar to those observed for pure PI 1TFSA as shown

in , the broad peaks can be deconvoluted into three peaks of different chemical shift,

indicative of at least three different F sites. A narrow line appears on top of the broad

bottom at -70 °C. The intensities of the broad peaks decrease gradually while that of the

narrow peak increases with temperature.

The linewidth as a function of temperature is shown in Figure 6.6. Peak 1 indicates the

broad resonance centred at about 28 kHz. This peak contributes about 15% to the overall

peak area. The linewidth is about 19 kHz in phase IV. It decreases gradually in phases III

and II and reaches 7 kHz in phase I. According to Table 4.4, the linewidth values expected

for rigid anions, anions with rotating CF3 groups and isotropically rotating anions are about

27, ] 7 and 8 kHz, respectively. Therefore, the anions represented by peak 1 are not static

in phase IV, but involve in some motion unidentified at this point. These anions participate

in isotropic rotation in phase I. Peak 2 and peak 3 exhibit similar linewidth and

temperature dependence over all the temperature range studied, probably indicative of the
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anions doing similar rotational motions at different sites. The linewidth at -77 °C is about

13 kHz and reduces to 8 kHz in phase II. Again, the linewidth range is similar to that for

pure PI 1TFSA by comparing with Figure 4.12, probably suggesting that doping of LiTFSA

salt does not change the anionic rotational mechanism.

120°C

-15°C

: ; •! I i—: r-j"t-i—r-i~J-T"r'' T - I — J - T ~ r T T T T T " ! * I - 1 I i v r -r~i |~T~i i . ; i >

50.0 40.0 30.0 20.0 10.0 -0.0 -10.0 -20.0 -30.0 -40.0
kHz

Figure 6.5 19F NMR spectra for 5 mol% LiTFSA in P11TFSA. The peak at about -7 kHz

comes from background.
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The linewidth of the narrow peak is 1.8 kHz at -70 °C, much less than the calculated value

of 8 kHz for the isotropic rotation, suggesting the diffusing anions. It is in the range of 300

~ 400 Hz in phases III, II and I. Again, in contrast to the pure PI 1TFSA where the anionic

diffusion can only be detected near the melting point according to Figure 4.12, the anionic

diffusion in 5 mol% LiTFSA can be observed by NMR at temperatures as low as —70 °C.

This indicates that doping with LiTFSA salt also improves the number and/or the diffusion

coefficient of diffusing anions.
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Figure 6.6 19F NMR linewidth as a function of temperature for 5 mol% LiTFSA in P11TFSA.
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7LiNMR

7Li NMR spectra for 5 mol% LiTFSA are shown in Figure 6.7. Similar to those for

LiTFSA doped P12TFSA, the spectra display a single broad resonance in phase IV. A

narrow line appears on top of the broad peak above 0 °C. The intensity of the narrow line

increases with temperature while that of the broad line decreases until the broad bottom

disappears above 25 °C. As discussed in 7Li NMR Linewidth for 4.8 mol% LiTFSA in

P12TFSA, the broad and narrow peaks are not the satellites and center peaks caused by

quadrupolar interactions, but indicate the Li+ ions at different sites where the Li+ ions

experience different extents of dipolar interactions. Otherwise, the ratio of the broad and

narrow peak area should be the same with temperature [201].

124°C

63 °C

Hz
8O0O.O 400O.O -0.0 -4000.0 -80GCM

Figure 6.7 7Li NMR spectra for 5 mol% LiTFSA in P11TFSA.
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Changes in the linewidth with temperature are shown in Figure 6.8. The linewidth of the

broad peak is about 3.9 kHz in phase IV, which is in the typical linewidth range for Li+

ions in the rigid lattice [298, 299]. 7Li-7Li, 7Li-!H and 7Li-19F dipolar interactions are the

possible contributors to this broad linewidth. The line exhibits a narrowing through the

phase IV»III transition to 2.7 kHz in phase III. This line narrowing could be associated

with changes in the surrounding environments, either the onset of the TFSA" (or PI I4)

motion or a change in the PI 1TFSA lattice. Both of the reasons are possible. The former

is supported by the I9F NMR which indicates a line narrowing at this temperature. The

later is revealed by the volumetric expansion experiment, which shows that volumetric

expansion of the P11TFSA network starts to occur at this temperature, as shown in section

4.2.3. The distances between the Li+ ions and surrounding ions are increased. As a result,

the dipolar interactions with the surrounding nuclei are weakened.

The linewidth of the narrow line is 450 Hz at 0 °C, suggesting that the Li+ ion possesses

translational mobility. The linewidth decreases gradually and reaches 350 Hz at 20 °C.

This is in contrast to 7Li NMR for 5 mol% LiTFSA doped P12TFSA, where the linewidth

shows a sharp decrease in a narrow temperature range at phase III»II transition, as shown

in Figure 5.18. The difference probably provides additional evidence that the motion of the

Li+ ions is related to the microstructure of the parent salt, because both the volumetric

expansion and vacancy size exhibit sharp increases at phase III»II transition for P12TFSA

while the changes in the volumetric expansion and vacancy parameters are relatively steady

for PI 1TFSA at phase III»II transition.

Above 26 °C where the phase III»II transition peak position is in DSC, the broad bottom

of the NMR spectrum disappears, implying that all the Li+ ions become mobile in phase II.

This probably suggests that the solubility of Li+ ions is increased in phase II and that most

of the Li+ ions become soluble in the PI 1TFSA matrix. Compared to the linewidth value

of 80 Hz for 4.8 mol% LiTFSA in P12TFSA in phase II, the linewidth of about 350 Hz

here in phase II is much broader. This probably indicates that the Li+ ions are less mobile

in the P11TFSA network than in P12TFSA matrix. In phase I, the narrow peak exhibits a

further line narrowing to about 100 Hz at the melting point. This line narrowing indicates
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that all the species start to become mobile near the liquidus temperature, so that the dipolar

interactions with the surrounding nuclei are further averaged out.

The fraction of mobile Li+ ions is indicated in Figure 6.9. The fraction of diffusing Pl l +

cations and TFSA" anions are also displayed for comparison. The diffusion behaviors of

Li+ ions and Pl l + cations seem to exhibit some similarity in that (1) the diffusions of both

ions become detectable by NMR at about 0 °C; (2) the number of the diffusing ions

increases substantially during the phase III»II transition for both species. However, the

diffusion of TFSA" anions is observed at much lower temperatuie than the cations. There

is probably a relatively large error in estimating the fraction of the diffusing TFSA" anions

due to the interference from the background on the broad peaks, so the fraction of the

diffusing anions is not analyzed in detail here.

In summary, the solubility of Li+ ions in PI I TFSA probably increases in phase II and thus

more Li+ ions become incorporated into the P11TFSA matrix. All the Li+ ions are mobile

in the PI 1TFSA network, although they are less mobile than in P12TFSA. Substitution of

the P l l + cations with the small Li+ ions probably introduces disruption in the lattice

structure and thus provides more transport volume for the parent ions. As a result, more

PI 1+ cations and TFSA" anions participate in the diffusional motion than in pure PI 1TFSA.

It should be noted that the fraction of the mobile Li+ ions is much higher than that of Pl l+

cations over all the temperature range below the melting point. In addition, the Pl l+

cations and the TFSA" anions could still be associated in the diffusional process.

Therefore, the doped Li+ ion is one of the main contributors to the improved conductivity.

- 2 3 8 -



10̂

N

0
C

-in
1 0

Phase IV

• Broajd
° Narrow

102

-100 -50 0 50 100 150
Temperature/°C

Figure 6.8 7Li NMR linewidth as a function of temperature for 5 mol% LiTFSA in P11TFSA.

C

o

'"§ 0.1

0.01

o'

Phase IV

o o

o o
o oo o

III

O O lo O O Q.Q * O
i_ z\ O O ^ •
K> v «

O O

o

H

Li

rri.p.
i . . . . i . . . . i

-100 -50 0 50 100 150

Temperature/°C

Figure 6.9 Fraction of narrow peak area of !H, 19F and 7Li NMR for 5 mol% LiTFSA in

P11TFSA.

-239-



6.2.3 Conductivity

Temperature dependence of conductivity data for PllTFSA-LiTFSA system with the

LiTFSA content ranging from 0 to 51 mol% is shown in Figure 6.10.

0.6 mol% and 1.0 mol% compositions exhibit similar conductivity values in phase III. A

divergence occurs from 12 °C, in the broad phase III»II transition range. In the case of

the 2.7 mol% and 5.0 mol% compositions, obvious "knees" are obse^ed in the range of 0

°C ~ 14 °C, as shown in Figure 6.10 (a). The conductivity for 5 mol% LiTFSA is three

orders of magnitude higher than that of the pure P11TFSA at 26 °C. The possible reasons

for the enhanced conductivity in phase II are: (1) The number of mobile Li+ ions increases,

as the solubility of Li+ ions in the P11TFSA network is improved through the phase III>II

transition. This is supported by the 7Li NMR results for 5 mol% LiTFSA which show that

the fraction of mobile Li+ ions is greatly increased in this temperature range. (2) The

mobility of Li+ ions is enhanced by being incorporated into the P11TFSA matrix. The

naiTOwer 7Li NMR linewidth (340 Hz) in phase II compared to 450 Hz at 0 °C supports this

idea. (3) The increased number and/or diffusion coefficient of Pl l+ cations or TFSA*

anions through the phase III»II transition may also contribute to the increase in the

conductivity. lH NMR for 5 mol% LiTFSA shows a substantial increase in the fraction of

the diffusing PI 1+ ions and a decrease in the linewidth in this temperature range.

In phase I, all the compositions between 0 and 5 mol% LiTFSA exhibit a rapid increase in

conductivity below the melting point. The slope of dlno7d(l/T) in the transition range

decreases with increasing LiTFSA concentration. The sharp increase in conductivity

indicates that the samples are mainly composed of the solid solution phase until the

liquidus temperature.

The compositions between 26 mol% to 51 mol% also exhibit a sharp conductivity increase

in the broad phase III»II transition range, as shown in Figure 6.10 (b). The highest

conductivity at 26 °C is 2.4x10"5 Scm'1, obtained at 33 mol%. This value is more than one

order of magnitude higher than that of 5 mol% LiTFSA. All the compositions between 9.3

mol% to 51 mol% show another "knee" at about 45 °C, which may be attributed to the
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eutectic transition, where part of the sample transforms from solid state into liquid state.

Above the eutectic temperature, the conductivity increases steadily with temperature, as

reflected by a relatively constant slope of dlno7d(l/T) until beyond the final liquidus

temperature for the compositions between 9.3 mol% ~ 51 mol%. This contrasts with the

rapid increase near the melting point for the compositions of 0 ~ 5 mol% LiTFSA. The

difference should be attributed to that the liquidus temperatures for the compositions of 9.3

mol% ~ 51 mol% are greatly depressed and broadened and that the liquid domain expands

gradually above the eutectic temperature, as indicated from the phase diagram.

LiTFSA composition dependence of conductivity at various temperatures is present in

Figure 6.11.

At 5 °C, all the compositions are solid. The solubility of Li+ ions in PI 1TFSA is estimated

to be less than 5 mol%. For the compositions between the solubility and 51 mol%, two

phases are present, the PI 1TFSA rich phase and the LiTFSA rich phase. The LiTFSA rich

phase is not clearly identified at this point. Figure 6.11 indicates that doping with a small

amount of lithium salt improves the conductivity. For example, the conductivity is

increased by one order of magnitude for 5 mol% LiTFSA. The doped Li+ ions are of

course one of the contributors to the conductivity. The fraction of mobile Li+ ions is

estimated to be in the range of 0.1 - 0.5 at this temperature according to Figure 6.9. PI 1+

and TFSA" ions are the possible contributors to the conductivity as well. According to the
!H and 19F NMR analyses, doping with lithium salt results in higher numbers of diffusing

Pl l + cations and TFSA' anions compared to pure P11TFSA where the diffusion of either

PI 1+ cations or TFSA" anions can only be detected just below the melting point. However,

further doping beyond 26 mol% leads to a decrease in conductivity. The conductivity of 50

mol% LiTFSA is even smaller than that of the pure PI 1TFSA. The possible reason is that

the LiTFSA rich phase is less conductive than the PI 1TFSA rich phase. The LiTFSA rich

phase expands gradually with doping of the lithium salt, and thus results in the decrease in

the overall conductivity.
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Figure 6.10 Conductivity as a function of temperature for (a) 0 ~ 5.0 mol% and (b) 9.3 ~ 51

mol% LiTFSA doped P11TFSA. The dashed lines indicate the common phase transition

temperatures of III»II, I I» I and the eutectic temperature.
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At 45 °C, all the compositions are still in the solid state. The effect of salt on conductivity

is greater than at 5 °C. Doping of 5 mol% LiTFSA leads to an increase in the conductivity

by more than two orders of magnitude. For compositions with low LiTFSA content, Li+

ion is thought to be a major, if not sole, contributor to the increase, in conductivity. As the

solubility of Li+ ions in P11TFSA is increased through the phase III»II transition, more

Li+ ions become incorporated in the P11TFSA network. The Li+ ions in the P11TFSA

matrix are very mobile. The diffusion of Pl l+ cation and TFSA" anions may also be

improved in the solid solution phase. The increased number of diffusing Pl l + cations in

the solid solution phase is clearly shown by *H NMR. It is thought that, in the P11TFSA

matrix, substitution of the Pl l+ cation (2.7 A in radius) with the small Li+ ion (0.7 A in

radius) introduces vacancy-like discontinuity in the lattice, which may facilitate the

diffusion of the PI 1+ or TFSA" ions.

For compositions beyond 9.3 mol%, the conduction mechanism is more complicated, as

another solid phase, a LiTFSA rich phase, coexists with the PI 1TFSA solid solution phase.

The overall conductivity is related to the amount of the two phases, the conduction

mechanism within each phase and the effect of phase boundaries. It seems that the

LiTFSA rich phase may also become more conductive than that at 5 °C, which partly

accounts for the substantial increase in conductivity. As a result of all these effects, the

highest conductivity of 3.5X10"4 Scm"1 is observed at 33 mol% LiTFSA. It is interesting to

note that doping with 5 mol% LiTFSA improves the conductivity by more than two orders

of magnitude on the base of the pure P11TFSA whilst the conductivity for 33 mol%

LiTFSA is less than two orders of magnitude higher than that of 5 mol% LiTFSA. This

comparison implies that the LiTFSA doped P11TFSA solid solution phase is more

conductive.

At 65 °C and 100 °C, substantial increase in conductivity by doping with a small amount of

LiTFSA salt is still observed. Doping with 5 mol% LiTFSA improves the conductivity by

about two orders of magnitude versus the pure P11TFSA at these two temperatures. The

increase should mainly be attributed to the Li+ doped PI 1 TFSA solid solution, as the

P11TFSA rich phase is the dominant phase at both temperatures according to the phase

diagram. Beyond 5 mol% LiTFSA, a liquid phase coexists with a solid phase (a PI 1TFSA
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rich phase for 5 mol% ~ 33 mol% compositions or a LiTFSA rich phase for 33 mol% — 51

mol% compositions). These two phases as well as the phase boundaries should all

contribute to the total conductivity. The highest conductivity is observed for 33 mol%

composition at 65 °C and 26 mol% at 100 °C.
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Figure 6.11 Conductivity isotherms as a function of LiTFSA composition for PllTFSA-

LiTFSA binary.

6.3 Conclusions

PllTFSA-LiTFSA mixtures present relatively classic phase behavior for a binary system.

The eutectic temperature is observed at 57 (± 2) °C with eutectic composition at about 33

mol% LiTFSA. The phase diagram of PllTFSA-LiTFSA bears some similarities to that of

P12TFSA-LiTFSA in: (1) eutectic composition is about 33 mol% LiTFSA for both
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systems; and (2) both systems exhibit a significant solid solution phase at low lithium salt

concentration.

The solubility of the lithium salt in the solid solution is associated with the microstructure

of the parent salt. For example, the solubility of the lithium salt into the parent salt for both

systems increases through the phase III»II transition where volumetric expansion occurs,

which favors the incorporation of the Li+ ions into the parent salt. The solubility limit of

lithium salt in PllTFSA is between 2.7 mol% and 5 mol%, as compared to the value of

between 4.8 mol% and 9.3 mol% for P12TFSA-LiTFSA system. The smaller solubility

limit in PI 1TFSA is consistent with less lattice expansion or vacancy volume observed in

the parent salt.

Doping with lithium salt does not change the plastic crystal behaviors of the parent salt.

This is reflected by that the solid-solid phase transitions of pure P12TFSA or PllTFSA

still remain in the lithium salt doped samples. The rotational mechanisms of the parent

ions, as indicated by the NMR linewidths, are not changed by doping with the lithium salt.

Doping of a small amount of LiTFSA salt results in a substantial increase in conductivity.

For example, the conductivity is increased by two orders of magnitude by doping with 2.7

mol% LiTFSA into PllTFSA. When the concentrations of LiTFSA are within the

solubility limit, these compositions can be regarded as the analogues to the pure PlxTFSA

(x=l or 2), where some of the Plx+ cations are substituted by the Li+ ions while the

rotational motions of Plx+ cations and TFSA' anions still remain. All the Li+ ions exhibit

liquid like mobility through the parent network and therefore are important charge carriers

in the conductivity. The translational motion of the small Li+ ions may be associated with

the rotational motion of the parent ions in the same way as in Li2S(>4 [171, 172] and

Na3PO4 [201]. The mismatched sizes of the small Li+ ion and the substituted Plx+ cation

may cause discontinuity in the crystal lattice and allow the diffusion of the parent ions.

Compared to P12TFSA-LiTcSA system, the eutectic temperature for PllTFSA-LiTFSA is

enhanced to 57 °C, which brings about better thermal stability for the whole system as

reflected by the improved reproducibility in the DSC traces even for the components close
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to eutectic composition. This is of significance for the PI lTFSA-LiTFSA mixtures in the

practical use as electrolyte materials.
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Chapter 7 Conclusions

Chapters 3-6 present the studies of the PlxTFSA salts and the LiTFSA-PlxTFSA binary

systems. The conclusions of these studies are summarized as the followings.

7.1 Pure PlxTFSA Salt

Phase behavior, ionic motion, microstrucrure, mechanical properties and conduction

mechanisms of the pure PlxTFSA salts have been studied. These studies have achieved

better understanding of the PlxTFSA salts as plastic crystals.

1. Both of the P12TFSA and PI 1TFSA salts have been shown to be plastic crystals. Their

phase behavior shows several solid-solid phase transitions. These solid-solid phase

transitions are related to the rotational motion of the ions. The rotational motions of both

the Plx+ cations and TFSA" anions are observed in NMR studies and dielectric responses.

2. The solid-solid phase transition entropies in the PlxTFSA salts should be attributed to

the changes in lattice structure; vacancy formation, expansion or redistribution; and ionic

rotational mechanisms. Most of the phase transitions in PI 1TFSA and P12TFSA are found

to be broad, indicating that the transformations in these salts are progressive procedures

rather than sudden changes. PI 1 TFSA exhibits less volume expansion, less vacancy

volume and less significant diffusion in the solid state than P12TFSA, indicative of less

degree of freedom in the solid state for PUTFSA. These coincide with the fact that the

fusion entropy of PI 1TFSA is higher than that of P12TFSA.

3. Vacancies are found to be important features for PI 1TFSA and P12TFSA. The vacancy

concentration in PUTFSA is 0.27 % at room temperature. Vacancies seem to be closely

associated with ionic or molecular rotation, although it is hard to define the cause-effect

relationship. It is thought that the less hindered rotation and the formation of a larger

number of vacancies result from the same microstructural features: the intermolecular or

interionic distance is relatively long; and the intermolecular or interionic interactions are

weak. When the structure of a material has the potential to permit the ionic or molecular
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rotation, it could also allow the formation of a larger number of vacancies. In addition,

vacancies encourage the rotation, as the rotation of the molecules or ions in the vicinity of

vacancies is less hindered. On the other hand, the rotation leads to increased vacancy

formation entropy, decreased vacancy formation free energy and thus benefits vacancy

formation. Therefore, higher vacancy concentration is one of the important properties of

plastic crystals, at least for PI 1TFSA and P12TFSA salts.

4. Both P11TFSA and P12TFSA exhibit good plasticity. The plasticity is related to the

vacancy number and mobility, as plastic deformation occurs by the slip of crystalline

planes, which is associated with the motion of dislocations and essentially the self diffusion

of vacancies. The dislocation traces of P12TFSA are clearly observed by SEM.

5. A vacancy mechanism is thought to be responsible for the conduction. No obvious

associations are found between ionic rotation and diffusion whereas the conductivity

exhibits similar temperature dependence to that of volumetric expansion, which is related

to the volume of vacancies. The cations and anions may be associated in a Schottky

mechanism in diffusion, as the translational motions of cations and anions exhibit close

association. It is thought that for plastic crystals containing molecules or comparable sized

ions, a vacancy mechanism is more likely to account for the diffusion of the molecules or

ions. The paddle wheel mechanism seems more suitable to describe those plastic crystals

where a small ion (or molecule) can be attached to another rotating ion (or molecule) and

be transported. Extended defects, such as dislocations and grain boundaries, could also

contribute to the conductivity by providing diffusion tunnels in the PlxTFSA salts.

7.2 Lithium Salt Doped PlxTFSA Mixture

Based on the understanding of the plastic crystal behavior for P12TFSA and P11TFSA

salts, LiTFSA salt has been doped into these two salts in order to produce fast Li+ ion

conductors. The phase behavior, ionic motion and conductivities for the compositions

ranging from 0 ~ 50 mol% LiTFSA have been studied for both systems.
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1. P12TFSA-LiTFSA and PllTFSA-LiTFSA binary systems exhibit complicated phase

behavior. The liquidus temperature is depressed and broadened by doping with LiTFSA

salt. Each system displays a eutectic phase transition. The eutectic temperatures are 33 (±

2) °C for P12TFSA-LiTFSA binary and 57 (± 2) °C for PllTFSA-LiTFSA binary. The

eutectic composition is at 33 mol% LiTFSA for both systems. The plastic crystal behavior

of the pure P12TFSA or P11TFSA still remains even though another new salt or another

phase is introduced. The phase behavior for LiTFSA-P12TFSA mixtures close to their

eutectic composition is influenced by the temperature fluctuation around room temperature.

The thermal behavior for the LiTFSA-PllTFSA mixtures is less influenced by the

temperature fluctuation. 33 mol% composition displays the highest conductivity at room

temperature in both systems: 2.5xlO"4 Son'1 for 33 mol% LiTFSA-P12TFSA and 2.4*10"5

Scmf1 for 33 mol% LiTFSA-PllTFSA. The conduction mechanism in the two-phase

region involves the motions of the three species in two phases and thus is complicated.

2. An important feature of both binary systems is the LiTFSA doped P11TFSA or

P12TFSA solid solution phase. The solubility of LiTFSA salt in the P11TFSA or

P12TFSA salt depends on the microstructure of the parent salt. The solubility increases

with the lattice expansion or vacancy formation of the parent salt. The solubility limit in

P12TFSA is higher than in P11TFSA.

These LiTFSA doped PlxTFSA solid solutions can be regarded as the PlxTFSA

analogues. The crystal lattice structures of the parent salts are retained while some of the

Plx+ cations are substituted by the small Li+ ions. The plastic crystal phase behavior

remains. The parent ions still participate in rotational motion, although the rotational

frequency and energy barrier could be changed. The substitution of the Plx4 cation:; with

the small Li+ ions leads to discontinuity in the crystal lattice, which may account for the

diffusion of both Plx+ cations and TFS A* anions in larger numbers and/or with higher

diffusion coefficients. Li+ ions are shown to be important charge carriers. All the Li+ ions

are incorporated into the parent salts in higher temperature phases and are involved in the

diffusion. The transport of Li+ ions displays liquid like mobility through the PlxTFSA

network. The translational motion of the Li+ ions seems to show some association with the

rotational motion of the parent ions. It is thought that the rotational motion of the parent
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ions may facilitate the diffusion of Li+ ions. As a result, doping with LiTFSA salt at as

small an amount as 5 mol% could lead to an increase in conductivity by three orders of

magnitude. The composition of 5 mol% LiTFSA in P12TFSA, which is believed to be

completely solid at room temperature, exhibits conductivity of about 1.2xlO"5 Scm"1.

Therefore, these LiTFSA doped PlxTFSA plastic crystals can be regarded as a new class

of fast Li+ conductor.

These mixtures in the single solid solution phase region normally exhibit good

reproducibility in phase behavior, regardless of the thermal history. These mixtures also

display relatively constant conductivities over a one week period, suggesting that the

phases are relatively stable. It is also expected that the good plasticity is less altered by

doping with a small amount of lithium salt. Therefore, these mixtures have good potential

to be used as solid state electrolyte materials for lithium batteries.

7.3 Future Work

More work is needed to further understand the ionic motions. It is important to measure

the diffusion coefficient of the Li+ ions, which could provide direct evidence of the high

mobility of Li+ ions. By comparing the diffusion coefficient of Li"1 ions with those of the

Plx+ cations and TFSA' anions, the transference numbers of each ion can be obtained.

This can be done by field gradient 7Li NMR measurements, hi addition, 19F NMR Ti and

T2 relaxation measurements are helpful to assess the rotational and hopping frequencies of

the TFSA" anions. By comparing the correlation times and activation energies of the

rotational and translational motions of the Plx+ cations, TFSA" anions and the Li+ ions, a

clearer picture of the associations between the rotational and translational motions of the

three ionic species could be obtained. This work has not been done in this study due to the

interference from the background in 19F NMR. I3C NMR could also be useful to study the

rotational mechanisms of the Plx+ and TFSA" ions.

It is interesting to test the performance of these mixtures as solid state electrolyte materials

in lithium batteries. A sample of 5 mol% LiTFSA in P12TFSA has been assembled in a

lithium battery as a preliminary test. After charging, the cell voltage is in the normal range
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for a lithium cell, indicating that Li+ ions are conductive in the electrolytes. More work is

needed to make full assessments about the stability of the electrolytes, energy density,

power density, interfacial behavior, lifetime, etc.

Since it has been found in this study that the Plx+ cations and the TFSA" anions also

participate in the diffusion, it is of interest to employ some molecular plastic crystals as the

parent materials. The doped Li+ ions are very mobile through the parent network whilst the

parent molecules do not contribute to the conductivity, even though they involve in the

diffusion. A higher ty+ would then be expected. The requirement for the plastic crystal

molecules is that, the interactions between the molecules and the Li+ ions should be weak

enough to allow a high diffusional mobility for the Li+ ions while the associations between

the anions of the lithium salts and the plastic crystal molecules should be strong. The

mobility of the anions could thus be restricted. This could also be achieved by doping with

new lithium salts, where the degree of dissociation of the anions and Li+ ions should be

high while the anion is bulky and immobile. Recently, Angell et al. have reported a new

lithium salt, lithium bis(perfluoropinacolato)borate LiB[OC(CF3)2]4 [303]. The negative

charge on the anion is delocalized, as there are eight CF3 groups with strong electron-

withdrawing ability. The Li+ ions and the anions appear to be fully dissociated in PC

solvent. If a lithium salt like this is doped into molecular plastic crystals, the mobility of

the anions should be restricted, as bigger vacancies are needed for the anionic diffusion.

The Li+ ions could be dissociated easily with the anions and become very mobile through

the molecular network.

The thermodynamic and kinetic properties of the PlxTFSA salts are worthy of further

study. The observation of a possible glass transition in P12TFSA indicates that these

plastic crystals could be compared dynamically with a large number of materials exhibiting

glass transitions, either an orientational glass transition or a structural glass transition.

These materials could be unified within a common mathematical framework. Within this

framework, some perplexing aspects of the present salts, such as the relatively low solid-

solid phase transition entropy changes, could be better understood. The dynamics of tie

present systems could also be compared with those of other conductors within this
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framework. Some puzzles, such as the different degree of deviation from the Arrhenius

behavior observed for L12SO4, Na3PO4, PlxTFSA, etc, could be solved. The study of the

thermodynamic and relaxation behaviors for P11TFSA and P12TFSA could be

complicated. Both salts exhibit several plastic crystal phases. Each phase could produce a

corresponding meta-stable glassy state. The salts would need to be treated by different

thermal processes to allow each of the phases to present and to be identified. Heat capacity

and dielectric measurements within each of the phases and through the phase transitions

would be very informative.

In conclusion, the studies of this project reveal that plastic crystals could provide high

conductivity and good mechanical flexibility. They have great potential to be used as

highly effective solid state electrolyte materials in the lithium battery industry. The

thermodynamic and kinetic properties, molecular motions, microstructures, and the

practical applications of plastic crystals are a new exciting area to be explored.
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Appendix A Crystal Lattice Studies by XRD

Determination of the lattice structures at various temperatures for PI 1TFSA and P12TFSA

has been attempted by X-Ray Diffraction (XRD).

A single crystal of P11TFSA was obtained at -150 °C. The crystal lattice structure was

investigated by single crystal X-ray diffraction at -150 °C . The lattice parameters are

listed in Table AP- 1. Each unit cell contains four cations and four anions. The position of

each of the atoms is shown in the reference [295].

It was difficult to grow single crystals of P11TFSA and P12TFSA at room temperature.

Therefore powder X-ray diffraction was employed to study the lattice structures of

PI 1TFSA and P12TFSA at various temperatures. The powder XRD patterns are shown in

Figure AP- 1 and Figure AP- 2. A program TREOR90 (VERSION 90 01 31) was used in

indexing. There has been difficulty in indexing the powder X-ray patterns at temperatures

other than 20 °C probably due to the relatively poor resolution of the instrument below

room temperature.

Two sets of crystal data were obtained for P11TFSA and one set for P12TFSA at 20 °C, as

shown in Table AP- 1. Among the two sets of the indexed crystal lattice parameters for

P11TFSA, the one where p angle is 97° has some consistence with the one at -150 °C.

Both are monoclinic. The P angles are close. The cell constants "b" and "c" are the same.

This result suggests that the lattice structure change in P11TFSA occurs by expansion in

the "a" direction when temperature increases.

All the parameters obtained from the powder XRD are yet to be confirmed.

* This work was mainly carried out by Dr. Craig Forsyth using single crystal X-Ray diffraction. Details about

this work are in Reference [295].
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Table AP- 1 Possible lattice parameters for PllTFSA and P12TFSA. "b two possible results

for PllTFSA obtained by powder XRD.c possible result for P12TFSA obtained by powder

XRD. d Obtained by single crystal XRD [295].

Lattice

Parameter

PllTFSA

-150 °Cd

PllTFSA

20°Ca

PllTFSA

20°Cb

P12TFSA

20°Cc

a (A)

b(A)

c(A)

a(°)

P(°)

Y O

V(A3)

12.8083(3)

13.8305(4)

8.5034(2)

90.000

98.785(2)

90.000

1488.66

13.408(9)

13.834(6)

8.691(6)

90,00

97.03(7)

90.00

1599.96

15.06(1)

13.834(6)

8.691(6)

90.00

117.92(6)

90.00

1599.96

15.42(2)

14.74(3)

8.52(2)

90.00

117.9(2)

90.00

1713.49
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Appendix B A Table of The Summary of The Ammonium Salts Reviewed

Table AF- 2 The lattice structures, the activation energies of ionic rotation and diffusion (Earot and Eadif, respectively), the correlation times of

rotation and diffusion at the melting point (xrot and Td|f, respectively), the activation energies of conductivity (Ea0) for some ammonium salts in phase

I.

Compound

NH4CI

NH4Br

NH4NO3

CH3NH3I

Lattice

structure

NaCl

NaCl

CsCl

CsCl

Cation rotation

Ea™

/kJmor1

20

10

Trot

/s

Cation diffusion

Ea<iif

/kJmor1

120

120

5!

35

4S

5.0x10"8

Anion rotation

Ea™

/kJmor1

rot

^rot

/s

Anionic Diffusion

Ea^

/kJmor1

^dif

/s

1.6X10"7

1.8* 10"7

Eao

/kJmol-1

67

51

Rcf.

[234]

[234]

[214]

[304]

[287]
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Compound

CH3NH3Br

CH3NH3CIO4

CH3NH3NO3

(CH3NH3)2SO4

C3H7NH3C1

C4H9NH3CI

CsH,,NH3Cl

Lattice

structure

CsCl

NaCl

CsCl

Hexagonal

Tetragonal

Tetragonal

Tetragonal

Cation rotation

/kJmor1

20

17

20

5.1

6

trot

/S '

8.9xl0-13

1.6xlO'12

Cation diffusion

Eajif

/kJmol-'

51

49

29

29

76

40

64

50,44

Tdl/S.

l . lxlO"8

l . l x l O 8

2.7x10"8

9.7x10"8

l.OxlO"8

2.8x10'7

Anion rotation

Earo,

/kJmor1

Trot

/s

Anionic Diffusion

Eadif

/kJmor1

tdif

/s

1.2*10-7

Ea 0

/kJmor1

45

37

45

46

Ref.

[58]

[219]

[220]

[220,

221]

[227]

[228]

[59]

[229]
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Compound

C6H)3NH3C1

C7HI5NH3C1

C8H17NH3C1

QH^NHjCl

C10H2INH3CI

(C2H5)2NH2Br

(C3H7)2NH2Br

(C4H9)2NH2Br

Lattice

structure

Tetragonal

Tetragonal

Tetragonal

Tetragonal

Tetragonal

Tetragonal

Tetragonal

Tetragonal

Cation rotation

/kJmol-'

5.1

5.8

5.4

5.5

6.0

18

12

14

Trot

/s

3.5xlO-12

6.5xlO12

4.4x10"12

4.3xlO"12

2.2x10-'2

Cation diffusion

Eadjf

/kJmol"1

60

75

70

80

90

51

60

69

l.OxlO-7

1.2xlO-7

1.6X10'7

Anion rotation

Ea™

/kJmol"1 /s

Anionic Diffusion

Eajif

/kJmol-1

45

40

50

Tdif

/s

5.5xlO-8

l.lxlO'7

1.3X10"7

Ea o

/kJmol-1

48

54

57

57

64

58

61

Ref.

[230]

[230]

[230]

[230]

[230]

[231]

[231]

[231]
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Compound

(CH3)2NH2C1O4

(CH3)3NHC1O4

(CHj)3NHBF4

(CH3)4NC1O4

(CH3)4SCN

(CH3)3NCH2CH3C1O4

(CH3)3NCH2CH3PF6

Lattice

structure

Tetragonal

Tetragonal

CsCl

CsCl

CsCI

Cation rotation

/kJmol-'

14.6

rot

rot

24.2

21

27

19

Trol

/s

Cation diffusion

Eajif

/kJmol"1

37.6

57.9

21

110

60

56

rot

Anion rotation

Earot

/kJmol-1

11.9

40.7

rot

5

Trot

/s

Anionic Diffusion

Eajif

/kJmor1

dif

53

Tdif

/s

Ea0

/kJmol-1

100

Ref.

[233]

[232]

[226]

p j 2]

[57]

[226]

[222]

[53]

[53]
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Compound

(CHJJJNCHZCHJNOJ

PyrroIidiniumC104

PyrrolidiniumPF6

PiperidiniumCIO4

PiperidiniumPFs

PiperidiniumNO3

Lattice

structure

NaCl

CsCI

CsCl

CsCI

CsCI

NaCl

Cation rotation

/kJrnor1

13

7

7

10

17

25

Trot

/s

Cation diffusion

Eadjf

/kJmol"1

48

45,42

61

61,57

1.2X10"7

1.8xl0-7

Anion rotation

Ea™

/kJmol-1

rot

10

Rot

15

rot

Trot

/s

Anionic Diffusion

Eajif

/kJmol-1

25

44,39

Tdif

/s

l.lxlO"7

l.OxlO"7

Ea0

/kJmol-1

Ref.

[53]

[55]

[55]

[52]

[54]

[52]
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Appendix C Publications

List of publications and Patents:

1. D.R. MacFarlane, J. Huang, and M. Forsyth, Lithium-doped plastic crystal

electrolytes exhibiting fast ion conduction for secondary batteries. Nature

(London), 1999. 402: p. 792-794.

2. M. Forsyth, J. Huang, and D.R. MacFarlane, Lithium-doped n-methyl-n-

ethylpyrrolidinium bis(trifluoromethanesulfonyl) amide fast-ion conducting plastic

crystals. J. Mater. Chem., 2000.10: p. 2259-2265.

3. J. Huang, M. Forsyth, and D.R. MacFarlane, Solid state lithium ion conduction in

pyrrolidiniurn imide-lithium imide salt mixtures. Solid State Ionics, 2000. 136-

137: p. 447-452.

4. J. Golding, N. Hamid, D.R. MacFarlane, M. Forsyth, C. Forsyth, C. Collins and J.

Huang, N-methyl-n-alkylpyrrolidinium hexafluorophosphate salts: Novel molten

salts and plastic crystal phases. Chem. Mater., 2001.13: p. 558-564.

5. D.R. MacFarlane, M. Forsyth, and J. Huang, Ion conductive material having a

dopant ion in an organic matrix phase., in PCT Int. Appl. 2001: Australia, p.

21pp.

6. CM. Forsyth, D.R. MacFarlane, J.J. Golding, J. Huang, J. Sun and M. Forsyth,

Structural characterization of novel ionic materials incorporating the

bis(trifluromethylsulphonyl)amide anion. Chem. Mater., 2002. 14: p. 2103-2108.

7. A.J. Hill, J. Huang, J. Eflhimiadis, P. Meakin, M. Forsyth and D.R. MacFarlane,

Microstructural and molecular level characterisation of plastic crystal phases of

pyrrolidinium trifluoromethanesulfonyl salts. Solid State Ionics, 2002.154-155: p.

119-124.
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Papers in Preparation

1. J. Huang, M. Forsyth, D.R. MacFarlane, et al., Solid state lithium ion conductor

based on n-methyl-n-methylpyrrolidinium bis(trifluoromethanesulfonyI)amide-

lithium bis(trifluoromethanesulfonyl)amide mixtures. In preparation.

2. J. Huang, M. Forsyth, and D.R. MacFarlane, N-methyl-n-propylpyrrolidinium

hexafluorophosphate-lithium hexafluorophosphate mixtures: Thermal properties,

ionic motion and conductivity. In preparation.

3. J. Huang, D.R. MacFarlane, M. Forsyth, et al., A study of conduction mechanism

of plastic crystalline phases of pyrrolidinium bis(trifluoromethanesulfonyl)amide

salts. In preparation.

4. J. Huang, D.R. MacFarlane, and M. Forsyth, A study of the plastic crystalline

phase of n-methyl-n-ethylpyrrolidinium bis (trijluoromethanesulfonyl) amide:

Mechanical properties, microstnicture and ionic motion. In preparation.

5. J. Huang, D.R. MacFarlane, and M. Forsyth, A study of n-methyl-n-

methylpyrrolidinium bis (trijluoromethanesulfonyl) amide: Mechanical properties,

microstructure, ionic motion and conductivity. In preparation.
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