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#### Abstract

This thesis mainly studies linear subspace analysis and its applications in computer vision. Using first-order matrix perturbation expansion theory, we present a statistical analysis of the noise effect on subspace approaches to computer vision tasks. More specifically, we derive an explicit formula for the denoising capacity of the low rank matrix, in terms of the noise level, the sizes of the measurement matrix and the dimensionality. Similarly, by using first-order matrix perturbation expansion theory, we also derive an explicit formula for the learning capacity of algorithms using a learnt low-rank subspace approximation.


In the missing data problem under a low rank constraint, we present a criterion to recover the most reliable submatrix, in terms of deciding when the inclusion of extra rows or columns, containing significant numbers of missing entries, is likely to lead to poor recovery of the missing parts. This is based on the aforementioned theory of the denoising capacity of a large low-rank matrix. The superiority of our algorithm is validated in the structure from motion problem.

We propose a new error distance for the subspace-based recognition problem. This is based on the theory about the learning capacity in low-rank subspace approaches. In face recognition, we employ the iterative reweighted least square (IRLS) technique to detect the pixels that do not following the Lambertian reflectance model.

In this thesis, we also study other rank-constraint problems. We prove that the distance vectors under different views approximately lie in a linear subspace with a dimension of 6 . We study the parameter estimation problem in a general heteroscedastic linear system, by putting the problem in the framework of the bilinear approach to low-rank matrix approximation.
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## Chapter 1

## Introduction

Linear subspace analysis (LSA) has become rather ubiquitous in the solution of a wide range of problems arising in pattern recognition and computer vision. The essence of these approaches is that certain structures are intrinsically (or approximately) low dimensional: for example, the factorization approach to the problem of structure from motion (SFM) (Tomasi et al. 1992) and the principal component analysis (PCA)-based approach to face recognition (Turk et al. 1991; Hallinan 1994; Eipstein et al. 1995). Such approaches have also been employed in a wide range of other fields: like DNA prediction (Troyanskaya et al. 2001), recommender system (Sarvar et al. 2000; Brand 2003), and even the general "knowledge or opinion networks" (Maslov et al. 2001).

Computational approaches to such problems have been well established. Their central idea is to employ the singular value decomposition (SVD) (Golub et al. 1996) to obtain the low-dimensional representation of the high-dimensional structures. This representation, obtained by the SVD, is the best approximation, measured by the Frobenius norm or the 2-norm (Gold et al. 1996). More importantly, it is the maximum likelihood (ML) estimate, assuming the signal is corrupted with i.i.d. Gaussian noise (Press et al. 1992; Reid et al. 1996; Hartley et al. 2000; Irani et al. 2000; Anandan et al. 2002).

### 1.1 Issues to be addressed and motivations

### 1.1.1 i.i.d. Ganssian noise in the SVD

Although it is well known that the estimate, by the SVD, is the ML estimate in the presence of i.i.d. Gaussian noise, little effort has been spent on the analysis of the noise effects in the SVD-based applications. The lack of such a performance analysis impedes the careful design of optimal systems. For example, in the factorization
approach to SFM, it is widely accepted that processing more frames produces a more accurate result than depending on just a few ("few" typically being little more than 3) frames. It was even claimed (Thomas et al. 1999) that the 3D scene could be reconstructed to arbitrary accuracy given enough frames. However, there are many questions one could pose about this, for example: what is the gain of adding the data from one extra frame to a very large measurement matrix? What precision does the 3D reconstruction have as the number of the frames approaches infinity?

The questions above relate to the performance analysis of the SVD in the presence of noise. Fundamentally, they are specific examples of the following questions. Supposing the noise level is small enough, how much signal is retained by keeping the largest $r$ components? Or, how much has the noise been reduced, as a result of discarding the other components? In this sense, we are blindly using a SVD, without knowing its capacity for separating the signal from the noise: how close the low-rank approximation matrix to the noise-free matrix is, or how close the SVD-based subspace to the ground-truth subspace is.

One of the major tasks of this thesis is to analyze the performance of the SVD in the presence of noise. This will be done in the context of the two computer vision tasks: in the factorization method for the structure from motion and in PCA-based face recognition.

### 1.1.2 Missing data problem under low-rank constraint

One prominent drawback with the SVD-based approaches is their inability to deal with the missing data. A SVD can only be applied to complete matrices. However, in computer vision, it is common to require operations on matrices with "missing data", for example because of occlusion or tracking failures in the SFM problem.

Take the SFM as an example. SFM with missing data has been well studied in computer vision community, eg (Tomasi et al. 1992; Shum et al. 1995; Jacobs 1997; Heyden et al. 1998; Kahl et al. 1999; Ja cobs 2001; Brand 2002; Guerreiro et al. 2003), etc. In terns of the computation, we divide these approaches into two categories: iterative and non-iterative. The non-iterative approaches include: (Tomasi
et al. 1992; Heyden et al. 1998; Jacobs et al. 1998; Kahl et al. 1999; Jacobs 2001; Brand 2003), etc; and the iterative approaches include: (Shum et al. 1995; Guerreiro et al. 2003), etc.

Both approaches have their advantages and disadvantages. Iterative methods are usually more computation expensive. Moreover, they can suffer from the divergence problem when there is a large amount of missing data and when the observed data has been badly corrupted by noise. In contrast, the non-iterative methods cannot make full use of the information in the observed data, even though they are generally fast and stable.

A compromise approach is possible and, indeed, very efficient, as will be presented in chapter 5 .

### 1.1.3 Low rank approximatoin and parameter estimation in a

## hetaroscedastic system

Another drawback with the SVD (Golub et al. 1996) is its "inefficiency" in dealing with the heteroscedastic noise. Here, we mean the "inefficiency" the fact that the estimate, by the SVD, is not the ML estimate in the heteroscedastic system, as pointed out in (Irani et al. 2000; Anandan et al. 2002).

The Mahalanobis distance is always employed as the minimization objective function, in such a heteroscedastic system (Leedan et al. 1999; Matei et al. 1999; Irani et al. 2000; Leedan et al. 2000; Matei et al. 2000; Anandan et al. 2002). If the noise can be modelled as Gaussian, either i.i.d. or correlated, the minimizer of the Mahalanobis distance is the ML estimate.

A closely related problem is the parameter estimation in a heteroscedastic system, where some good approaches, like FNS (Chojnacki et al. 2000; Chojnacki et al. 2004)and HEIV (Leedan et al. 1999; Matei et al. 1999; Leedan et al. 2000; Matei et al. 2000), are already available. However, no convergence in these iterative approaches is ensured, as pointed out in the literature. Another limitation of these
approaches is that they can't model the correlations among different rows of the "general measurement matrix".

In this thesis, we employ the bilinear approach (Shum et al. 1995; Guerreiro et al. 2003; Vidal et al. 2004) to calculate the optimal estimate of the low-rank matrix approximation, measured by the Mahalanobis distance. Notably, a large set of parameter estimation can be put in the framework of the low-rank matrix approximation. In this way, we solve the parameter estimation problem in a heteroscedastic system.

### 1.2 Contributions of this thesis

This thesis has two major contributions. First, it presents an analysis of the i.i.d. Gaussian noise effects in SVD-based computer vision tasks, especially in the context of the factorization method for the SFM problem and in PCA-based face recognition. This is achieved by using the matrix perturbation expansion theory (Wilkinson 1965; Stewart et al. 1990) as the major tool. Second, we employ the bilinear approach (Shum et al. 1995; Guerreiro et al. 2003; Vidal et al. 2004) to calculate the low-rank matrix approximation in a heteroscedastic system, and consequently solve the parameter estimation problem in a heteroscedastic system.

More specifically, we study the following problems:

- In the factorization method, we study the error between the noise free measurement matrix and the approximated (low rank) measurement matrix. Using the matrix perturbation expansion theory, we derive an explicit formula for the mean square error (MSE) of the approximated (low rank) matrix, in terms of the noise level, the sizes of the measurement matrix and the dimensionality. We call this the denoising capacity of a large low-rank matrix.
- With this characterization of the denoising capacity, we can explain the accepted fact that more frames produce more accurate result than a few ("few" typically being little more than 3) frames. Moreover, we can explain
other phenomenon: that one more frame helps little in improving the reconstruction precision after 20-40 frames (Morita et al. 1997). More importantly, by using the denoising capacity, we present, in chapter 5 , a criterion to recover the most reliable submatrix, in terms of deciding when the inclusion of extra rows or columns, containing significant numbers of missing entries, is likely to lead to poor recovery of the missing parts.
- In PCA-based face recognition, we study the reprojection error of a new face image upon a low-dimensional subspace, which is learned from a few samples. By using the first-order matrix perturbation theory, we also derive an explicit formula for such a reprojection error measure. This error comes from two independent sources: one source is the noise in the training samples and another in the noise in the test image. Based on this learning capacity theory, we propose a new error distance for subspace-based recognition problems.
- We study the parameter estimation problem in a gencral heteroscedastic linear system, by putting the problem in the framework of the bilinear approach to the low-rank matrix approximation. We extend the bilinear approach to the heteroscedastic system and consequently solve the problem of parameter estimation in a heleroscedastic system.


### 1.3 Organization of this thesis

Although the core contribution of this thesis is a general theoretical analysis of the noise effect in the SVD-based applications, this thesis mainly concerns two computer vision tasks: the factorization method for the SFM problem and the PCAbased face recognition, in order to make the general problem concrete. Thus, a significant portion of this thesis is devoted to developing such a context.

A brici description of the subsequent chapters is as follows:

- Chapter 2: SVD and perturbation expansion theory. The requisite knowledge of the matrix theory is covered, including the SVD theorem and the first-order matrix perturbation theory. We also include our new result conceming the first-
order perturbation expansions of the singular vectors (eigenvectors), associated with a multiple singular value (eigenvalue).
- Chapter 3: The factorization method in SFM and PCA-based face recognition. We review the development of the factorization method for the SFM problem and describe the seminal factorization method in detail. Then, we present an overview of the PCA-based face recognition.
- Chapter 4: Analysis of noise effect in the SVD-based applications. The noise effect in the SVD is analyzed in the context of two computer vision tasks: the factorization method for the SFM problem and PCA-based face recognition. This analysis is important in since the results in this chapter will be used in chapter 5 and chapler 8.
- Chapter 5: Recovering the missing components in a large noisy low-rank matrix: application to SFM. This chapter concens the missing data problem under a low rank constraint. First, an iterative approach, with weak convergence, to this problem is proposed. More importantly, by using the denoising capacity theory from chapter 4 , we present a criterion to recover the most reliable submatrix, in terms of deciding when the inclusion of extra rows or columns, containing significant numbers of missing entries, is likely to lead to poor recovery of the missing parts.
- Chapter 6: Bilinear approach to the parameter estimation of a general heteroscedastic linear system, with application to conic fitting. We study the parameter estimation problem in a general heteroscedastic linear system, by puting the problem in the framework of the bilinear approach to the low-rank matrix approximation. The conic fitting problem is studied as a specific example of the general theory.
- Chapter 7: Orthographic projection of distances: a lowdimensional approximation. We prove that the distance vectors under different views approximately lie in a linear subspace with a dimension of 6 .
- Chapter 8: Subspace-based face recognition: outlier detection and a new distance criterion. We propose a new error distance for the subspace-based recognition problem, based on the theory about the learning capacity introduced in chapter 4. Moreover, in order to remove points not following the Lambertian reflectance model, we employ the iterative reweighted least square (IRLS)


## Chapter 1: Introduction

technique to delect the pixels that do not obey the dimension-3 subspace constraint.

- Chapter 9: Conclusion and future directions. We summarize the main work in this thesis and give some comments of the future research.


## Chapter 2

## SVD and perturbation expansion theory

In this chapter, we intend to provide a background, in terms of the relevanit matrix theory for the following chapters. However, this chapter does a little more than just survey known results: a result that appears to be new is also presented.

We first introduce (section 2.1) some notations used in this chapter and in the rest of the thesis. In section 2.2, we introduce the singular value decomposition (SVD) theorem (Golub et al. 1996), with two iterative approaches to compute the singular vectors, associated with the largest (few) singular values. Section 2.3 includes a treatment of Matrix Perturbation Expansion theory (Wilkinson 1965; Stewart et al. 1990); including our new result, which can be found in section 2.3.2.

### 2.1 Notation

The notation introduced here will be used through the rest of the thesis. A matrix will be denoted by a bold capital lelter, such as $\mathbf{M}$, and a bold lowercase letter represents a vector, e.g. $\mathbf{x}$. The $i^{\text {th }}$ column of $\mathbf{M}$ is denoted by $\mathbf{M}_{i}$. A scalar entry in a vector or in a matrix will be denoted by, for example, $x_{1}$ or $M_{1,2}$ respectively. $\mathbf{I}_{n}$ denotes the $n \times n$ identity matrix, and $\mathbf{0}_{m, n}$ for an $m \times n$ zero-matrix. $\mathbf{e}_{i}$ is the $i^{\text {th }}$ column of $\mathbf{I}_{n}, \mathbf{M}_{i \cdot j, k: l}$, a notation from Matlab, denotes for the submatrix of $\mathbf{M}$ : the intersection of the $i-t o-j$ rows and the $k$-to-l columns. The set of $m \times n$ matrices with orthonormal columns is denoted by $O^{m, n}$. That is, $\mathbf{U} \in O^{m, n}$ iff $\mathbf{U}^{T} \mathbf{U}=\mathbf{I}_{n}$. Such a matrix will always be denoted by $\mathbf{U}$ or $\mathbf{V}$.

The Frobenius norm of a matrix $\mathbf{M}$ (or a vector) will be denoted as $\|\mathbf{M}\|_{F}$, where $\|\mathbf{M}\|_{F}=\sqrt{\sum_{i, j} M_{i, j}^{2}} \cdot \operatorname{Span}(\mathbf{M})$ denotes the subspace spanned by the columns of $\mathbf{M}$. The distance of a vector $\mathbf{m}, \mathbf{m} \in R^{m}$, to the subspace $\operatorname{Span}(\mathbf{M}), \mathbf{M} \in R^{m, n}$, is
denoted as $d(\mathbf{m}, \operatorname{Span}(\mathbf{M}))$ and it is sometimes described as the distance of a vector $m$ to a matrix $\mathbf{M}$, denoted as $d(\mathbf{m}, \mathbf{M})$. If $\mathbf{U} \in O^{m, n}$, $d(\mathbf{m}, \mathbf{U})=\left\|\mathbf{m}-\mathbf{U U}^{T} \mathbf{m}\right\|_{F}$.

The hat symbol, " $\wedge$ ", denotes an estimate of the quantity beneath the symbol. Usually, a signal is observed with noise. We denote the observed signal with an unadorned symbol that depends on its nature; for example: $s$, $s$, or $\mathbf{S}$, for a scalar, a vector or a matrix respectively. Although the true signal, without noise, is generally unknown, we need to refer to it in some cases, especially when we evaluate the performance. In this thesis, we use the symbol " $\sim$ " to denote the noise-free signal, eg $\widetilde{s}$.
$\mathbf{M}^{r}$ denotes the closest rank-r approximation of $\mathbf{M}$, which can be obtained by SVD (Golub et al. 1996). The SVD, itself, will be introduced in the next section. The symbol " $\approx$ " means the first order perturbation, explained in section 2.3. Finally, " $\cong$ " means equality, in the sense of statistical expectation.

### 2.2 Singular value decomposition

The singular value decomposition plays an important role in many a pplications, where a few of the largest singular values, and possibly their associated singular vectors, are needed. This includes the calculation of the low rank approximation of a matrix. Such applications can be found in the factorization method for structure from motion in computer vision (Tomasi et al. 1992; Poelman et al. 1997), object modeling from range images in computer vision (Shum et al. 1995), data analysis (Mardia 1979), image processing and coding (Pratt 1975), model reduction (Moore 1981), pattern recognition (Chien et al. 1967), the minimal realization of linear system (Kung et al. 1987) and antenna array processing (Schmidt 1979; Bienvenu et al. 1983).

### 2.2.1 SVD theorem

The principle behind the SVD (Golub et al. 1996) states that any matrix, $\mathrm{M} \in R^{m, n}$, can be decomposed into

$$
\begin{equation*}
\mathbf{M}=\mathbf{U \Sigma} V^{T} \tag{2.1}
\end{equation*}
$$

where $\quad \mathbf{U} \in O^{m, m}, \quad \mathrm{~V} \in O^{n, n}$ and $\mathbf{\Sigma}=\operatorname{diag}\left\{\sigma_{1}, \sigma_{2}, \cdots, \sigma_{p}\right\} \in R^{m, n}$, with $p=\min (m, n)$ and $\sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{p} \geq 0$.

Without loss of generality, suppose $m \geq n .\left\{\sigma_{i}^{2} \mid i=1,2, \cdots, n\right\}$ are the eigenvalues of $\mathbf{M}^{T} \mathbf{M}$, or the first $n$ largest eigenvalues of $\mathbf{M} \mathbf{M}^{T}$. The first $n$ left singular vectors of $\mathbf{M}$ are $\left\{\mathbf{U}_{i} \mid i=1,2, \cdots, n\right\}$, where $\mathbf{U}_{i}$ is the eigenvector, corresponding to the eigenvalue of $\lambda_{i}^{2}$, of $\mathbf{M} \mathbf{M}^{r}$. Similarly, the right singular vectors of $\mathbf{M}$ are $\left\{V_{i} \mid i=1,2, \cdots, n\right\}$, where $V_{i}$ is the e igenvector, corresponding to the e igenvalue of $\lambda_{i}^{2}$, of $\mathbf{M}^{T} \mathbf{M}$.

Another important fact (Golub et al. 1996), is that one can easily construct $\mathbf{M}^{k}$, the closest rank $k$ approximation of M , measured by 2 -norm or Frobenius-norm, by:

$$
\begin{equation*}
\mathbf{M}^{k}=\sum_{i=1}^{k} \sigma_{i} \mathbf{U}_{i} V_{i}^{T} \tag{2.2}
\end{equation*}
$$

Specifically,

$$
\begin{gather*}
\left\|\mathbf{M}-\mathbf{M}^{k}\right\|_{2}=\sigma_{k+1}  \tag{2.3}\\
\left\|\mathbf{M}-\mathbf{M}^{k}\right\|_{F}=\sqrt{\sum_{j=k+1}^{n} \sigma_{j}^{2}} \tag{2.4}
\end{gather*}
$$

### 2.2.2 Power method and orthogonal iteration method for the computation of one or a few singular values and vectors

In many applications, such as in the PCA (Mardia 1979) and the factorization method for SFM (Tomasi et al. 1992), only a few of the largest singular values and their associated singular vectors are needed. From the SVD theorem above, it can be observed that the right (left) singular vectors of $\mathbf{M}$ are the eigenvectors of
$\mathbf{M}^{T} \mathbf{M}$ ( $\mathbf{M} \mathbf{M}^{T}$ ). In this subsection, we concentrate on the computation of a few of the most dominant eigenvalues and their associated eigenvectors.
2.2.2.1 The power method (Golub et al. 1996)

Suppose a matrix $\mathbf{M} \in R^{n \times n}$ is diagonalizable and that $\mathbf{X}^{-1} \mathbf{A X}=\operatorname{diag}\left\{\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}\right\} \quad$ with $\quad \mathbf{X}=\left[\mathbf{X}_{1}, \mathbf{X}_{2}, \cdots, \mathbf{X}_{n}\right] \quad$ and $\left|\lambda_{1}\right|>\left|\lambda_{2}\right| \geq\left|\lambda_{3}\right| \geq \cdots \geq\left|\lambda_{n}\right|$. Starting from an arbitrary initial vector $\mathbf{v}^{(0)}$, a sequence $\left\{\mathbf{v}^{(k)}\right\}$ will produced by the power method:

$$
\begin{aligned}
& \text { for } k=1,2, \ldots \\
& \\
& \text { end } \quad \mathbf{z}^{(k)}=\mathbf{M} \mathbf{v}^{(k-1)} ; v^{(k)}=\mathbf{z}^{(k)} /\left\|\mathbf{z}^{(k)}\right\|_{F}
\end{aligned}
$$

If $\mathbf{v}^{(0)}=c_{1} \mathbf{X}_{1}+c_{2} \mathrm{X}_{2}+\cdots+c_{n} \mathrm{X}_{n}$ and $c_{1} \neq 0$, then it follows that

$$
\begin{equation*}
\mathbf{M}^{k} \mathbf{v}^{(0)}=c_{1} \lambda_{1}^{k}\left(\mathbf{X}_{1}+\sum_{j=2}^{n} \frac{c_{j}}{c_{1}}\left(\frac{\lambda_{j}}{\lambda_{1}}\right)^{k} \mathbf{X}_{j}\right) \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{v}^{(k)}=\xi_{k} \lambda_{1}^{k}\left(\mathbf{X}_{1}+\sum_{j=2}^{n} \frac{c_{j}}{c_{1}}\left(\frac{\lambda_{j}}{\lambda_{1}}\right)^{k} \mathbf{X}_{j}\right) \tag{2.6}
\end{equation*}
$$

where $\xi_{k}$ is a constant.

From (2.6), $\left\{v^{(k)}\right\}$ approaches the direction of $\mathbf{X}_{1}$ and the convergence ratio is $\left|\lambda_{2} / \lambda_{1}\right|$.
2.2.2.2 The orthogonal iteration method (Golub et al. 1996)

Only the most dominant eigenvector, with its associated eigenvalue, is computed in the power method. To overcome this drawback, a straightforward generalization of the power method can be used to compute an invariant subspace, which is spanned by a few dominant eigenvectors. Following the assumption in section 2.2.2.1, we suppose that the starting matrix with $r$ orthogonal columns, $\mathbf{Q}^{(0)}$, has the property that $\mathrm{X}_{i}^{r} \mathbf{Q}^{(0)} \neq 0$ for $i=1,2, \cdots, r$. Under this assumption, a sequence of matrices with $r$ orthogonal columns $\left\{Q^{(k)}\right\}$ can be obtained:

$$
\text { for } k=1,2, \ldots
$$

$$
\begin{aligned}
& \mathbf{Y}^{(k)}=\mathbf{M} \mathbf{Q}^{(k-1)} \\
& \mathbf{Q}^{(k)} \mathbf{R}^{(k)}=\mathbf{Y}^{(k)} \quad(Q R \text { factorization })
\end{aligned}
$$

end

It has been proved in (Golub et al. 1996) that the subspace span $\left\{\mathbf{Q}^{(k)}\right\}$ approaches $\operatorname{span}\left\{\mathbf{X}_{1}, \mathbf{X}_{2}, \cdots, \mathbf{X}_{r}\right\}$ and the convergence ratio is $\left|\lambda_{r+1} / \lambda_{r}\right|$.

### 2.3 Matrix perturbation theory

Noise is inevitably introduced in almost all practical signals, for example, due to the measurement uncertainty. The central question in matrix perturbation theory is to characterize how a small variation (or more precisely, perturbation) produces an error in functions of that matrix. Two issues are usually addressed in perturbation theory: the development of a perturbation expansion and the calculation of a perturbation bound (Stewart et al. 1990). In this section, we concentrate on the former issue, the perturbation expansion, which will be used in the analysis of the performance of the SVD-based applications in noisy environments.

Only the perturbation expansion concerning singular values/vectors is needed in this thesis. However, we also include the perturbation expansion theory concerning the eigenvalues/eigenvectors as a useful way to arrive at our results. With our objective, though, in the eigenvalues/eigenvectors form, we need only consider symmetric matrices.

To our best knowledge*, the perturbation expansion of the eigenvectors/singularvectors is available only for those that correspond to a simple eigenvalue or singular value (Wilkinson 1965; Stewart et al. 1990). In section 2.3.1, we review such theory; and present, in section 2.3.2, our new results for those that correspond to a multiple eigenvalue or singular value. In order to have a complete description of the perturbation theory, we give all the proofs, including those available in the textbooks (Wilkinson 1965; Stewart et al. 1990), p lus those leading to our new results.

[^0]
### 2.3.1 Perturbation theory

Here, we do not follow the notation in (Wilkinson 1965), where an arbitrarily small positive number, $\varepsilon$, was introduced. Because we only consider the firstorder perturbation, a simpler and straightforward form works. For example, suppose $\mathbf{M}$ has a simple eigenvalue $\lambda$, and the associated eigenvector is $\mathbf{x}$. If $\mathbf{M}$ is corrupted with $\Delta \mathbf{M}$ and $\Delta \mathbf{M}$ is small enough, the first-order perturbations of the eigenvalue and the eigenvector, denoted as $\Delta \lambda$ and $\Delta x$ respectively, will also be small enough, from Ostrowski's continuity theorem (Wilkinson 1965). Suppose their higher-order terms are $\delta \lambda$ and $\delta \mathbf{x}$, respectively. From $(\mathbf{M}+\Delta \mathbf{M})(\mathbf{x}+\Delta \mathbf{x}+\delta \mathbf{x})=(\lambda+\Delta \lambda+\delta \lambda)(\mathbf{x}+\Delta \mathbf{x}+\delta \mathbf{x})$, we have the first-order perturbation, by dropping the higher-order terms:

$$
\begin{equation*}
\mathbf{M} \cdot \mathbf{x}+\mathbf{M} \cdot \Delta \mathbf{x}+\Delta \mathbf{M} \cdot \mathbf{x} \approx \lambda \cdot \mathbf{x}+\lambda \cdot \Delta \mathbf{x}+\Delta \lambda \cdot \mathbf{x} \tag{2.7}
\end{equation*}
$$

Of course, this first-order perturbation is same as that in (Wilkinson 1965), despite the difference in notation.

Theory 1 (Wilkinson 1965): Consider a symmetric matrix, $\mathbf{M} \in R^{m . m}$. Suppose $\mathbf{M}$ has $m$ distinct eigenvalues, $\left\{\lambda_{i} \mid i=1,2, \cdots, m\right\}$ and the corresponding eigenvectors are $\left\{\mathbf{x}_{i} \mid i=1,2, \cdots, m\right\}$. If $\mathbf{M}$ is perturbed by a matrix $\mathbf{N}$, the eigenvalues and the eigenvectors of $\mathbf{M}+\mathbf{N}$ are $\left\{\lambda_{i}^{\prime} \mid i=1,2, \cdots, m\right\}$ and $\left\{\mathbf{x}_{i}^{\prime} \mid i=1,2, \cdots, m\right\}$ respectively. Supposing every entry in $\mathbf{N}$ is small enough, the first-order perturbations of eigenvalues and eigenvectors are:

$$
\begin{gather*}
\lambda_{i}^{\prime}=\lambda_{i}+\beta_{i, i}  \tag{2.8}\\
\mathbf{x}_{i}^{\prime}=\mathbf{x}_{i}+\sum_{j \neq i} \frac{\beta_{j, i}}{\lambda_{i}-\lambda_{j}} \mathbf{x}_{j} \tag{2.9}
\end{gather*}
$$

where $\beta_{i, j}=\mathbf{x}_{i}^{T} \mathbf{N} \mathbf{x}_{j}$.

Proof: Suppose $\mathbf{x}_{i}^{\prime}=\mathbf{x}_{i}+\sum_{j \neq i} c_{j, i} \mathbf{x}_{j}$ and $\lambda_{i}^{\prime}=\lambda_{i}+b_{i}$. From the first-order perturbation, we have $\mathbf{M} \mathbf{x}_{i}+\mathbf{M} \sum_{j \neq i} c_{j, i} \mathbf{x}_{j}+\mathbf{N} \mathbf{x}_{i} \approx \lambda_{i} \mathbf{x}_{i}+\lambda_{i} \sum_{j \neq i} c_{j, i} \mathbf{x}_{j}+b_{i} \mathbf{x}_{i}$, and

$$
\begin{equation*}
\sum_{j \neq i} c_{j, i}\left(\lambda_{j}-\lambda_{i}\right) \mathbf{x}_{j}+N \mathbf{x}_{i}=b_{i} \mathbf{x}_{i} \tag{2.10}
\end{equation*}
$$

Because $\mathbf{M}$ is symmetric and has $m$ distinct eigenvalues, $\left\{\mathbf{x}_{i}\right\}$ are orthogonal to each other. Pre-multiplying (2.10) by $\mathbf{x}_{i}^{T}$, we obtain $b_{i}=\mathbf{x}_{i}^{T} \mathbf{N} \mathbf{x}_{i}=\beta_{i, i}$. Premultiplying $x_{j}^{T}$, we have $c_{j, i}=\frac{\beta_{j, i}}{\lambda_{i}-\lambda_{j}}$.

Theorem 2 (Stewart et al. 1990): Suppose A (not necessarily symmetric) is corrupted with $\mathbf{N}$ and we observe $\mathbf{B}: \mathbf{B}=\mathbf{A}+\mathbf{N}$. According to the SVD theorem, we have $\mathbf{A}=\mathbf{U} \Sigma \mathbf{V}^{T}$, where $\mathbf{U} \in O^{m \times m}, \boldsymbol{\Sigma}=\operatorname{diag}\left\{\kappa_{1}, \kappa_{2}, \cdots, \kappa_{m}\right\}, \quad \mathrm{V} \in O^{m \times m}$. Define $\mathbf{C}=\mathbf{U}^{\mathbf{T}} \mathbf{N V}$. St:r se $\kappa_{i}$ is a simple non-zero singular value of $\mathbf{A}$. Then, the first order perturbations of the singular values $\lambda_{i}$, the right singular vector $\mathbf{x}_{i}$, and the left singular vector $\mathbf{y}_{i}$, of $\mathbf{B}$ are respectively

$$
\begin{gather*}
\lambda_{i}=\kappa_{i}+C_{i, i}  \tag{2.11}\\
\mathbf{x}_{i}=\mathrm{V}_{i}+\sum_{j \pm i} \frac{\kappa_{i} C_{j, i}+\kappa_{i} C_{i, j}}{\kappa_{i}^{2}-\kappa_{j}^{2}} \mathrm{~V}_{j}  \tag{2.12}\\
\mathrm{y}_{i}=\mathrm{U}_{i}+\sum_{j \neq i} \frac{\kappa_{i} C_{i, i}+\kappa_{j} C_{i, j}}{\kappa_{i}^{2}-\kappa_{j}^{2}} \mathrm{U}_{j} \tag{2.13}
\end{gather*}
$$

Proof: Suppose $\boldsymbol{\Omega}=\boldsymbol{\Sigma}+\mathbf{C}$. Obviously, $\left\{\kappa_{j}\right\}$ and $\left\{e_{j}\right\}$ are respectively the singular values and the right/left singular vectors of $\Sigma$. First, we prove that the singular values $\lambda_{i}^{\prime}$, the right singular vectors $\mathbf{x}_{i}^{\prime}$, and the left singular vectors $\mathbf{y}_{i}^{\prime}$ of $\boldsymbol{\Omega}$ are respectively

$$
\begin{gather*}
\lambda_{i}^{\prime}=\kappa_{i}+C_{i, i}  \tag{2.14}\\
\mathbf{x}_{i}^{\prime}=\mathbf{e}_{i}+\sum_{j \neq i} \frac{\kappa_{j} C_{j, i}+\kappa_{i} C_{i, j}}{\kappa_{i}^{2}-\kappa_{j}^{2}} \mathbf{e}_{j}  \tag{2.15}\\
\mathbf{y}_{i}^{\prime}=\mathbf{e}_{i}+\sum_{i \neq i} \frac{\kappa_{i} C_{j, i}+\kappa_{j} C_{i, j}}{\kappa_{i}^{2}-\kappa_{j}^{2}} \mathbf{c}_{j} \tag{2.16}
\end{gather*}
$$

Suppose $\lambda_{i}^{\prime}=\kappa_{i}+\Delta \kappa_{i}, \mathbf{x}_{i}^{\prime}=\mathbf{e}_{i}+\sum_{j \neq i} f_{j, i} \mathbf{e}_{j}$, and $\mathbf{y}_{i}^{\prime}=\mathbf{e}_{i}+\sum_{j \neq i} g_{j, j} \mathbf{e}_{j}$
From the properties of SVD, we have $\Omega x_{i}^{\prime}=\lambda_{i}^{\prime} y_{i}^{\prime}$ and $\Omega^{T} y_{i}^{\prime}=\lambda_{i}^{\prime} \mathbf{x}_{i}^{\prime}$. Equating their first order parts, we have:
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$$
\begin{gather*}
\Sigma \mathbf{e}_{i}+\mathbf{C} \mathbf{e}_{i}+\Sigma \sum_{i=1} f_{i, i} \mathbf{e}_{j} \approx \kappa_{i} \mathbf{e}_{i}+\Delta \kappa_{i} \mathbf{e}_{i}+\kappa_{i} \sum_{j=i} g_{j, i} \mathbf{e}_{j}  \tag{2.17}\\
\Sigma^{r} \mathbf{e}_{i}+\mathbf{C}^{\tau} \mathbf{e}_{i}+\Sigma^{r} \sum_{j=i} g_{i, i} \mathbf{e}_{i} \approx \kappa_{i} \mathbf{e}_{i}+\Delta \kappa_{i} \mathbf{e}_{i}+\kappa_{i} \sum_{j \neq i} f_{i, i} \mathbf{e}_{j} \tag{2.18}
\end{gather*}
$$

Then

$$
\begin{align*}
& \mathbf{C} \mathbf{e}_{i}+\sum_{j \neq i} \kappa_{j} f_{j . \mathbf{i}} \mathbf{e}_{j}=\Delta \kappa_{i} \mathbf{e}_{i}+\kappa_{i} \sum_{j \neq i} g_{j . i} \mathbf{e}_{j}  \tag{2.19}\\
& \mathbf{C}^{T} \mathbf{e}_{i}+\sum_{j \neq i} \kappa_{i} g_{j, i} \mathbf{e}_{j}=\Delta \kappa_{i} \mathbf{e}_{i}+\kappa_{i} \sum_{j \neq i} \int_{j, i} \mathbf{e}_{i} \tag{2.20}
\end{align*}
$$

First, by equating $\mathbf{e}_{i}$, we have $\Delta \kappa_{i}=C_{i . i}$. And from $\mathbf{e}_{j}(j \neq i)$,

$$
\begin{gather*}
\left\{\begin{array}{c}
\kappa_{i} g_{j, i}-\kappa_{j} f_{j, i}=C_{j, i} \\
-\kappa_{j} g_{j, i}+\kappa_{i} f_{j, i}=C_{i, j}
\end{array}\right.  \tag{2.21}\\
\left\{\begin{array}{l}
g_{j, i}=\left(\kappa_{i} C_{j, i}+\kappa_{j} C_{i, j}\right) /\left(\kappa_{i}^{2}-\kappa_{j}^{2}\right) \\
f_{j, i}=\left(\kappa_{i} C_{j, i}+\kappa_{i} C_{i, j}\right) /\left(\kappa_{i}^{2}-\kappa_{j}^{2}\right)
\end{array}\right. \tag{2.22}
\end{gather*}
$$

So far, (2.14-2.16) have been proved.
From

$$
\begin{equation*}
\mathbf{B}=\mathbf{U} \Omega \mathbf{V}^{r} \approx \mathbf{U}\left[\mathbf{y}_{1}^{\prime}, \cdots, \mathbf{y}_{m}^{\prime}\right] \operatorname{diag}\left\{\lambda_{1}^{\prime}, \cdots, \lambda_{m}^{\prime}\right\}\left[\mathbf{x}_{1}^{\prime}, \cdots \mathbf{x}_{m}^{\prime}\right]^{r} \mathbf{V}^{r} \tag{2.23}
\end{equation*}
$$

$\mathbf{B}$ has $\lambda_{i}^{\prime}, \mathbf{V \mathbf { x } _ { i } ^ { \prime }}$, and $\mathrm{Uy}_{i}^{\prime}$ respectively as its singular values, right and left singular vectors.

The perturbation theory above, concerning the singular values/vectors, holds only for positive (and especially only for significantly large) singular values (Stewart et al. 1990) (Note: singular values have to be non-negative.) In this thesis, only linear subspace analysis based applications are of concern, where the noise-free signal lies in a low-dimensional subspace, for example, of dimension $r$. In these rank- $r$ problems, only the first $r$ largest singular values are needed, where $r \ll m$. Thus, we do not have to consider the behavior of the perturbation for the zero (or near zero) singular values.

### 2.3.2 New perturbation theory, corresponding to a multiple eigenvalue/ singular value

In this section, we present our new result concerning the perturbation expansions, corresponding to the case where the matrix has at least one multiple eigenvalue/singular value.

First, we want to shed some light on the perturbation expansions concerning singular vectors that correspond to a multiple singular value. We do this by considering the perturbation expansions of the eigenvectors of a symmetric square matrix:

Theoren 3: Suppose $\mathbf{M} \in R^{m, m}, \mathbf{M}=\mathbf{M}^{T}$, and it has $m$ eigenvalues $\left\{\lambda_{i}\right\}$ and $m$ eigenvalues $\left\{\mathbf{x}_{\boldsymbol{i}}\right\}$, which are orthogonal to each other*. Without loss of generality, suppose the first $k$ eigenvalues of $\mathbf{M}$ are same, $\lambda_{i}=\lambda$ for $i=1,2, \cdots, k . \mathbf{M}$ is corrupted with $\mathbf{N}$, which, compared with $\mathbf{M}$, is small enough. Define $\mathbf{Q}=\left[\mathbf{x}_{1}, \cdots, \mathbf{x}_{m}\right]^{T} \mathbf{N}\left[\mathbf{x}_{1}, \cdots, \mathbf{x}_{m}\right]$. Then, the first-order perturbation of the first $k$ eigenvalues and eigenvectors of $\mathbf{N}+\mathbf{N}$ are:

$$
\begin{gather*}
\lambda_{i}^{\prime}=\lambda+\delta_{i}  \tag{2.24}\\
\mathbf{x}_{i}^{\prime}=\sum_{j=1}^{k} S_{j, i} \mathbf{x}_{j}+\sum_{j=k+1}^{m} \frac{Q_{j, i}^{\prime}}{\lambda-\lambda_{j}} \mathbf{x}_{j} \tag{2.25}
\end{gather*}
$$

where $\delta_{i}$ (supposing $\delta_{i} \neq \delta_{j}$ if $i \neq j$ ) and $\mathrm{S}_{i}=\left[S_{1, i}, S_{2, i}, \cdots, S_{k, i}\right]^{T}$ are the eigenvalues and eigenvectors of $Q_{1: k: 1: k}$ respectively, i.e. $\mathbf{Q}_{1: k, 1: k}=\mathbf{S} \operatorname{diag}\left\{\delta_{1}, \cdots, \delta_{k}\right\} \mathbf{S}^{-1} \quad$ and $\quad \mathbf{S}=\left[\mathrm{S}_{1}, \mathrm{~S}_{2}, \cdots, \mathrm{~S}_{k}\right] \quad$. Define $\mathbf{Q}^{\prime}=\left[\begin{array}{ll}\mathbf{S}^{-1} & \\ & \mathbf{I}_{m-k}\end{array}\right] \mathbf{Q}\left[\begin{array}{ll}\mathbf{S} & \\ & \\ & \mathbf{I}_{m-k}\end{array}\right]$. The other $m-k$ eigenvalues/eigenvectors can be obtained as in theorem 1.

[^1]Proof: From the perturbation expansion about the eigenvectors corresponding to a multiple eigenvalue (Wilkinson 1965), we can suppose $\mathbf{x}_{i}^{\prime}=\sum_{j=1}^{k} c_{j, i} \mathbf{x}_{j}+\sum_{j=k+1}^{m} f_{j, i} \mathbf{x}_{j}$ and $\lambda_{i}^{\prime}=\lambda i \cdot \Delta \lambda_{i}$. Note: $c_{j, i}$ are different from $f_{j, i} \cdot c_{j, i}$ can possib!y take any value within $[0,1]$, while $f_{j, i}$ approach zeroes if N is small enough.

$$
\begin{equation*}
(\mathbf{M}+\mathbf{N}) \mathbf{x}_{i}^{\prime}=\lambda_{i}^{\prime} \mathbf{x}_{i}^{\prime} \tag{2.26}
\end{equation*}
$$

Equating the first order parts:

$$
\begin{equation*}
\mathbf{M} \sum_{j=1}^{k} c_{i, i} \mathbf{x}_{i}+\mathbf{M} \sum_{j=k+1}^{m} f_{j, i} \mathbf{x}_{j}+\mathbf{N} \sum_{j=1}^{k} c_{i, i} \mathbf{x}_{i} \approx \lambda \sum_{i=1}^{k} c_{i, i} \mathbf{x}_{i}+\lambda \sum_{j=k+1}^{m} f_{i, j} \mathbf{x}_{j}+\Delta \lambda_{i} \sum_{j=1}^{k} c_{j, i} \mathbf{x}_{i} \tag{2.27}
\end{equation*}
$$

Then

$$
\begin{equation*}
\sum_{j=k+1}^{m} \lambda_{j} f_{j, i} \mathbf{x}_{j}+\left[\mathbf{x}_{1}, \cdots, \mathbf{x}_{m}\right] \mathbf{Q}_{1: m, i x} \mathbf{c}_{i} \approx \lambda \sum_{j \in k+1}^{m} f_{j, i} \mathbf{x}_{j}+\Delta \lambda_{i} \sum_{j=1}^{k} c_{j, i} \mathbf{x}_{j} \tag{2.28}
\end{equation*}
$$

where $\mathbf{c}_{i}=\left[c_{1, i}, c_{2, i}, \cdots, c_{k, j}\right]^{T}$. Equating the coefficients of $\mathbf{x}_{j}$ for $(j=1, \cdots, k)$, we have

$$
\begin{equation*}
\mathbf{Q}_{1: x, 1: k} \mathbf{c}_{i}=\Delta \lambda_{i} \mathbf{c}_{i} \tag{2.29}
\end{equation*}
$$

where $\mathbf{Q}_{1: k: 1: k}$ is the left-up $k \times k$ submatrix of $\mathbf{Q}$. If $\mathbf{Q}_{1: k, 1: k}$ has $k$ distinct eigenvalues, the solution of $\Delta \lambda_{i}$ and $\mathbf{c}_{i}$ is unique, as in (2.29). Obviously, $\mathbf{c}$ is the same as S , as defined in the theorem. After substituting $\Delta \lambda_{i}$ and $\mathbf{c}_{i}$ in (2.28), the equality of $\boldsymbol{x}_{j}$ for $(j=k+1, \cdots, m)$ produces the first order perturbations of $f_{j, i}$ as in the theorem.

Following the same notation as used in theorem 2, we consider the perturbation expansion, where the matrix has at least one multiple singular value. This result appears to be a new one.

Theorem 4: A, B, C and $\Sigma$ are defined as those in theorem 2. Define $\boldsymbol{\Omega}=\mathbf{C}+\Sigma$. Without loss of generality, suppose the first $k$ singular values of $A$ are the same: $\left\{\kappa_{i}=\kappa \mid i=1, \cdots, k\right\}$. By SVD, $\Omega_{1: k, 1: k}=\operatorname{FSE}^{T}=\mathbf{F d i a g}\left\{S_{1}, \cdots, S_{k}\right\} \mathbf{E}^{T}$. Let $\mathbf{U}^{\prime}=\left[\begin{array}{ll}\mathbf{F} & \\ & \mathbf{I}_{m-k}\end{array}\right], \mathbf{V}^{\prime}=\left[\begin{array}{ll}\mathbf{E} & \\ & \mathbf{I}_{m-k}\end{array}\right]$, and $\Omega^{\prime}=\mathbf{U}^{\prime \tau} \Omega \mathbf{V}^{\prime}$.

$$
\begin{equation*}
\mathbf{B}=\left(\mathbf{U} \mathbf{U}^{\prime}\right) \Omega^{\prime}\left(\mathbf{V}^{\prime} \mathbf{V}^{\prime}\right)^{r} \tag{2.30}
\end{equation*}
$$

The first order perturbation of the singular values, $\left\{\lambda_{i}^{\prime}\right\}$, right singular vectors $\left\{\mathbf{x}_{i}^{\prime}\right\}$, and left singular vectors $\left\{\mathbf{y}_{i}^{\prime}\right\}$ for $0 \leq i \leq k$, of $\Omega^{\prime}$ are respectively

$$
\begin{gather*}
\lambda_{i}^{\prime}=\Omega_{i, i}^{\prime}=S_{i}  \tag{2.31}\\
x_{i}^{i}=e_{i}+\sum_{j=k+1}^{m} \frac{\kappa_{j}^{\prime} \Omega_{j, i}^{\prime}+\kappa \Omega_{i, j}^{\prime}}{\kappa^{2}-\kappa_{j}^{2}} \mathbf{e}_{j}  \tag{2.32}\\
y_{i}^{\prime}=c_{i}+\sum_{j=k+i}^{m} \frac{\kappa \Omega_{j, i}^{\prime}+\kappa_{j} \Omega_{i, j}^{\prime}}{\kappa^{2}-\kappa_{j}^{2}} \mathbf{e}_{j} \tag{2.33}
\end{gather*}
$$

From (2.30), $\left\{\lambda_{i}^{\prime}\right\}$ are also the first $k$ singular values of $B$, and, the right singular vectors $\left\{\mathbf{x}_{i}\right\}$ and left singular vectors $\left\{\mathbf{y}_{i}\right\}$ of $\mathbf{B}$ are respectively: $\left\{\mathbf{V} V^{\prime} \mathbf{x}_{i}^{\prime}\right\}$ and $\left\{U^{\prime} y_{i}^{\prime}\right\}$. The perturbations, corresponding to other non-zero simple singular values, can be obtained as in theorem 2 .

Proof: Let $\boldsymbol{\Omega}$ has $\left\{\lambda_{i}^{\prime \prime}\right\},\left\{x_{i}^{\prime \prime}\right\}$ and $\left\{y_{i}^{\prime \prime}\right\}$ as its first $k$ singular values, right singular vectors and left singular vectors respectively. For $i>k,\left\{\lambda_{i}^{\prime \prime}\right\},\left\{\mathrm{x}_{i}^{\prime \prime}\right\}$ and $\left\{\mathrm{y}_{i}^{\prime \prime}\right\}$ can be obtained as in theorem 2 . Thus, we concentrate on the first-order perturbation of $\left\{\lambda_{i}^{\prime \prime}\right\},\left\{\mathrm{x}_{i}^{\prime \prime}\right\}$ and $\left\{\mathrm{y}_{i}^{\prime \prime}\right\}$, for $i \leq k$.

First, we only consider one singular value and the corresponding singuiar vectors. Combining the techniques in the proof of theorem 2 and theorem 3 , we assume that the first-order perturbations of the right and the left singular vectors, $x^{\prime \prime}$ and $y^{\prime \prime}$ respectively, have the following forms:

$$
\begin{align*}
& x^{\prime \prime}=\sum_{i=1}^{k} p_{i} \mathbf{e}_{i}+\sum_{i=k+1}^{m} q_{i} \mathbf{e}_{i}  \tag{2.34}\\
& \mathbf{y}^{\prime \prime}=\sum_{i=1}^{k} f_{i} \mathbf{e}_{i}+\sum_{i=k+1}^{m} g_{i} \mathbf{e}_{i} \tag{2.35}
\end{align*}
$$

Note: $p_{i}$ and $f_{i}$ can possibly take any value within $[0,1]$, while $q_{i}$ and $g_{i}$ approach zeroes if N is small enough. From the continuity of the eigenvalues of $\mathbf{M M}^{\boldsymbol{T}}$, the singular values of $\mathbf{M}$ also obey Ostrowski's continuity rule (Wilkinson 1965), because the singular values of the matrix, M, are the square roots of the
eigenvalues of $\mathbf{M} \mathbf{M}^{\tau}$. Supposing the corresponding singular value is $\lambda^{\prime \prime}=\kappa+\Delta \kappa$, squality of the first order parts of $\Omega x^{\prime \prime}=\lambda^{\prime \prime} y^{\prime \prime}$ and $\Omega^{T} y^{\prime \prime}=\lambda^{*} x^{\prime \prime}$ produces:

$$
\begin{gather*}
\kappa \sum_{i=1}^{k} p_{i} \mathbf{e}_{i}+\sum_{i=k+1}^{m} q_{i} \kappa_{i} \mathbf{e}_{i}+\sum_{i=1}^{k} p_{i} \mathbf{C}_{i}=(\kappa+\Delta \kappa) \sum_{i=1}^{k} f_{i} \mathbf{e}_{i}+\kappa \sum_{i * k+1}^{m} g_{i} \mathbf{e}_{i}  \tag{2.36}\\
\kappa \sum_{i=1}^{k} f_{i} \mathbf{e}_{i}+\sum_{i=k+1}^{m} g_{i} \kappa_{i} \mathbf{e}_{i}+\sum_{i=1} f_{i}\left(\mathbf{C}^{T}\right)_{i}=(\kappa+\Delta \kappa) \sum_{i=1}^{k} p_{i} \mathbf{e}_{i}+\kappa \sum_{i=k+1}^{m} q_{i} \mathbf{e}_{i} \tag{2.37}
\end{gather*}
$$

From (2.36) and (2.37), we have, by equating $\mathbf{e}_{s}$ (for $s=1, \cdots, k$ ):

$$
\begin{align*}
& \kappa p_{s}+\sum_{i=1}^{k} p_{i} C_{s, i}=(\kappa+\Delta \kappa) f_{s}  \tag{2.38}\\
& \kappa f_{s}+\sum_{i=1}^{k} f_{i} C_{i, s}=(\kappa+\Delta \kappa) p_{s} \tag{2.39}
\end{align*}
$$

In matrix form, they are:

$$
\begin{align*}
& \left(\mathrm{C}_{1: k, k: k}+\boldsymbol{X}\right) \mathrm{p}=(\kappa+\Delta \kappa) \mathbf{f}  \tag{2.40}\\
& \left(\mathrm{C}_{1: k, k: k}^{T}+\Lambda\right) \mathbf{f}=(\kappa+\Delta \kappa) \mathbf{p} \tag{2.41}
\end{align*}
$$

where $\mathbf{C}_{1 k, 1 k}$ is the left-up $k$ by $k$ submatrix of $\mathbf{C}, \mathrm{p}=\left[p_{1}, p_{2}, \cdots, p_{k}\right]^{T}$ and $\mathbf{f}=\left[f_{1}, f_{2}, \cdots, f_{k}\right]^{T}$. N ote that $\mathbf{Q}_{1: k, t: k}=\mathbf{C}_{1: 1: 1: k}+\kappa \mathbf{1}_{k}$. Obviously, $\kappa+\Delta \kappa, \mathbf{p}$ and $\mathbf{f}$ are respertively the singular value, the right and the left singular vectors of $\mathbf{C}_{1: k, 1: k}+\mathbf{I}_{k}$; and $\mathbf{p}$ and f correspond to the columns of $\mathbf{E}$ and $\mathbf{F}$ in the theorem. $\mathbf{C}_{1: k, k:}+\boldsymbol{N}_{k}$ just has $k$ singular values, right and left singular vectors, which correspond to $\left\{\lambda_{i}^{\prime \prime}\right\},\left\{\mathrm{x}_{i}^{\prime \prime}\right\}$ and $\left\{\mathrm{y}_{i}^{\prime \prime}\right\}$, for $i \leq k$, of $\boldsymbol{\Omega}$.

Equating the $\mathbf{e}_{t}$ in (2.36) and (2.37), for $t>k$, we have

$$
\begin{align*}
& \sum_{l=1}^{k} C_{t, t} p_{t}=\kappa g_{t}-\kappa_{i} q_{l}  \tag{2.42}\\
& \sum_{l=1}^{k} C_{l, t} f_{l}=\kappa q_{t}-\kappa_{l} g_{l} \tag{2.43}
\end{align*}
$$

Note for $t>k$ and $l \leq k, C_{t, t}=\Omega_{t, l}$ and $C_{l, t}=\Omega_{l, t}$. Considering the $i^{\text {th }}$ (for $1 \leq i \leq k$ ) singular value:

$$
\begin{align*}
& \kappa g_{t}-\kappa_{t} q_{t}=\sum_{j=1}^{\kappa} \Omega_{t, j} p_{j, i}=\Omega_{t, i}^{\prime}  \tag{2.44}\\
& \kappa q_{t}-\kappa, g_{t}=\sum_{j=1}^{k} \Omega_{j, t} f_{i, i}=\Omega_{i, h}^{\prime} \tag{2.45}
\end{align*}
$$

Combining (2.40, 2.41) and (2.44,2.45),

$$
\begin{align*}
& \mathbf{x}^{\prime \prime}=\sum_{i=1}^{k} p_{i} \mathbf{e}_{i}+\sum_{j=k+1}^{m} \frac{\kappa_{i} \Omega_{j, i}^{\prime}+\kappa \Omega_{i, j}^{\prime}}{\kappa_{i}^{2}-\kappa_{j}^{2}} \mathbf{e}_{j}  \tag{2.46}\\
& \mathbf{y}^{\prime \prime}=\sum_{i=1}^{k} f_{i} \mathbf{e}_{i}+\sum_{i=k+1}^{m} \frac{\kappa \Omega_{j, i}^{\prime}+\kappa_{j} \Omega_{i, j}^{\prime}}{\kappa_{i}^{2}-\kappa_{j}^{2}} \mathbf{e}_{j} \tag{2.47}
\end{align*}
$$

are respectively the right and left singular vectors of $\Omega$. After the system transformation as (2.30), the first $k$ lefl/right singular vectors of $\boldsymbol{\Omega}^{\prime}$ are as defined in (2.32, 2.33).

### 2.4 Conclusion

In this chapter, we reviewed some requisite knowledge about matrix theory: including the SVD. and perturbation expansion theory in relation to the singular values and singular vectors (the eigenvalues and eigenvectors). The SVD theorem will be used throughout the rest of this thesis; yet the perturbation theory will be used only in chapter 4, which is the core contribution of this thesis (however, the results in chapter 4 will be employed in other chapters, such as chapter 5 and chapter 8).

The essential contribution of this chapter is that we present the new perturbation expansion theory for a multiple singular value (eigenvalue).

## Chapter 3

## The factorization method in SFM and PCA-based face recognition

In this chapter, we review the factorization method for the problem of structure from motion (SFM) and PCA-based face recognition. In these two tasks, the singular value decomposition (SVD) is the major tool, to calculate the motion matrix and structure matrix up to a non-singular transformation in SFM; or to calculate the eigenfaces from a few training face images. In section 3.1 , we provide an overview of the development of the factorization method for the problem of Structure from motion. In section 3.2, we review the seminal work on the factorization method (Tomasi et al. 1992). In section 3.3, a brief description of the development of the PCA-based face recognition is given.

### 3.1 Overview of the development of the factorization method for

## SFM

The original work by Tomasi and Kanade (Tomasi et al. 1992) restricted itself to the orthographic setting. The method was extended to the paraperspective setting (Poelman et al. 1997). Triggs and Sturm applied the factorization method to the projective setting (Sturm et al. 1996; Triggs 1996).

The advantage of the factorization method for SFM can be ascribed to the SVD's denoising capacity, as will be analyzed in chapter 4. It states that, as the size of the matrix increases, the low-rank approximation matrix approaches the noise-free matrix. That is the underlying superiority of the factorization method: all the feature points are treated uniformly so that most of the noise can be suppressed if the size of the measurement matrix is large enough.

That is also the reason that the factorization method has attracted much attention from the computer vision community.

- The method has been extended to lines, conics under affine setting(Quan et al. 1996; Quan et al. 1997; Kahl et al. 1998; Kahl et al. 1999), and to planes under projective settings(Rother et al. 2002).
- In (Aguiar et al. 1999; Aguiar et al. 2003), it was shown that the factorization method can be reduced to a rank 1 problem.
- In (Morita et al. 1997), a sequential algorithm has been proposed to deal with the incoming frames, with litte loss of the precision.
- The method has been extended to the case of the multi-body factorization (Costeira et al. 1995; Costeira et al. 1998; Gear 1998; Kanatani 2001) etc.
- The related rank 4 constraint has been employed in the optical flow computation (Irani 1999; Irani 2002).
- Scalar-weighted factorization has been studied in (Aguiar et al. 1999; Aguiar et al. 2000; Aguiar et al. 2003). Another more general setting addresses the directional uncertainty (Morris et al. 1998; Irani et al. 2000; Anandan et al. 2002).
- A few papers have appeared that deal with the missing-data problem in the factorization method (Shum et al. 1995; Jacobs 1997; Kahl et al. 1999; Jacobs 2001; Brandt 2002; Rother et al. 2002; Brand 2003; Guerreiro et al. 2003; Chen et al. 2004). We address this issue in chapter 5 .
- A few attempts have been made to optimize the projective factorization (Sturm et al. 1 996; Heyden 1997; Chen et al. 1 999; Oliensis 1999; Mahamud et al. 2001; Mahamud et al. 2003).
- Robust statistics has been introduced in the context of the factorization method (Huynh et al. 2001; Aanaes et al. 2002) .


### 3.2 The factorization method under orthographic settings

The critical idea about the factorization method (Tomasi et al. 1992) for the problem of structure from motion is that the measurement matrix is of rank 4 if it is noise free. From this property, the motion matrix and the structure matrix can be obtained by the SVD, up to an affine transformation. In the orthographic setting, the normalization constraints between the camera axes (row vectors of the motion matrix) are employed to solve the affine ambiguity of the motion/structure matrix.

### 3.2.1 Measurement matrix and its rank 4 property

Suppose that $P$ feature points of a rigid object are observed in an $F$-view sequence by a moving camera (the rank 4 property still holds for the cases of a moving object by a static camera and both moving). Let $\left(x_{f . p}, y_{f_{. p}}\right)$ be the image position of the $p^{\text {th }}$ feature point in the $f^{\text {th }}$ frame. Then, the measurement matrix $\mathbf{W} \in R^{2 F, P}$ is arranged as:

$$
\mathbf{W}=\left[\begin{array}{ccc}
x_{1,1} & \cdots & x_{1, p}  \tag{3.1}\\
\vdots & & \vdots \\
x_{F, 1} & \cdots & x_{F, p} \\
y_{1,1} & \cdots & y_{1, p} \\
\vdots & & \vdots \\
y_{F, 1} & \cdots & y_{F, P}
\end{array}\right]
$$



Figure 3.1: The coordinate systems: world system and camera system. (Excerpted from (Poelman ot al. 1997))
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Suppose the $p^{t h}$ feature point is represented by a vector $\mathrm{S}_{p}=\left[x_{p}, y_{p}, z_{p}\right]^{T}$. And, suppose the camera orientation at frame $f$ is represented by the orthonormal vectors $\mathbf{i}_{f}$, $\mathbf{j}_{f}$ and $\mathbf{k}_{f}$, and its focal center in the world coordinate is represented by $\mathbf{t}_{f}$, as shown in Figure 3.1. Assuming an orthographic projection, we have:

$$
\left\{\begin{array}{l}
x_{f . p}=\mathbf{i}_{f} \bullet\left(s_{p}-\mathbf{t}_{f}\right)  \tag{3.2}\\
y_{f . p}=\mathbf{j}_{f} \bullet\left(s_{p}-\mathbf{t}_{f}\right)
\end{array}\right.
$$

In matrix form, we have:

$$
\begin{equation*}
\mathbf{W}=\mathbf{M S}+\mathbf{T}[1,1, \cdots, 1] \tag{3.3}
\end{equation*}
$$

where

$$
\begin{gather*}
\mathbf{M}=\left[\begin{array}{c}
\mathbf{i}_{1}^{T} \\
\vdots \\
\mathbf{i}_{F}^{T} \\
\mathbf{j}_{1}^{T} \\
\vdots \\
\mathbf{j}_{F}^{T}
\end{array}\right]  \tag{3.4}\\
\mathbf{S}=\left[\mathbf{S}_{1}, \mathbf{S}_{2}, \cdots, \mathbf{S}_{f}\right]  \tag{3.5}\\
\mathbf{T}=\left[-\mathbf{i}_{1} \bullet \mathbf{t}_{1}, \cdots,-\mathbf{i}_{f} \bullet \mathbf{t}_{f},-\mathbf{j}_{1} \bullet \mathbf{t}_{1}, \cdots,-\mathbf{j}_{f} \bullet \mathbf{t}_{f}\right]^{T} \tag{3.6}
\end{gather*}
$$

If we place the origin of the world coordinate at the mass center of the object, the registered measurement matrix has the following form:

$$
\begin{equation*}
\overline{\mathrm{W}}=\mathrm{MS} \tag{3.7}
\end{equation*}
$$

where $\breve{\mathbf{W}}=\mathbf{W}-\overline{\mathbf{w}}[1,1, \cdots, 1]$ with $\overline{\mathbf{w}} \in R^{2 F,}$ and $\bar{W}_{k}=\sum_{i=1}^{P} W_{k, i} / P$.

From (3.7), the registered measurement matrix has a rank of 3 at most, because $M$ has 3 columins and $S$ has 3 rows. This is the rank theoren in (Tomasi et al. 1992). Note, the measurement matrix usually has a rank of 4 dase there exists the translation vector T , as in (3.3). Precisely, the measurement matrix lies in a rank-4 affine subspace.

By the SVD, the registered measurement matrix can be approximated by a rank 3 matrix: $\breve{\mathbf{W}}^{3}=\mathrm{U} \Sigma V^{\tau}$, where $\mathrm{U} \in O^{2 F, 3}, \mathrm{~V} \in O^{\text {P.3 }}$ and $\Sigma:=\operatorname{diag}\left\{\sigma_{1}, \sigma_{2}, \sigma_{3}\right\}$. At
this stage, the motion and structure matrices can be determined to an affine transformation:

$$
\left\{\begin{array}{l}
\hat{\mathbf{M}}=\mathbf{U} \mathbf{\Sigma}^{1 / 2}  \tag{3.8}\\
\mathbf{S}=\mathbf{\Sigma}^{1 / 2} \mathbf{V}^{T}
\end{array}\right.
$$

where $\boldsymbol{\Sigma}^{1 / 2}=\operatorname{diag}\left\{\sqrt{\sigma_{1}}, \sqrt{\sigma_{2}}, \sqrt{\sigma_{3}}\right\}$.

### 3.2.2 Metric transformation

The decomposition of (3.8) is not unique, because the registered measurement matrix can be factorized into any other pairs $\left\{\hat{\mathbf{M}} \mathbf{A}, \mathbf{A}^{-1} \hat{\mathbf{S}}\right\}$, with a non-singular matrix $\mathbf{A}$. The correct $\mathbf{A}$ can be determined by using the normalization constraints:

$$
\left\{\begin{array}{c}
\left\|\mathbf{i}_{f}\right\|=\left\|\mathbf{j}_{f}\right\|=1  \tag{3.9}\\
\mathbf{i}_{f} \bullet \mathbf{j}_{f}=0
\end{array}\right.
$$

Suppose

$$
\mathbf{L}=\mathbf{A A}^{T}=\left[\begin{array}{ccc}
l_{1} & l_{2} & l_{3}  \tag{3.10}\\
l_{2} & l_{4} & l_{5} \\
l_{3} & l_{5} & l_{0}
\end{array}\right]
$$

The normalization constraints (3.9) can be rephrased in the following matrix form:

$$
\begin{equation*}
\mathrm{Gl}=\mathrm{c} \tag{3.11}
\end{equation*}
$$

where

$$
\begin{align*}
& \left.\left.\mathbf{G}=\left[\begin{array}{c}
\mathbf{g}^{T}\left(\mathbf{i}_{1}, \mathbf{i}_{1}\right) \\
\vdots \\
\mathbf{g}^{r}\left(\mathbf{i}_{F}, \mathbf{i}_{F}\right) \\
\mathbf{g}^{T}\left(\mathbf{j}_{1}, \mathbf{j}_{1}\right) \\
\vdots \\
\mathbf{g}^{T}\left(\mathbf{j}_{F}, \mathbf{j}_{F}\right) \\
\mathbf{g}^{T}\left(\mathbf{i}_{1}, \mathbf{j}_{1}\right) \\
\vdots \\
\mathbf{g}^{T}\left(\mathbf{i}_{F}, \mathbf{j}_{F}\right)
\end{array}\right]_{3 F \times 6}, \mathbf{l}=\left[\begin{array}{c}
l_{1} \\
\vdots \\
l_{6}
\end{array}\right]_{6 \times 1} \text { and } \mathbf{c}=\left[\begin{array}{c}
1 \\
\vdots \\
1
\end{array}\right]_{2 F \times 1}\right]\left[\begin{array}{l}
0 \\
\vdots \\
0
\end{array}\right]_{F \times 1}\right]_{3 F \times 6}  \tag{3.12}\\
& \mathbf{g}^{r}(\mathbf{a}, \mathbf{b})=\left[a_{1} b_{1}, a_{1} b_{2}+a_{2} b_{1}, a_{1} b_{3}+a_{3} b_{1}, a_{2} \dot{\partial}_{2}, a_{2} b_{3}+a_{3} b_{2}, a_{3} b_{3}\right] \tag{3.13}
\end{align*}
$$

I can be obtained by the pseudo-inverse methoa:

$$
\begin{equation*}
\mathbf{I}=\mathbf{G}^{+} \mathbf{c}=\left(\mathbf{G}^{T} \mathbf{G}\right)^{-1} \mathbf{G}^{r} \mathbf{c} \tag{3.14}
\end{equation*}
$$

From (3.10), the matrix $L$ has been obtained, and consequently, the Cholesky decomposition (Golub et al. 1996) of $\mathbf{L}$ gives $\mathbf{A}$.

Note, the metric transformation $\mathbf{A}$, obtained above, is not unique either, because any other $\mathbf{A}^{\prime}=\mathbf{A R}$ with $\mathbf{R R}^{T}=I_{3}$ still satisfies the normalization constraints (3.9). Thus, by the metric transformation, we obtain the motion and structure matrices up to a rotation transformation.

### 3.3 PCA-based face recognition

Another particularly active area of computer vision research, also employing subspace analysis, is that of PCA-based face recognition* (Turk et al. 1991; Hallinan 1994; Eipstein et al. 1995). A human face, in typical applications, must be recognized despite illumination changes between the target image (to be recognised) and the database of candidate images. It has been observed that: "the variations between the images of the same face due to illumination and viewing direction are almost larger than image variations due to change in face identity" (Moses et al. 1994). The issue of large illumination effects makes the problem of face recognition challenging (Belhumeur et al. 1997; Shashua 1997; Belhumeur et al. 1998; Georghiades et al. 1998; Jacobs et al. 1998; Georghiades et al. 2001).

In order to tackle this issue, PCA has been utilized to model the lighting variation in images; because it has been proved, experimentally (Hallinan 1994; Murase et al. 1994; Nene er al. 1994; Eipstein et al. 1995; Murase et al. 1995; Yuille et al. 1999) and theoretically (Basri et al. 1399; Ramamoorthi et al. 2001; Ramamoorthi 2002; Basri et al. 2003), that the possible images of the same Lambertian object,

[^2]under different lighting conditions, approximately concentrate in a lowdimensional subspace, although the dimension of the image set for an object is "equal to the number of distinct surface normals" (Beihumeur et al. 1998).

- Experimental observations (Turk et al. 1991; Hallinan 1994; Eipstein et al. 1995) have helped firmly establish that the images of the same face, produced under different lighting conditions, approximately lie in a low-dimensional subspace.
- Similar approaches can be used in general object recognition and pose determination systems. A particularly influential example of such was the SLAM system (Murase et al. 1994; Nene et al. 1994; Murase et al. 1995), which captured the variations due to pose and illumination by a 20 -dimensional (or less) subspace.
- Recently, it was proved, by using spherical harmonics, that "all Lambertian reflectance functions obtained with arbitrary distant light sources lie in close to a 9D linear subspace": Basri and Jacobs (Basri et al. 1999; Basri et al. 2003) and Ramamoorthi and Hanrahan (Ramamoorthi et al. 2001; Ramamoorthi 2002).

Closely related to the second part of Chapter 4 is the generative model for learning object shape and albedo from multiple images (Yuille et al. 1999). In (Yuille et al. 1999), a few images, under different illumination conditions, can be employed to calculate the eigenvectors (or a low-dimensional subspace) by the SVD (Golub et al. 1996). Moreover, the surface consistency constraint is employed to reconstruct the surface up to a generalized bas relief (GBR) ambiguity (Belhumeur et al. 1999). The GBR reconstruction is beyond the scope of this thesis. In Chapter 4, we will analyze the noise effect on the subspace learning process.

## Chapter 4

## Analysis of noise effect in the SVD-based applications

As mentioned in chapter 1, linear subspace analysis (LSA) has become rather ubiquitous in the solution of a wide range of problems arising in pattern recognition and computer vision. The essence of these approaches is that certain structures are intrinsically (or approximately) low dimensional: for example, the factorization approach to the problem of structure from motion (SFM) and principal component analysis (PCA)-based approach to face recognition, as overviewed in chapter 3. In LSA, the singular value decomposition (SVD) is usually the basic mathematical tool. However, researchers have rather blindly used a SVD, without knowing the essential characteristics of its performance in the noise-corrupted environment. With the help of matrix perturbation theory, we present such an analysis here. First, the "denoising capacity" of the SVD is analysed. Second, we study the "learning capacity" of the LSA-based recognition system in a noise-corrupted enviromment. These resuits should help one to design more optimal systems in computer vision, particularly in tasks, such as SFM and face recognition. Our analysis agrees with certain observed phenomenon, and these observations, together with our simulations, verify the correctness of our theory.

A direct application is that we clarify some issues regarding an optimal learning strategy for face recognition. Further application of the theory in this chapter can be found in chapters 5 and 8.

This chapter is structured as follows. In section 4.1, we raise the questions concerning the noise in LSA. In section 4.2, we first present our results about this subject. In sections 4.3 and 4.4 , our results are justified, with the matrix perturbation theory in chapter 2 as the main tool. In section 4.5, some simulation results are presented to testify to the correctness of our results and we explain some phenomena, observed by other researchers.

### 4.1 Issues to be addressed

Linear subspace analysis has found applications in many problems in computer vision and pattern recognition, where the high-dimensional representations of certain structures are intrinsically (or approximateiy) low dimensional. In this chapter we focus ont wo very prominent problems: Structure from Motion (SFM), and PCAbased face recognition, as overviewed in Chapter 3, although a whole host of other computer vision and pattern recognition tasks fall within the framework of our analysis.

### 4.1.1 Noise Effects

Despite such a plethora of applicaions where one expects, in principle, the measurements to be of low rank; it is widely understood that noise is inevitably introduced in the data. In the presence of noise, the matrix in question quickly becomes full rank. Thus, the matrix has to be fitted to its closest low-rank approximation. The SVD gives the best solution to this problem (Golub et al. 1996), measured by the Frobenius norm and $2-110 r m$. The result is guaranteed to be optimal (Press et al. 1992) if the noise is i.i.d. Gaussian. Not surprisingly, therefore, the SVD has become a widely used tool. For example, the factorization method (Tomasi et al. 1992; Poeiman et al. 1997) achieves a Maximum Likelihcod affine reconstruction from multiple ( $>2$ ) views, as pointed out in (Reid et al. 1996; Hartley et al. 2000).

From a related point of view, the low-rank approximation can be regarded as a "denoising" tool, where we refer to the measure of the sum of squared difference (SSD)* between the noise-corrupted matrix (or the "denoised" matrix) and the noisefree matrix. Compared with a noisy matrix that is always of full rank, its low-rank approximation matrix, obtained by SVD, is always closer to the noise-free matrix, i.e. the underlying ground truth. For example, the multiview subspace constraint was utilized to improve the accuracy of recovered homographies, especially for those that have small regions (Zelnik-Manor et al. 1999; Zelnik-Manor et al. 2002).

[^3]Thus, linear subspace approximation is sometimes a model simplification and sometimes a denoising process (and often both, simultaneously).

### 4.1.2 Performance Questions

### 4.1.2.1 Denoising capacity of SVD

Although SVD is widely employed to fit a large matrix to its low-dimensional subspace, little work has been done to analyze the performance of SVD in such noise-corrupted cases. It is well known (Golub et al. 1996) that one can, by SVD, obtain the best solution to the low-rank approximation, measured by 2 -norm or Frobenius-norm. However, the meaning of "optimality" in the context of the noisecorrupted matrix is that the rank-r approximation matrix obtained by the SVD is the closest rank-r matrix to the noise-corrupted matrix. We do not know the capacity of SVD for separating the signal from the noise. Supposing the noise level is small enough, how much signal is retained by keeping the largest $r$ components? Or, how much noise has been reduced by discarding the other components? In this sense, we are blindly using a SVD, without knowing its denoising capacity: how close is the low-rank approximation matrix to the noise-free matrix, or how close is the SVDbased subspace to the ground-rruth subspace.

The lack of such performance analysis impedes the careful design of optimal systems. A natural issue arising is how to characterize the achieved accuracy with the growth in data (in the SFM context, this can be either through a growth in the number of frames analyzed, or by a growth in the number of features tracked). In the factorization approach to SFM, it is widely accepted that more frames produce more accurate result than a few ("few" typically being little more than 3) frames. It was even claimed (Thomas et al. 1999) that the 3D scene could be reconstructed to arbitrary a ccuracy given enough frames. However, what is the $g$ ain of adding the data from one extra frame to a very large measurement matrix? What happens as the mumber of the frames approaches infmity? Can the 3D scene be truly reconstructed with arbitrary accuracy? Can such arbitrary accuracy be achieved only by the increase of the frames (while the mumber features do not increase)? Is an increase in the number of frames the most efficient way to obtain an increase in accuracy?

In the example of SFM , as suggested above we can also possibly augment the number of feature points, or we can augment the number frames, or we can do both: i.e., both the row and the column of the matrix can grow towards the infinite in size. However, in a related problem, the matrix consisting of the homographies over two views, is restricted to a class of $m \times 9$ matrices (Zelnik-Manor et al. 1999; ZelnikManor et al. 2002). Such a matrix can only "grow" in one dimension, not both. We introduce some terminology to describe this difference: We call the matrix potentially-double-infinite if it has infinite rows and columns, and potentially-singleinfinite for those who has constant rows (columns) and possibly infinite columns (rows). This raises another question: What is the difference between these two types of matrices in terms of the precision that can be achieved?

In summary, the first aim of this chapter is to analyze the denoising capacity of SVD, i.e., to identify the error that still resides in the low-rank approximation matrix and how this error relates to the growth of additional data.

### 4.1.2.2 Learning capacity of linear subspace analysis

Different questions, to those posed above, arise from the face recognition applications (including the object recognition and pose determination, and related applications). In the PCA-based face recognition approach, the eigenimage representation relies on a compact approximation of the large image database (or "training" set), by spanning this set (approximately) with a few orthogonal basis images. Such an approach attempts to capture and characterize the essential object or face features, and their variations in appearance under lighting and pose changes. Although the "illumination cone" (Belhuméur at al. 1998) (see also (Zhao et al. 1999)) can be obtained by as little as three images, the result is usually not accurate enough. Firstly, there is inevitably some noise in the images, like quantization error. Secondly, it is difficult to satisfy the conditions in proposition 3 in that paper (Belhumeur et al. 1998). Even if we can have three distinct light sources that can shed light on all the points of the surfare, we cannot, in practice, exclude other light sources that cause attached or cast shadows on the subject. These considerations, plus (general) noise, have generally resulting in researchers trying to "learn" the eigenimages by a data reduction step applied to many "learning samples". Thus,
many learning samples were needed to produce a good basis, for example, 66 images were used for one object (Belhumeur et al. 1997). What is the relationship between the learning capacity and the size of the learning samples? Note, the learning process will be explained in section 4.4, and a more detailed description of such learming processes can be frand in (Turk et al. 1991; Hallinan 1994; Belhumeur et al. 1997).

Understanding the error, still residing in the basis images, will hopefully help to design the recognition system. Accurate basis images are desired because the recognition algorithm relies on projecting the test image, to be identified, on the basis images. Note that the test image itself contains noise. Thus the noise in the LSA-based recognition system comes from two sources: one from the basis and the other from the test image. Do these two types of noise interfere with each other?

The second aim of this chapter is to present some theoretical analysis of the learning capacity of LSA-based recognition systems. Specifically, the error (measured by the sum of squared differences - SSD) of the LSA-based recognition system can be separated into two parts: one from the basis and the other from the test image, and we obtain some analytical results about their effects on the performance of the recognition system. We show that it is possible, theoretically, to design the optimal recognition system if we know the expectation of the test images.

### 4.2 Major results

### 4.2.1 Major results

Here, we present the major results of this chapter, by which we can answer the questions in the introduction. The justification of these results will be deferred until section 4.3 and section 4.4.

Result 1 (Denoising capacity of $S V D$ ): Suppose a matrix $A \in \mathbf{R}^{m, n}$ lies in a lowdimensional, $r$, subspace. It is corrupted by i.i.d. Gaussian noise producing another
matrix B, which is directly observed. Then, the error that still resides in the rank-r approximation matrix, $\mathbf{B}^{r}$, is

$$
\begin{equation*}
E\left|B_{i, j}^{r}-A_{i, j}\right|=\sigma \sqrt{\frac{r(m+n)-r^{2}}{m n}} \tag{4.1}
\end{equation*}
$$

if the noise level $\sigma$, compared with the signal level, is small enough. Specialiy, as $m, n \rightarrow \infty$, the rank-r approximation of $\mathbf{B}$ approaches $\mathbf{A}$, i.e. $\mathbf{B}^{r} \rightarrow \mathbf{A}$; and if $n \equiv k(k \geq r)$ and $m \rightarrow \infty$,

$$
\begin{equation*}
E\left|B_{i, j}^{r}-A_{i, j}\right| \rightarrow \sigma \sqrt{\frac{r}{k}} \tag{4.2}
\end{equation*}
$$

Result 2 (Learning capacity of $L S A$ ): For a rank-r LSA-based recognition system, the "error measure" (the SSD) comes from two independent sources: the noise in the basis images and the noise in the test image. Specifically, the expectation of the SSD, over the learaing samples, is:

$$
\begin{equation*}
(m-r) \sigma_{i}^{2}+(m-r) r \sigma_{i}^{2} / n \tag{4.3}
\end{equation*}
$$

where $m$ is the dimension of the object, $n$ is the number of learning samples, $\sigma_{t}$ and $\sigma_{1}$ are the noise levels, in the test image and the learning samples respectively (Suppose both $\sigma_{t}$ and $\sigma_{i}$ are small enough, compared with the signal level $\sigma_{s}$ ). Moreover, for a random test image set, (4.3) is optimal among the size-n learning sets; and the size-n learning set is optimal iff it has $r$ equal singular values.

Result 1 and result 2 will be motivated in section 4.3 and section 4.4 respectively.

### 4.3 Denoising capacity of SVD

In this and subsequent sections, we analyze the performance of SVD-related applications, as promised and sketched in the introduction and in section 4.2: (a) the
denoising capacity of SVD; (b) and the learning capacity of LSA-based recognition system. We motivate our analysis by the perturbation expansion theory concerning singular values and singular vectors, as presented in chapter 2.

### 4.3.1 Case of distinct singular values

First, we consider the simplest case: a square matrix with a few distinct non-zero singular values. A, B, C, and $\mathbf{\Sigma}$ are defined as in theorem 2 in chapter 2 : $\mathbf{A}$ is the signal matrix, N is the i.i.d. Gaussian noise matrix (with zero mean and $\sigma^{2}$ variance), $\mathbf{B}=\mathbf{A}+\mathbf{N}, \mathbf{A}=\mathbf{U} \Sigma \mathbf{V}^{r}$ and $\mathbf{C}=\mathrm{U}^{\top} \mathrm{NV}$. Note $\mathbf{C}$ is still an i.i.d. Gaussian noise matrix (with zero mean and $\sigma^{2}$ variance). Further, define $\Omega=C+\Sigma$. Then,

$$
\begin{equation*}
\mathrm{B}=\mathbf{U} \boldsymbol{\Omega} V^{T} \tag{4.4}
\end{equation*}
$$

$\left\{\lambda_{i}\right\},\left\{x_{i}\right\}$ and $\left\{y_{i}\right\}$, defined as (2.11-2.13) in chapter 2, are the right and the left singular vectors of B respectively; $\left\{\lambda_{i}^{\prime}\right\},\left\{\mathrm{x}_{i}^{\prime}\right\}$ and $\left\{y_{i}^{\prime}\right\}$, defined as (2.14-2.16) in chapter 2 , are the right and the left singular vectors of $\Omega$ respectively. Obviously, from (4.4),

$$
\begin{equation*}
y_{i}=U y_{i}^{\prime} \text { and } x_{i}=V x_{i}^{*} \tag{4.5}
\end{equation*}
$$

And, also from (4.4), the singular values of $B,\left\{\lambda_{i}\right\}$, are same as the corresponding singular values of $\Omega,\left\{\lambda_{i}^{\prime}\right\}$.

Suppose that the noise-free matrix $A$ should have a rank of $r$, i.e. $A=\sum_{i=1}^{r} \kappa_{i} \mathbf{U}_{i} \mathbf{V}_{i}^{T}$. Combining (2.2) in chapter 2, (4.4) and (4.5), the closest rank-r approximation of B is

$$
\begin{equation*}
\mathbf{B}^{r}=\sum_{i=1}^{r} \lambda_{i} \mathbf{y}_{i} \mathbf{x}_{i}^{T}=\mathbf{U}\left(\sum_{i=1}^{r} \lambda_{i}^{\prime} y_{i}^{\prime} \mathbf{x}_{i}^{\prime r}\right) \mathbf{V}^{T}=\mathbf{U} \Omega^{r} \mathbf{V}^{r} \tag{4.6}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left\|\mathbf{B}^{r}-\mathbf{A}\right\|_{F}^{2}=\left\|\sum_{i, j}\left(\Omega_{i, j}^{r}-\Lambda_{i, j}\right) \mathbf{U}_{i} \mathbf{V}_{j}^{r}\right\|_{F}^{2} \tag{4.7}
\end{equation*}
$$

where $\Lambda \in R^{m . m}, \Lambda_{i, j}=0$ if $(i, j) \notin\{(1,1),(2,2), \cdots,(r, r)\}$ and $\Lambda_{i, i}=\kappa_{i}$ for $(i=1, \cdots, r)$. Due to the mutual orthonormality among any $\mathrm{U}_{i} \mathrm{~V}_{j}^{T}$, we have the following formula:

$$
\begin{equation*}
\left\|\mathbf{B}^{r}-\mathbf{A}\right\|_{F}^{2}=\left\|\boldsymbol{\Omega}^{r}-\boldsymbol{\Lambda}\right\|_{F}^{2} \tag{4.8}
\end{equation*}
$$

According to the perturbation theory in chapter 2 , the first order perturbation of $\lambda_{i}^{\prime} y_{i}^{\prime} x_{i}^{\prime} r$ (to see the definition of $\left\{\lambda_{i}^{\prime}\right\},\left\{x_{i}^{\prime}\right\}$ and $\left\{y_{i}^{\prime}\right\}$ in (2.14-2.16), in chapter 2), for example $\lambda_{1}^{\prime} y_{1}^{\prime} \mathbf{x}_{1}^{T}$, is:

$$
\lambda_{1}^{\prime} \mathbf{y}_{1}^{\prime} \mathbf{x}_{1}^{\prime T} \approx\left[\begin{array}{cc}
\lambda_{1}^{\prime} & \lambda_{1}^{\prime} \mathbf{a}^{T}  \tag{4.9}\\
\lambda_{1}^{\prime} \mathbf{b} & 0
\end{array}\right] \approx\left[\begin{array}{cc}
\kappa_{1}+C_{1.1} & \kappa_{1} \mathbf{a}^{T} \\
\kappa_{i} \mathbf{b} & 0
\end{array}\right]
$$

where $\mathbf{a}=\left[\begin{array}{llllll}\kappa_{2} C_{2,1}+\kappa_{1} C_{1,2} \\ \kappa_{1}^{2}-\kappa_{2}^{2} & \kappa_{r} C_{r, 1}+\kappa_{1} C_{1, r} \\ \kappa_{1}^{2}-\kappa_{r}^{2} & \frac{C_{1, r+1}}{\kappa_{1}} & \cdots & \frac{C_{1, m}}{\kappa_{1}}\end{array}\right]^{T}, \quad$ and $\mathbf{b}=\left[\begin{array}{llllll}\kappa_{1} C_{2,1}+\kappa_{2} C_{1,2} \\ \kappa_{1}^{2}-\kappa_{2}^{2} & \cdots & \frac{\kappa_{1} C_{r, 1}+\kappa_{r} C_{1, r}}{\kappa_{1}^{2}-\kappa_{r}^{2}} & \frac{C_{r+1,1}}{\kappa_{1}} & \cdots & \frac{C_{m, 1}}{\kappa_{1}}\end{array}\right]^{r}$. Note, 2-order and higher-order terms have been dropped. Similarly, the first-order perturbations of $\lambda_{i}^{\prime} y_{i}^{\prime} \mathbf{x}_{i}^{\prime r}$, for $(i=2, \cdots, r)$, can be obtained.

By combining such results as (4.9), it is easy to obtain

$$
\begin{gather*}
\text { where } \mathbf{Y}=\left[\begin{array}{cccccc}
C_{1,1} & \cdots & C_{1, r} & C_{1, r+1} & \cdots & C_{1, m} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
C_{r, 1} & \cdots & C_{r, r} & C_{r, r+1} & \cdots & C_{r, m} \\
C_{r+1,1} & \cdots & C_{r+1, r} & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
C_{m, 1} & \cdots & C_{m, r} & 0 & \cdots & 0
\end{array}\right]  \tag{4.10}\\
E\left\|\mathbf{B}^{r}-\mathbf{A}\right\|_{F}^{2}=E\|\mathbf{Y}\|_{F}^{2}=\sum E Y_{i, j}^{2}=\left(2 r m-r^{2}\right) \sigma^{2} \\
E\left|B_{i, j}^{r}-A_{i, j}\right|=\sigma \frac{\sqrt{2 r m-r^{2}}}{m} \tag{4.11}
\end{gather*}
$$

Obviously, (4.12) is a special case of (4.1) for square matrices, where $n=m$.

We note that the fact about the zero-block in Y in (4.10) holds in the context of the first-order perturbation theory. Actually, there are second and higher order terms in the zero-block of $\mathbf{Y}$ and they are not exactiy zeroes. However, they are near zeroes as the noise level approaches zero; or precisely, they are much smaller, compared with other items, like $C_{i, j}$ for $i \leq r$ or $j \leq r$. We can testify to this fact by the following simple example in Matlab. Suppose $\mathbf{A} \in R^{10,10}$ is a signal matrix, with all zero entries except $A_{1,4}=A_{2,2}=A_{3,3}=100 . \mathrm{C} \in R^{10,10}$ is a noise matrix, generated as $\operatorname{randn}(10)$ in Matlab. The observed signal matrix is $\mathbf{B}=\mathbf{A}+\mathbf{C}$. The matrix in Table 4.1 is a typical example of the approximation error, $\mathbf{B}^{3}-\mathbf{A}$, between $\mathbf{A}$ and the rank 3 approximation of $\mathbf{B}, \mathbf{B}^{3}$. $P$ lease note the zero-block in $Y$ (highlighted) is much smaller that other entries, although they not exactly zeroes.

Table 4.1: A typical example of the approximation error, $\mathbf{B}^{3}-\mathbf{A}$.

| 1.188 | 1.1857 | -0.1289 | -0.823 | 0.337 | 0.1243 | -0.4911 | -1.0207 | 0.467 | -1.5508 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2.2023 | 1.0554 | -0.6569 | -0.2284 | 0.8511 | 0.0955 | 0.8644 | 1.5689 | -0.3891 | -0.6872 |
| -0.9865 | -1.4727 | 1.1689 | 1.0365 | -0.5205 | -0.5185 | -0.0025 | 0.063 | -0.714 | -1.9757 |
| 0.5235 | -0.0745 | 0.4441 | -0.0005 | 0.0012 | 0.0018 | 0.0032 | 0.0062 | 0.0005 | 0.0165 |
| -0.3597 | 1.1914 | 0.2415 | -0.0025 | -0.0078 | 0.0005 | -0.012 | -0.0224 | 0.0079 | 0.0076 |
| -0.2397 | 0.0212 | 1.2484 | -0.0152 | 0.0074 | 0.0069 | -0.0012 | -0.0034 | 0.0102 | 0.021 |
| -0.0112 | 1.1295 | 1.3475 | -0.0115 | -0.0025 | 0.006 | -0.0097 | -0.0184 | 0.014 | 0.0345 |
| 1.0295 | 1.3365 | -0.9429 | 0.0221 | -0.0204 | -0.0077 | -0.0066 | -0.01 | -0.0066 | 0.0072 |
| 0.9273 | 0.255 | -0.0308 | 0.0087 | -0.0057 | -0.0016 | 0.0023 | 0.0054 | -0.0036 | 0.0158 |
| 0.3838 | -0.9499 | 0.677 | -0.0064 | 0.0106 | 0.0041 | 0.0101 | 0.0184 | -0.0005 | 0.0126 |

### 4.3.2 Case of multiple singular value

As in theorem 4 in chapter 2 , suppose the first $k(k \leq r)$ singular values of $A$ are same. Following the notation in theorem 4 in chapter 2, we similarly have, as done in section 4.3.1:

$$
\begin{equation*}
\mathbf{B}^{r}=\sum_{i=1}^{r} \lambda_{i} y_{i} \mathbf{x}_{i}^{T}=(\mathbf{U U} \mathbf{\prime})\left(\sum_{i=1}^{r} \lambda_{i}^{\prime} \mathbf{y}_{i}^{\prime} \mathbf{x}_{i}^{\prime T}\right)\left(\mathbf{V V}^{\prime}\right)^{T}=\left(\mathbf{U} \mathbf{U}^{\prime}\right) \Omega^{\prime r}\left(\mathbf{V} \mathbf{V}^{\prime}\right)^{T}=\mathbf{U} \Omega^{\prime} \mathbf{V}^{T} \tag{4.13}
\end{equation*}
$$

By the same techniques as in section 4.3.1, the first-order perturbation of $\Omega^{\prime r}$ has the following form (please note the similar form between $(2.32,2.33)$ and $(2.15$, 2.16) and the fact that the up-left $k \times k$ submatrix of $\Omega^{\prime}, \Omega_{1 k, 1 k}^{\prime}$, is a diagonal matrix.):

$$
\Omega^{\prime r} \approx\left[\begin{array}{cccccc}
\Omega_{1.1}^{\prime} & \cdots & \Omega_{1 . r}^{\prime} & \Omega_{1 ., r+1}^{\prime} & \cdots & \Omega_{1 ., m}^{\prime}  \tag{4.14}\\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\Omega_{r, 1}^{\prime} & \cdots & \Omega_{r, r}^{\prime} & \Omega_{r, r+1}^{\prime} & \cdots & \Omega_{r, m}^{\prime} \\
\Omega_{r+1,1}^{\prime} & \cdots & \Omega_{r+1, r}^{\prime} & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\Omega_{m, 1}^{\prime} & \cdots & \Omega_{m, r}^{\prime} & 0 & \cdots & 0
\end{array}\right]
$$

Then,

$$
\begin{aligned}
\Omega^{\prime} & =\mathbf{U}^{\prime} \Omega^{\prime r} \mathbf{V}^{\prime T}
\end{aligned}=\left[\begin{array}{llllll}
\mathbf{F} & & \\
& \mathbf{I}_{m-k}
\end{array}\right]\left[\begin{array}{cccccc}
\Omega_{1,1}^{\prime} & \cdots & \Omega_{1, r}^{\prime} & \Omega_{1, r+1}^{\prime} & \cdots & \Omega_{1, m}^{\prime} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\Omega_{r, 1}^{\prime} & \cdots & \Omega_{r, r}^{\prime} & \Omega_{r, r+1}^{\prime} & \cdots & \Omega_{r, m}^{\prime} \\
\Omega_{r+1,1}^{\prime} & \cdots & \Omega_{r+1, r}^{\prime} & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\Omega_{m, 1}^{\prime} & \cdots & \Omega_{m, r}^{\prime} & 0 & \cdots & 0
\end{array}\right]\left[\mathbf{E}^{r} \begin{array}{l} 
\\
\\
\mathbf{I}_{m-k}
\end{array}\right] .
$$

where $\Lambda$ and $\mathbf{Y}$ are same as those in (4.10), and $\mathbf{E}$ and $\mathbf{F}$ are defined in theorem 4 in chapter 2. Obviously, the same result, as (4.12), has been obtained.

### 4.3.3 Extension to the rectangular matrix

As stated in section 2.2.3.1 in chapter 2 , we only have to consider the first $r$ largest singular values. Thus, in the cases of rectangular matrices, the perturbation theory concerning the singular values/vectors still holds and the performance analysis, in section 4.3.1 and section 4.3.2, can be easily extended to the rectangular matrices. Here, we only present the final result, omitting the tedious mathematical deduction, which is amost same as that in section 4.3.1 and section 4.3.2. Suppose the signal matrix, $\mathbf{A}$, and noise matrix, $\mathbf{N}$, lie in $R^{m, k}(m, k \geq r)$. Other conditions slay same as in section 4.3.1.

$$
\mathbf{\Omega}^{r}-\mathbf{\Lambda}=\mathbf{Y}
$$

where $\mathbf{Y}=\left[\begin{array}{cccccc}C_{1,1} & \cdots & C_{1, r} & C_{1, r+1} & \cdots & C_{1, k} \\ \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\ C_{r, 1} & \cdots & C_{r, r} & C_{r, r+1} & \cdots & C_{r, k} \\ C_{r+1,1} & \cdots & C_{r+1, r} & 0 & \cdots & 0 \\ \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\ C_{m, 1} & \cdots & C_{m, r} & 0 & \cdots & 0\end{array}\right]$

$$
\begin{gather*}
E\left\|\mathbf{B}^{r}-\mathbf{A}\right\|_{F}^{2}=E\|\mathbf{Y}\|_{F}^{2}=\sum E Y_{i, j}^{2}=\left(r m+r k-r^{2}\right) \sigma^{2}  \tag{4.15}\\
E\left|B_{i . j}^{r}-A_{i, j}\right|=\sigma \sqrt{\frac{r m+r k-r^{2}}{m k}} \tag{4.16}
\end{gather*}
$$

which is the same as (4.1). As $m \rightarrow \infty$, while $k$ is a constant, $E \left\lvert\, B_{i, j}^{r}-A_{i, j} \mapsto \sigma \sqrt{\frac{r}{k}}\right.$, a non-zero constant. As suggested by (4.2), it is impossible to reconstruct $3 D$ scene to arbitrary accuracy by the factorization method using an affine camera model, by only increasing the $n$ umber of the frames (while keeping the number of the feature points unchanged). This contrasts with the claim that 3 D scene c ould be reconstructed to arbitrary accuracy given enough frames (Thomas et al. 1999). However, we recognize the need for caution, our setting is not exactly the same as that in the paper (Thomas et al. 1999), where the perspective model was adopted.

### 4.4 Learning capacity of LSA-based recognition system

In this section, we analyze the perfonmance of LSA-based recognition systems when the test image is correctly identified. Under such an assumption, there is still some error, as stated in the introduction, because of the noise in the basis images and the noise in the test image. In the following, we analyze the effect of these noise on the recognition system (also by the means of first-order perturbation theory).

Before we motivate the performance analysis of the LSA-based recognition system, we present a simple description of the LSA-based face recognition algorithm (Belhumeur et al. 1997; Georghiades et al. 1998; Georghiades et al. 2001). It consists of two steps: the off-line learning stage and the on-line recognition stage. In the learning stage, the image basis is obtained this way: a set of learning images for one face is arranged as a learning matrix A so that each image is regarded as one column of the learning matrix $\mathbf{A}$. Suppose the face image has a dimension of $m$, and $n$ learning s amples are collected. $\mathrm{A} \in \mathrm{R}^{m, n}$. The $r(r \ll m$ and $r \leq n)$ basis images can be obtained as the first $r$ left singular vectors of $A$, which correspond to the $r$ largest singular values. In the on-line recognition stage, a test inage is projected on the $r$ basis images and its distance to the image basis is used for recognition.

### 4.4.1 Perturbation of the basis images

First, we analyze the learning stage, by using the matrix perturbation theory in chapter 2. By' SVD, the low-dimension subspaces, $\mathbf{U}^{\prime r}=\left[\mathbf{y}_{1}, \mathbf{y}_{2}, \cdots, \mathbf{y}_{r}\right]$ and $V^{\prime r}=\left[\mathbf{x}_{1}, \mathbf{x}_{2}, \cdots, x_{r}\right]$, as defined in theorem 2 in chapter 2, are obtained. In some cases, such as in face recognition, the consequent step is contingent on an accurate basis. Here, we only study the subspace $\mathbf{U}^{\prime \prime}: \mathbf{U}^{\prime r}=\mathbf{U H}$, where


Note: From (4.17), we can roughly see that, for different singular vectors $\left\{\mathbf{U}_{i}\right\}$, their perturbations $\left\{y_{i}\right\}$ have been corrupted to a different extent, which depends on their strength (more formally, on their corresponding singular values). If $m \gg r$, the corruption comes mostly from $\left\{\mathbf{U}_{i} \mid(i>r)\right\}$. Obviousi $\}$, the corruption in $\mathbf{y}_{i}(i \leq r)$ is approximately inversely proportional to its corresponding singular value, $\kappa_{i}$. Thus, $y_{1}$ can be considered cleanest, while $y_{r}$ the dirtiest. In section 4.4.2, we will return to this point when the projection error is analyzed.

Furthemore, to decompose $\mathbf{H}$ into: $\mathbf{H}=\mathbf{E}+\mathbf{F}+\mathbf{G}$, where $\mathbf{E}=\left[\begin{array}{c}\mathbf{1}_{r} \\ \mathbf{0}_{(m-r) \times r}\end{array}\right]$
$\mathbf{F}=\left[\begin{array}{cccc}0 & \frac{\kappa_{2} C_{1,2}+\kappa_{1} C_{2,1}}{\kappa_{2}^{2}-\kappa_{1}^{2}} & \cdots & \frac{\kappa_{r} C_{1, r}+\kappa_{1} C_{r, 1}}{\kappa_{r}^{2}-\kappa_{1}^{2}} \\ \frac{\kappa_{1} C_{2,1}+\kappa_{2} C_{1,2}}{\kappa_{1}^{2}-\kappa_{2}^{2}} & 0 & \vdots & \vdots \\ \vdots & \cdots & \ddots & \frac{\kappa_{,} C_{r-1, r}+\kappa_{r-1} C_{r, r-1}}{\kappa_{r}^{2}-\kappa_{r-1}^{2}} \\ \frac{\kappa_{1} C_{r, 1}+\kappa_{r} C_{1, r}}{\kappa_{1}^{2}-\kappa_{r}^{2}} & \cdots & \frac{\kappa_{r-1} C_{r,-1}+\kappa_{,} C_{r-1, r}}{\kappa_{r-1}^{2}-\kappa_{r}^{2}} & 0 \\ 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 0\end{array}\right]$

$$
\mathbf{G}=\left[\begin{array}{cccc}
0 & 0 & \cdots & 0  \tag{4.19}\\
0 & 0 & \vdots & \vdots \\
\vdots & \cdots & \ddots & 0 \\
0 & 0 & \cdots & 0 \\
\frac{C_{r+1,1}}{\kappa_{1}} & \frac{C_{r+1,2}}{\kappa_{2}} & \cdots & \frac{C_{r+1 . r}}{\kappa_{r}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{C_{m, 1}}{\kappa_{1}} & \frac{C_{m, 2}}{\kappa_{2}} & \cdots & \frac{C_{m, r}}{\kappa_{r}}
\end{array}\right]
$$

### 4.4.2 Projection of a new test image on the basis images

The underlying noise-free subspace $\mathrm{U}^{r}=\mathrm{U}\left[\begin{array}{c}\mathbf{1}_{r} \\ \mathbf{0}_{(m-r) \times r}\end{array}\right]=\mathbf{U E}$. Suppose a noise corrupted test image $\mathbf{p}$ to be identified is observed, and the underlying truth is $\mathbf{q}$ : $\mathbf{q}=\mathbf{U f}$ and $\mathbf{p}=\mathbf{U}(\mathbf{f}+\mathbf{g})$. Because $\mathbf{q} \in \mathbf{U}^{r}$, only the first $r$ components of $\mathbf{f}$ are possibly non-zeroes, i.e. $\mathbf{f}=\left[f_{1}, f_{2}, \cdots, f_{r}, 0, \cdots, 0\right]^{T}$. In practice, the noise-corrupted test image has to be projected on the noise-corrupted basis in the recognition system because the noise free basis is always unknown. More formally, the projection error of $\boldsymbol{n}$ on $\mathbf{U}^{\text {rr }}$ is used:

$$
\begin{align*}
\mathbf{p}-\mathbf{U}^{\prime r} \mathbf{U}^{\prime r^{T}} \mathbf{p} & =\mathbf{U}(\mathbf{f}+\mathbf{g})-\mathbf{U}(\mathbf{E}+\mathbf{F}+\mathbf{G})(\mathbf{E}+\mathbf{F}+\mathbf{G})^{T} \mathbf{U}^{T} \mathbf{U}(\mathbf{f}+\mathbf{g}) \\
& \approx \mathbf{U}\left[\mathbf{g}-\mathbf{E} E^{T} \mathbf{g}-\left(\mathbf{E} \mathbf{F}^{T}+\mathbf{E} \mathbf{G}^{T}+\mathbf{F E} \mathbf{E}^{T}+\mathbf{G E} \mathbf{E}^{T}\right) \mathbf{f}\right]  \tag{4.20}\\
& =\mathbf{U}\left[\mathbf{g}-\mathbf{E E} \mathbf{E}^{T} \mathbf{g}-\left(\mathbf{E G}^{T}+\mathbf{G} \mathbf{E}^{T}\right) \mathbf{f}\right] \\
& =\mathbf{U}\left[\mathbf{g}^{\prime}-\mathbf{G} \mathbf{f}^{\prime}\right]
\end{align*}
$$

where $\mathbf{g}^{\prime}$ has same components as $\mathbf{g}$, except its first $r$ zeroes, i.e. $\mathbf{g}^{\prime}=\left[0,0, \cdots, 0, g_{r+1}, \cdots, g_{m}\right]^{T}$. And $\mathbf{f}^{\prime}=\left[f_{1}, f_{2}, \cdots, f_{r}\right]^{T}$. Note, in (4.20), the 2-order and $h$ igher-order $t$ erms h ave been d ropped: $\mathbf{F}, \mathbf{G}$, and $\mathbf{g}$ can possibly approach $\mathbf{0}$. From (4.20),

$$
\begin{array}{rl}
\mathbf{p}-\mathbf{U}^{\prime r} \mathbf{U}^{\prime r^{r}} \mathbf{p} & =\mathbf{U}\left[\mathbf{g}^{\prime}, \mathbf{C}_{1}^{\prime}, \mathbf{C}_{2}^{\prime}, \cdots, \mathbf{C}_{r}^{\prime}\right]\left[1,-\mathbf{h}^{r}\right]^{T} \\
\| \mathbf{p}-\mathbf{U}^{\prime r} \mathbf{U}^{\prime r} r & \mathrm{p} \|_{F} \tag{4.22}
\end{array}=\left\|\left[\mathbf{g}^{\prime}, \mathbf{C}_{1}^{\prime}, \mathbf{C}_{2}^{\prime}, \cdots, \mathbf{C}_{r}^{\prime}\right]\left[1,-\mathbf{h}^{T}\right]^{r}\right\|_{F} . ~ \$
$$

where $\mathbf{C}_{i}^{\prime}=\left[0, \cdots, 0, C_{r+1, i}, C_{r+2, i}, \cdots, C_{m, i}\right]^{T}$ and $\mathbf{h}=\left[f_{1} / \kappa_{1}, \cdots, f_{r} / \kappa_{r}\right]^{T}$.

We suppose the basis is obtained from $n$ learning samples, i.e., the learning matrix is $\mathbf{A} \in R^{m, n}$, and each entry of $\mathbf{A}$ has energy of $\sigma_{s}^{2}$, and is corrupted with i.i.d. Gaussian noise with energy of $\sigma_{i}^{2}$. It is also assumed that the test image has energy of $\sigma_{s}^{2}$ and is corrupted with noise of $\sigma_{t}^{2} . \sum_{i=1}^{r} \kappa_{i}^{2} \cong m n \sigma_{s}^{2}, \sum_{i=1}^{m} \sum_{j=1}^{n} C_{i, j}^{2} \cong m n \sigma_{t}^{2}$, $\sum_{i=1}^{r} f_{i}^{2} \cong m \sigma_{s}^{2}$, and $\sum_{i=1}^{m} g_{i}^{2} \cong m \sigma_{i}^{2} \cdot\|\mathbf{g}\|_{F} \cong \sqrt{m-r} \sigma_{t}$ and $\left\|C_{i}^{\prime}\right\|_{F} \cong \sqrt{m-r} \sigma_{i}$. Due to the independence among $\left\{\mathrm{g}^{\prime},\left\{\mathrm{C}_{i}^{\prime} \mid i=1, \cdots, r\right\}\right\}$, (4.22) becomes

$$
\begin{gather*}
\left\|\mathbf{p}-\mathbf{U}^{\prime r} \mathbf{U}^{\prime r^{\tau}} \mathbf{p}\right\|_{F}^{2} \cong(m-r) \sigma_{t}^{2}+(m-r) \sigma_{t}^{2} \sum_{i=1}^{r} \frac{f_{i}^{2}}{\kappa_{i}^{2}}  \tag{4.23}\\
\|\mathbf{p}\|_{F}^{2} \cong m\left(\sigma_{s}^{2}+\sigma_{t}^{2}\right) \tag{4.24}
\end{gather*}
$$

Obviously, from (4.23), the projection error is contingent on the relationship between $\left\{f_{i}\right\}$ and $\left\{\kappa_{i}\right\}$. From $\mathbf{G}$ in (4.19), and (4.23), it can be concluded that the basis $\mathbf{y}_{1}$ that corresponds to the largest singular value is the cleanest, and that the basis $y_{r}$ that corresponds to the least singular value is the dirtiest. The cleamess of the $j^{\text {th }}$ basis $\mathrm{y}_{j}$, here, is measured by the projection error, in (4.23), which is introduced by the $j^{\text {th }}$ unit-norm basis image. For a random test image, the best and worst performance is:
$(m-r) \sigma_{i}^{2}+(m-r) \sigma_{i} \frac{\sum_{i=1}^{r} f_{i}^{2}}{\kappa_{1}^{2}} \leq\left\|\mathbf{p}-\mathbf{U}^{\prime r} \mathbf{U}^{\prime r} r \mathbf{p}\right\|_{F}^{2} \leq(m-r) \sigma_{t}^{2}+(m-r) \sigma_{i}^{2} \frac{\sum_{i=1}^{r} f_{i}^{2}}{\kappa_{r}^{2}}$
$(m-r) \sigma_{i}^{2}+(m-r) \sigma_{i}^{2} \frac{m \sigma_{s}^{2}}{\kappa_{1}^{2}} \leq\left\|\mathrm{p}-\mathbf{U}^{\prime \prime} \mathbf{U}^{\prime \prime r} \mathrm{p}\right\|_{F}^{2} \leq(m-r) \sigma_{i}^{2}+(m-r) \sigma_{i}^{2} \frac{m \sigma_{s}^{2}}{\kappa_{r}^{2}}$
where $\kappa_{r}^{2} \leq \frac{m n \sigma_{s}^{2}}{r} \leq \kappa_{i}^{2}$. Define, furthermore, $\kappa_{i}^{2}=c_{i} m n \sigma_{s}^{2}$ :

$$
\begin{equation*}
(m-r) \sigma_{t}^{2}+\frac{m-r}{n c_{1}} \sigma_{i}^{2} \leq\left\|\mathrm{p}-\mathrm{U}^{\prime r} \mathrm{U}^{\prime r} \mathrm{p}\right\|_{F}^{2} \leq(m-r) \sigma_{t}^{2}+\frac{m-r}{n c_{r}} \sigma_{t}^{2} \tag{4.27}
\end{equation*}
$$

### 4.4.3 Performance analysis over the learning samples

We have given the best and the worst performance analysis of the recognition system. Next, we want to analyze the average performance of the system when we
test the basis on the whole learning examples, i.e. all the images that a re used to obtain the basis images.

From (2.2) in chapter 2,

$$
\mathbf{A}=\left[\mathbf{A}_{1}, \cdots, \mathbf{A}_{n}\right]=\left[\mathbf{U}_{1}, \cdots, \mathbf{U}_{r}\right] \operatorname{diag}\left(\kappa_{r}, \cdots, \kappa_{r}\right)\left[\mathbf{V}_{1}, \cdots, \mathbf{V}_{r}\right]^{T}=\left[\mathbf{U}_{1}, \cdots, \mathbf{U}_{r}\right]\left[\kappa_{1} \mathbf{V}_{1}, \cdots, \kappa_{r} \mathbf{V}_{r}\right]^{T}
$$

Surprisingly,

$$
\begin{equation*}
\sum_{\left.\| \in \in A_{j}, j=1, \cdots, n\right\}} f_{i}^{2}=\left\|\kappa_{i} \mathrm{~V}\right\|_{F}^{2}=\kappa_{i}^{2} \text { and } \underset{u \in|A,|j \in|, \ldots, n ;}{E} f_{i}^{2}=\frac{\kappa_{i}^{2}}{n} \tag{4.29}
\end{equation*}
$$

Then

$$
\begin{equation*}
{ }_{4 \in \mid A, i, i=1, \cdots, \cdots,!}\left\|\mathbf{p}-\mathbf{U}^{\prime r} \mathbf{U}^{\prime \prime}{ }^{T} \mathbf{p}\right\|_{F}^{2} \cong(m-r) \sigma_{t}^{2}+(m-r) r \sigma_{t}^{2} / n \tag{4.30}
\end{equation*}
$$

It can be easily proved that $(m-r) \sigma_{1}^{2}+{ }^{(m-r) r \sigma_{1}^{2} / n}$ is the expectation for any test sets when the $r$ largest singular values of the learning matrix $\mathbf{A}$ are equivalent. Moreover, from (4.33), this is also the best expectation performance over a random sample set, where the randomness means that $E f_{i}^{2}$ in (4.23) should be statistically equivalent.

From this formula, (4.30), we can see clearly the effects of all the parameters in the recognition system. Given that the noise in the learning samples and in the test image, compared with the signal, is small, the performance can be regarded to be independent of the signal level. As $m$ approaches a very large n umber, compared with $r$, the SSD is almost linearly dependent on $m$. As the number of the learning samples, $n$, increases, the recognition system improves: the error from the basis images decreases, and as $n$ approaches infinite, the error from the basis images approaches zero. However, the error from the test image cannol be reduced except by having a cleaner image.

Another measure, used in the recognition system, is the angle between the test image and the basis images:
$\left\|\mathrm{P}-\mathrm{U}^{\prime \prime} \mathrm{U}^{1{ }^{r} \mathrm{r}} \mathrm{p}\right\|_{r}^{2} /\|\mathrm{p}\|_{F}^{2}=\frac{(m-r) \sigma_{i}^{2}+{ }^{(m-r) r \sigma_{i}^{2}}}{m\left(\sigma_{s}^{2}+\sigma_{1}^{2}\right)} \underset{m \rightarrow \infty}{\rightarrow} \frac{\sigma_{1}^{2}+r \sigma_{i}^{2} / n}{\sigma_{s}^{2}+\sigma_{1}^{2}}=\frac{\sigma_{1}^{2}}{\sigma_{s}^{2}+\sigma_{1}^{2}}+\frac{r \sigma_{1}^{2}}{n\left(\sigma_{t}^{2}+\sigma_{t}^{2}\right)}$

Supposing $m \gg r$, the angle is independent of the size of the object, and depends on the energy level of the signal and the noise (in the learning samples and in the test image). As the size of the learning samples, $n$, increases, the system improves: the error from the basis images approaches zero and the error from the test image gradually dominates in the total error.

### 4.4.4 The optimal learning set

Suppose that the expectation of the test images, i.e. $\left\{f_{i}^{2}\right\}$, in (4.23), is known. How should we design the recognition system: specifically, how to select the learning samples, so that the system, concerning the expectation, has the best performance? Obviously, only the second term in (4.23) is dependent on the learning samples. The problem is:

$$
\begin{equation*}
\min \sum \frac{f_{i}^{2}}{\kappa_{i}^{2}}, \text { subject to } \sum \kappa_{i}^{2}=C \tag{4.32}
\end{equation*}
$$

$\sum \kappa_{i}^{2}=C$ means that, when the dimension, $m$, and the size, $n$, of the learning samples is large enough, the signal energy, $\sum \kappa_{i}^{2}$, should be approximately $m m \sigma_{s}^{2}$. By using a Lagrange multiplier, the minimum can be obtained iff

$$
\begin{equation*}
\frac{f_{i}}{\kappa_{i}^{2}} \equiv \text { Cons } \tag{4.33}
\end{equation*}
$$

From (4.33), we can draw such a conclusion, however it is a little surprising, that the basis images obtained from the $n$ samples of $\mathbf{A}$ are not optimal when the test image set is also $\left\{\mathbf{A}_{i}\right\}$. The reason is that, the basis, corresponding to the largest singular value, is overlearned in the learning process: from (4.33), the optimal learning ability, $\kappa_{i}^{2}$, should be proportional to $f_{i}$, while $\kappa_{i}^{2}$ is actually proportional to $f_{i}^{2}$, as in (4.29).

### 4.5 Simulation results

Here, we have to note that it is very difficult to have real data with high precision ground truth. Thus, in this section, we prese t some simulations to verify result 1 and result 2.


Figure 4.1: The average error that still resides in the approximation matrix. The abscissa denotes the number of the rows of the matrices, and the error is on the ordinate. (a-c) are for the square matrices, and ( $\mathrm{d}-\mathrm{f}$ ) are for the rectangular matrices, which have a constant, 40 , columns. There are three curves in every sub-figure: the (approximately) straight curve in the upper part denotes the original noise in the noise corrupted matrix, and the smooth/unsmooth curves are the expectation/actual error in the approximation matrix respectively. In (a) and (d), the signal and the noise are randomly g enerated. In (b) and (e), the noise leveis are normalized, so that the average energy in each entry of the matrices is 0.01 . In (c) and (f), the signal matrices have 3 equivalent singular values, while the energy level remains same.

### 4.5.1 Simulation of the denoising capacity of SVD

In a recent paper, an experimental result related the SVD's denoising performance has been reported (Chen ot al. 2004). In that example, noise with amplitude of $1.5 / 40=0.037$ still resides in the approximation matrix: where the noise-free $40 \times 40$ matrix, with a rank of 3 , had been corrupted with zero-mean-and- 0.01 -variance Gaussian noise. From result 1 we have derived, the value should be 0.038 . That this is pretty close to the result in (Chen et al. 2004), confirms the theory present here.

To provide further evidence, we have carried out our own simulations. Here, we work on a set of rank-3 matrices. For square matrices, the size of the matrices increases from 3 to 200 ; while for rectangular matrices, the number of the columns remains unchanged, staying at 40 . The noise level is 0.1 . In Matlab notation, $\mathbf{M}=\operatorname{randn}($ rows, 3$) * \operatorname{randn}(3$, columns $)+0.1 * \operatorname{randn}$ (rows, columns) is the noisecorrupted matrix. Figure 4.1 shows the simulation results of SVD's denoising performance, compared with the expectation from result 1. It can be easily observed that the expected curve almost coincides with the simulation result. In contrast with Figure 4.1 (d-f) (rectangular matrices), the curves in Figure 4.1 (a-c) (square matrices) can be observed to continue towards zero error, while the error for the rectangular matrices changes litile after the number of the rows increases to 20 or 40 .

### 4.5.2 Simulation of the learning capacity for LSA-based recognition

In this section, we present some simulation results concerning the SSD performance of the LSA-based recognition system, as stated in section 4.4. Suppose we work on a set of rank 3 subspaces but in a dimension of 100 . In this section, the parameters are set as follows: $m=100, r=3, \sigma_{s}=100$, and $\sigma_{t}=\sigma_{t}=1$. First, the SSD performance of a set of basis images is analyzei, over two test sets: the learning set, from which the basis images are obtained, and another random set where its 3 singular values have been artificially equalized. Obviously, as the learning sample size approaches infinite, the SSD, over two sets, approaches a stable value, as shown in Figure 4.2-a. Over the learning set, the performance, denoted by solid curve, almost coincides with the expectation from (4.30), denoted by dashed curve. Over the random set, the performance is denoted by dotted curve. Because the 3 singular values of the random
test set have been artificially equalized, the best performance over this random set can be obtained only if the leaming set has 3 equal singular values, from (4.33). However, the random learning set always has 3 distinct singular values. Thus, the performance over the random test set is worse than the optimal curve, denoted by dashed curve, especially fr: the small-size learning samples; in fact, the performance for the recognition system is very bad, at $5,771.6,788.1$ and 588.1 respectively, when the learning sample sizes are only 3,4 and 5 . In order to make the curves clear, these points have been omitted in Figure 4.2-a.

Conversely, next, we first have a random test set, and show the performance of different learning sets (different basis images): an optimal learning set, which complies with (4.33), and a random learning set, who has 3 equal singular values. For the random learning set, with 3 equal singular values, its performance, denoted by the solid curve, can be expected to coincide with the expectation (4.30), denored by the dashed curve, as shown in Figure 4.2-b. Obviously, the optimal learning set, complying with (4.33), has a better performance than the random learning set, especially for small learning sizes.

Note, if the learning set and the test set are truly randomly generated, it probably has a very bad SSD performance, especially for a small-size learning set. For example, the $r^{\text {th }}$ basis image may be very dirty, because the $r^{\text {th }}$ singular value of the learning set is comparatively small; while most of the energy of the test image probably comes from this basis image. In such cases, the error from the basis images, especially from the $r^{\text {th }}$ basis image, will dominate the total error, as can be seen from (4.23).
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Figure 4.2, The dependency of SSD on the size of learning samples.(a) for a learning set, over two test sets: (solid) the learning set from which the basis inages are obtained, and (dotted) another random set that has 3 equal singular values; (b) for a test set, by two leaming sets: (dotted) the optimal learning set and (solid) another random learning set that has 3 equal singular values. In both subfigures, the dashed curves denote the expectation from (4.30).



Figure 4.3: The effects of three parameters in (4.23) on SSD. To see the description in the text.

In Figure 4.3, we show the effects of the three parameters in (4.30), the size of the learning samples, $n$, the noise level in the learning set, $\sigma_{t}$, and the noise level in the
test set, $\sigma_{i}$; on SSD when the recognition system works over the learning samples. Figure 4.3(a) shows the performance of SSD when the noise level in test image is 0.5 (very small). It can be easily observed: the sguare dependency on the noise level in the learning set and the decreased effects of the noise in the learning set as the learning size increases. Figure 4.3 (b) shows the performance of SSD when the noise level in learning samples is 0.5 (very small). it can be easily observed: the square dependency on the noise level in the test set and its effect is almost independent of the learming size. Figure 4.3 (c) a nd (d) show the effect of the noise levels of the learning set and the test set when the leaming sizes are 3 and 125 respectively. When the learning size is 3 , the noise in learning set has almost a same effect on SSD as the noise in test set; when the learning size is $125(\gg 3)$, the noise in learning set can be almost neglected if it is not much higher than ther in the test set.

### 4.5.3 Relationship with some experimental observations

Here, we can explain such phenomena previously reported in the computer vision literature, by using the analysis in section 4.3 and section 4.4. For example, in SFM, the root-mean-suaare error of the recovered shape with respect to the true shape was reported in (Morita et al. 1997). Fig. 6 in that paper (Morita et al. 1997) shows that the error approaches a constant value after the number of the frames increases to 20 or 40 , as almost coincides with the result 1 , in section 4.2 or the Figure 4.1 in section 4.5.1.

Another two observations are related to result 2, in section 4.2. In (Basri et al. 2003), it was reported that no significant deterioration of the performance was found for LSA-based face recognition, if the images were subsampled by $16 \times 16$ squares, which means that, $m$, the number of the rows of $A$, decreases by $1 / 256$. However, the reduced $m$ is still very large, about $1000(\gg 4$ or 9$)$. We can find the explanation from (4.31): the performance, measured by the angel between the test image and the basis images, is almost independent of $m$ if $m \gg r$.

The last, but not the least, (maybe eveis the most important), observation was that "recognition of an object under a particular lighting and pose can be performed
reliably provided the object has been previously seen under similar circumstances" (Georghiades et al. 2001). A very reliable explanation can be found from (4.23) and (4.33). For a test image, if it or its similar cases have been observed in the learning samples, its $\left\{f_{i}^{2}\right\}$ will probably have a good relationship with $\left\{\kappa_{i}^{2}\right\}$, i.e., for a larger $\kappa_{i}^{2}, f_{i}^{2}$ is also larger, and vice versa. More formally, if (4.33) holds, the recognition system has a best performance. However, for a test image, which is produced under very different lighting conditions from those in the learning set, its $\left\{f_{i}^{2}\right\}$ probably has very baid relationship with $\left\{\kappa_{i}^{2}\right\}$. If most of its energy comes from the dirtiest basis, which corresponds to the $r^{\text {th }}$ singular value of the learning matrix, from (4.23), the recognition error is probably very large. This not only explains the drawback of PCA-based face recognition, pointed out in (Georghiades et al. 2001), but also gives a possible solution, as suggested by (4.33). For a random test set, the best learning samples should be selected this way: to equalize the first $r$ largest singular values as possible. However, we do not present any specific strategies for this open, and probably promising, issue.

### 4.6 Conclusion

The main contribution of this chapter is the presentation oi a theoretical analysis of SVD-based low rank projections: specifically the dencising capacity of SVD (where we characterized the error that still resides in the SVD-denoised matrix) and the learning capacity of LSA-based recognition systems (where we showed that the projection error can be decomposed into two independent sources, one from the test image and the other from the basis image). The work presented in chapters 5 and 8 directly exploits these results.
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## Chapter 5

## Recovering the Missing Components in a Large

## Noisy Low-Rank Matrix: Application to SFM

In computer vision, it is common to require operations on matrices with "missing data", for example because of occlusion or tracking failures in the Structure from Motion (SFM) probleni. Such a problem can be tackled, allowing the recovery of the missing values, if the matrix should be of low rank (when noise free). The filling in of missing values is known as imputation. Imputation can also be applied in the various subspace techniques for face and shape classification, on-line "recommender" systems, and a wide variety of other applications.

However, iterative imputation can lead to the "recovery" of data that is seriously in error. In this chapter we provide a method to recover the most reliable imputation, in terms of deciding when the inclusion of extra rows or columns, containing significant numbers of missing entries, is likely to lead to poor recovery of the missing parts. Although the proposed approach can be equally applied to a wide range of imputation methods, we address only the SFM problem in this chapter. The performance of the proposed method is compared with Jacobs' and Shum's methods for SFM.

The work presented in this chapter has been published in (Chen et al. 2004).

### 5.1 Introduction

Several problems in computer vision (and beyond) can be reduced to fitting a large matrix to its closest low-rank approximation: the factorization method under affine models of Structure from Motion (SFM) (Tomasi et al. 1992; Poelman et al. 1997; Kahl et al. 1999; Kanatani 2001), o ptical flow estimation in multi-frame video
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(Irani 1999; Irani 2002), subspace constraints in face recognition and indexing, pose determination, data mining and a plethora of related problems (e.g., customer modelling and recommender systems (Sarwar et al. 2000; Brand 2003)).

In this chapter, we restrict our application to the structure from motion in an affine camera setting, although this is to make the problem concrete rather than to exploit any special structure of that problem. Indeed we do not use any features of the problem formulation that is specific to the particular application (see section 5.1.1) so we will generically say that the matrix $\mathbf{M}$ (of dimension $m \times n$ and with real number entries) should be (without noise) of rank $r \ll \min \{m, n\}$. A consequence of the matrix being of rank $r$ is that it can be factored into RS for real rank-r matrices $\mathbf{R}$ of size $m \times r$ and S of size $r \times n$, and vice versa. For the SFM problem, we are of course interested in particular factors (the factorization is not unique because for any invertible matrix $\mathbf{G}$ of size $r \times r$ we have $\mathbf{R S}=(\mathbf{R G})\left(\mathbf{G}^{-1} \mathbf{S}\right)$ ). However, for other problems we are not interested in any of the factors per se but are interested in the projection onto a low rank matrix to reduce noise, to fill in missing data, or extrapolate to as yet uncollected data. For example, we may wish to exploit the low rank constraint to assist in the feature point-matching problem (predicted search ranges) or to extrapolate tracks.

In most real world problems, noise is inevitably introduced in the data. In the presence of noise, the measurement matrix quickly becomes full-rank. Thus, the matrix has to be projected upon its low-rank approximation $\mathbf{M}^{r}$ minimising mean squared error (using Frobenius norm):

$$
\begin{equation*}
\left\|\mathbf{M}-\mathbf{M}^{r}\right\|_{F}^{2} \tag{5.1}
\end{equation*}
$$

The singular value decomposition (SVD) gives the best solution to this problem (Golub et al. 1996): $\mathbf{M}=\mathbf{U D V}^{r}, \mathbf{M}^{r}=\mathbf{U D}^{r} \mathbf{V}^{\tau}$ where $\mathbf{D}^{r}$ is obtained by setting to 0 all of the singular values except the $r$ largest ones. This is classical and is the starting point of the original factorization method for SFM, and hence for many of its variants.
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We could equivalently seek the rank- $r$ factors explicitly in the formulation. That is, finding $\mathbf{R}$ of size $m \times r$ and $\mathbf{S}$ of size $r \times n$, that minimize

$$
\begin{equation*}
\|\mathbf{M}-\mathbf{R S}\|_{F}^{2} \tag{5.2}
\end{equation*}
$$

In such cases, one can side-step directly computing the "clean" $\mathbf{M r}^{r}$ (the reprojected points in SFM terminology).

The issues to solve, other than computational efficiency issues, include: how to deal with missing values, and how to deal with large amounts of data or data that is arriving sequentially. We will focus here on the first problem, and an algorithm is presented in section 5.4.3.

### 5.1.1 Missing-data problem in SFM

In SFM, one starts from the mathematical relationship between the measurement matrix M (coordinates of features tracked through frames), the object-camera motion matrix $\mathbf{R}$, and the structure/shape matrix $\mathbf{S}$. In the non-degenerate cases, and assuming an affine camera, the measurement matrix, should be exactly of rank 4. However, one can exploit the special structure: the "registered" measurement matrix, formed by subtracting the centre of mass of the image points from their coordinates, which should be of rank 3 (Tomasi et al. 1992; Poelman et al. 1997; Kahl et al. 1999; Kanatani 2001), and one can even reduce the problem to a rank-1 problem (Aguiar et al. 2003).

Regardless of what formulation, in terms of rank, the SVD cannot be directly used if some of the data are unavailable. This issue has been regarded (Jacobs 1997; Jacobs 2001; Rother et al. 2002) as the major drawback of the factorization method.

Attempts to apply a subspace projection approach, in the presence of missing data, can be divided into two categories:
1 Those that attempt to "fill in" (or impute) the missing values:
a. The seminal approach of Tomasi and Kanade (Tomasi et al. 1992) where the filling in is called "hallucination". In their somewhat heuristic approach to the missing data sub-problem, a full submatrix (no missing
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entries) is first decomposed by the factorization method, and then the initial solution grows by one row or by one column at a tire, hallucinating missing data. The final estimate is then refined by employing a steepest descent minimization method on a Least Squares fitting criterion (equation 5.2) $\|\mathbf{M}-\mathbf{R S}-\mathbf{C}\|_{F}^{2}$ where the inclusion of $\mathbf{C}$ makes the adjustment for the registration.
b. Jacobs' method (Jacobs 1997; Jacobs 2001) treated each column, with some missing entries, as an affine subspace, and solved the problem by obtaining the intersection of all the quadruple (in practice, a large selection of) affine subspaces. Unknown entries are recovered by finding, for each column, the least squares regression onto this subspace.

Methods that directly obtain the factors - thus not imputing the measurement matrix (directly)
e.g., Shum's method (Shum et al. 1995) and Guerreiro and Aguiar's work (Guerreiro et al. 2003). Though Shum's method was not originally formulated for SFM (see section 5.1.2) Jacobs (Jacobs 1997; Jacobs 2001) suggested that it could be applied to the SFM problem. We note that Shum's formulation uses data weighting to incorporate confidence measures, an elaboration not essential to our exposition. In essence, the method iteratively solves coupled least squares problems for the factors starting from the formulation of equation 5.2 but modifying the Frobenius norm so that only entries for measured data are involved, and adding the weights as mentioned previously. Since the formulation is bilinear in the factors, one can hold one factor constant and solve a linear least square problem for the other factor. Thus the missing data are only indirectly imputed (one can "reproject" the recovered structure onto the images). See chapter 6 .

Tomasi and Kanade's approach to the problem of occlusion (Tomasi et al. 1992) has the following disadvantages: needing to start from a complete submatrix (it is a NP-hard problem of finding the largest complete submatrix), asymmetric usage of
the data, and error propagation, as pointed out by Jacobs (Jacobs 1997; Jacobs 2001).

The greatest advantage of Jacobs' method lies in the fact that it does not need to start from a complete submatrix. Ideally, for a generic problem, all the quadruple affine subspaces should be utilized in order to obtain a good result. In practice, a selection of the affine subspaces is needed. However, in the severe noise case, using only a small portion of the affine subspaces may produce unsatisfactory results. Intrinsically, Jacobs' linear approach can be employed in any missing-data problems under low-rank constraint; however, better performance for SFM problem can be obtained, because some "outlier" detection strategies are used, by incorporating the specialty of the SMF problem; while, for a general low-rank problem, the performance of the generic algorithm proved to be far away from the optimal solution, especially when there is a lot of missing data.

Ore drawback of Shum's approach is its dependence on an initial matrix, although a random initial matrix works when the percentage of the missing data is low and the data is not highly corrupted by noise. Even taking Jacobs' result as its initial point, Shum's approach still tends to diverge when there is a lot of missing data, especially for the generic low-rank problems.

Recently, by combining Jacobs' method (Jacobs 1997; Jacobs 2001) with the projective factorization method of Sturm \& Triggs (Sturm el al. 1996), Martinec et al. (Martinec et al. 2002) solved the missing-data problem under the perspective model. Various geometric constraints (Heyden et al. 1998; Kahl et al. 1999; Brandt 2002), have also been employed to cope with the missing-data problem. For example, Heyden and Kahl (Heyden et al. 1998; Kahl et al. 1999) proposed to use "closure constraints" for affine construction, where the missing-data problem can be naturally handled. They noted that Jacobs' method could be regarded to be "dual" to the closure constraints. It should also be noted that the missing-data problem in SFM could be efficiently solved by an incremental SVD (Brand 2002). Our own method for solving this problem is to be found in section 5.4.3.
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### 5.1.2 Other missing data problems under low rank constraint

Low rank based imputation is so commonly useful that it is not surprising that many variations have appeared in the literature. Many applications are quite far removed from SFM: e.g., DNA prediction (Troyanskaya et al. 2001), or in recommender system (Sarwar et al. 2000; Brand 2003). Yet these studies share the same intrinsic nature: missing-data problem under low-rank constraints.

The approach used in DNA prediction (Troyanskaya et al. 2001) employs a "SVDimpute" algorithm that bears a superficial similarity to our approach. The starting point of that approach is to fill in the missing values with row averages, then to use the SVD to rank $r$-project, then regress the missing values against the spanning vectors of the SVD, the process then being re-iterated until convergence. The first potential drawback of these imputation methods is that, the initial values for the starting point are rather arbitrary. Such limits its application to the cases where only a few data are missing (Sarwar et al. 2000; Brand 2003). Secondly (Troyanskaya et al. 2001), only one missing component is updated at a time - an inefficiency. More importantly, as will be covered in the Appendix, such a strategy does not impute with minimal distance to the "current" subspace. Thus convergence cannot be ensured. Indeed, the same criticisms as have been levelled at Tomasi and Kanade apply: strong dependence on the starting matrix a nd the imputation order (Brand 2002; Brand 2003). In addition, the iterative imputation method has the possibility of exhibiting "bad behaviour" (see Appendix), i.e. the estimate goes further from the underlying optimal solution as the iteration proceeds. However, such an important issue was overlooked in (Troyanskaya et al. 2001).

In a recommender system, the low rank constraint is supposed to capture customer preferences and it needs to be continually updated. However, it would be very computationally expensive to update the system online by traditional SVD. Brand (Brand 2002; Brand 2003) proposed an incremental SVD to efficiently do this work, making the online updating possible. In what Brand calls bootstrapping (Brand 2003), he re-orders the matrix to have a dense submatrix in the top left corner and incrementally adds rows and columns using incremental SVD updating

Chapter 5: Recovering the missing components in a large noisy low-rank matrix: Application to SFM
routines. Incremental update is also desirable in SFM problems (Brand 2002), but it is beyond the scope of the present chapter.

### 5.1.3 Contributions of this chapter

The main contribution of this chapter is that we provide a means of determining which parts of the matrix should be used in the iterative imputation/recovery process. In the SFM context, this corresponds to deciding which tracks and/or which frames (typically the former) should be exploited in the iterative recovery process. Intuitively, the gain, on the one hand, of using more data (rows and/or cols) is balanced by the fact that extra rows and cols carry more missing entries. Rows or columns that have almost all entries missing are not likely to bring much extra information and the extra degrees of freedom can make the recovery less stable. Incorporation of data with more missing values can cause the solution to "wander" away from the true solution.

As a second contribution, we present an iterative imputation strategy and prove its weak convergence. Although falling short of a theoretical guarantee, the weak convergence, together with our mechanism of precluding the "wandering" of the iterative approach, ensures the iteration to the optimal solution in almost every case. This will be demonstrated by experiments.

### 5.1.4 Overview of the chapter

In section 5.2, we first state the general missing-data problem under low-rark constraint, using an objective function that is subtly different from the one in Shum's method. In section 5.3, we analyze the central idea, used in the imputation approach (Sarwar et al. 2000; Troyanskaya et al. 2001; Brand 2003), i.e., to fill in the missing data so that the complete vector has a minimal distance to a known low-rank subspace. Then, we propose a new iterative method of recovering the missing data in a large low-rank matrix; and prove its weak convergence. In section 5.4, based on the analysis of the denoising capacity of the SVD in chapter 4, we propose a criterion determining whether it is worth incorporating the incomplete vectors in the iteration. In section 5.5, we experimentally compare the
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algorithm with Jacobs' and Shum's methods. In the Appendix, we discuss some aspects of the iterative method, including its convergence, the "wandering" issue, a bootstrapping strategy that provides a partial solution to the "wandering issue" (hinting at a more complete solution), and the relation to other approaches.

### 5.2 The definition of the problem and its nonlinear nature

### 5.2.1 The problem

A large natrix $\mathbf{M} \in R^{m, 4}$, which should have a low rank $r$, is corrupted with noise (assumed to be i.i.d. Gaussian), and has missing entries. The problem is to recover these missing entries and to minimize the approximation error between the recovered matrix, $\hat{\mathbf{M}}$, and its closest rank-r approximation, $\hat{\mathbf{M}}^{r}$ :

$$
\begin{equation*}
\min \left\|\hat{\mathbf{M}}-\hat{\mathbf{M}}^{r}\right\|_{F}^{2} \tag{5.3}
\end{equation*}
$$

subject to $\hat{M}_{i, j}=M_{i, j}$ if $M_{i, j}$ is observed. In other words, we seek to minimize the difference between the imputed matrix $\hat{\mathbf{M}}$ (where the missing values have been recovered but the matrix has not been de-noised) and the closest rank-r approximation of the imputed matrix $\hat{\mathbf{M}}^{r}$ (now imputed and de-noised).

Note: The minimization objective is different from that in Shum's approach (Shum et al. 1995), where the objective is to recover the matrix factors that minimize the re-projection error of the "non-missing" data, i.e. the sum of the square of the difference between known elements in the incomplete matrix and the corresponding elements in the new recovered matrix, which is exactly of low-rank. Moreover Shum's formulation incorporates weighted errors - an elaboration that can be extremely effective if one has error covariance estimates that can be exploited. Weighted error noms are beyond the scope of this chapter (however see chapter 6) and so we express Shum's formulation as:

$$
\begin{equation*}
\min \|\mathbf{M}-\hat{\mathbf{R}} \hat{\mathbf{S}}\|_{F_{-} \text {non-missing }}^{2} \tag{5.4}
\end{equation*}
$$

In essence, (5.4) predisposes one to directly seek the factors, and to perform imputation and de-noising together. This suggests different implementation strategies but the solutions to both formulations should be equivalent. Of course,
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given different implementation strategies, the stability and convergence properties can differ.

### 5.2.2 Non-linearity of the problem

Obviously, Shum's formulation (equation 5.5.4) is non-linear: in fact it is bi-linear in the factors $\mathbf{R}$ and $\mathbf{S}$. Here, we show the intrinsic non-linearity of our formulation (equation 5.5.3).

Suppose $\mathbf{M} \in R^{m, n}$. Its closest rank-r matrix, measured by the Frobenius norm, is $\mathbf{M}^{r}=\mathbf{U}^{r} \boldsymbol{\Sigma}^{r}\left(\mathbf{V}^{r}\right)^{T}=\sum_{i=1}^{r} \sigma_{i} \mathbf{u}_{i} \mathbf{v}_{i}^{r}$, with $\left\|\mathbf{M}-\mathbf{M}^{r}\right\|_{F}^{2}=\sum_{i=r+1}^{p} \sigma_{i}^{2}$ (Golub et al. 1996), where $p=\min (m, n)$ and $\left\{\sigma_{i}^{2}\right\}$ are the non-descending eigenvalues of $\mathbf{M}^{T} \mathbf{M}$.

Suppose $M$ has some missing entries $\left\{M_{i, j} \mid(i, j) \in \Xi\right\}$, where $\Xi=\left\{(i, j) \mid M_{i, j}\right.$ is unknown, $\left.1 \leq i \leq m, 1 \leq j \leq n\right\} . \mathrm{E}_{i, j} \in R^{m, n}$, has all zero entries, except a one at $(i, j)$. Let the recovered matrix be $\hat{\mathbf{M}}, \hat{\mathbf{M}}=\overline{\mathbf{M}}+\sum_{(i, j) \in \Xi} k_{i, j} \mathbf{E}_{i, j}$, where $\bar{M}_{i . j}=\left\{\begin{array}{c}M_{i, j}(i, j) \notin \Xi \\ 0 \quad(i, j) \in \Xi\end{array}\right.$. The characteristic polynomial of $\hat{\mathbf{M}}^{r} \hat{\mathbf{M}}, p(\lambda)$, is a highorder polynomial of $\lambda$ and $k_{i, j}$. The equation, $p(\lambda)=0$, has $n$ non-negative roots for any $\left\{k_{i, j}\right\}$, because $\hat{\mathbf{M}}^{T} \hat{\mathbf{M}}$ is positive semi-definite. The problem reduces to finding $\left\{\hat{k}_{i, j}\right\}$, which minimizes the sum of the least $n-r$ roots of the equation, $p(\lambda)=0$. This is a nonlinear problem.

Consider a simple case, $\mathbf{M} \in R^{10,10}$ with a missing entry $M_{1,,}$. Suppose $\mathbf{M}$ should be of rank 4, if it were noise free and had no missing entries. Its characteristic polynomial, $p(\lambda, t)$, where $t$ dciotes the missing entry, is of the form: $p(\lambda, t)=\lambda^{10}+f_{2}(\lambda) t^{2}+f_{1}(\lambda) t+f_{0}(\lambda)=\lambda^{10}+\sum_{i=0}^{9} \lambda^{i} g_{i}(t)$, where $f_{i}(\lambda)=\sum_{j=0}^{j=9} f_{i, j} \lambda^{j}$ and $g_{i}(t)=\sum_{j=0}^{j=2} g_{i, j} t^{j}$, and $f_{i, j}$ and $g_{i, j}$ are determined by $\mathbf{M}$. This equation is
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nonlinear and the problem of minimizing the sum of the least 6 roots is very complicated. If there are many missing entries in the matrix, the problem appears intractable from this point of view.

### 5.3 An iterative imputation method

In this section, an iterative algorithm, based on the imputation principle, is proposed, and we prove a weak convergence of the iterative algorithm.

### 5.3.1 Minimization of the distance of a vector with missing entries to a

## known subspace

The key starting point is to "grow" a complete matrix by adding rows or columns, filling in those missing entries in the new rows or columns. Without loss of generality, we consider only the case of column-wise growth or the complete matrix. Thus suppose we have a complete matrix, $\mathbf{M} \in R^{m, n}$, which should be of rank $r(r \leq m, n)$ if it were noise-free; and a nother vector $\mathbf{x} \in R^{m \prime}$, with $m$ issing components. Ideally, $[\mathbf{M}, \mathbf{x}]$ should be also of rank $r$ if both of them were noisefree and complete. Suppose the first $k(k \leq m-r)$ components of $\mathbf{x}$ (i.e., $\mathbf{x}_{1: k}$ ) are missing (swapping rows if necessary). The imputation method finds a linear combination of column vectors in $\mathbf{M}$, fitting $\mathbf{x}$ the best (Troyanskaya et al. 2001; Brand 2002):

$$
\begin{equation*}
\hat{\mathbf{x}}_{1: k}=\mathbf{U}_{1}\left(\mathbf{U}_{2}^{T} \mathbf{U}_{2}\right)^{-1} \mathbf{U}_{2}^{T} \mathbf{x}_{k+1: m} \tag{5.5}
\end{equation*}
$$

where, by SVD, the rank-r projection of $\mathbf{M}$ is $\mathbf{M}^{r}=\mathbf{U} \operatorname{diag}(\mathbf{s}) \mathbf{V}^{\tau}=\left[\begin{array}{l}\mathbf{U}_{1} \\ \mathbf{U}_{2}\end{array}\right] \operatorname{diag}(\mathbf{s}) \mathbf{V}^{r}$, and $\mathbf{U}_{1}$ is the upper $k$ rows of $\mathbf{U}$ and $\mathbf{U}_{2}$ is the rest of $\mathbf{U}$.

Intuitively: $\hat{\mathbf{x}}$ is the closest point to the subspace $\operatorname{Span(\mathbf {U})\text {.Becausethispropertyis}{}^{\text {a}}\text {.}}$ crucial in proving the convergence in section 5.3.3, we give a formal proof here.
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Theorem 1: The estimate $\hat{\mathbf{x}}$, obtained from (5.5), is the closest point to the subspace $\operatorname{Span}(\mathbf{U})$.

Proof: For any estimate, $\widetilde{\mathbf{x}}$, suppose $\mathbf{U}^{T} \widetilde{\mathbf{x}}=\widetilde{\mathbf{c}}$ :

$$
\left\|\widetilde{\mathbf{x}}-\mathbf{U} \mathbf{U}^{r} \widetilde{\mathbf{x}}\right\|_{F}^{2}=\|\tilde{\mathbf{x}}-\mathbf{U} \widetilde{\mathbf{c}}\|_{F}^{2}=\left\|\widetilde{\mathbf{x}}_{1: k}-\mathbf{U}_{1} \widetilde{\mathbf{c}}\right\|_{F}^{2}+\left\|\mathbf{x}_{k+1: m}-\mathbf{U}_{2} \widetilde{\mathbf{c}}\right\|_{F}^{2} \geq\left\|\mathbf{x}_{k+1: m}-\mathbf{U}_{2} \hat{\mathbf{c}}\right\|_{F}^{2}
$$

where the equality holds iff $\tilde{\mathbf{c}}$ is the LS solutio: $\hat{\mathbf{c}}$ for $\mathbf{U}_{2} \mathbf{c}=\mathbf{x}_{k+1: m}$ and $\widetilde{\mathbf{x}}_{1: k}=$ $\mathbf{U}_{1} \hat{\mathbf{c}} \cdot \mathbf{\text { QED }}$

Note: Aithough the solution by (5.5) is optimal in terms of the distance between the vector with missing data and the known subspace, it is not true for the new subspace of $[\mathbf{M}, \hat{\mathbf{x}}]$; because the new subspace depends not only on $M$, but also on $\hat{\mathbf{x}}$.

### 5.3.2 An iterative algorithm for the problem (Iter)

In this subsection, we present an iterative algorithm (called Iter) to solve the nonlinear problem defined in section 5.2.1. Though Iter performs well in the vast majority of cases, it does not always converge to a good solution. Hence this core algorithm will be improved in section 5.4.

## Algorithm (Iter)

(i) Starting from a complete submatrix: Suppose, w.l.o.g., that M , after some row and column exchanges, has a block representation: $\left[\begin{array}{ll}\mathbf{A} & \mathbf{B} \\ \mathbf{C} & \mathbf{D}\end{array}\right]$, where all entries in $\mathbf{A}$ are known, and some entries in $\mathbf{B}, \mathbf{C}$, and $\mathbf{D}$ are missing. For example, permute columns so that columns with least missing values are on the left and permute rows so that rows with least missing values are towards the top. We do not need the largest submatrix - any $\mathbf{A}$ of size $2 r \times 2 r$ or larger will do.
(ii) Initialization - growing a complete sub-matrix: (a) Column-wise filling. First consider the submatrix $\left[\begin{array}{ll}\mathbf{A} & \mathbf{B}\end{array}\right]$. Recover $\hat{\mathbf{B}}$ from $\mathbf{A}$ by equation 5.5 and obtain $\left[\begin{array}{lll}\mathbf{A} & \hat{\mathbf{B}}_{1} & \mathbf{B}_{2} \\ \mathbf{C} & \mathbf{D}_{1} & \mathbf{D}_{2}\end{array}\right]$, where the missing entries in $\hat{\mathbf{B}}_{1}$ have been recovered and the missing entries in $\boldsymbol{B}_{2}$ cannot be recovered. Note: this induces a split of submatrix
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D. (b) Row-wise filling. Similarly, recover $\left[\begin{array}{ll}\mathbf{C} & \mathbf{D}_{1}\end{array}\right]$ from $\left[\begin{array}{ll}\mathbf{A} & \hat{\mathbf{B}}_{1}\end{array}\right]$, and obtain $\left[\begin{array}{ccc}\mathbf{A} & \hat{\mathbf{B}}_{1} & \mathbf{B}_{2} \\ \hat{\mathbf{C}}_{1} & \hat{\mathbf{D}}_{11} & \mathbf{D}_{12} \\ \mathbf{C}_{2} & \mathbf{D}_{21} & \mathbf{D}_{22}\end{array}\right]$. Note: after sub-step (b), $\left[\begin{array}{cc}\mathbf{A} & \hat{\mathbf{B}}_{1} \\ \hat{\mathbf{C}}_{1} & \hat{\mathbf{D}}_{11}\end{array}\right]$ is now $\mathbf{A}$, the complete submatrix, in the block representation of $\left[\begin{array}{ll}\mathbf{A} & \mathbf{B} \\ \mathbf{C} & \mathbf{D}\end{array}\right] ;\left[\begin{array}{l}\mathbf{B}_{2} \\ \mathbf{D}_{12}\end{array}\right],\left[\begin{array}{ll}\mathbf{C}_{2} & \mathbf{D}_{21}\end{array}\right]$ and $\mathbf{D}_{22}$ now are $B, C$ and $D$ respectively. After sub-step (a), check whether all the missing entries have been recovered. If so, terminate the initialization step and go to the iteration step; if not, go to substep (b). After sub-step (b), check for completion again. If all the entries have been recovered, go to the iteration step. If not, check the following condition: Is the number of the non-recovered entries before sub-step (a) the same number as after sub-step (b)? If so, the missing entries in $\mathbf{B}, \mathbf{C}$, and $\mathbf{D}$ cannot be recovered. If the number of non-recovered entries decreases, continue the initialization step (a) by regarding the recovered entries as "non-missing". (Note: although growing the complete submatrix to obtain the initial complete matrix, as described here, is somewhat iterative, we prefer to view this as an initialisation step to the refinement iterations that follow in the next step.)
Afier this initialization procedure, we obtain a recovered matrix $\hat{\mathbf{M}}_{1}$, which is complete; and we prepare for the iterative stage by setting a convergence measure $a_{0}=\infty$.
(iii) Iteration - refining the complete matrix: From $\hat{\mathbf{M}}_{i}$, obtain its closest rank-r approximation by SVD: $\hat{\mathbf{M}}_{i}^{r}=\mathbf{U}_{i} \Sigma_{i} \mathbf{V}_{i}{ }^{\text {. Compute the rank- } r}$ approximation error $d_{i}=\left\|\hat{\mathbf{M}}_{i}^{r}-\hat{\mathbf{M}}\right\|_{F}$. If

$$
\begin{equation*}
d_{i-1}-d_{i}<\varepsilon \tag{5.6}
\end{equation*}
$$

terminate the iteration; else, from $\mathrm{U}_{i}$, recover the missing entries in $\mathbf{B}, \mathbf{C}$, and $\mathbf{D}$ by (5.5), and obtain $\hat{\mathbf{B}}_{i+1}, \hat{\mathbf{C}}_{i+1}$ and $\hat{\mathbf{D}}_{i+1}$. Set $\hat{\mathbf{M}}_{i+1}=\left[\begin{array}{cc}\mathbf{A} & \hat{\mathbf{B}}_{i+1} \\ \hat{\mathbf{C}}_{i+1} & \hat{\mathbf{D}}_{i+1}\end{array}\right]$.
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### 5.3.3 The convergence of the iterative algorithm

In this section, we prove a weak convergence of the iterative imputation algorithm above (thus the algorithm is independent of the initial matrix when the matrix has not been badly corrupted by the noise or by the missing data - as experimentally verified).

Theorem: The iterative algorithm above converges to a local minimum.
Proof: Suppose $\mathbf{m}$ is an arbitrary column of $\mathbf{M}$, and its estimates are $\hat{\mathbf{m}}_{i}$ and $\hat{\mathbf{m}}_{i+1}$ at the $i^{\text {th }}$ and the $i+l^{t h}$ iteration steps, respectively.

$$
\begin{aligned}
\left\|\hat{\mathbf{M}}_{i}^{r}-\hat{\mathbf{M}}\right\|_{F}^{2} & =\sum_{a l \mathrm{~m}}\left\|\hat{\mathbf{m}}_{i}-\mathbf{U}_{i} \mathbf{U}_{i}^{T} \hat{\mathbf{m}}_{i}\right\|^{2} \\
& \geq \sum_{a \| \mathrm{m}}\left\|\hat{\mathbf{m}}_{i+1}-\mathbf{U}_{i} \mathbf{U}_{i}^{T} \hat{\mathbf{m}}_{i+1}\right\|^{2} \\
& \geq \sum_{a \| \mathrm{m}}\left\|\hat{\mathbf{m}}_{i+1}-\mathbf{U}_{i+1} \mathbf{U}_{i+1}^{T} \hat{\mathbf{m}}_{i+1}\right\|^{2}=\left\|\hat{\mathbf{M}}_{i+1}^{r}-\hat{\mathbf{M}}_{i+1}\right\|_{F}^{2}
\end{aligned}
$$

The first inequality is from theorem 1, and the second from the SVD theorem (Golub et al. 1996). QED

Note: There are many ways to detect/characterise convergence. Another condition for the convergence, not so rigorous as (5.6), is to check the variation of the missing entries, i.e.

$$
\begin{equation*}
\left\|\hat{\mathbf{M}}_{i+1}-\hat{\mathbf{M}}_{i}\right\|_{F}<\varepsilon^{\prime} \tag{5.7}
\end{equation*}
$$

Condition (5.7) is easier to check. However, condition (5.7) is stronger than (5.6), and it may happen that condition (5.7) fails to indicate convergence. The cases, non-convergent measured by (5.7), are described as divergent in section 5.5.2 and section 5.5.3.

### 5.4 SVD's denoising capacity vs. missing data

Vectors, with only a few "non-missing" components, may cause the iteration to "wander away" from the true solution. Moreover, even if the optimal solution,
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defined as in (5.3), can be obtained ${ }^{*}$, we experimentally find that these recovered vectors may degrade the accuracy that might have been gained from the other reliable data, alone. We have experimented, with some success with various strategies to detect and rectify this (see Appendix), however the true solution will be found in a closer analysis of the de-noising process. By analyzing the SVD's denoising capacity in chapter 4, we present a criterion to dccide whether it is worth incorporating an incomplete vector into the iteration.

### 5.4.1 SVD's denoising capacity and its extension to an incomplete

## matrix

In chapter 4, with the tool of the matrix perturbation theory (Wilkinson 1965), the SVD's denoising capacity is analyzed, in terms of the size of the matrix, the noise level, and the underlying rank (equations (4.1) and (4.2) in chapter 4).

The advantage of the SFM factorization method can be ascribed to the SVD's denoising capacity. From (4.1) in chapter 4, we can see, as the size of the matrix increases, the low-rank approximation matrix approaches the noise-free matrix. That is the underlying superiority of the factorization method when applied to a complete matrix: all the feature points are treated uniformly so that most of the noise can be suppressed if the size of the measurement matrix is large enough.

However, SVD is not directly applicable when there is some missing data in the matrix. A possible solution is to first recover the missing data, using for example the iterative imputation method above; then to SVD the recovered matrix. However, when there are a lot of missing components, a vector with only a few "non-missing" components, might degrade the accuracy obtainable from the other reliable data. Yet, using only a small complete submatrix may not achieve optimal de-noising ability - clearly there is a trade-off here. This is illustrated in Figure 5.1: as the missing percentage increases, the performance deteriorates.
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Figure 5.1: The optimal performance of the iterative algorithm. The abscissa is the missing percentage, $\rho$; and the ordinate is RMS error for the iterative algorithm. Four curves are drawn: the upper dotted one is $(1-\rho)^{-1}$, the lower solid one $(1-\rho)^{-1 / 2}$, the dashed one in the middle is $(1-\rho)^{-07}$, and the solid one in the middle is the optimal performance of the proposed iterative algorithm (section 5.3.2).

A natural question arises: is it possible to find a submatrix, complete or incomplete, which is more reliable than the whole matrix? From (4.1) in chapter 4, the denoising capacity of the SVD is dependent on the ratio between $(\mathrm{m}+\mathrm{n}-\mathrm{r}) \mathrm{r}^{*}$ and mn : the former is the number of the independent elements of the low-rank matrix (Shum et al. 1995), and the latter is the number of the variables in the matrix. From this fact, we postulate that the incomplete matrix approximately has similar "denoising capacity".

Hypothesis 1 (the denoising capacity of the incomplete matrix): Suppose there are $p(p \geq(m+n-r) r)$ "non-missing" components in a matrix B , and each row (column) has at least $r$ "non-missing" components. The best estimate of $\mathbf{B}, \hat{\mathbf{B}}$, should have the following property:
$E\left|\hat{B}_{i, j}^{r}-A_{i, j}\right|=\sigma \sqrt{\frac{r(m+n)-r^{2}}{p}}=\sigma \sqrt{\frac{r(m+n)-r^{2}}{m n}} \sqrt{\frac{m n}{p}}=\sigma \sqrt{\frac{r(m+n)-r^{2}}{m n}} \sqrt{\frac{1}{1-\rho}}(5.8)$
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where $\rho$ is the percentage of the missing data.

Compared with the denoising capacity of the complete matrix, the error in the incomplete matrix should increase by $\sqrt{\frac{1}{1-\rho}}$ as a function of the missing percentage. The RMS error index of the iterative algorithm approximately follows $(1-\rho)^{-0.7}$ (see Figure 5.1), when the percentage is less than 0.5 - not exact agreement but still useful.

We employ (5.8) as a criterion as to whether it is worth incorporating a vector, with missing data, into the iteration. For an incomplete matrix with a rank of $r$, all of whose columns and rows have at least $r$ "non-missing" components, we define its unreliability as the ratio between the number of its independent variables and the number of non-missing components:

$$
\begin{equation*}
c=\frac{r(m+n)-r^{2}}{p} \tag{5.9}
\end{equation*}
$$

Thus, we propose to use the following strategy: first, use the iterative algorithm in section 5.3.2, to recover the most reliable incomplete sub-matrix, which has the minimal unreliability ratio; then, project other columns (rows) on it, if required, using the imputation method. Specifically for SFM, our strategy is: first reconstruct the 3D scene and the cameras by the factorizing the most reliable measurement matrix (obtained by the algorithm in section 5.4.3); then to estimate the positions of other feature points and other camera matrices, using the techniques in (Tomasi et al. 1992).

### 5.4.2 The minimal unreliability ratio in SFM

It is an NP-hard problem to find the submatrix that has the minimal unreliability ratio. Here, we propose a simple approach: to iteratively exclude the vector(s), which has the least "non-missing" components among the retained submatrix, until

[^6]Chapter 5: Recovering the missing components in a large noisy low-rank matrix: Application to SFM
the unreliability ratio beings to increase. Obviously, only a local minimum can be obtained, in general. However, in many cases, such as the SFM problem and the recommender system, we usually have a thin matrix, i.e., it has a large width or height. In the following discussion, we suppose w.l.o.g. we have an incomplete matrix whose width is much larger than its height. We then sort the columns so that the columns with the least missing entries are towards the left. Now we simply must find a "cut" point, beyond which to exclude unreliable columns. Indeed, if we restrict the exclusion to columns, the optimal property can be proved. Without loss of generality, suppose $n \gg m \gg r$, and the non-missing number in the $i^{\text {th }}$ column, $k_{i}$, is descending, i.e., $k_{i}>k_{i+1}$ for $1 \leq i<n$. The unreliability ratio of the submatrix $\mathbf{M}_{l}$ (the left $l$ columns of $\mathbf{M}$ ), is:

$$
\begin{equation*}
c_{t}=(m+l-r) r / \sum_{i=1}^{l} k_{i} \tag{10}
\end{equation*}
$$

We only need to prove: $c_{l}>c_{l+1} \Rightarrow c_{t-1}>c_{t}$ and $c_{t}<c_{t+1} \Rightarrow c_{t+1}<c_{t+2}$. That is, the curve $c_{l}$ has one minimum. The first can be easily proved: $c_{l}>c_{l+1} \Leftrightarrow c_{l}>\frac{r}{k_{l+1}} \Rightarrow c_{l}>\frac{r}{k_{l}} \Leftrightarrow c_{l-1}>c_{l}$. Please note $c_{l}, r, k_{l}$ are positive numbers. The second fact can be similarly proved.

### 5.4.3 Algorithm (IterPart)

In this section, we propose another algorithm, which still uses Iter, in section 5.3.2, at its core.

Use quick cull of cols(rows) that are not reasonable to iteratively impute (section 5.4.2).

1 Use the "sweeping" initialization of the core algorithm (section 5.3.2). This could be augmented with a bootsrapping strategy (Appendix), but such appears to be unnecessary in all of our experiments.
2 Use error norm monitored iteration of the core algorithm to convergence (i.e., the iteration step in Iter, in section 5.3.2).

3 Finally, recover the "hopeless" (the entries not recovered by 1-3), if one really must, with another approach - e.g. Tomasi-Kanade. These portions may not
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be recovered well but at least they will be somewhat recovered and they will not pollute the accuracy of the previously recovered portion.

In short, IterPart is an improvement on Iter that benefits from our heuristic approach to deciding which of the entries are worth recovering directly. The difference is in step 1 (to predelemine where the core of reliable information is likely to be) and step 4 (optional recovery of those parts that are likely to be unreliable). This approach tends to converge more often than other methods.

### 5.4.4 Discussion

IterPart (section 5.4.3) performs almost the same as Iter (section 5.3.2), when there are only a few missing components. Suppose the matrix is very large: $n \gg m \gg$. Then, the unreliability ratio for the complete matrix is about $r / m$. Thus, if each column (or a row) has less than $r$ (or $n r / m$ ) missing components, the whole matrix is the most reliable one; i.e., IterPart is the same as Iter. Moreover, if the missing percentage is comparatively low, both of them are expected to have similar performance, as will be validated by experiments.

When there are a lot of missing components, IterPart should perform better than the Iter. Generally, each column (row) in the $m$ ost reliable submatrix has more than $2 r$ non-missing components; because the most reliable matrix would generally have an unreliability ratio less than 0.5 . If the matrix can be recovered, there should be $(m+n-r) r$ non-missing components at least, i.e., the unreliability should be less than $l$. The unreliability ratio decreases as a result of the cutting processes. The vectors with only $r$ non-missing components are retained in the most reliable matrix only if the whole incomplete matrix has an unreliability ratio of 1 .

We also note that Iter has a risk of divergence, even when employing an additional "bootstrapping" strategy outlined in the Appendix. IterPart generally, does not have such problems, even without the aid of bootstrapping, as will be demonstrated by experiments.
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### 5.5 Experiments

In this section, we compare the performance of eight approaches: Iter (proposed in section 5.3.2), its variant: IterPart (proposed in section 5.4.3), Jacobs's three methods: (rankr "Jacobsl", rankrsfin "Jacobs2", and rankrsfin_tpose "Jacobs3"), and Shum's method, also with three variants: Shumn1, Shum2, Shum3 (starting from Jacobs' methods above). We use rank 4 versions of Jacobs routines, sidestepping the erroneous centroid subtraction in the presence of missing data (Heyden et al. 1998; Kahl et al. 1999). We present 4 groups of experiments, two using synthetic data, another from the box sequence, which was also used by Jacobs (Jacobs 1997; Jacobs 2001), and the other from the dinosaur sequence, which is somewhat more challenging.

In the first group of experiments, we concern the convergence of the core iterative algorithm, Iter. In the other groups of experiments, we focus on stability since Iter, Shum1, Shum2, and Shum 3 have almost the same performance when they converge. IterPart has a very small risk of divergence. It should be very stable because only the most reliable submatrix is used in the iteration, where each row (column) generally has more than $2 r$ non-missing components and $r+1$ at least. Indeed, no divergence case has been found in all 20,000 cases we examined ( $20-$ noise-level $\times 10$-level-of-missing-percentage $\times 100$-times repetition).

### 5.5.1 Only one unknown entry

Consider a matrix $\tilde{\mathbf{M}} \in R^{10 \times 10}$, whose rank is $3 . \tilde{\mathbf{M}}$ is corrupted with Gaussian noise (zero mean and unit variance) producing $\mathbf{M}$, which is observed. Specifically, in Matlab notation, $\tilde{\mathbf{M}}=\operatorname{randn}(10,3) \times \operatorname{rand} n(3,10) \times 5$ and $\mathbf{M}=\tilde{\mathbf{M}}+\operatorname{randn}(10,10)$. Suppose a single element, $M_{1,10}$, is unknown.

In this experiment, in order to evaluate the algorithm, we also search the neighborhood of the candidate solution, by perturbing the estimated value, $\hat{M}_{1,10}$. We compute the distances of 200 perturbed matrices, $\overline{\mathbf{M}}$, respectively to their rank-3 approximations, $\hat{\mathbf{M}}^{3}$, where $\bar{M}_{1,10}$ takes one of 200 values centred around
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$\hat{M}_{1.10}$, i.e., $\bar{M}_{1.10}^{i}=\operatorname{step} \times i+\hat{M}_{1.10}$ for $i=-100:-1, \quad 1: 100$. When the step is small (e.g., 0.1 ), we search a small area: while a large step (e.g., 3 ) is used to search a large area. Figure 5.2 shows two of these experiments, one of which is denoted by the solid curves and the other by the dotted curves. Two curves in the lower part are from the experiment using a smaller step and the other two curves from the larger step. The horizontal axes are the step numbers in the above recipe for generating the perturbations: the point 0 is the solution obtained by the iterative algorithm. Note: thus the scales of the upper and lower graphs are different - the lower curves are in fact an expanded part of the upper curves. From the smaller steps, the solution appears to be a local minimum. From the larger step, we may see other local minimums or maximums.

Thus we can see examples of the iteration behaviour: suppose, for example, that the initial value of $M_{1.10}$ in the matrix corresponding in the solid-curve example is assigned the value $\hat{M}_{1,10}+3 \times 80$, which is shown as the star, "*", on the solid curve. Starting from here, the algorithm cannot find the correct solution. Even worse, when the convergence condition is criterion (5.7), the iterations will proceed to the infinite if there is no other local minimum in the right part, i.e., if the convergence condition is $\left\|\hat{\mathbf{M}}_{i+1}-\hat{\mathbf{M}}_{i}\right\|_{F}<\varepsilon^{\prime}$, defined in (5.7), the algorithm will not converge. However, it does converge under the condition of $d_{i-1}-d_{i}<\varepsilon$ and stops somewhere. Those cases, non-convergent measured by (5.7), are described non-convergent in sections 5.5.2 and 5.5.3.

We have run the experiments 10,000 times, and in all of them we found good solutions, which can be regarded as the global minimum. First, the recovered data is closer to the noise-free data than the noise-comupted one. Secondly, the distance of the $n$ oise-corrupted matrix to its rank-3 approximation is almost $s$ ame as the solution by the algorilhm. Thirdly, compared with the other 200 perturbed matrices selected in a large or small area around the solution produced by our method, that solution is the best one, as shown in Figure 5.2. It has to been admitted that such sampling strategy can never totally rule out the existence of other better solutions ritin the sampling area. However, the optimal solution, if it is not the one
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obtained by our approach, must lie beyond the large area because of the smoothness of the objective function (as observed in Figure 5.2) and it is not meaningful in practice.


Figure 5.2: Two 10 -by-10 examples with one unknowi entry

### 5.5.2 Synthetic data in a 8-frame-and-40-pcint sequence

As in (Heyden et al. 1998; Kahl et al. 1999). all the synhetic image data is generated this way: the 3D feature points are uniformly distribute in a cube, within $[-500,500] *[-500,500] *[-500,500]$ units; the cameras are placed around 1000 units far away from the origin. Thus, the 2D image size is about $500 * 500$. Then, different leveis of Gaussian noise, from 1 to 20, are added into the 2D feature points. Because the proposed algerithm has to start from a complete sub-matrix, we suppose that the first $8 \times 8$ sub-matrix is always non-missing and the missing entries are then randomly distributed in the rest of the matrix. In addition, in order to have a recoverable incomplete matrix, we make sure that each row/column of the incomplete has 4 non-missing entries at least. The simulation repeats 100 times for each setting.

The experimental results under noise level of $1,5,10,15$ and 20 , are shown in Figure 5.4. Please note, we do not include those divergent cases for the approaches of Iter, ShumI, shumi, and shum3 (if the RMS of any iterative algorithms has a magnitude of 3 times or more than the noise level, the algorithm is regarded
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divergent); because the divergent cases would require a greatly expanded RMS axis. Figure 5.3 depicts the convergence rate for the iterative algoritlms. Since the convergence rate is strongly dependent on the missing percentage, we only compare the average convergence rates (over different noise levels) for the same missing percentage.

We can see, from Figure 5.4, that the proposed iterative algorithm (Iter) has almost the same performance as Shum's, and that these four carves (Iter and 3 version of Shum's) merging into the second lowest trace. Another conclusion is that the more stable variant of our method (IterPart) shows its superiority when there is a lot of missing data, performing much better than Iter and Shum, as expected from section 5.4. Of Jacobs' methods, the rankrsfm performs best, good enough to be the initial point for the iterative algorithms. Note, rankrsfin_tpose is much worse than rankr. Though the three versions of Shum's algorithm (starting from the three versions of Jacobs as their initial matrix) perform identically with Iter when they converge, Figure 5.3 shows that Iter generally converges at least as reliably. Note, the improved algorithm, IterPart converges $100 \%$ of the experiments.


Figure 5.3:The convergence rate of four iterative methods against the missing entry fraction. Dotted curve with plus ( + ): Iter; solid curve with circle: Shum+rankrsfm; dotted curve with star (*): Shum+rankrsfm_tpose; and solid curve with plus ( + ):Shum+rankr.
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(To be continued)
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(e)

Figure 5.4: The reprojection RMS error of the eight methods, as described in the beginning of section 5.5. The abscissa is the missing percentage, and the ordinate is the reprojection RMS error. In (a), we depict all eight methods when the noise level is only 1(From the best to the worst, they are IterPart, Iter (and 3 Shums), rankrsfm, rankr, and rankrsfm_tpose); while, in (b-e), with noise levels of 5, 10, 15 and 20 , respectively, only six methods: three versions of Shim's method, Iter, IterPart, and the best Jacobs' method ("rankrsfm"), are depicted, in order to make the comparison visible. IterPart is the best, and rankrsfm is the worst one, and the other four have almost the same performance.
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Figure 5.5: One frame of the box sequence.

### 5.5.3 Box sequence

Here, to test the algorithms on real data, we use the box video, which was used in (Jacobs 1997; Jacobs 2001). The sequence consists of 40 feature points across 8 frames. One frame is shown in Figure 5.5. As in section 5.5.2, we suppose that 3 points in 4 frames are available. This $8 \times 8$ submatrix is randomly selected. We then randomly occlude (consider as missing) the other feature points. For this example, as shown in Figure 5.6, the five methods have almost the same performance when they converge: Iter, IterPart, Shum1, Shum2, and Shum3. Their convergence rate is shown in Figure 5.7.
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Figure 5.6: The performance of the RMS reprojection error by the eight methods on the box sequence are depicted: triangle ( $\Delta$ ) for five approaches (Iter, IterPart, and 3 Shum approaches), circle (o) for rankrsfm_tpose, star (*) for rankr and cross( + ) for rankrsfin. Note: Five approaches (Iter, IterPart, and 3 Shum approaches) have almost the same performance so those five curves merged into one curve at the bottom.
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Figure 5.7: The convergence rate of the four iterative methods are depicted: circle (o) for Iter, triangle ( $\Delta$ ) for Shum+rankrsfm_tpose, star (*) for Shum + rankr and cross( + ) for Shum+ rankrsfm.

### 5.5.4 Dinosaur sequence

Here, we present an example where some data is truly missing (i.e., not artificially occluded to simulate missing data). 4983 feature points were tracked over the 36 frame "dinosaur" sequence (Fitzgibbon et al. 1998), and the $20^{\text {th }}$ frame is shown in Figure 5.8 , where the feature points are denoted by symboi " + "". The feature points, extracted by the Harris interest operator (Harris et al. 1988), were obtained from Oxford (http://www.robots.ox.ac.uk/~vgg/data/). Over the dinosaur sequence, about $90.84 \%$ data is missing; and the mask of the tracked feature points is shown in Figure 5.9, where a black pixel in (i,j) means the $i^{i^{\prime h}}$ feature point (in abscissa) is tracked in the $j^{\text {th }}$ frame (in ordinate) and a grey pixel denotes the occlusion/missing data. Uider the assumption of the affine camera, the measure matrix should lie in a four-dimension subspace. However, in this example, the perspectivity factor is not negligible, and the four-dimension subspace does not fit the feature points well
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even without other noise. Thus, the model error, as well as the error introduced in the feature extraction, makes it a challenging task to recover these missing feature points. We note that the projective model was used, by Martinec (Martinec et al. 2002), to recover the dinosaur sequence. It is beyond the scope of this chapter to tackle such a setting, but we find that our results, even in the inferior affine setting, are approximately same, at least as far as one can determine from gross statistics, as Martinec's results (Martinec et al. 2002).


Figure 5.8: The 20th frame of the dinosaur sequence


Figure 5.9: The missing data (grey) and measured data (black) for the dinosaur sequence.

The core iterative algorithm (Iter) fails on the total sequence because of too much missing data and strong noise. By excluding the vectors with a few non-missing components (IterPart), the most reliable matrix has 36 frames and 336 feature points, with an unreliability ratio of 0.2892 , where each point has been tracked over more than $6(>6)$ frames, and each frame tracked more than 20 feature points. We compare all algorithms using this same subset of "reliable" data.

Chapter 5: Recovering the missing components in a large noisy low-rank matrix:
Application to SFM
First, by the core iterative method in section 5.3.2, we reconstruct the 336 ("most reliable") feature points, as shown in Figure 5.10, where about $77 \%$ data is missing. The result by Jacobs' method under affine camera, as shown in Figure 5.11 (a), is unsatisfactory. When the initial result is not accurate enough, Shum's approach tends to diverge, or become trapped in a local minimum, as shown in Figure 5.11 (b-c). The recovered tracks by the proposed method Iter are shown in Figure 5.11 (d). (Which is, of course, the same as that by IterPart since we have pruned.)


Figure 5.10: The 336 tracked feature points over 36 frames
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(a)

(b)
(to be continued)
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Figure 5.11: The 336 recovered tracks by the Jacobs' and 'Shum's and the proposed methods: (a) Jacobs, (b) Shum's result after 100 iterations, (c) Shum's result after 400 iterations, (d) The 336 recovered tracks iy Iter.
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By combining Jacobs' method (Jacobs 1997; Jacobs 2001) and Sturm and Triggs' projective factorization method (Sturm et al. 1996), a good result over the whole sequence was reported (Martinec et al. 2002): the mean reprojection error per image point, measured by pixels, was reported as 1.76 pixels, and the maximal reprojection error was reported as 73.9 pixels. The mean error and maximal error were reported as 0.64 and 41.5 pixels (respectively) after bundle adjustment.

However, the above indexes (mean error and maximal error) may be sometimes misleading in assessing the periormance of the algorithms as we demonstrate here. Using the stable variant of the proposed iterative method (IterPart), we conducted some experiments over two selections of the data: a) the whole 4983 feature points, and b) with only the 2683 feature points that were tracked over more than 2 frames. ( 2300 feature points were tracked only over 2 frames in the dinosaur sequence!) Our results of the reprojection tracks, for 4983 and 2683 feature points respectively, are shown in Figure 5.12 (a-b). Ob:iously, the result from 2683 features is much better than that from 4983 features. The recovered tracks should be approximately elliptical, because the sequence was taken while the dinosaur was on a rotating turn-table (Fiizgibbon et al. 1998). Note: all the wild recovered tracks in the first experiment are from the 2300 feature points which have been tracked over only 2 frames - thus the likely reason for such sensitive behaviour in Figure 5.12 (a) is that some feature points are tracked only over 2 frames (any noise in these features is likely to be influential). Contrast the visual quality with the impression conveyed by the mean/maximal error for 4983 and 2683 features, which are respectively $1.8438 / 72.4467$ and $2.4017 / 72.4467$ pixels; obviously these measures alone a re misleading since the reconstruction from the case with only 2683 features scores worse although it has no wild recovered tracks. In fact, the mean/maximal error for the 2300 feature points tracked over only 2 frames is only $0.4088 / 7.8093$ pixels. Since we only have the measures, as reported by Martinec (Martinec et al. 2002), it is not clear whether his results may have included such wild (and wrong) recovered tracks.
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Figure 5.12: The recovered tracks over 36 frames, (a) for 4983 points, and (b) for 2683 points.

Chapter 5: Recovering the missing components in a large noisy low-rank matrix: Application to SFM

### 5.6 Conclusion

The main contribution of this chapter is the development of a criterion one can use to recover the most re liable submatrix - i.e., to decide which $p$ arts of a matrix contain too many missing values to be included in the imputation. We also propose an iterative algorithm to employ the above criterion to the problem of missing data in a large low-rank matrix and we prove its convergence. In the cases, where the matrix has been badly corrupted by the missing data, the approach we propose is superior to other approaches. We avoid the NP-hard problem of finding the largest complete submatrix, as one does not need to start with a very large complete submatrix in our approach. Due to the convergence (toward the optimal solution, as demonstrated by the experiments), one can expect to arrive at the same solution even when starting from different complete sub-matrices.

As a result of our work, we also draw to the attention of the reader a salutary message regarding the use of simple error measures in making decisions about the superiority of one algorithm over another. It may be the case, as we demonstrated, that an approach with several very bad tracks, scores better than a method with generally very good tracks. Some care must be taken in assessing the contributions of studies that report only a single such measure (see also appendix A.4).

## Appendices

## A. 1 "Bad-behaviour" and a bootstrapping strategy

As noted in the introduction, for the proposed core iterative i mputation method (Iter) only the convergence to a local minir"m is proved. The worse case scenario is that, some components "wander away" from the underlying ground truth as the iteration proceeds. We call this phenomenon "bad behaviour". Some vectors have polluted the first $r$ components and the remaining data cannot "correct" the values that have "wandered". By an example (F. De la Torre et al. 2003), it has been shown that, if one data (an outlier) has 10 times the energy as the sum of the rest of the data, the outlier becomes the first principal component, and the first and the
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second original principal components become the other two principal components, approximately. Such a fact can be easily proved by the matrix perturbation theory (Wilkinson 1965), by regarding the outher as the signal matrix and the original signal matrix as the perturbation.

If we followed the algorithm Iter, outlined in section 5.3.2, we may observe this in a few cases (although very rare, it does occur), when the percentage of the missing data is very high. The problem is with the initialization step. In the bad cases, the initialization step in the algorithm usually needs a few loops to obtain a complete initial matrix. However, no refinement is made on the newly increased submatrix before it continues to absorb otiner columns/rows.

In practice, such a phenomenon can be easily detected. From experiments, we found that the energy in $\left\|\hat{\mathbf{M}}_{i+1}-\hat{\mathbf{M}}_{i}\right\|_{F}^{2}$ concentrates in a few missing-values, mostly in one or two columns (rows). Having detected the likely "wandering", we can attempt to "purify" the matrix in the initialization phase or in the iteration phase. We can first regress these bad (one or two) columms (or rows) against the other columns (or rows), and then continue the iteration. Another is to restart the algorithm: in the initialization step, using those columus (or rows) that do not produce such bad behaviour producing a partially complete matrix; then regress the columns (rows) with bad behaviour against the partially complete matrix before re-starting the iteration. The second strategy, experimentally, performs better than the first.

The "afterward" bootstrapping strategy is not ideal because of its time consuming. Generally, the wandering-away behaviour occurs with those columns, with only $r$ (or slightly more than $r$ ) "non-missing data"; because the noise in such cases can be influential, especially when the subspace is ill-conditioned. For other columns, with only a few missing components, the imputation method of (5.5) is intrinsically an overdetermined system; therefore, it can resist noise to some extent, and consequently, it is unlikely that the wandering-away behaviour occurs with these vectors.
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Thus, we propose the following bootstrapping strategy* to overcome the wandering-away: to recover those columns (rows) with fewer missing values first, i.e., to recover the more stable vectors in the inner initialization loops. In order to reduce the computation loops in the initialization step, we suggest that only those columns (rows), with more than (or equal to) $2 r$ non-missing data, should be incorporated into the complete submatrix, by using the imputation method (equation 5.5 ).

Such a strategy raises another issue: in some cases, the complete submatrix stops increasing because no incomplete vector has more than (or equal to) $2 r$ "nonmissing" values. In such cases, one can temporarily relax the constraint of requiring $2 r$ "non-missing values" - using columns (rows) with $2 r-1$ "non-missing values" (even as low as $r$ if need be) to break the impasse and then resume with the more conservative demand of at least $2 r$ "non-missing values".

This bootstrapping strategy can increase the robustness of the algorithm, especially when there are a lot of missing components; while it only incurs a little computation overhead-one or two more loops in the initialization step. However, we have found a similarly motivated procedure that makes this bootstrapping largely redundant (section 5.4).

## A. 2 Revisiting the objective function in (5.5.3)

As stated in section 5.2.1, our objective function is subtly different from that, used in Shum's approach (Shum et al. 1995). However, under the strong convergence condition (5.7), the error index for the missing components, $\sum_{(i, j) \in \Xi}\left(\hat{M}_{i, j}-\hat{M}_{i, j}^{r}\right)^{2}$, where $\Xi=\left\{(i, j) \mid M_{i, j}\right.$ is unknown $\}$, approaches zero during the $i$ terations. Thus, the objective function of (5.3), under the convergence condition of (5.7), is effectivel; same as Shum's objective function. It will also be proved by experiments that virtually the same solution is obtained by our method in section
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5.3.2 and by Shum's method, providing both of them converge. In practice our approach converges far more reliably.

## A. 3 Difference from the imputation in (Troyanskaya et al. 2001)

The iterative algorithm in section 5.3.2 (Iter) bas been loosely anticipated by the method in (Troyanskaya et al. 2001). Here, we describe the difference between the proposed algorithm in section 5.3.2 and the algorithm in (Troyanskaya et al. 2001). As noted in the introduction, the iterative imputation method in (Troyanskaya et al. 2001) can not be shown to converge, although the iteration may stop after a few loops. The problem with the method in (Troyanskaya et al. 2001) lies in its updr.ing procedure in the iteration. In (Troyanskaya et al. 2001), even if there is more than one missing component in one column, only one missing data is updated at a time; by regarding all other components known, including other missing data that has been estimated. Thus, $k$ applications of updating are needed for a column, where k components are missing. Note: if every incomplete vector has only one missing entry (an entirely unlikely event) then the method is same as Iter, outlined in section5.3.2. However, if there is more than one missing component the two are not equivalent and any method that can only recover one missing entry at a time raises the question: which imputation order should be taken? After some components have been updated, should their old or new values be employed in the sequential estimation for other missing components? Generally, for any sequential updating, a different estimate from that, by (5.5), would be obtained, i.e., the estimate in (Troyanskaya et al. 2001) does not have the nice property that it is the closest point to the current subspace. Consequentially, no convergence can be promised in the iterative method in (Troyanskaya et al. 2001).

## A. 4 RMS and Re-projection error

Generally, the root mean square (RMS) of the reprojection error is used to evaluate the performance of the reconstruction algorithm. However, the reprojection error index, in the real data sequence, $m$ ay be $m$ isleading unless we $h$ ave the ground truth. We illustrate the reason for our cautionary note here.
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In chapter 4, it is proved that as the size of the matrix approaches infinite, its lowrank approximation approaches the underlying noise-free matrix. Consequently, for a very large matrix, if we compare its low-rank approximation with the noisecorrupted matrix, the residuals are approximately the added noise; yet if we compare with the ground truth (the uncorrupted matrix) the error should be around 0 . From Figure 5.13, we can observe this point: a series of synthetic measurement matrices ( $\tilde{\mathbf{M}}$ ) are generated and i.i.d. Gaussian noise ( 0 -mean-and-1-variance) is added, observing $\mathbf{M}$. The reprojection error, compared with $\tilde{\mathbf{M}}$ and $\mathbf{M}$, is depicted by the dashed curve and the solid curve, respectively. We also compare the rank-4 approximation of $\mathbf{M}, \mathbf{M}^{4}$, with $\tilde{\mathbf{M}}$ and $\mathbf{M}$, the error is depicted by the dot-withstar curve and the dotted curve, respectively. Obviously, the RMS indexes, against M (upper traces - "observed/noise corrupted" data), are misleading, in evaluating the performance. If we use the RMS error against the noise corrupted measurement matrix, the reconstruction error also increases as the size of the matrix increases (upper two traces); contrasting with an accepled fact that more frames produce more accurate reconstruction (Morita et al. 1997; Thomas et al. 1999). In contrast, the lower two traces (using "ground truth") show the correct trend.

Because of this, we mainly rely on the synthetic data in evaluating the performance of the algorithms. In addition, please note that we use a different reprojection error index, from that in Jacobs' paper: in our work the RMS error is obtained over the whole sequence, including those artificially occluded points. It makes little difference in most cases; however, the occluded points should be included in the evaluation, if possible, because in some pathological cases, we can find the reprojection error for the non-missing data is comparatively small, while that for the whole data is very large. In section 5.5.2, we can easily find such a case: with $50 \%$ data missing and a noise level of 10 , where the RMS error for the nonmissing entries is only 7.2098 , while the RMS error for the artificially missing entries/all entries is $57.2773 / 38.2693$, by the iterative algorithms.
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Figure 5.13: The RMS errors in the low-rank approximation matrix and the reprojection RMS error: the abscissa is the size of the square measurement matrix and the ordinate is the RMS error. The dotted with star curve and the dotted one is the RMS errors of the rank-4 approximation matrix, compared with the noise-free matrix and the noise-corrupted matrices, respectively. The dashed one and the solid one denote the reprojection RMS errors, compared with the noise-free matrix and the noise-corrupted matrices, respectively.
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## Chapter 6

# Bilinear approach to the parameter estimation of a general heteroscedastic linear system, with application to conic fitting 

The theory presented up until now has assumed that the noise in the measurement matrix is uncorrelated - a setting where SVD-based methods are optimal ways to "denoise". In this chapter, we study the parameter estimation problent in a general heteroscedastic linear system, by putting the problem in the framework of the bilinear approach to low-rank matrix approximation. The ellipse fitting problem is studied as a specific example of the general theory. Despite the impression given in the literature, the ellipse filting problem is still unsolved when the data comes from a small section of the ellipse. Although there are already some good approaches to the problem of conic fitting, such as FNS and HEIV, convergence in these iterative approaches is not ensured, as pointed out in the literature. Another limitation of these approaches is that they can't model the correlations among different rows of the "general measurement matrix". Our method, of employing the bilinear approach to solve the general heteroscedastic parameter estimation problem, overcomes these limitations: it is convergent and can cope with a general heteroscedastic problem. However, experimental results show that none of the methods investigated, including ours, can be considered adequate for fitting data from a small arc of the ellipse.

### 6.1 Introduction

Parameter estimation in a heteroscedastic system has become an active subject, in order to overcome the difficulties of the total least squares (TLS) method (Huffel et al. 1991), as can be found in (Leedan er al. 1999; Chojnacki et al. 2000; Leedan et al. 2000; Matei et al. 2000; Matei et al. 2000; Chojnacki et al. 2003; Chojnacki
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et al. 2004). Another active research topic is to employ the bilinear approach to calculate the low-rank approximation of a large matrix in some challenging environments (Shum et al. 1995; Morris et al. 1998; Mahanud et al. 2001; Guerreiro et al. 2003; Vidal et al. 2004), where the traditional SVD (Golub et al. 1996) does not work or its solution is not optimal. Here, in this chapter, we apply the bilinear approach to solve the parameter estimation problem in a general heteroscedastic environment. First, we review the work on these two research topics.

### 6.1.1 Parameter estimation in a heteroscedastic system

Many parameter estimation problems can be reduced to the following linear form:

$$
\begin{equation*}
\mathbf{w}^{T}(\mathrm{x}) \theta=0 \tag{6.1}
\end{equation*}
$$

$\mathbf{w}(\mathbf{x})$ are $n \times 1$ carriers of the observed quantity $\mathbf{x}$, for example, a prominent problem in computer vision: conic fitting. We will study the conic fitting problem in section 6.4.

Suppose $m$ different quantities $\mathbf{x}_{i}(i=1,2, \cdots, m)$ are observed. We arrange the carriers as a general "measurement matrix" $W \in R^{m . n}$ :

$$
\mathbf{W}=\left[\begin{array}{c}
\mathbf{w}^{T}\left(\mathbf{x}_{1}\right)  \tag{6.2}\\
\mathbf{w}^{T}\left(\mathbf{x}_{2}\right) \\
\vdots \\
\mathbf{w}^{T}\left(\mathbf{x}_{m}\right)
\end{array}\right]
$$

Without loss of generality, suppose $m \geq n$. If not, (6.2) is an underdetermined system. If $\mathbf{W}$ is noise free, it is rank deficient, with a rank of $n-1$. However, it quickly becomes full rank, due to noise. Many optimization approaches and their associated objective functions have been proposed to solve this parameter estimation problem, as can be found in a comprehensive survey (Zhang 1997). Among them, a straightforward solution to (6.1) is the right singular vector of $\mathbf{W}$, associated with the least singular value. Such a solution is usually called as the TLS estimate (Huffel et al. 1991), because it minimizes the following objective function:
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$$
\begin{equation*}
\sum 0^{T} \mathrm{w}(\mathrm{x}) \mathrm{w}^{T}(\mathrm{x}) 0 /\|0\|^{2} \tag{6.3}
\end{equation*}
$$

It is also the maximum likelihood (ML) estimate if the noise/uncertainty in the carriers $w$ (not the observed qualities $\mathbf{x}$ ) is i.i.d. Gaussian.

However, the assumption of i.i.d. Gaussianality usually dres not hold, especially in the system (6.1), because the carriers ars transfomed quantities of the observed data. Even if the noise in x can reasonably be assumed to be i.i.d. Gaussian, the uncertainty in the carriers w often loses this property. The violation of the i.i.d. Gaussianality makes the problem challenging to the TLS method. For example, a biased estimate is obtained by the TLS method, if the noisy points come from a segment of the conic, as testified experimentally (Leedan et al. 1999; Leedan et al. 2000) and proved theoretically (Kanatani 1994; Kanatani 1996).

In order to overcome the difficulties, introduced by the non-i.i.d. Gaussianality, Kanatani analyzed this problem from a geometric statistics view and devised the renormalization method (Kanatani 1993; Kanatani 1994; Kanatani 1996). The idea behind this is to approximately equalize the noise in all carriers. Other general approaches to this heteroscedastic problem include HEIV (Leedan et al. 1999; Leedan et al. 2000; Matei et al. 2000; Matei et al. 2000) and FNS (Chojnacki et al. 2000; Chojnacki et al. 2004). In the HEIV model, the covariance matrix $\mathbf{C}_{i}$ between the carriers in $\mathbf{w}_{i}$ is first obtained from a linearization process, then, the parameters are estimated by minimizing the Mahalanobis distance:

$$
\begin{equation*}
\sum_{i=1}^{m_{1}}\left(\mathbf{w}_{i}-\mathbf{w}_{i o}\right)^{T} \mathbf{C}_{i}^{-}\left(\mathbf{w}_{i}-\mathbf{w}_{i o}\right) \tag{6.4}
\end{equation*}
$$

where $\mathbf{C}^{-}$is the pseudo inverse of $\mathbf{C}$ and $\mathbf{w}_{i o}$ is the underlying ground truth of $w_{i}$. This minimization problem is reduced to a generalized eigenproblem, where the generalized eigenvector, associated with the least eigenvalue, is needed. In the FNS method, an approximated maximum-likelihood (AML) objective function is employed. It is also reduced to a generalized eigenproblem. In (Chojnacki et al. 2004), it has been proved that these two approaches, HEIV and FNS, are intimately related.
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### 6.1.2 Bilinear approach to the low-rank matrix approximation

The SVD is the basic tool for calculating the low-rank matrix approximation. The principle behind the SVD (Golub et al. 1996) states that anymatrix, $\mathbf{W} \in R^{m . n}$, can be decomposed into

$$
\begin{equation*}
W=U \Sigma V^{T} \tag{6.5}
\end{equation*}
$$

where $\mathrm{U} \in O^{m, m}, \quad \mathrm{~V} \in O^{n, n}$ and $\Sigma=\operatorname{diag}\left\{\sigma_{1}, \sigma_{2}, \cdots, \sigma_{p}\right\} \in R^{m, n}$, with $p=\min (m, n)$ and $\sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{n} \geq 0$. An important fact is that one can easily constrect $\mathbf{W}^{r}$, the closest rank $r$ approximation of $\mathbf{W}$, measured by 2 -norm or Frobenius-norm, as (Golub et al. 1996):

$$
\begin{equation*}
\mathbf{w}^{r}=\sum_{i=1}^{r} \sigma_{i} \mathbf{u}_{i} \mathbf{v}_{i}^{r} \tag{6.6}
\end{equation*}
$$

Specifically,

$$
\begin{gather*}
\left\|\mathbf{W}-\mathbf{W}^{r}\right\|_{2}=\sigma_{r+1}  \tag{6.7}\\
\left\|\mathbf{W}-\mathbf{W}^{r}\right\|_{F}=\sqrt{\sum_{i=r+1}^{n} \sigma_{i}^{2}} \tag{6.8}
\end{gather*}
$$

From the optimality measured by the Frobenius-norm, the estimate by (6.6) is also the ML estimate (Press et al. 1992; Reid et al. 1996; Hartley et al. 2000), if the noise in the matrix $\mathbf{W}$ is i.i.d. Gaussian.

However, the SVD method does not work on an incomplete matrix (with missing data). Moreover, the solution by (6.6) is not optimal if the noise in $\mathbf{W}$ does not obey the i.i.d. Gaussian model. Some effort has been devoted to the missing data problem (Jacobs 1997; Kahl et al. 1998; Kahl et al. 1999; Jacobs 2001; Guerreiro et al. 2003; Chen et al. 2004) and the heteroscedastic noise problem (Aguiar et al. 1999; Aguiar et al. 2000; Irani et al. 2000; Anandan et al. 2002; A guiar et al. 2003). Another promising approach to these problems, as mentioned in chapter 5, is the bilinear approach (Shum et al. 1995; Guerreiro et al. 2003; Vidal et al. 2004)', where one tries to fit $W$ as the product:
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with $\mathbf{R} \in R^{m, r}$ and $\mathbf{S} \in R^{r, n}$. To do so, one iteratively updates $\mathbf{R}$ and $\mathbf{S}$, by altemately holding $\mathbf{S}$ and $\mathbf{R}$ constant, respectively:

$$
\begin{align*}
& \mathbf{R}_{n e w}=\min _{R}\|\mathbf{W}-\mathbf{R S}\|_{F}  \tag{6.10}\\
& \mathbf{S}_{\text {ncw }}=\min _{\mathbf{S}}\|\mathbf{W}-\mathbf{R S}\|_{F} \tag{6.11}
\end{align*}
$$

The objective function in (6.10) and ( 6.11 ) cari be reformulated as:

$$
\begin{gather*}
\|\mathbf{W}-\mathbf{R S}\|_{f i}^{2}=\sum_{i}\left\|\mathbf{w}_{i}^{\prime}-\mathbf{r}_{i}^{\prime} \mathbf{S}\right\|_{F}^{2}=\sum_{i}\left\|\mathbf{S}^{T}\left(\mathbf{r}_{i}^{\prime}\right)^{T}-\left(\mathbf{w}_{i}^{\prime}\right)^{T}\right\|_{F}^{2}  \tag{6.12}\\
\|\mathbf{W}-\mathbf{R S}\|_{i}^{2}=\sum_{i}\left\|\mathbf{R} s_{i}-\mathbf{w}_{i}\right\|_{F}^{2} \tag{6.13}
\end{gather*}
$$

where $\mathbf{w}_{i}^{\prime}$ is the $i^{\text {th }}$ row of $\mathbf{W}$ and $\mathbf{r}_{i}^{\prime}$ is the $i^{i t h}$ row of $\mathbf{R}$, and $\mathrm{s}_{i}$ and $\mathbf{w}_{i}$ are the $i^{\text {th }}$ columns of $S$ and $W$, respectively ${ }^{2}$. If the noise in $W$ is i.i.d. Gaussian, $\mathbf{r}_{i}^{\prime}$ in (6.12), or $s_{i}$ in (6.13), can be separately calculated as the least squares (LS) solution, which minimizes

$$
\begin{gather*}
\left\|\mathbf{S}^{T}\left(\mathbf{r}_{i}^{\prime}\right)^{T}-\left(\mathbf{w}_{i}^{\prime}\right)^{T}\right\|_{F}^{2}  \tag{6.14}\\
\left\|\mathbf{R s}_{i}-\mathbf{w}_{i}\right\|_{F}^{2} \tag{6.15}
\end{gather*}
$$

This way, each step of the iteration is reduced to solving a linear system:

$$
\begin{equation*}
A x=b \tag{6.16}
\end{equation*}
$$

with the LS solution as:

$$
\begin{equation*}
\hat{\mathbf{x}}=\mathbf{A}^{-} \mathbf{b} \tag{6.17}
\end{equation*}
$$

More details can be found in (Shum et al. 1995), and we will revisit this point in section 6.3. In this bilinear approach to the low-rank approximation, the missing data problem can be naturally coped with, and a scalar-weighted uncertainty can also be incorporated (Shum et al. 1995). Moreover, this bilinear approach can be further developed to incorporate directional uncertainty (Morris et al. 1998) (although the measurement matrix was assumed to be complete in (Morris et al.
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1998), the method can be naturally extended to the missing data problem, with directional uncertainty.)

### 6.1.3 The issues to be studied and the organization of this chapter

In HEIV and FNS, only the correlation among the carriers in $\mathrm{w}\left(\mathbf{x}_{i}\right)$ can be dealt with, although this is the most common case in practice. In this chapter, we will consider the general case, where the uncertainties in different carriers $\left\{\mathbf{w}\left(\mathbf{x}_{i}\right)\right\}$ are correlated. To do so, we rephrase the general heteroscedastic parameter estimation problem into the framework of the bilinear approach. Then, to make our theory concrete, we consider a specific computer vision task: conic fitting.

In section 6.2, we formulate the parameter estimation problem with an objective function which is subtly different from (6.4), and then we rephrase this problem in the framework of the low-rank matrix approximation. In section 6.3, we present our bilinear approach to the problem of the low-rank approximation in the heteroscedastic system. In section 6.4, we study the specific computer vision task: conic fitting, including the issue of noise level estimation. In section 6.5, our results, with comparison with other competing approaches, are presented.

### 6.2 The parameter estimation problem

### 6.2.1 Objective function to be minimized

Temporarily, we suppose that the noise model in the carriers $\left\{\mathbf{w}\left(\mathbf{x}_{i}\right)\right\}$ is known. More precisely, the correlated Gaussian model, with covariance matrix $\mathrm{C} \in R^{m m, m n}$, is employed to characterize the uncertainties among the vectorized carriers $\operatorname{vecl}\{\mathbf{w}(\mathbf{x})\}$, where

$$
\operatorname{vec}\{\mathbf{w}(\mathbf{x})\}=\left[\begin{array}{c}
\mathbf{w}\left(\mathbf{x}_{1}\right)  \tag{6.18}\\
\mathbf{w}\left(\mathbf{x}_{2}\right) \\
\vdots \\
\mathbf{w}\left(\mathbf{x}_{m}\right)
\end{array}\right] \in R^{m, 1}
$$
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Please note that the covariance matrix $\mathbf{C}$ is symmetric and positive semi-definite, and can be factorized into $\mathbf{C}=\sum_{i=1}^{m n} \sigma_{i} \mathbf{u}_{i} \mathbf{u}_{i}^{T}$, with $\sigma_{i} \geq 0$.

We start by defining the following modified Mahalanobis distance as the objective function to be minimized:

$$
\begin{equation*}
\min _{1}(\operatorname{vec} 1\{\mathbf{w}(\mathbf{x})\}-1)^{T} \mathbf{C}^{+}(\operatorname{vec} 1\{\mathbf{w}(\mathbf{x})\}-1) \tag{6.19}
\end{equation*}
$$

where $\mathbf{C}^{+}=\sum_{i=1}^{m n} \frac{\mathbf{u}_{i} \mathbf{u}_{i}^{T}}{\sigma_{i}}$. The vector $\mathbf{I}=\left[\begin{array}{c}\mathbf{1}_{1} \\ \mathbf{1}_{2} \\ \vdots \\ \mathbf{1}_{m}\end{array}\right] \in R^{m n .1}$ in (6.19), with $\mathbf{I}_{i} \in R^{n, 1}$, is associated with a rank $n-1$ matrix $\mathbf{L}=\left[\begin{array}{c}1_{1}^{r} \\ 1_{2}^{T} \\ \vdots \\ \mathbf{I}_{m}^{T}\end{array}\right] \in R^{m, n}$.

In plain language, the minimization of the objection function (6.19) is to obtain a rank $n-1$ approximation matrix, which has the shortest modified Mahalanobis distance to the general measurement matrix. If the uncertainties in the general measurement matrix are Gaussian, i.i.d. or correlated, the minimizer of the (6.19) is the ML estimate, as will be shown in section 6.3.

Assume that $\hat{\imath}$ is the solution of the system of (6.19), and it has an associated rank $n-1$ matrix $\hat{\mathrm{L}}$. The solution of the system of (6.1) is taken as the right singular vector of $\hat{\mathrm{L}}$, associated with the least singular value.

If the uncertainties in different carriers $w\left(x_{i}\right)$ and $w\left(x_{j}\right)$ for $i \neq j$ are independent, the objective function (6.19) can be formulated as

$$
\begin{equation*}
\sum_{i=1}^{m}\left(\mathbf{w}_{i}-\mathbf{w}_{i o}\right)^{T} \mathbf{C}_{i}^{+}\left(\mathbf{w}_{i}-\mathbf{w}_{i o}\right) \tag{6.20}
\end{equation*}
$$

Chapter 6: Bilinear approach to the parameter estimation of a general heteroscedastic linear system, with application to conic fitting
where $\mathbf{C}_{i}$ is the covariance matrix for $\mathbf{w}\left(\mathbf{x}_{i}\right)$ and the matrix, $\left[\begin{array}{c}\mathbf{w}_{1 o}^{T} \\ \mathbf{w}_{2 o}^{T} \\ \vdots \\ \mathbf{w}_{m o}^{T}\end{array}\right]$, has a rank of $n-1$.

Despite the similarity between (6.20) and (6.4), which is the objective function of the HEIV method, please note the difference between them. First, $\mathbf{w}_{i o}$ is the assumed underlying ground truth, in (6.4). In contrast, in (6.20), $\mathbf{w}_{i o}$ can be characterized by the property that its associated matrix has a rank of $n-1$. We are deliberately projecting onto the "nearest" rank $n-1$ matrix as the starting point of our bilinear approach to the heteroscedastic problem. Second, the modified Mahalanobis distance is employed in (6.20). In contrast, the Mahalanobis distance is employed in (6.4). They are identical if the covariance matrix is non-singular. However, there is a difference in cases, where the covariance matrix is singular, i.e., some singular values of the covariance matrix are zeroes. Obviously, if $\sigma_{i}$ is zero, and (6.19) or (6.20) are not mathematically meaningful. It will become clear in section 6.3.1.1, that, in such cases, this can be reduced to an equality constrained LS problem (Golub et al. 1996). In contrast, (6.4) can be reduced to a LS problem.

### 6.3 The bilinear approach to the heteroscedastic parameter estimation

Although we have reformulated the bilinear approach in a simple $m$ athematical language, as the linear system (6.16), the case becomes complicated if the uncertainty model in $\mathbf{W}$ is not i.i.d. Gaussian. In order to simplify the development of the solution to the low-rank approximation in a general heteroscedastic system, we first consider the case of ( 6.20 ), where the uncertainties between different carriers $\mathbf{w}\left(\mathbf{x}_{i}\right)$ and $\mathbf{w}\left(\mathbf{x}_{j}\right)$ for $i \neq j$ are independent.
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### 6.3.1 Update of $\mathbf{R}$

In case of (6.20), the uncertainties between different rows of $\mathbf{W}$ are assumed to be independent, so we can separately update each row of $R$, as in (6.14). The updating of each row of $\mathbf{R}$ equals to solving the linear system (6.16), where the uncertainties in $\mathbf{b}$ are modeled as correlated Gaussian noise, with a covariance matrix of $\mathbf{C}$. Note that, $\mathbf{A}$ is $\mathbf{S}^{r}$, and $\mathbf{b}$ is the transform of the $i^{\text {th }}$ row of $\mathbf{W},\left(\mathbf{w}_{i}^{\prime}\right)^{r}$; and the estimated $\hat{\mathbf{x}}$ would be the transform of the $i^{\text {th }}$ row of $\mathbf{R},\left(\mathbf{r}_{i}^{\prime}\right)^{T}$. which is to be updated.

The minimization objective function in the linear system (6.16) is:

$$
\begin{equation*}
\hat{\mathbf{x}}=\min _{x}(\mathbf{A x}-\mathrm{b})^{T} \mathbf{C}^{+}(\mathrm{Ax}-\mathrm{b}) \tag{6.21}
\end{equation*}
$$

Suppose

$$
\mathbf{C}=\mathbf{U} \operatorname{diag}\left(d_{1}, d_{2}, \cdots, d_{n}\right) \mathbf{U}^{T}
$$

$\mathbf{Q}=\operatorname{diag}\left(1 / \sqrt{d_{1}}, 1 / \sqrt{d_{2}}, \cdots, 1 / \sqrt{d_{n}}\right) \mathbf{U}^{T}$. The solution to (6.21) is:

$$
\begin{equation*}
\hat{\mathbf{x}}=(\mathbf{Q A})^{+} \mathbf{Q} \mathbf{b} \tag{6.22}
\end{equation*}
$$

Proof: We arrange the minimization objective function in (6.21) as:

$$
(\mathbf{A x}-\mathbf{b})^{T} \mathbf{Q}^{T} \mathbf{Q}(\mathbf{A x}-\mathbf{b})=(\mathbf{Q A x}-\mathbf{Q} \mathbf{b})^{T}(\mathbf{Q A x}-\mathbf{Q} \mathbf{b})
$$

Obviously, (6.22) is the solution to the above objective function, anci consequently, is the solution of (6.21).

It will become clear in section 6.3.1.1, that the uncertainties in $\mathbf{Q b}$ are i.i.d. Gaussian and the solution in (6.22) is the ML estimate, if the uncertainties in $\mathbf{b}$ are Gaussian.

### 6.3.1.1 Case with zero singular values in the covariance matrix $C$

As we note in section 6.2.1, the modified pseudo inverse of the covariance matrix $\mathbf{C}$ does not make sense if $\mathbf{C}$ has some zero singular values. However, there is usually a constant carrier in (6.1), i.e., this component is noise free. Consequently, C has, at least, a zero singular value. Here, we study this case and present our solution to this problem.

First, we study the covariance matrix of the transformed $\mathbf{b}, \mathbf{U}^{T} \mathbf{b}$.
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$$
\begin{equation*}
\operatorname{cov}\left(\mathbf{U}^{T} \mathbf{b}\right)=\mathbf{U}^{T} \operatorname{cov}(\mathbf{b}) \mathbf{U}=\mathbf{U}^{T} \mathbf{C} \mathbf{U}=\operatorname{diag}\left(d_{1}, d_{2}, \cdots, d_{n}\right) \tag{6.23}
\end{equation*}
$$

(6.23) means that the coupled uncertainties in $b$ have been decoupled in the transformed $\mathbf{U}^{T} \mathbf{b}$. If all $d_{i} \neq 0$ and the coupled uncertainties in $\mathbf{b}$ are Gaussian, the uncertainties in $\mathbf{Q b}$ are i.i.d. Gaussian, and (6.22) can be taken as the ML estimate.

Any zero $d_{i}$ in (6.23) means that the $\mathbf{u}_{i}$-direction component of $\mathbf{b}, \mathbf{u}_{i}^{T} \mathbf{b}$, has no uncertainties or noise. Without loss of generality, we suppose the last $k d_{i}$ for $i=n-k+1, \cdots, n$ are zeroes. Define

$$
\begin{aligned}
& \mathbf{A}_{1}=\operatorname{diag}\left(1 / \sqrt{d_{1}}, 1 / \sqrt{d_{2}}, \cdots, \mathbf{i} / \sqrt{d_{n-k}}\right)\left[\begin{array}{c}
\mathbf{u}_{1}^{T} \\
\mathbf{u}_{2}^{T} \\
\vdots \\
\mathbf{u}_{n-k}^{T}
\end{array}\right] \mathbf{A}, \mathbf{A}_{2}=\left[\begin{array}{c}
\mathbf{u}_{n-k+1}^{T} \\
\mathbf{u}_{n-k+2}^{T} \\
\vdots \\
\mathbf{u}_{n}^{T}
\end{array}\right] \mathbf{A}, \\
& \mathbf{b}_{1}=\operatorname{diag}\left(1 / \sqrt{d_{1}}, 1 / \sqrt{d_{2}}, \cdots, 1 / \sqrt{d_{n-k}}\right)\left[\begin{array}{c}
\mathbf{u}_{1}^{T} \\
\mathbf{u}_{2}^{T} \\
\vdots \\
\mathbf{u}_{n-k}^{T}
\end{array}\right] \mathbf{b} \text { and } \mathbf{b}_{2}=\left[\begin{array}{c}
\mathbf{u}_{n-k+1}^{T} \\
\mathbf{u}_{n-k+2}^{T} \\
\vdots \\
\mathbf{u}_{n}^{T}
\end{array}\right] \mathbf{b} .
\end{aligned}
$$

Now, it is clear that the uncertainties in $b_{1}$ are i.i.d. Gaussian, and that $\mathbf{b}_{\mathbf{2}}$ is noise free. Thus, the optimal estimate of (6.21) should be the solution of the following constrained minimization problem:

$$
\begin{equation*}
\min _{A_{1} x=b_{2}} A_{1} x=b_{1} \tag{6.24}
\end{equation*}
$$

(6.24) is an equality constrained least squares problem, and its solution can be found in (Golub et al. 1996) (see the appendix).

Now, it is clear that our objective function in (6.19) or (6.20) makes sense if we adopt the interpretation of $0 / 0=0$. More importantly, the solution of (6.24) is the optimal solution of (6.21).

In contrast, if we employ (6.4) as the objective function, as in the HEIV method, in zero-singular-value cases, (6.21) will be reduced to a simple LS problem: $\min \mathbf{A}_{1} \mathbf{x}=\mathbf{b}_{1}$, without the equality constrained $\mathbf{A}_{\mathbf{2}} \mathbf{x}=\mathbf{b}_{2}$. Obviously, the
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objective function of (6.4) can't be employed in such cases. In order to overcome this difficulty in (Leedan et al. 1999; Leedan et al. 2000), the constant component is not included in (6.4), and has been separately considered from the other columns.

### 6.3.2 Update of $S$

Because the uncertainties in the columns of $\mathbf{W}, \mathbf{w}_{i}$ and $\mathbf{w}_{j}$ for $(i \neq j)$ in (6.13), are not independent, the minimization process can't be separately dealt with (as (6.15) dose not apply). We have to jointly solve a matrix equation: $\mathbf{A X}=\mathbf{B}$. Note that, $\mathbf{A}$ is $\mathbf{R}$, and $\mathbf{B}$ is $\mathbf{W}$; and that $\mathbf{X}$ is the $\mathbf{S}$, which is to be updated.

Fundamentally, we abstract (6.13) as the following minimization problem.
Suppose $\mathbf{A}=\left[\begin{array}{c}\mathbf{a}_{1}^{\prime} \\ \mathbf{a}_{2}^{\prime} \\ \vdots \\ \mathbf{a}_{m}^{\prime}\end{array}\right]$ and $\mathbf{B}=\left[\begin{array}{c}\mathbf{b}_{1}^{\prime} \\ \mathbf{b}_{2}^{\prime} \\ \vdots \\ \mathbf{b}_{m}^{\prime}\end{array}\right]$, with $\mathbf{a}_{i}^{\prime} \in R^{1, n}$ and $\mathbf{b}_{i}^{\prime} \in R^{1 . r}$. Suppose $\mathbf{b}_{i}^{\prime r}$ is corrupted with correlated Gaussian noise with $\mathrm{C}_{i}$ covariance matrix, which can be factorized into $\mathbf{C}_{i}=\left(\mathbf{U}^{i}\right) \operatorname{diag}\left(d_{1}^{i}, d_{2}^{i}, \cdots, d_{r}^{i}\right)\left(\mathbf{U}^{i}\right)^{T}$. And, the uncertainties in $\mathbf{b}_{i}^{\prime T}$ are independent of those in $\mathbf{b}_{j}^{T}$ for $j \neq i$. Thus, the ML estimation is to solve the following minimization problem:

$$
\begin{equation*}
\mathbf{X}=\min _{X \in R^{\prime \prime}} \sum_{i=1}^{n}\left(\mathbf{a}_{i}^{\prime} \mathbf{X}-\mathbf{b}_{i}^{\prime}\right) \mathbf{C}_{i}^{+}\left(\mathbf{a}_{i}^{\prime} \mathbf{X}-\mathbf{b}_{i}^{\prime}\right)^{r} \tag{6.25}
\end{equation*}
$$

We suppose that $d_{i}^{j} \neq 0$. If not, we can convert the problem to an equality constrained least squares problem (6.24), as in section 6.3.1.1. Define $\boldsymbol{\Omega}_{i}=\operatorname{diag}\left(1 / \sqrt{d_{1}^{i}}, 1 / \sqrt{d_{2}^{i}}, \cdots, 1 / \sqrt{d_{r}^{i}}\right)\left(\mathbf{U}^{i}\right)^{T}$. The c orrelated uncertainties in B can be decoupled by:

$$
\left[\begin{array}{c}
\mathbf{a}_{1}^{\prime} \mathbf{X} \mathbf{Q}_{1}^{r}  \tag{6.26}\\
\mathbf{a}_{2}^{\prime} \mathbf{X} \mathbf{Q}_{2}^{r} \\
\vdots \\
\mathbf{a}_{m}^{\prime} \mathbf{X} \mathbf{Q}_{m}^{r}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{b}_{1}^{\prime} \mathbf{Q}_{1}^{r} \\
\mathbf{b}_{2}^{\prime} \mathbf{Q}_{2}^{r} \\
\vdots \\
\mathbf{b}_{m}^{\prime} \mathbf{Q}_{m}^{T}
\end{array}\right]
$$

(6.26) equals to the following linear system:
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$$
\left[\begin{array}{c}
\mathbf{Q}_{1} \otimes \mathbf{a}_{1}^{\prime}  \tag{6.27}\\
\mathbf{Q}_{2} \otimes \mathbf{a}_{2}^{\prime} \\
\vdots \\
\mathbf{Q}_{m} \otimes \mathbf{a}_{m}^{\prime}
\end{array}\right] \operatorname{vec}(\mathbf{X})=\left[\begin{array}{c}
\operatorname{vec}\left(\mathbf{b}_{1}^{\prime} \mathbf{Q}_{1}^{T}\right) \\
\operatorname{vec}\left(\mathbf{b}_{2}^{\prime} \mathbf{Q}_{2}^{T}\right) \\
\vdots \\
\operatorname{vec}\left(\mathbf{b}_{m}^{\prime} \mathbf{Q}_{m}^{T}\right)
\end{array}\right]
$$

where $\otimes$ denotes the Kronecker product of two matrices, and, for a matrix $\mathbf{X}$ with $r$ columns, $\operatorname{vec}(\mathbf{X})=\left[\begin{array}{c}\mathbf{x}_{1} \\ \mathbf{x}_{2} \\ \vdots \\ \mathbf{x}_{r}\end{array}\right]$. (6.27) comes from the property of the Kronecker product: $\operatorname{vec}(\mathbf{A X B})=\left(\mathbf{B}^{T} \otimes \mathbf{A}\right) \operatorname{vec}(\mathbf{X})$. The uncertainties in the right side of (6.27) have already been made i.i.d. Gaussian. Thus, the optimal solution to $\operatorname{vec}(\mathbf{X})$, and consequently $\mathbf{X}$, can be obtained by the LS estimation.

Note the solution of $\operatorname{vec}(\mathbf{X})$ from (6.27), and consequently $\mathbf{X}$, minimizes the objective function in (6.25).
Proof: we arrange the minimization objective function in (6.25) as:

$$
\begin{aligned}
& \sum_{i=1}^{n}\left(a_{i}^{\prime} \mathbf{X}-\mathbf{b}_{i}^{\prime}\right) \mathbf{Q}_{i}^{T} \mathbf{Q}_{i}\left(a_{i}^{\prime} \mathbf{X}-\mathbf{b}_{i}^{\prime}\right)^{T} \\
= & \sum_{i=1}^{n}\left(\mathbf{a}_{i}^{\prime} \mathbf{X} \mathbf{Q}_{i}^{T}-\mathbf{b}_{i}^{\prime} \mathbf{Q}_{i}^{T}\right)\left(\mathbf{a}_{i}^{\prime} \mathbf{X} \mathbf{Q}_{i}^{T}-\mathbf{r}_{i}^{\prime} \cdot \mathbf{2}_{i}^{r}\right)^{T} \\
= & \sum_{i=1}^{n}\left[\left(\mathbf{Q}_{i} \otimes \mathbf{a}_{i}^{\prime}\right) \operatorname{vec}(\mathbf{X})-\operatorname{vec}\left(\mathbf{b}_{i}^{\prime} \mathbf{Q}_{i}^{T}\right)\right]\left[\left(\mathbf{Q}_{i} \otimes \mathbf{a}_{i}^{\prime}\right) \operatorname{vec}(\mathbf{X})-\operatorname{vec}\left(\mathbf{b}_{i}^{\prime} \mathbf{Q}_{i}^{T}\right)\right]^{T}
\end{aligned}
$$

The uncertainties in $\operatorname{vec}\left(\mathbf{b}_{i}^{\prime} \mathbf{Q}_{i}^{T}\right)$ are i.i.d. Gaussian, so, the ML solution to (6.27) is the LS estimate. The LS estimate of $\operatorname{vec}(\mathbf{X})$ in (6.27) minimizes the above objective function, and consequently, the related $\mathbf{X}$ minimizes the objective function in (6.25).

### 6.3.2.1 Constant column in the measurement matrix

Assume that there is a constant column in the general measurement matrix, as will be found in the conic fitting, i.e. $\left.\mathbf{M}=\left[\mathbf{M}^{\prime}, 1\right]\right]$. In such cases, we can single out the constant column in the above updating of $S$. The last column of $S, s_{r}$, can be calculated as:
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$$
\begin{equation*}
\hat{\mathbf{s}}_{r}=\mathrm{R}^{-} 1 \tag{6.28}
\end{equation*}
$$

Note, in the updating of each row of $R$, we convert the minimization problem of (6.21) as an equality constrained LS estimation problem of (6.24). Consequently, $\hat{\mathbf{r}}_{i}^{\prime} \mathbf{S}=\left[\hat{\mathbf{m}}^{\prime}, 1\right]$. It is clear that the approximated measurement matrix $\hat{\mathbf{R}} \mathbf{S}$, after each updating of $\mathbf{R}$, has an exact constant column $\mathbf{I}$. This means that $\mathbf{I} \in \operatorname{span}(\hat{\mathbf{R}})$. So, (6.28) holds without any error, i.e. $\mathbf{R} \hat{\mathbf{s}}_{r}=1$.

### 6.3.2.2 Discussion of the convergence of the bilinear anproach

In sections 6.3.1 and 6.3.1.1, we studied the updating of $R$, where the objective function is (6.20). Because of the assumed independence among the uncertainties in different rows of $\mathbf{W}$ in (6.2), we can separately update each row of $\boldsymbol{R}$, minimizing the associated part in the sum of (6.20). In sections 6.3 .2 and 6.3.2.1, we have jointly updated S in order to incorporate the correlation among different columns of W. Thus, the objective function in (6.20) decreases after each updating step of $\mathbf{R}$ or $\mathbf{S}$. From these observations, we can see that the bilinear approach converges, in contrast to the lack of proof of convergence of the HEIV or FNS methods.

### 6.3.3 A more general update

In the general case of (6.10) or (6.11) what we $n$ eed to do is to solve a matrix equation:

$$
\begin{equation*}
A X=B \tag{6.29}
\end{equation*}
$$

where $\mathbf{A}=\left[\begin{array}{c}\mathbf{a}_{1}^{\prime} \\ \mathbf{a}_{2}^{\prime} \\ \vdots \\ \mathbf{a}_{m}^{\prime}\end{array}\right] \in R^{m, r}, \mathbf{B}=\left[\begin{array}{c}\mathbf{b}_{1}^{\prime} \\ \mathbf{b}_{2}^{\prime} \\ \vdots \\ \mathbf{b}_{m}^{\prime}\end{array}\right] \in R^{m, n}, \mathbf{X} \in R^{r, n} . \ln$ a general heteroscedastic case, the uncertainties in $\mathbf{B}$ are characterized by the covariance matrix $\mathbf{C}$ for the vectorized $\operatorname{vecl}(\mathbf{B})=\left[\begin{array}{llll}\mathbf{b}_{1}^{\prime} & \mathbf{b}_{2}^{\prime} & \cdots & \mathbf{b}_{m}^{\prime}\end{array}\right]^{T} \in R^{m, n}$. The objective function to be minimized is:

$$
\begin{equation*}
\hat{\mathbf{X}}=\min _{\mathbf{X}}(\operatorname{vecl}(\mathbf{A X}-\mathbf{B})) \mathbf{C}^{+}(\operatorname{vecl}(\mathbf{A X}-\mathbf{B}))^{r} \tag{6.30}
\end{equation*}
$$
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Similarly, $\mathbf{C}$ can be factorized as $\mathbf{C}=\mathbf{U} \operatorname{diag}\left(d_{1}, d_{2}, \cdots, d_{m n}\right) \mathbf{U}^{T}$, and define $\mathbf{Q}=\operatorname{diag}\left(1 / \sqrt{d_{1}}, 1 / \sqrt{d_{2}}, \cdots, 1 / \sqrt{d_{m n}}\right) \mathbf{U}^{T}$.

First, we convert the equation of $\mathbf{a}_{i}^{\prime} \mathbf{X}=\mathbf{b}_{i}^{\prime}$ to $\left(I_{n} \otimes \mathbf{a}_{i}^{\prime}\right) \operatorname{vec}(\mathbf{X})=\mathbf{b}_{i}^{\prime \boldsymbol{T}}$. Then, $\mathbf{A X}=\mathbf{B}$ can be rewritten as:

$$
\left[\begin{array}{c}
I_{n} \otimes \mathbf{a}_{1}^{\prime}  \tag{6.31}\\
I_{n} \otimes \mathbf{a}_{2}^{\prime} \\
\vdots \\
I_{n} \otimes \mathbf{a}_{m}^{\prime}
\end{array}\right] \operatorname{vec}(\mathbf{X})=\left[\begin{array}{c}
\mathbf{b}_{1}^{\prime \tau} \\
\mathbf{b}_{2}^{\prime T} \\
\vdots \\
\mathbf{b}_{m}^{\prime \tau}
\end{array}\right]
$$

and further as

$$
\mathbf{Q}\left[\begin{array}{c}
I_{n} \otimes \mathbf{a}_{1}^{\prime}  \tag{6.32}\\
I_{n} \otimes \mathbf{a}_{2}^{\prime} \\
\vdots \\
I_{n} \otimes \mathbf{a}_{m}^{\prime}
\end{array}\right] \operatorname{vec}(\mathbf{X})=\mathbf{Q}\left[\begin{array}{c}
\mathbf{b}_{1}^{\prime T} \\
\mathbf{b}_{2}^{\prime T} \\
\vdots \\
\mathbf{b}_{m}^{\prime T}
\end{array}\right]
$$

The uncertainties in the right side of (6.32) have been i.i.d. Gaussian if the uncertainties in C are Gaussian. Thus, (6.32) can be solved by the LS method, and the associated X can be obtained.

### 6.3.4 Disussion of the optimality

From the above sections, we can see that the optimal solution, at least a local optimal solution, is iteratively obtained, if we evaluate the estimate using the objective functions in (6.19) or (6.20). However, it is not the ML estimate if the uncertainties in W (or in band B) are not Gaussian. Because of this, we assumed the uncertainties in $\mathbf{W}$ (or in $\mathbf{b}$ and $\mathbf{B}$ ) are Gaussian when we referred to the ML estimate above.

### 6.4 Application in conic fitting

As can be observed in section 6.3 and in the objective function in (6.19) or (6.20), the crux of our bilinear approach to the heteroscedastic low-rank approximation, and consequently of the heteroscedastic parameter estimation problem, is to obtain
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the covariance matrix of the carriers $\mathbf{w}$. In this section, we will study this issue, by taking the conic fitting problem as a specific example. This case has been analyzed in (Leedan et al. 1999; Leedan et al. 2000), where the covariance matrix of the carriers was obtained.

As in (Leedan et al. 1999; Chojnacki et al. 2000; Leedan et al. 2000; Chojnacki et al. 2004), we also assume that each component of the observed $\mathbf{x}$ is corrupted with i.i.d. and $\sigma^{2}$-variance Gaussian noise, and consequently, that the uncertainties in different carriers are independent.

### 6.4.1 Covariance matrix in the conic fitting

A conic is characterized by the following constraint:

$$
\begin{equation*}
a x^{2}+b x y+c y^{2}+d x+e y+f=0 \tag{6.33}
\end{equation*}
$$

The carriers in (6.33) are $x^{2}, x y, y^{2}, x, y$, and 1 . By the linearization, we reformulate (6.33) in the form of (6.1):

$$
\begin{equation*}
\left[x_{i}, y_{i}, x_{i} y_{i}, x_{i}^{2}, y_{i}^{2}, 1\right][d, e, b, a, c, f]^{r}=0 \tag{6.34}
\end{equation*}
$$

The conic fitting problem is to estimate the parameters, $a, b, c, d, e$ and $f$, from a few (at least 6), noisy points.

We can neglect the constant component, by using the techniques suggestia in section 6.3.1.1 and 6.3.2.1. So, we only need study the uncertainty model for the first five carriers $\left[x, y, x y, x^{2}, y^{2}\right]$.

As in (Leedan et al. 1999; Leedan et al. 2000), we employ the following covariance matrix to characterize the uncertainties in $\left[x, y, x y, x^{2}, y^{2}\right]$ :

$$
\sigma^{2}\left[\begin{array}{ccccc}
1 & 0 & y_{o} & 2 x_{o} & 0  \tag{6.35}\\
0 & 1 & x_{o} & 0 & 2 y_{o} \\
y_{o} & x_{o} & x_{o}^{2}+y_{o}^{2}+\sigma^{2} & 2 x_{o} y_{o} & 2 x_{o} y_{o} \\
2 x_{o} & 0 & 2 x_{o} y_{o} & 4 x_{o}^{2}+2 \sigma^{2} & 0 \\
0 & 2 y_{o} & 2 x_{o} y_{o} & 0 & 4 y_{o}^{2}+2 \sigma^{2}
\end{array}\right]=\sigma^{2} \widetilde{\mathbf{C}}_{o}
$$
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where the subscript " $o$ " denotes the underlying ground truth of the associated quantity. In practice, the ground truth is unknown and we use the sibserved qualities. So, in the following, we do not use the symbol " 0 " in the subscript.

If we drop the $\sigma^{2}$ in $\widetilde{\mathbf{C}}$ in (6.35), we have:

$$
\mathbf{C}=\left[\begin{array}{ccccc}
1 & 0 & y & 2 x & 0  \tag{6.36}\\
0 & 1 & x & 0 & 2 y \\
y & x & x^{2}+y^{2} & 2 x y & 2 x y \\
2 x & 0 & 2 x y & 4 x^{2} & 0 \\
0 & 2 y & 2 x y & 0 & 4 y^{2}
\end{array}\right]=\mathrm{DD}^{r}
$$

where

$$
\mathbf{D}=\left[\begin{array}{cc}
1 & 0  \tag{6.37}\\
0 & 1 \\
y & x \\
2 x & 0 \\
0 & 2 y
\end{array}\right]
$$

From (6.36), $\mathbf{C}$ has a rank of 2 . Supposing $\mathbf{C}=\mathbf{U} \operatorname{diag}\left(d_{1}, d_{2}, 0,0,0\right) \mathbf{U}^{r}$, we have

$$
\begin{equation*}
\operatorname{span}\left(\mathbf{u}_{1}, \mathbf{u}_{2}\right)=\operatorname{span}(\mathbf{D}) \tag{6.38}
\end{equation*}
$$

If the $x$ and $y$ coordinates are much larger than the noise in them (this is true in most points), it would hold that

$$
\begin{equation*}
\operatorname{span}\left(\mathbf{u}_{1}, \mathbf{u}_{2}\right) \approx \operatorname{span}\left(\widetilde{\mathbf{u}}_{1}, \widetilde{\mathbf{u}}_{2}\right) \tag{6.39}
\end{equation*}
$$

where $\widetilde{\mathbf{u}}_{1}, \widetilde{\mathbf{u}}_{2}$ are the singular vectors of $\widetilde{\mathbf{C}}$, associated with the two largest singular values. This can be obtained from the matrix perturbation theory, by regarding the terms of $\sigma^{2}$ in $\widetilde{\mathbf{C}}$ as some perturbation.

Suppose we observe $x, y$, with noise $\varepsilon_{x}$ and $\varepsilon_{y}$ in them, respectively. The uncertainties in the carriers $\left[x, y, x y, x^{2}, y^{2}\right]$, introduced by $\varepsilon_{x}$ and $\varepsilon_{y}$, are:
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$$
\boldsymbol{\varepsilon}=\left[\begin{array}{c}
x_{0}+\varepsilon_{x}  \tag{6.40}\\
y_{0}+\varepsilon_{y} \\
\left(x_{0}+\varepsilon_{x}\right)\left(y_{o}+\varepsilon_{y}\right) \\
\left(x_{0}+\varepsilon_{x}\right)^{2} \\
\left(y_{0}+\varepsilon_{y}\right)^{2}
\end{array}\right]-\left[\begin{array}{c}
x_{0} \\
y_{o} \\
x_{o} y_{0} \\
x_{0}^{2} \\
y_{0}^{2}
\end{array}\right]=\left[\begin{array}{c}
\varepsilon_{x} \\
\varepsilon_{y} \\
y_{o} \varepsilon_{x}+x_{o} \varepsilon_{y}+\varepsilon_{x} \varepsilon_{y} \\
2 x_{o} \varepsilon_{x}+\varepsilon_{x}^{2} \\
2 y_{0} \varepsilon_{y}+\varepsilon_{y}^{2}
\end{array}\right]
$$

And, $\varepsilon$ can be expressed as:

$$
\begin{equation*}
\varepsilon=\mathbf{D}\left[\varepsilon_{x}, \varepsilon_{y}\right]^{T}+\left[0,0, \varepsilon_{x} \varepsilon_{y}, \varepsilon_{x}^{2}, \varepsilon_{y}^{2}\right]^{T} \tag{6.41}
\end{equation*}
$$

From (6.36), (6.38), (6.39), (6.40) and (6.41), the first order uncertainties are modeled by the covariance matrix $\mathbf{C}$, and consequently approximately by the first two singular vectors of $\overline{\mathbf{C}}$, associated with the two largest singular values. This property will be used in the noise level estimation.

### 6.4.2 Noise level estimation

As can be observed in (6.35), the noise level, $\sigma$, in the observed qualities is needed in obtaining the covariance matrix of the carriers. Because the second order terms of uncertainties in the carriers are not Gaussian, we only use their first order uncertainties in estimating the noise level in the observed data. Taking the conic fitting as an example, the first order uncertainties are $\mathbf{D}\left[\varepsilon_{x}, \varepsilon_{y}\right]^{T}$.

First, we have the following fact

$$
\begin{equation*}
\left[\varepsilon_{x}, \varepsilon_{y}\right] \mathbf{D}^{T}\left(\mathbf{D} \mathbf{D}^{T}\right)^{-} \mathbf{D}\left[\varepsilon_{x}, \varepsilon_{y}\right]^{T}=\varepsilon_{x}^{2}+\varepsilon_{y}^{2} \tag{6.42}
\end{equation*}
$$

where $\mathbf{D}^{T}\left(\mathbf{D D}^{T}\right)^{-} \mathbf{D}=\operatorname{diag}(1,1)$.

From (6.36), (6.38), (6.39), (6.40) and (6.41), the rank 2 approximation of the covariance matrix $\widetilde{\mathbf{C}}$, is approximately $\mathbf{C}$ if the $x$ and $y$ coordinates are much larger than the noise level: $\tilde{\mathbf{C}}^{2} \approx \mathbf{C}=\mathbf{D D}^{T}$. Moreover, the uncertainties captured by the 2 largest singular vectors of $\tilde{\mathbf{C}}$, are approximately $\mathrm{D}\left[\varepsilon_{x}, \varepsilon_{y}\right]^{r}$. Combining these observations and (6.42), we employ the following estimate for the noise level:
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$$
\begin{equation*}
\sqrt{\frac{1}{2 m} \sum_{i=1}^{m} \mathrm{e}_{i}^{\prime} \tilde{\mathrm{C}}_{i}^{-2} \mathrm{e}_{i}^{\prime T}} \tag{6.43}
\end{equation*}
$$

where $\widetilde{\mathbf{C}}_{i}^{-2}$ is the pseudo inverse of the rank-2 approximation matrix of $\widetilde{\mathbf{C}}_{i}$ in (6.35), and $\mathbf{e}^{\prime}$ is the $i^{i t h}$ row of the error matrix $\mathbf{E}, \mathbf{E}=\mathbf{W}-\hat{\mathbf{R}} \hat{\mathbf{S}}$, with $\hat{\mathbf{R}}$ and $\hat{\mathbf{S}}$ as the current estimates in the bilinear approach (6.9). Note, in the calculation of the error matrix $\mathbf{E}$, the constant column in $\mathbf{W}$ is not included.

### 6.5 Experimental results

In this section, we conduct experiments on the conic filting, to validate the correctness of our general theory in section 6.3. With this aim, we mainly compare our approach with other competing approaches to this problem: including FNS (Chojnacki et al. 2000), HEIV (Leedan et al. 1999; Leedan et al. 2000), KAN (Kanatani 1994; Kanatani 1996) and the constrained TLS method (Fitzgibbon et al. 1999). The method in (Fitzgibbon et al. 1999) is a specific implementation of the TLS method (Huffel et al. 1991), for the conic fitting problem, as pointed out in (Leedan et al. 2000), in particular it enforces that the solution is an ellipse.

It has been established in (Chojnacki et al. 2004), that the HEIV and the FNS are intimately related, with only different numerical solution; and it has also experimentally proved that both of them have almost same performance, where the AML objective function is employed as a criterion. The following experiments suggest that HEIV performs better than FNS in the more challenging problems, for example, where the points distribute in a small portion (e.g., a quarter) of the ellipse; although they have almost same performance in other mildly ch "enging settings, for example, where the points are from an half ellipse. We do not know the reason for this difference in performance.

In all the experiments, we use the following setting: the true ellipse has a major axis of size 100 and a minor axis of size 50 . Two factors have much influence on the estimates of, almost all, the methods mentioned above: the noise level and the span of the points. All the methods produce good estimates, indeed estimates
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which are almost same, if the points span the whole ellipse. Because of this, we do not run experiments on the whole ellipse.

### 6.5.1 Noise level=2 over a half ellipse

First, we conduct the experiments in the following setting. 100 points are randomly generated in a half ellipse, where the segment of the half ellipse is also randomly selected. Then, i.i.d. Gaussian noise, with noise level of 2 , is added to the 100 points. The experiment is repeated 200 times (with different random samples). Surprisingly, our bilinear approach performs almost identically to HEIV, FNS and KAN, all of which perform better then TLS.

Table 6.1: The statistics of the estimated major length, minor length, $x$ and $y$ coordinates of the center, and the angle between the major axis and the horizontal axis. The ground truth is listed in the first row. For every method, its mean, with its standard deviation in the brackets, is listed in each row. Noise $=2$ over $1 / 2$ ellipse

|  | Major(100) | Minor(50) | Center X(0) | Center Y(0) | Angle $(0)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Bilinear | 100.6332 | 49.9533 | -0.1382 | 0.1164 | 0.0218 |
|  | $(4.3768)$ | $(1.6987)$ | $(4.3744)$ | $(1.7272)$ | $(1.2630)$ |
| FNS | 100.7461 | 49.9794 | -0.1540 | 0.1194 | 0.0176 |
|  | $(4.5155)$ | $(1.7131)$ | $(4.5255)$ | $(1.7441)$ | $(1.2746)$ |
| HEIV | 100.8303 | 50.1564 | -0.1783 | 0.1182 | 0.0235 |
|  | $(4.4745)$ | $(1.6956)$ | $(4.4852)$ | $(1.7454)$ | $(1.2878)$ |
| KAN | 100.6214 | 49.9326 | -0.1670 | 0.0903 | 0.0328 |
|  | $(4.5938)$ | $(1.7042)$ | $(4.5990)$ | $(1.7457)$ | $(1.2966)$ |
| TLS | 93.6993 | 47.1748 | 0.2508 | -0.3264 | 0.4267 |
|  | $(4.3251)$ | $(1.7675)$ | $(7.5858)$ | $(3.3746)$ | $(2.6456)$ |

We experimentally find that the error in the five parameters above is not independent. The error in the coordinates of the center and the orientation angle are strongly dependent on the estimates of the major length and the minor length. If both the major length a nd the minor length a re correctly estimated, the o ther three parameters are probably close to the ground truth. Because of this observation, we mainly resort to the major length and the minor length in the evaluation of the methods, in the following. In Figure 6.1, we show the performance of the methods, in contrast with that of the Bilinear. We can observe a strong linear correlation between the four approaches: HEIV, FNS, KAN and Bilinear.
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Figure 6.1: The comparison of the bilinear approach, with the FNS, HEIV and KAN, TLS. (a) is the estimated major length and (b) is the estimated minor length.
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Figure 6.2: See the caption of Figure 6.1. Noise $=2$ over $3 / 8$ ellipse. The only other difference is that the TLS method is not included. In two of the graphs, there are a significant number of "outlier" results that we have highlighted by drawing an enclosing boundary around them.
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### 6.5.2 Noise level=2 over $\mathbf{3 / 8}$ ellipse

The next experiment differs from the above experiment in that now the points are randomly generated from a random $3 / 8$ ellipse. The noise level is still 2 . In order to present a better comparison, we repeated the experiment 1000 times to obtain the statistics (listed in Table 6.2).

Table 6.2: See the caption of Table 6.1. noise=2 over 3/8 edipse

|  | Major(100) | Minor(50) | Center X(0) | Center Y(0) | Angel(0) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Bilinear | 103.6820 | 51.0717 | 0.4578 | 0.2702 | -0.0461 |
|  | $(16.0952)$ | $(6.6344)$ | $(16.0868)$ | $(6.9479)$ | $(3.2988)$ |
| FNS | 100.3527 | 46.9251 | 0.4511 | 0.2104 | 0.0434 |
|  | $(17.4383)$ | $(9.4859)$ | $(16.4996)$ | $(9.7672)$ | $(3.6045)$ |
| HEIV | 103.7216 | 51.4157 | 0.3804 | 0.3439 | -0.0313 |
|  | $(15.5261)$ | $(6.8837)$ | $(15.4628)$ | $(7.2849)$ | $(3.3207)$ |
| KAN | 104.4603 | 51.2461 | 0.3138 | 0.0375 | -0.0042 |
|  | $(18.5451)$ | $(7.3436)$ | $(18.5808)$ | $(7.8171)$ | $-3.5893)$ |
| TLS | 73.8776 | 35.7235 | 0.1016 | -0.2730 | -0.2007 |
|  | $(9.0869)$ | $(5.0653)$ | $(28.0569)$ | $(13.6420)$ | $(10.5892)$ |

However, taken alone, the statistics in Table 6.2 don't adequately reflect the performance of the methods. Consider also Figure 6.2 and Table 6.3. We find that the FNS method performs much worse than the HEIV, KAN and Bilinear approaches in some cases, as can be observed in Figure 6.2. (Note, although there are a few cases in the circles in Figure 6.2, where the Bilinear, HEIV and KAN also produce "bad" estimates; in many cases, the Bilinear, HEIV and KAN produce "good" estimates, as can observed in Table 6.3). The problem with the FNS method is that there is no guarantee of convergence. Because of the lack of convergence, in some cases, the FNS stops in the first iteration step, and consequently, its estimate is the same as the initial estimate, which we chose as the TLS estimate for initializing FNS. (This also accounts for the fact that the FNS method produces almost $100 \% \mathrm{e}$ llipses in the following experiments, which are even more challenging. Note, the TLS always produces an ellipse because the constraint $4 d e-c^{2}=1$ is enforced in the TLS method.)

To summarize: it is difficult to evaluate the approaches in this setting. This is because one approach scores better in a few cases, while another approach scores
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better in other different cases. Moreover, as we will see in the more challenging experiments below, some estimates are wildly wrong, (they may not even be ellipses - except when the special TLS method is employed, enforcing the elliptic constraint). For these reasons, the statistics above, by themselves, can not reliably reflect the performance of the approaches. Worse, the wildly wrong estimates make the statistics, like mean, misleading in assessing the performance of the methods. For example, from the mean of the $m$ ajor length, the FNS is the best method. However, if we examine the figures in Figure 6.2 in delail, we find that FNS actually is worse than the HEIV, KAN and Bilinear methods.

In order to present a meaningful comparison, we mainly resort to the following statistics: for a method, how often does it produce good estimate? As in Figure 6.2, we only use the estimated major length and the estimated minor length in evaluating the performance, because the accuracy of other parameters is strongly dependent on the accuracy of the lengths. More precisely, we regard an estimate as "good" if the error of the estimated major, and minor, lengths fall short of $10 \%$ or $20 \%$ of the true lengths. In this example, we regard the estimate good if its major length lies in $[90,110]$ or $[80,120]$ and if its minor length lies in $[45,55]$ or $[40,60]$. The KAN and FNS methods perform a little worse than HEIV and the proposed Bilinear method.

To provide an indication of our measure, two exampl'; of "good" estimates are shown in Figure 6.3. The good estimates by these four methods are shown in Figure 6.4.


Figure 6.3: Two example of "good" estimates, falling in the $10 \%$ and $20 \%$ range.
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Table 6.3: The "good" estimates for noise=2 over $3 / 8$ ellipse. See the definition of "good" estimate in the text.

|  | $10 \%$ | $20 \%$ | Olher ellipses | Non-ellipse |
| :---: | :---: | :---: | :---: | :---: |
| Bilinear | 532 | 825 | 175 | 0 |
| HEIV | 526 | 820 | 179 | 1 |
| KAN | 470 | 773 | 205 | 22 |
| FNS | 444 | 686 | 314 | 0 |
| LS | 0 | 1 | 999 | 0 |



Figure 6.4: The "good" estimates in 1000 trials of the Bilinear, FNS, HEIV and KAN approaches for noise $=2$ over $3 / 8$ ellipse. The number after the approaches in the legend is how often the associated approach produces "good" estimates in 1000 trials.

### 6.5.3 Noise level=1 over a quarter ellipse

In this experiment the noise level is 1 and the points are from a quarter of the ellipse. We also run 1000 trials for this setting. As we discussed above, the statistic of mean and standard deviation are not good indexes for comparing. We only list how often the approaches succeed in producing "good" estimates in 1000 trials.
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Table 6.4: The "good" estimates for noise=1 over 1/4 ellipse. See the definition of "good" estimate in the text.

|  | $10 \%$ | $20 \%$ | Other ellipses | Non-ellipse |
| :---: | :---: | :---: | :---: | :---: |
| Bilinear | 229 | 421 | 569 | 10 |
| HEIV | 222 | 425 | 553 | 22 |
| KAN | 188 | 383 | 481 | 136 |
| FNS | 125 | 246 | 752 | 2 |
| TLS | 0 | 0 | 1000 | 0 |



Figure 6.5: The "good" estimates in 1000 trials of the Bilinear, FNS, HEIV and KAN approaches for noise $=1$ over $1 / 4$ ellipse. The number after the approaches in the legend is how oflen the associated approach produces "good" estimates in 1000 trials. The "good" estimates are defined by the $10 \%$ range.

Although there is a strong linear correlation between the results produced by the HEIV, FNS, KAN and Bilinear methods in some settings, as can be observed in Figure 6.1 and Figure 6.2; they actually have quite different performance in this more challenging environment.
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Note: even though the HEIV and the bilinear methods seem to have a similar performance, in terms of the statistics in Table 6.3 and $T$ able 6.4, they a ctually have different oulputs in many cases. For example, although the Bilinear approach and the HEIV approach produce a similar result, in terms of how often they produce "good" estimates; there are only 142 cases, where both approaches simultaneously produce "good" estimates, falling in the $10 \%$ range. This means that, in 80 cases, while the HEIV result falls in the range of $10 \%$, the Bilinear does not. On the other hand, the Bilinear approach produces good estimates in 87 cases, where the HEIV approach does not.

We also comment that, due to the moderately high failure rate, none of these approaches can't be regarded as a solution to the conic fitting problem in the most challenging forms (data over a small arc of the ellipse only). .

### 6.5.4 Noise level=2 over a quarter ellipse

In this last experiment the noise level is 2 and the points are from a quarter of the ellipse. As in section 6.5.3, we only !ist how often the approaches succeed in producing "good" estimates in 1000 trials.

Table 6.5: The "good" estimates for noise=2 over 1/4 ellipse. See the definition of "good" estimate in the text.

|  | $10 \%$ | $20 \%$ | Other ellipses | Non-ellipse |
| :---: | :---: | :---: | :---: | :---: |
| Bilinear | 88 | 211 | 663 | 126 |
| HEIV | 75 | 179 | 577 | 244 |
| KAN | 29 | 75 | 313 | 612 |
| FNS | 10 | 26 | 965 | 9 |
| TLS | 0 | 0 | 1000 | 0 |
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Figure 6.6: The "good" estimates in 1000 trials of the Bilinear, FNS, HEIV and KAN approaches for noise $=2$ over $1 / 4$ ellipse. The numbers after the approaches in the legend are how often the associated approach produces "good" estimates in 1000 trials. The "good" estimates are defined by the $10 \%$ and $20 \%$ range, respectively.

We remark that, only on 19 or 92 cases, out of the 1000 trials, both HEIV and Bilinear produce "good" estimates, in terms of the $10 \%$ or $20 \%$ ranges, respectively.

### 6.5.5 Comments on the experimental results

Although convergence to the ML estimate, at least a local optimal estimate, can be ensured in the proposed bilinear approach, as discussed in section 6.3.4, the results are not so good as expected. From the Table 6.4 and Table 6.5, the bilinear approuch c an't be regarded as a good solution to the problem, where the points only span a quarter of the eilipse; because it has only about $10-20 \%$ success rate of "good" estimates.
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There are two possible reasons for this. First, as suggested in section 6.3.4, only a local optimal solution can be ensured in the iteration process. If the initial estimate deviates far from the global optimal estimate, the iteration is possibly trapped in other local minimal estimates. In our experiments, we took the TLS result (Fitzgibbon et al. 1999) as the initial estimate for the bilinear approach. However, it has been suggested in (Leedan et al. 2000) that the TLS result is not "adequate to be used as an initial solution." Also note that we take the TLS result as the initial estimate for FNS approach. This possibly accounts for the fact that FNS performs much worse than HEIV in the challenging settings, as shown in Table 6.4 and Table 6.5.

The second reason, possibly, is due to the specific nature of the conic fitting problem. Also as discussed in section 6.3.4, the optimal solution, measured by (6.19) or (6.20), does not imply the ML estimate, because the ML optimality applies only when the uncertainties in the general measurement matrix $\mathbf{W}$ are Gaussian. As we analysed in section 6.4.1, the second order uncertainties are not Gaussian. Strictly, even if we obtain the optimal solution, measured by (6.19) or (6.20), it is not the ML estimate.

We also have to remark that, although that the bilinear approach outperforms other competing approaches, as can be observed in experiments above; we do not claim that the proposed bilinear approach can replace the other approaches because of two facts. First, as pointed out in the experiments, although the resilits, by FNS, HEIV, and KAN show a strong cortelation with the result by the proposed bilinear approach, there are many situations where one method succeeds and other methods fail. There is no clear "safe-bet" in this regards.

Second, the computation complexity of the proposed bilinear approach impedes its practical applications especially when the points only span a quarter ellipse. In the challenging settings, as in sections $6.5 .3,6.5 .4$, the bilinear approach suffers from its low convergence rate. The bilinear approach in (Shum et al. 1995; Gear 1998; Vidal et al. 2004) is a variant of the orthogonal iteration method in (Golub et al. 1996), whose convergence rate is the ratio between the $(r+1)^{\text {th }}$ singular value and
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the $(r+1)^{\text {th }}$ singular value. It is not clear what governs the convergence rate in the heteroscedastic setting.


Figure 6.7: A bad estimate, with details. The solid ellipse is the ground truth, and the dotted ellipse is the estimated ellipse. The dots, $\because$ ' , are the noisy feature points.

### 6.5.6 Question raised

We have stated that the approaches, including FNS, HEIV, KAN and the proposed bilinear approach, can't be regarded to a good solution to the conic fitting problem, when the points only span a small arc of the ellipse. Here, we highlight aspects of the problem from another point of view. Figure 6.7.a shows a "bad" estimate, whose estimated major and minor lengths are 230 and 80 , respectively. In terms of the estimated parameters, this estimated ellipse is wildly wrong, because it is far from the truth. However, from Figure 6.7.b, we can find that the estimated ellipse
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fits the points very well. If we separate the fitted ellipse and the underlying ground truth, it is very difficult to decide which one fits the noisy points better, as shown in Figure 6.7.c and Figure 6.7.d. This suggests that in many cases it may actually be unreasonable to expect the true ellipse to be recovered in such extreme cases of only a small fraction of the ellipse containing data.

### 6.6 Conclusion

In this chapter, we present a general theory of the parameter estimation problem in a heteroscedastic linear system. This theory suggests a bilinear solution method which we implemented and tested. The method was shown to perform relatively well, and, for ellipse fitting where the data covers a large fraction of the ellipse, the results are good. However, none of the methods investigated, including ours, can be considered adequate for fitting data from a small arc of the ellipse. As we illustrated in our concluding section, it is perhaps true that in at least some of the cases where the methods fail, it is unreasonable to expect any method to produce the "true" solution. However, we have no way of making such a notion precise and for testing the "reasonableness" of the task.

In the latter stage of this work, the author became aware of work that tries to project onto a low rank subspace by optimization on the Grassman manifold. See (Lu et al. 1997; Manton et al. 2003). It would be interesting to use such methods on this problem.

## Appendix: Equality Constrained Least Squares

The equality constrained least squares problem is as:

$$
\begin{equation*}
\min _{A_{2} x=b_{2}}\left\|A_{1} x-b_{1}\right\| \tag{A.6.1}
\end{equation*}
$$

where $\mathbf{A}_{1} \in R^{m, n}, \mathbf{A}_{2} \in R^{p, n}, \mathbf{b}_{1} \in R^{m, 1}$, and $\mathbf{b}_{2} \in R^{p, 1}$.
Without loss of generality, assume $\operatorname{rank}\left(\mathbf{A}_{2}\right)=p$ and $p<n$. Let $\mathbf{Q}^{T} \mathbf{A}_{2}^{T}=\left[\begin{array}{c}\mathbf{R} \\ 0\end{array}\right]$ be the QR factorization of $\mathbf{A}_{2}^{T}$, where $\mathbf{R}$ is a $p \times p$ upper triangle matrix. Set
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$\mathbf{A}_{1} \mathbf{Q}=\left[\mathbf{P}_{1}, \mathbf{P}_{2}\right]$ and $\mathbf{Q}^{T} \mathbf{x}=\left[\begin{array}{l}\mathbf{y} \\ \mathbf{z}\end{array}\right]$, where $\mathbf{y} \in R^{p .1}, \mathbf{z} \in R^{\mu-\mu .1}$. With these transformations, (A.6.1) becomes

$$
\begin{equation*}
\min _{\mathbf{R}^{T} y=b_{z}}\left\|P_{1} y+P_{2} z-b_{1}\right\| \tag{A.6.2}
\end{equation*}
$$

where the vector $\hat{\mathbf{y}}$ can be determined from the constraint $\mathbf{R}^{T} \mathbf{y}=\mathbf{b}_{\mathbf{2}}$. (A.6.2) becomes

$$
\begin{equation*}
\min _{z}\left\|\mathbf{P}_{2} \mathbf{z}-\left(\mathbf{b}_{1}-\mathbf{P}_{1} \hat{\mathbf{y}}\right)\right\| \tag{A.6.3}
\end{equation*}
$$

which is an unconstrained LS problem. The solution to the equality constrained LS problem (A.6.1) is:

$$
\hat{\mathbf{x}}=\mathrm{Q}\left[\begin{array}{l}
\hat{\mathbf{y}}  \tag{A.6.4}\\
\hat{\mathbf{z}}
\end{array}\right]
$$

## Chapter 7

## Orthographic projection of distances: a lowdimensional approximation

### 7.1 Introduction

The distance between two feature points in an image is a coordinate-free quality; however, it has seldom been used in computer vision or pattern recognition tasks because it rapidly changes as the view varies. In this chapter, we investigate one property of a quantity we call the "distance vector", which consists of the distance among the pairs of feature points under orthographic projection. We prove that the distance vectors under different views approximately lie in a linear subspace with a dimension of 6 .

### 7.2 Distance vector, spherical harmonics, and linear subspace

It has been proved, by exploiting spherical harmonic expansions, that the gray scale images of a Lambertian object approximately lie in a 9D linear subspace (Basri et al. 1999; Ramamoorthi et al. 2001; Ramamoorthi 2002; Basri et al. 2003). Similarly, we will prove here that the "distance vectors" of a rigid object approximately lie in a 6D linear subspace, and the 6D subspace accounts for at least $99.76 \%$ of the variability of the distance vector.

### 7.2.1 Definition of distance vector (distance matrix)

For $m$ feature points in an image, there are $C_{m}^{2}=m(m-1) / 2$ line segments jointing all pairs of such points. We use a symmetric $m \times m$ matrix, $\mathbf{D}$, with all zeros in its diagonal entries, to represent all the segments between features. $D_{i, j}$ is the length of the line segment between the $i^{\text {th }}$ feature point and the $j^{\text {th }}$ reature point. We arrange the $m(m-1) / 2$ entries, $D_{i, j}$ with $i>j$, of the upper-half matrix as a vector,
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calling it the distance vector. The order of the entries of the distance vector does not make difference in the subsequent sections. What counts is that we arrange all the distance vectors in different views in the same order.

### 7.2.2 Spherical harmonics

Spherical harmonics for the functions on the surface of the unit sphere have the same role as the Fourier basis for functions in the plane. Spherical harmonics are defined as:

$$
\begin{equation*}
Y_{n, m}(\theta, \phi)=\sqrt{\frac{(2 n+1)}{4 \pi} \frac{(n-|m|)!}{(n+|m|)!}} P_{n,|m|}(\cos \theta) e^{i m \phi} \tag{7.1}
\end{equation*}
$$

where $\quad P_{n, m}$ is the associated Legendre functions, with $P_{n, m}(z)=\frac{\left(1-z^{2}\right)^{m / 2}}{2^{n} n!} \frac{d^{n+m}}{d z^{n+m}}\left(z^{2}-1\right)$ for $n=0,1,2, \cdots$ and $-n \leq m \leq n . Y_{n . m m}$ for $-n \leq m \leq n$ is the $n^{t h}$ order spherical harmonics, and there are $2 n+l$ spherical harmonics in the $n^{\text {th }}$ order.

Spherical harmonics form an orthogonal basis for functions on the surface of the unit sphere. A function on the unit sphere can be decomposed into a series of the spherical harmonics:

$$
\begin{equation*}
f(\theta, \phi)=\sum_{n=0}^{\infty} \sum_{m=-n}^{n} f_{n, m} Y_{n, m 1}(\theta, \phi) \tag{7.2}
\end{equation*}
$$

where $f_{n, m}$ is the strength of the harmonics of $Y_{n m}$ :

$$
\begin{equation*}
f_{n, m}=\iint f(\theta, \phi) Y_{n, m}(\theta, \phi) \sin (\theta) d \theta d \phi \tag{7.3}
\end{equation*}
$$

### 7.2.3 Spherical harmonics for the sine function

As was used in (Basri et al. 1999; Ramamoorthi et al. 2001; Ramamoorthi 2002; Basri et al. 2003), the sine function can be approximately decomposed into the a few spherical harmonics. Particularly, the harmonics expansion of sine function can be decomposed into:

$$
\begin{equation*}
\sin (\theta)=\sum_{n=0}^{\infty} k_{2 n} Y_{2 n, 0} \tag{7.4}
\end{equation*}
$$
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where $k_{2 n}=\frac{\pi}{2^{n} n!} \sum_{i=n}^{2 n}\left\{(-1)^{i} C_{2 n}^{i} P_{2 i}^{2 n} \sum_{j=0}^{i n n}\left\{(-1)^{i} C_{i-n}^{j} \prod_{k=1}^{j=1} \frac{2 k-1}{2 k}\right\}\right\}$. The calculation of $k_{2 n}$ is arranged in the appendix.

Please note that all the odd order harmonics $Y_{2 n+1, n t}$ are eliminated. The reason is that the sine function is symmetric with $\pi / 2$ and all odd order terms are antisymmetric with $\pi / 2$. Another fact is that, because the sine function is c ircular symmetric, only the zonal harmonics (i.e. $m=0$ in equation (7.1)) exist in the expansion of (7.4), i.e., $f_{n, m}=0$ in (7.3) for $m \neq 0$.

The amplitudes up to the $20^{\prime \prime}$ order spherical harmonic are plotted in Figure 7.1. Specifically, $k_{0}=\pi \sqrt{\pi} / 2, k_{2}=-\pi \sqrt{5 \pi} / 16$ and $k_{4}=-3 \pi \sqrt{\pi} / 128$. (Note $k_{2 n+1}=0$.) The approximation up to the second/fourth order accounts for $99.76 / 99.96 \%$ of the energy of the sine function $--\frac{8}{3} \pi$ :

$$
\begin{equation*}
\int_{0}^{2 \pi} \int_{0}^{\pi} \sin ^{2} \theta \sin \theta d \theta d \phi=\frac{8}{3} \pi \tag{7.5}
\end{equation*}
$$

Figure 7.2 shows the close agreement between the sine function and the spherical harmonic approximations up to the second and the fourth order.

### 7.2.4 Low dimensionality of the distance vectors

Under the orthographic camera, the length between two points in a view is the product of its length in the 3 D world and $\sin (\theta)$, where $\theta$ is the angle between the optical axis of the camera and the 3D line. Suppose each point on the unit sphere surface represents the direction of one unit-length segment in 3D space. Consequently, its distance vector is the function $\sin (\theta)$ when the optical axis of the orthographic camera coincides with the $z$ direction. From (7.4), this distance vector can be approximately spanned up to the second or the fourth order, with 2 or 3 , respectively, orthogonal zonal harmonics.
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Figure 7.1: The amplitudes of the spherical harmonics up to the tenth order.


Figure 7.2: The approximations of the sine function. The solid curve is the sine function, the dashed/dotted curves for the second/fourth order approximation.

When the view is taken from other direction, other non-zonal harmonics are not zeroes any more. Viewing from other direction has the same effect on the spherical harmonics as a rotation. In (Ramamoorthi et al. 2001), it has been shown that the rotation of the harmonics only mix the energy between the same order harmonics
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and that the total energy in one order does not change. Precesely, a rotation of a harmonics is a linear combination of all spherical harmonics within the same order. This fact has also been pointed out in (Basri et al. 1999; Basri et al. 2003). Thus, when viewed from other directions from the $z$ directien, the sine function on the surface of the unit sphere can be approximated by up to the $2 n^{\text {th }}$ order with $\sum_{i=0}^{n}(1+4 n)=\left(2 n^{2}+3 n+1\right)^{\text {th }}$ harmonics; particularly for the second or fourth order, respectively with 6 or 15 harmonics. Because the rotation only mixes the energy of the harmonics with the same order, these 6 or 15 harmonics still accounts for $99.76 / 99.96 \%$ of the energy of the rotated sine function.

### 7.2.5 Sine function on a sparse set of points

Of course, only some sparse directions are needed for an object with some feature points, instead of the whole sphere. M oreover, line segments in 3 D world $h$ ave different lengths. However, for a sparse set of directions, the property of the lowdimensionality still applies. Indeed, a slightly better approximation can be expected for the sparse case, as is validated by the experiments.

We arrange the distance matrix this way: the distance vector, with the same order, for each view takes a column. Two cases are considered as examples: 100 or 20 points are randomly generated and then are randomly orthographically projected upon 1000 views. Next, we apply SVD (Golub et al. 1989) on the distance matrix. The energy distribution for 100 points and 20 points is listed in Table i.?, comparing with the theoretical values for the sphere.

The data in Table 7.1 confirms our claim that the low-dimensionality of the distance vectors still holds for a sparse set of directions. The first 6 singular vectors of the distance matrix account for $99.79 \%$ or $99.80 \%$ of the energy, compared with $99.76 \%$ for the sine function on the surface of the unit sphere.

Another property can be observed, from this example, that the difference between the second and the sixth singular values decreases as the feature points increases, as shown in Figure 7.3. It c an be expected that the singular values in the same
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order are approximately same when enough feature points averagely distribute in 3D space.

Table 7.1: Energy distribution for the sphere and a sparse set of direction.

| Simulation |  |  | Sphere |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 100 points | 20 points |  |  |
| $1^{s t}$ | 93.47\% | 93.24\% | $0^{\prime \prime}$ | 92.53\% |
| $2^{\text {nd }}-\ldots 6^{\text {lin }}$ | 6.33\% | 6.55\% | $2^{n d}$ | 7.23\% |
| $7^{\text {th }}$---15 $5^{\text {th }}$ | 0.17\% | 0.18\% | $4^{17}$ | 0.20\% |



Figure, 7.3: The singular values of the distance matrices with 20 (denoted by circles " 0 ") or 100 (denoted by crosses " + ") feature points

### 7.3 Discussion and conclusion

As discussed in previous chapters of this thesis, the low-dimensional subspace analysis has been widely employed in computer vision tasks, like the factorization method for structure from motion and the PCA (or the linear subspace approach) to the face recognition problem. In this chapter, we prove a new low-dimensional property that a 6 D subspace accounts for at least $99.76 \%$ of the variability of the distance vector.

Closely related to this approximately 6 D property of the distance vector is the fact that the measurement matrix lies in a 4D subspace, as discussed in chapter 3. At this stage, we cannot demonstrate that the new property estabiished here is directly useful for computer vision tasks. However, it does seem likely that such a remarkable feature can be exploited.

## Appendix

Here, we derive the analytical formula for the decomposition of the sinc function. According to (7.3), the coefficient of the $2 n^{t / h}$ order harmonics, $k_{2 n}$, is:

$$
\begin{equation*}
k_{2 n}=2 \pi \int_{0}^{\pi} \sin ^{2} \theta Y_{2 n \cdot 0}(\theta) d \theta \tag{7.6}
\end{equation*}
$$

where $Y_{2 n, 0}(\theta)=\sqrt{\frac{(2 n+1)}{4 \pi}} P_{2 n}(\cos \theta)$. We can express $P_{k}(t)$ as:

$$
\begin{equation*}
P_{n}(t)=\frac{1}{2^{n} n!} \sum_{i=n}^{2 n}(-1)^{i} C_{i}^{2 n} P_{2 n}^{2 i} t^{2 i-2 n} \tag{7.7}
\end{equation*}
$$

The following formula can be easily obtained:

$$
\begin{align*}
& \int_{0}^{\pi} \cos ^{2 k} \theta \sin ^{2} \theta d \theta=\sum_{j=0 j}^{k}(-1)^{j} C_{j}^{k} \int_{0}^{\pi} \sin ^{2(j+1)} \theta d \theta  \tag{7.8}\\
& \begin{aligned}
& \int_{0}^{\pi} \sin ^{2} \theta d \theta=\pi / 2 \\
& \sin ^{2(j+1)} \theta d \theta=\int_{0}^{\pi}(2 j+1) \sin ^{2 j} \cos ^{2} \theta d \theta \\
&=(2 j+1) \int_{j}^{\pi} \sin ^{2 j} \theta d \theta-(2 j+1) \int_{j}^{\pi} \sin ^{2(j+1)} \theta d \theta \\
&=\frac{2 j+1}{2 j+2} \int_{0}^{\pi} \sin ^{2 j} \theta d \theta \\
&=\pi \prod_{k=1}^{j+1} \frac{2 k-1}{2 k}
\end{aligned} \tag{7.9}
\end{align*}
$$

Combining (7.6), (7.9) and (7.10), we `ave obtained

$$
\begin{equation*}
k_{2 n}=\frac{\pi}{2^{n} n!} \sum_{i=n}^{2 n}\left\{(-1)^{i} C_{3 n}^{i} P_{2 i}^{2 n} \sum_{j=0}^{i-n}\left\{(-1)^{j} C_{i-n}^{j} \prod_{k=1}^{j+1} \frac{2 k-1}{2 k}\right\}\right\} \tag{7.11}
\end{equation*}
$$

## Chapter 8

## Subspace-based face recognition: outlier detection

 and a new distance criterion
### 8.1 Introduction

Illumination effects, including shadows and yarying lighting, make the problem of face recognition challenging. Experimental and theoretical results show that the face images under different illumination conditions approximately lie in a lowdimensional subspace, hence principal component analysis (PCA) or lowdimensional subspace techniques have been used, as overviewed in Chapter 3.

The contributions of this chapter are: (a) In section 8.3, we propose a new error distance for the subspace-based recognition problem. This is based on the new theory about the learning capacity in low-rank subspace approaches, presented in chapter 4. (b) In order to remove points not following the reflectance model, we employ the iterative reweighted least square (IRLS) technique (section 8.4) to detect the pixels that do not obey the dimension-3 subspace constraint, such as eyeballs. The experiments on the Yale-B face database show the effectiveness of the new techniques.

The work presented in this chapter has been published in (Chen et al. 2004).

### 8.2 Lambertian reflection and low dimension subspace

It has been experimentally observed that the set of images, observed under different lighting conditions, can be considered as lying in a low dimension
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subspace (of the set of all possible images of a certain person). This fact can be theoretically justified so that, depending upon the complexity of the image model, we can demonstrate that the dimension of the subspace is as low as $3-9$ (in this chapter, we use 7 dimension subspace to model the attached shadow.) This section overviews the background in the context of face recognition.

### 8.2.1 Lambertian reflectance and 3-dimensional subspace

The images of a Lambertian object can be approximately modeled by a 3 dimensional subspace if the light source lies at infinity and there is neither attached shadow nor cast shadow (Shashua 1997; Georghiades et al. 2001). Following (Bellbumeur et al. 1998), for any point $p$ on a Lambertian surface, illuminated by an infinite light source, its intensity can be described by

$$
\begin{equation*}
I(p)=a(p) \mathbf{n}(p)^{T} \mathbf{s}=\mathbf{b}(p)^{T} \mathbf{s} \tag{8.1}
\end{equation*}
$$

where $a(p)$ (a scalar) is the albedo ${ }^{*}$ at position $p, \mathbf{n}(p)$ (a 3 -vector) is the inward normal of the surface at position $p$, and $\mathbf{s}$ (a 3-vector) is the direction of the light. Let $\mathbf{B} \in R^{n, 3}$ be a matrix where each row is $\mathbf{b}(p)^{r}$. The illumination subspace can be generated by:

$$
\begin{equation*}
L=\left\{x \mid x=\mathbf{B} \mathbf{s}, \forall \mathbf{s} \in R^{3}\right\} \tag{8.2}
\end{equation*}
$$

The images without shadows are a subset of $L$. The set of all images, the nonnegative orthant, is defizod as:

$$
\begin{equation*}
L_{0}=\left\{x \mid x=\max (\mathbf{B s}, 0), \forall \mathrm{s} \in R^{3}\right\} \tag{8.3}
\end{equation*}
$$

A general subspace-based algorithm for the face recognition is (Georghiades et al. 2001):
(a) Training stage. Arrange the training samples (images of the same face under varying light conditions) as the training matrix, each column of which is an image.

[^10] criterion

By SVD (Golub et al. 1989), the 3 basis images are derived from the 3 singular vectors that correspond to the 3 largest singular values.
(b) Recognition stage. Calculate the distance of the test image to the 3-dimensional subspace that is spanned by the 3 basis images. The target is selected as that which has the shortest distance.

As we discuss in the next section, the Lambertian assumption, particularly excluding shadows, is a bit unrealistic and one usually uses slightly larger dimensional subspaces (with obvious changes to the algorithm described above).

### 8.2.2 Attached shadow and low-dimensional subspace

The 3-dimensional constraint does not hold when there is a shadow. Intrinsically, the dimension of the image set for an object is "equal to the number of distinct surface normals". However, it has been proved, experimentally and theoretically, that the image set approximately lies in a low-dimensional subspace (Turk et al. 1991; Hallinan 1994; Eipstein et al. 1995). It has been experimentally proved that images with shadow can be approximately modeled by $5 \pm 2$ eigenimages (Eipsten et al. 1995). Moreover, an important theoretical proof shows that the images of a Lambertian object can be approximately modeled by a 9-dimensional subspace if there is no cast shadow (Basri et al. 1999; Ramamoorthi et al. 2001; Ramamoorthi 2002; Basri et al. 2003). Based on this 9 -dimension theory, 9 points of light for face recognition were optimally determined (Lee et al. 2001).

### 8.2.3 Generation of the image basis from synthetic images

One does not want to use more images then necessary in constructing a training set. It has been shown (Lee et al. 2001) that for a single face approximately 9 wellchosen lighting directions are optimal. However, the result in (Lee et al. 2001) was not good enough in practice. A reliable approach to obtain the image basis is to calculate them from a large amount of training images, for exampie 80-120 training images (Georghiades et al. 2001). Although a large set of images is unwieldy, a possible solution to this problem is to use the synthetic images, as in (Georghiades et al. 2001). In this chapter, we also employ this strategy to obtain the inage basis.
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Taking the Yale-B face database as an example, the procedure of generating the image basis in the training stage is (the image basis for each person is separately generated in our approach), as follows:
Training algorithm:
(a). Obtain the illumination subspace $L$ in (8.2) from more than 2 images that have no shadow. Here, we use the 7 images in "subset 1 " in Yale B face database as the training samples.
(b). Generate the synthetic images that are illuminated by a light at infinity, using equation (8.3). Note: the nonlinear operation of setting to zero the negative pixel values moves the resulting images outside of the 3 dimensional subspace.
(c). Calculate the approximate low-dimensional subspace from the simulated images, by SVD (Golub et al. 1989). The 7D basis ìmage of person 1 and person 4 are shown in Figure 8.4.

As an important variation, we employ the iterative least squares procedure as an "outlier" detection strategy when we calculate the illumination subspace in substep (a), because not all the pixels of a face can be approximately Lambertian, for example the eyeballs and eyebrows. This outlier detection strategy will be presented in section 8.4.

In the simulation of the possible images in sub-step (b), we only consider the effect of the attached shadow, as the "Cones-attached" in (Georghiades et al. 2001). However, we don't need to reconstruct the face to a generalized Bas-Relief (GBR) transformation (Belhumeur et al. 1999). Instead, we "randonly" generate the synthetic images, because an arbitrary "linear" combination of the three basis images can be an image, illuminated by a light with unknown direction (Georghiades et al. 2001). It should be noted that the negative pixels in the synthetic images have to be set as zeroes. The attached shadow can be modeled this way, while the cast shadow cannot be modeled. Although the direction of the light $s$ is randomly generated, we set the energy of first basis image to tralf as that of the other two basis images, in order to model the shadow effect better. criterion

In calculating the basis inages in sub-step (c), which a ccounts for the attached shadow, we find that the 7-dimensional subspace performs slightly better than the 9 -dimensional subspace. Crucially, in our approach, the "outliers" deiected in substep (a) are not included in calculating the distances of the test image to the 7 dimensional subspaces. In more detail, suppose we are calculating the distance of the test image 1 , from the subspace of the $i^{i h}$ training image set

$$
\begin{equation*}
\frac{\left\|\mathbf{e}_{t, i}\right\|_{F}}{\|!\|_{F}} \tag{8.4}
\end{equation*}
$$

where $\mathrm{e}_{t, i}$ is the projection error calculated by ignoring (masking out) those pixels in $\mathbf{I}_{f}$, in the same positions as se detected outliers in $i^{\text {lh }}$ training set. That is, when calculating the distance of the test image to each training image set we will exclude different parts of the test image according to the "mask" of the relevant training images.

### 8.3 Learning capacity of low-dimensional subspace and a new

## distance criterion

Few people have properly estir rated where the noise in the training and recognition processes resides. In chapter 4, based on the matrix perturbation theory (Wilkinson 1965; Stewart et al. 1990), the leaming capacity of the lowdimensional linear subspace has been studied. The theory states that the distance of a new test vector to the estimated low-dimensional subspace comes from two sources: one source is the noise in the training samples and another in the noise in the test image.

Suppose we work on the $m$ dimensional vectors and $n$ sample vectors are available in the training stage. The training samples can be arranged as an $m \times n$ matrix $\mathbf{L}$, taking each sample as a column. Ideally, this training matrix should be of low rank $r$ if there were no noise in the samples. For example, the training matrix, consisting of the Lambertian images without shadow, is of rank 3. By the SVD (Golub et al. 1989), the training matrix can be decomposed into $\mathbf{L}=\mathbf{U} \Sigma V^{\tau} . \mathrm{U}$ and V are $m \times r$
and $n \times r$ matrices with orthogonal columns, respectively, and $\Sigma$ is a $r \times r$ diagonal matrix: $\operatorname{diag}\left\{\kappa_{1}, \kappa_{2}, \cdots, \kappa_{r}\right\}$. The test image $\mathbf{p}$ should lie in the subspace $\operatorname{span}\{\mathbf{U}\}$, i.e., $]=\mathrm{U}\left[f_{1}, f_{2}, \cdots, f_{r}\right]$, if it were noise free. Ideally, if both the training samples and the test image were noise free, the projection error of $p$ on the subspace $\operatorname{span}\{\mathbf{U}\}$ is 0 , i.e., $\left\|\mathbf{p}-\mathbf{U U}^{T} \mathbf{p}\right\|=0$. However, noise inevitably exists in the training samples $L^{\prime}$ and in the test image $\mathbf{p}^{\prime}$. Consequently, the noise free subspace $\mathbf{U}$ cannot be obtained: another $r$-dimension subspace $\mathbf{U}^{\prime}$ is actually obtained.

From the theory in section 4.4 .2 (specifically, equation 4.23 in chapter 4), the following formula describes the effects of the noise ( $\sigma_{i}$ ) in the training images and the noise $\left(\sigma_{t}\right)$ in the test image, on the "error measure" (SSD, the sum of the squared difference):

$$
\begin{equation*}
\left\|\mathbf{p}^{\prime}-\mathbf{U}^{\prime} \mathbf{U}^{\prime} \mathbf{p}^{\prime}\right\|_{f}^{2}=(m-r) w_{i}^{2}+(m-r) \sigma_{i}^{2} \sum_{i=1}^{r} \frac{f_{i}^{2}}{\kappa_{i}^{2}} \tag{8.5}
\end{equation*}
$$

where $\sigma_{t}$ and $\sigma_{t}$, small enough compared with the signal level, are the noise levels for the test image and the training samples respectively.

Since some error is introduced by the noise in the training samples, this part of the error in (8.5) should be subtracted in the recognition stage. More formally, suppose the new test image $\mathbf{p}^{\prime}$ has a distance of $d$ to the $r$-dimensional subspace $\operatorname{span}\left\{\mathbf{U}^{\prime}\right\}$. From (8.5), we take the following distance as the criterion for the classification:

$$
\begin{equation*}
\sqrt{\max \left(d^{2}-(i n-r) \sigma_{i}^{2} \sum_{i=1}^{r} \frac{f_{i}^{2}}{\kappa_{i}^{2}}, 0\right)} \tag{8.6}
\end{equation*}
$$

The estimation of the noise level $\sigma_{t}$ in the training samples will be discussed in the following section.

### 8.3.1 Noise level estimation

In this section, we explain how to estimate the noise level $\sigma_{i}$ in (8.6). In our synthetic generation of the image basis, we first estimate the noise level in the actual images. Then, we use these estimates to calculate the estimates for the noise
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levels in the synthetic images (generated by a linear combination of basis images, as per (b) step in section 8.2.3).
From (Bishop 1998), the maximal likelihood (ML) estimate of the noise level in an $r$-dimensional illumination subspace is as follows:

$$
\begin{equation*}
\sqrt{\frac{1}{m(m-r)} \sum_{i=r+1}^{m} \kappa_{i}^{2}} \tag{8.7}
\end{equation*}
$$

where $\kappa_{i}$ is the $i^{\text {th }}$ singular value of the actual training matrix. It should be noted that the estimate in (8.7) is calculated from the outlier-detected training matrix (i.e., after removing outliers).

We calculate the total noise energy of the synthetic training matrix and regard the root mean of that energy as the noise level.

### 8.4 Non-Lambertian pixel detection

Although the human faces can be approximately modeled as Lambertian, some part are obviously non-Lambertian, for example the eyeballs and eyebrows. Moreover, some parts of the true training samples that are in the shadow do not obey the 3 -dimension constraint. In order to obtain an accurate 3 -dimensional illumination subspace, we should exclude these abnormal pixels.

Here, we employ a variant of the iterative reweighted least square (IRLS) (Rousseeuw et al. 195'7) as the "outlier" detection strategy: the weight is either 1 or 0 . IRLS works by iteratively fitting the model to the data: essentially, we adjust the weight of each data, according to its residual; then, a new model is obtained by minimizing the reweighted least square. More details can be found in (Rousseeuw et al. 1987).

More specifically, we retain those data whose residual is less than 3 times of the noise scale and prune the other data. Thus, a general 1/0 IRLS iteratively works this way:
(i) to estimate the scale from the residual of the reiained data.
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(ii) if there is some "outliers", whose residual is larger than 3 times" of the scale, to prune these data and go to sub-step (i); else, terminate the iteration.
Because we work on low-dimensional subspaces, the general 1/0 IRLS can not be directly applied to detect the non-Lambertian pixels. In particular, we have to define the residual for a pixel, which in fact is an $n$-dimensional vector if we work on $n$ training images.

Suppose an $m \times n$ training matrix consists of $n$ training images, each of which has $m$ pixels. First, calculate the $r$-dimensional subspace by SVD (Golub et al. 1989). Second, calculate the residual matrix, by subtracting the $r$ largest components from each column (each image). Third, calculate the 2 -norm of all row (a row corresponds to the same pixel in different images) vectors and regard them as the residual for the corresponding pixels. The scale can be estimated as the root mean square of the residuals of the retained pixels. The detected mask for the nonLambertian pixels are displayed in Figure 8.3, where the black pixels denote the : :on-Lambertian ones. The detected outliers do not appear to be perfect - certainly this part could be improved. However, we can observe that, from Table 8.2, this imperfect outlier strategy actually improves the face recognition performance. Also from Table 8.1, the contribution of this outlier detection strategy can be confirmed by the change of the ratio between the third and the fourth largest singular values.

### 8.4.1 Performance evaluation of the outlier detection strategy

For a Lambertian object, the fourth singular value of the training matrix should be zero if the training matrix is noise free. Due to noise, this does not hold. Here, we employ the ratio between the third singular value and the fourth singular value as the index to how well the matrix can be approximated by another rank-3 matrix. The larger the ratio, the better the approximation. Because we use the Yale B face database in our experiment (in section 8.5), the ratio, respectively for these 10 persons in Figure 8.1, is listed in Table 8.1. The row labeled "original" denotes the training matrices before the outlier detection and the row of "outlier detected"
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denotes the training matrices that cio not include the detected outliers. Clearly, the outlier detection has improved the ratios. The detected outlier masks are shown in Figure 8.3.

Table 8.1: The ratio between the third singular value and the fourth singular value.

| Person | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| original | 3.761 | 2.460 | 4.216 | 3.967 | 3.050 | 2.265 | 3.261 | 5.364 | 3.923 | 2.159 |
| outlier <br> detected | 4.335 | 4.209 | 5.949 | 4.967 | 5.992 | 2.582 | 4.348 | 7.990 | 5.344 | 3.109 |

### 8.5 Experimental results

In this section, we report our results, comparing with that in (Georghiades et al. 2001; Lee et al. 2001). As in (Georghiades et al. 2001), we also carry out the face recognition experiments on the Yale-B face database, which consists of 10 persons. This face database can be employed to study the pose estimation and the illumination effects. For each person, pictures were taken from 9 poses, and at each pose, 64 different illumination conditions were used. However, we only study the illumination effects on the face recognition; thus we only use the 64 frontal images. These 64 images are divided into 5 subsets of 7/12/12/14/19 pictures respectively. From "subset 1 " to "subset 5 ", there is more and more shadow in the pictures. Two images are shown in Figure 8.2 for each subset. In fact, the pictures in "subset 5 " are almost indiscernible, as shown in Figure 8.2, and no result has previously been reported on this subset. We follow (Georghiades et al. 2001) in cropping, centering and resizing the images. The 10 persons are shown in Figure 8.1.

By employing the new strategies outlined in this chapter, we obtain a good performance on this subset, up to $92.1 \%$ correct. From Table 8.2, we can see that the outlier detection strategy contributes more than the new distance criterion to the improvement in our approach. "We can also see that both strategies, adopted together, improve more than each strategy employed separately. Compared with the dimension-7 subspace, the dimension-9 subspace performs a little worse, as also can be observed from Table 8.2. Although the experimental setting suffers
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from the small size of the Yale-B face database, we can still observe the contributions of our new strategies by comparing with other competing approaches (Georghiades et al. 2001; Lee et al. 2001). Our purpose is not to claim that we have a complete and foolproof method - rather to show that the two proposals can lead to gains in performance.


Figure 8.1: 10 persons in Yale-B face database.

(a)

(c)

(h)

(d)

(i)

(e)
(f)
(g)


(b)

(j)

Figure 8.2: Different images under different illumination conditions, for person 7 in Figure 8.1. (a) and (b) from subset 1 ; (c) and (d) from subset 2 ; (c) and (1) from subset 3 ; (g) and (h) from subset 4 ; and (i) and (j) from subset 5 .
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Figure 8.3: Mask for the outliers, which do not obey the 3-dimensional constraint. The black pixels denote the outliers. From (a) to (j), the masks correspond to person 1 to person 10 in Figure 8.1.


Figure 8.4: The 7D image basis of person 1 and person 4 in the Yale-B face database. Note that green denote positive pixels and red for negative, and that the detected pixels (outliers) in Figure 8.3 are excluded in these basis images, shown as black.
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Table 8.2: Comparison of the error classification rate on Yale-B face database. In the bottom four rows, the numbers in the brackets are the dimensions of the subspace, u sed in our approach. Note that a method employing only o ur outlier detection strategy (row 5) performs better than previous methods (rows 1-3). Likewise, only using our new distance criterion (row 6), we can do better than previous methods except 9PL (row 3). However, both improvements combined (row 7) performs better than previous methods (rows 1-3). Method 4, Cones-cast, achieves the same flawless recognition rate on subsets 1-4; however, since they did not report an error rate for the most challenging subset 5 , we can't say whether our method definitely performs better. However, it is perhaps salient that none of the cited previous methods attempted such difficult images.

|  | Method | Subset 1-3 | Subset 4 | Subset 5 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | Linear subspace <br> (Georghiades et al. 2001) | 0 | 15 | 1 |
| 2 | Cones-attached <br> (Georghiades et al. 2001) | 0 | 8.6 | 1 |
| 3 | 9PL (Lee et al. 2001) | 0 | 2.8 | 1 |
| 4 | Cones-cast <br> (Georghiades et al. 2001) | 0 | 0 | 1 |
| 5 | Outlier detection (dim 7) | 0 | 2.1 | 11.0 |
| 6 | New distance $(\operatorname{dim} 7)$ | 0 | 5 | 15.8 |
| 7 | Outlier detection+ <br> New distance $(\operatorname{dim} 7)$ | 0 | 0 | 7.9 |
| 8 | Outlier detection+ <br> New distance $(\operatorname{dim} 9)$ | 0 | 1.4 | 10.5 |

### 8.6 Conclusion

In this chapter, we introduce two new techniques for subspace-based face recognition: outlier detection and the exploitation of a new distance-based criterion. Without reconstructing the 3D scene, the standard subspace approach, augmented with the new techniques described here, proves to be at least comparable to Cones-cast, where the cast shadow has to be detected and consequently demands the GBR reconstruction (Belinumeur et al. 1999). Moreover, by the new techniques, a good performance can be obtained on "subset
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5", which is the most challenging in the Yale-B face database and on which no performance has been reported before. While we can see much room for improvement in the implementation of our outlier detection strategy, we have shown that, even when only partially successful in identifying outliers from the subspace model, it can be responsible for a significant improvement in accuracy. Our new distance criteria, as it properly recognizes and adjusts for noise in the training set, is also shown to be useful as a separate component, as well as in conjunction with the outlier detection strategy.

## Chapter 9

## Conclusion and future directions

### 9.1 Summary of the contributions of this thesis

In this thesis, we mainly studied the linear subspace analysis in computer vision applications, from a statistical view. The contributions of this thesis can be categorized into three aspects: (1) a theoretical analysis of the i.i.d. Gaussian noise effect on the linear subspace analysis; (2) an investigation of heteroscedastic parameter fitting; and (3) practical applications of improved algorithms to structure from motion and face recognition problems. In this chapter, we briefly expand upon these contributions before we suggest some avenues of future work.

Theoretical contributions to the linear subspace analysis:

- Using the matrix perturbation expansion theory, we derived an explicit formula for the denoising capacity of the approximated (low rank) matrix, in terms of the noise level, the sizes of the measurement matis and the dimensionality.
- By using the first-order matrix perturbation theory, we also derived an explicit formula for such a reprojection error measure. This error comes from two independent sources: one source is the noise in the training samples and another in the noise in the test image.

Practical contributions to the computer vision tasks:

- In the missing data problem under low rank constraint, we presented a criterion to recover the most reliable submatrix, in terms of deciding when the inclusion of extra rows or columns, containing significant numbers of missing entries, is likely to lead
to poor recovery of the missing parts. We applied this algorithm in the structure from motion problem
- We proposed a new error distance for the subspace-based recognition problem. This is based on the new theory about the learning capacity in low-rank subspace approaches.
- In face recognition, we employed the iterative reweighted least square (IRLS) technique to detect the pixels that do not following the Lambertian reflectance model.

In this thesis, we also studied other rank-constraint problems.

- We proved that the distance vectors under different views approximately lie in a linear subspace with a dimension of 6 .
- We studied the parameter estimation problem in a general heteroscedastic linear system, by putting the problem in the framework of the bilinear approach to low-rank matrix approximation.


### 9.2 Directions of future work

In terms of theory, we only studied the i.i.d. Gaussian noise effect on the linear subspace analysis. It would be interesting to extend the theories in chapter 4 to the following two problems. First, it is worth studying the effect of the heteroscedastic noise in the low-rank approximation. For example, the conic fitting problem can be reduced to a rank-5 approximation of a $p \times 6$ matrix, where $p$ is the number of points. How does the number of the points ( $p \geq 6$ ) affect the precision of the estimation? Second, the interesting problems (e.g., conic filting and fundamental matrix estimation) are essentially non-linear problems, although one often formulates them as a linear estimation problem. It would be interesting to investigate how the linearization affects the precision of the solution.

We only studied the illumination effects on the face recognition problem. More specifically, we employed a 7 dimensional subspace to model the attached shadow. A possible extension of this issue is to deal with the cost shadow in the face
recognition problem. Some papers about this issue have appeared in a recent conference, Europe Conference on Computer Vision 2004, such as (Frolova et al. 2004; Zhou et al. 2004).

Several recent papers (Lu et al. 1997; Mühlich et al. 2001; Manton et al. 2003) suggest different a venues of investigation for dealing with h eteroscedastic rankconstrained problem. It should be interesting to use these approaches to ellipse fitting and contrast and compare.

Finally, we must acknowledge that what we have done is incomplete. For example, we studied "imputation" (filling in missing data) in an i.i.d. setting but not in a heteroscedastic setting. This thesis has made significant contributions on many fronts but a complete theory is still missing. Moreover, it has to be admitted that the algorithms described here, while making a contribution in several ways, fail to present the complete solution. Much work remains to be done.
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## Errata and Amendments

p IX, para 3, line 4: Replace "following" with "follow".
p IX, para 4, line i: Replace "rank-constraint" with "rtnk-constrained".
p IX, para 4, line 2: Replace "approximately lie in a linear subspace with a dimension of 6 ." with "lie in a space that is well approximated by a 6 -dimensional linear subspace."
p 1, para 2, line 6: Replace "signal" with "matrix".
p 2, para 1, line 3: Add "(Aguiar et al. 2002; Sun et al. 2001)" after "frames".
p 2, para 3, line3: Insert "(SFM)" between "motion" and "and".
p 3, para 1, line 3: Insert "Guerreiro et al. 2002; Maruyama et al. 1999" before "), etc".
p 3, para 2, line 4: Replace the last sentence with "The iterative methods have the advantage that they are driven by minimizing a global cost function. In contrast, the non-iterative ones are clearly suboptimal, although they are generally fast and stable."
p 3, para 4, line 1: Add ", i.e., each data point having a different covariance matrix)" after "heteroscedastic noise"
p 4, para 2, line 2: Insert "Wiberg 1976" after "2004".
p 6, para 3, line 4: Replace "important in since" with "important since".
p 6, the second last para: Replace "approximately lie in a linear subspace with a dimension of 6. " with "lie in a space that is well approximated by a 6 -dimensional linear subspace."
p 10, para 1, line 3: " $V$ " in equation (2.1) should be bold as " $V$ ".
p 10, para 2, line 2: Delete "first" between "the" and " $n$ ".
p 10, para 2, lines 4\&6: Replace $\lambda_{i}^{2}$ with $\sigma_{i}^{2}$.
p 11, para 2, line 4: Add "be" between "will" and "produced".
p 13, para 1, the second last line: add "the" between "is" and "same"
p 13, para 2, line 1: Replace "Theory 1" with "Theorem 1".
p 15, the last para: Explanation: "large" in line 2 means that the singular values have to be much larger than the noise level in the matrix in order to make (2.142.16) approximately hold. For a small singular value, the singular vectors (values), calculated from (2.14-2.16), may have a large error.
p 16, para 3, line 2: Replace "eigenvalues" with "eigenvectors".
p 16, para 3, line 3: Replace "same" with "equal".
p 22 para 2 line 3: Insert "to surface patches (Guerreiro et al. 2002; Maruyama et al. 1999), " before "and to planes".
p 28, para 1, the fourih last line: Replace "more optimal" with "better".
p 42, para 1, line 2\&3; p 44, para 1, line 4: "the energy of a matrix entry" denotes the quantity $\frac{\|\mathbf{M}\|_{F}^{2}}{m n}$, where $\mathbf{M}$ is the matrix, and $m$ and $n$ are its sizes.
p 44, between (43) and (44), the energy of a matrix, $\mathbf{M}$, denotes its norm $\|\mathbf{M}\|_{F}^{2}$.
p 47, in the fourth last line; and p52, line 8: the energy of a vector (an image), $v$, denotes its norm $\|\mathbf{v}\|_{F}^{2}$.
p 50, In the legend of Fig. 4.3, replace "To see" with "See".
p 51, In the second last para, the second last line, replace "angel" with "angle".
p 67, In the legend of Fig. 5.1, replace "the missing percentage" with "the fraction of missing data".
p 73: Add "For an explanation of the traces, see the text in page 72." to the legend of Fig. 5.2.
p 78, para 1, line 3: Add a sentence: "The data of the tracked feature points was downloaded from Jacobs" homepage." before "One frame".
p 126, as the concluding sentence to section 7.2.3, add "It should be noted that one could question whether an expansion in terms of other basis functions may be preferred; however, investigation of this question is beyond the scope of this thesis."
p 140: Replace "Different images" with "Images".
p 148: Replace " 2004 " in the second last reference with "2004a".
p 148: Replace " 2004 " in the last reference with " 2004 b ".
p 149: Replace " 2004 " in the first reference with "2004c".
p 22, para 8, Replace "Chen et al. 2004" with "Chen et al. 2004c".
p 46, para 1, Replace "Chen et al. 2004" with "Chen et al. 2004c".
p 53, para 3, Replace "Chen et al. 2004" with "Chen et al. 2004c".
p 96, the last para, Replace "Chen et al. 2004" with "Chen et al. 2004c".
p 131, para 3, Replace "Chen et al. 2004" with "Chen et al. 2004a; Chen et al. 2004b"

## Insert the following references between $p$ 147-158:

Aguiar, P. M. Q. and J. M. F. Moura (1998). Video representation via 3D shaped mosaics. IEEE International Conference on Image Processing ICIP'98.
Aguiar, P. M. Q. and J. M. F. Moura (2001). "Three-dimensional modeling from two-dimensional video." IEEE Transactions on Image Processing 10(10).
Aguiar, P. M. Q. and J. M. F. Moura (2002). 3D rigid structure from video: What are "easy" shapes and "good" motions? IEEE Multimedia signal processing workshop.
Guerreiro, R. F. C. and P. M. Q. Aguiar (2002). 3D Structure from video streams with partially overlapping images. IEEE International Conference on Image Processing ICIP'02.
Maruyama, M. and S. Kurumi (1999). Bidirectional optimization for reconstructing 3D shape from an image sequnce with missing data. IEEE International Conference on Image Processing ICIP'99.
Sun, Z., V. Ramesh, et al. (2001). "Error characterization of the factorization method." Computer Vision and Image Understanding 82: 110-137.
Wiberg, T. (1976). Computation of principle components when data are missing. 2nd Symposium computational statistics.

Additional comments on chapter 6 In chapter 6, there are several references to the assumption of Gaussian noise. In fact, this assumption is only necessary to obtain the $M L$ result in section 6.3.4. For the remainder of the chapter, a weaker assumption (zero mean noise) suffices.

The following explanation may help the reader to interpret equation (6.4): The noiseless data points $\mathbf{W}_{o}=\left[\mathbf{w}_{10}, \mathbf{w}_{20}, \cdots, \mathbf{w}_{n o}\right]$ are "nuisance parameters". That is, they are not directly of interest. $\hat{\mathbf{W}}_{o}=\left[\hat{\mathbf{w}}_{10}, \hat{\mathbf{w}}_{20}, \cdots, \hat{\mathbf{w}}_{n o}\right]$ is the rank $n-1$ matrix that minimizes the objective function in (6.4), subject to the constraint $\hat{\boldsymbol{\theta}}^{T} \hat{\mathbf{W}}=\mathbf{0}^{T}$, where $\hat{\boldsymbol{\theta}}$ is the estimate of the practical parameters of interest ( $\boldsymbol{\theta})$.


[^0]:    * Here, we'd like to express our appreciation to Prof. G. W. Stewart (Stewart et al. 1990), who, by private correspondence, pointed this out to us.

[^1]:    * For an $r$-ple multiple eigenvalue, we, first, have its $r$ eigenvectors. $\left\{x_{i} \mid i=1, \cdots, r\right\}$, which may not be orthogonal. Then, the $r$ orthogonal eigenvectors can be obtained by applying Schmidt orthogonalization on $\left\{x_{i} \mid i=1, \cdots, r\right\}$.

[^2]:    * Here, we have to clarify the difference between the common PCA (Turk et al. 1991; Hallinan 1994; Eipstein ef al. 1995) and tinear subspace analysis (Belhumeur et al. 1997; Basri et al. 1999; Basri etal. 2003). In face recognition and related applications, several terminologies, like PCA (Tark et al. 1991), eigenface (Turk etal. 1991) and eigenimage (Hallinan 1994; Eipstein etal. 1995), have been used for such dimensionality reduction techniques. PCA (Turk ot al. 1991; Hallinan 1994; Eipstein et al. 1995) works on the correlation matrix, where the mean of the images was first subbracted. While, in linear subspace analysis, we work directly on the original data (Bethumeur ef al. 1997; Basri ef al. 1999; Basri et al. 2003), without subtracting their mean. Recently, some theoretical analysis and experimental result prove that better performance can be oblained directly by using the linear subspace analysis, without subtracting the mean. In section 4.4 , we analyse the performance of the linear subspace analysis, without subtracting the mean (Ramamoorthi 2002).

[^3]:    * In image denoising, we usually use the terminology of mean square error (MSE).

[^4]:    - With synthetic data, or real data with artificial occlusion, it is, of course, easy to check for divergence and to assess how badily the solution has been degraded by the addition of one or more columns with large missing data and/or large amounts of noise.

[^5]:    * Please note that in Shum's formulation (Shum et al. 1995) the mean is also considered, so in that case there are $(m+n-r) r+n$ independent variables.

[^6]:    *The exponent may vary in different settings: with different-size matrix or with different underlying tank. However, the optimal performance is generally beuer than $(1-\rho)^{-1}$.

[^7]:    *In (Brand 2003), a similar bootstrapping strategy was employed to make the imputation method robust.

[^8]:    ${ }^{1}$ In (Vidal et al. 2004), the bilinear approach is called the PowerFactorization method.

[^9]:    ${ }^{2}$ In the following, a matrix is usually denoted by a bold capital letter, eg W. Its $i^{\text {th }}$ column is denoted by $\mathbf{w}_{i}$ and its $i^{\text {th }}$ row is denoted by $\mathbf{w}_{:}^{\prime}$.

[^10]:    - The albedo factor can be neglected, hecause it only scales the associated row of B by the factor of a. The training matrix, which consists of the face images without shadow, should be of rank 3 , no matter whether the albedo at different positions is the same or different. We do not refer to the albedo in the following.

[^11]:    - The factor 3 is somewhat arbitrary. A factor in the range 2.7 to 3 is often used. This is based on including a certain (large) fraction of inliers to a Gaussian distribution (e.g., $99 \%$ ).

