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Summary

Group III nitrides are direct bandgap semiconductors suitable for short wavelength

optoelectronic applications. By varying the composition, rr, of ternary alloys, such

as ALrGaj-xN and InxGai_xN, emission is achieved across the electromagnetic spec-

trum from red to ultraviolet. Blue light emitters are utilised for producing full colour

semiconductor displays, while blue/UV emitters can excite phosphors at any visible

wavelength. GaN based light emitting diodes are currently used in a wide range

of applications, such as traffic signals and document scanners. Violet laser diodes,

based on GaN, have also been commercialised. These devices will soon replace red

laser diodes currently used for . 'ading and writing optical (DVD) media.

Optoelectronic devices are constructed by growing multiple layers of semiconduc-

tor material on a crystal substrate. The ideal substrate for GaN epitaxial growth is

bulk GaN. However, it is exceptionally difficult to grow bulk GaN, so alternative ma-

terials are used, typically sapphire and silicon carbide. The structural and thermal

properties of GaN do not match those of readily available substrates. This causes

the GaN epitaxial layers to be highly strained, resulting in large dislocation densities

on relaxation. GaN epilayers are improved by employing an A1N buffer layer (grown

at low temperatures) between the substrate and the GaN epitaxial layer. Structural

characterisation of Group III nitride epitaxial layers, including buffer layers, impacts

on device development by facilitating optimisation of the growth process.

Triple axis diffractometry (TAD) is one of a number of non-destructive techniques

suited to studying these materials. Using TAD the distribution of the diffracted

intensity about a reciprocal lattice point can be mapped (reciprocal space mapping).

Epitaxial layers of Group III nitrides have high defect densities that produce broad

X-ray diffraction peaks. Statistical diffraction theory can be used to describe the

diffracted intensity - with the defect structure characterised by the ensemble average

and spatial pair correlation function of the deformation in the crystal structure. The

principal aim of this thesis is to characterise the crystal structure of a GaN based

semiconductor multilayers, using TAD and statistical diffraction theory.



V l l

1

Chapter 1 details the Group III nitride semiconductor system, including a de-

scription of the dominant, defect structures in these materials. In particular the role

of low temperature deposited buffer layers in reducing the defect density of GaN

is discussed. In Chapter 2 we describe X-ray diffraction theory, including Takagi's

diffraction theory for deformed crystals, and Kato's statistical diffraction theory.

The kinematical limit to statistical diffraction theory is also presented, along with

the mosaic block model used to describe defect structures.

Triple axis diffractometry measurements on samples of Group III nitrides are de-

scribed in Chapter 3. The samples were gi^wn using metal-organic chemical vapour

deposition (MOCVD), and are representative of the structure at several stages of

the growth process. The first set of samples included 30 nm and 70 nm A1N buffer

layers deposited at 400°C (some of the samples were also annealed at HO0°C). The

second set of samples incorporated a 30 nm GaN overlayer on 30 nm and 70 nm

A1N buffer layers. The final samples incorporated a 30 nm A1N buffer, a 2 fim

thick GaN buffer and an InGaN top layer. Three InGaN compositions were investi-

gated: I1io.05Gao.95N, In0.3oGao.7oN and Ino.42Gao.5gN. The InGaN layer constitutes

the optically active material with the composition determining the wavelength of

the emitted light.

All TAD experiments were carried out at the Australian National Beamline Fa-

cility at the Photon Factory, Tsukuba, Japan. This beamline is a bending magnet

source, with the experimental end station housing a large diffractometer that can

be evacuated to reduce air scatter. The first set of experiments utilised an addi-

tional monochromator (downstream from the beamline monochromator) to ensure

a very small beam divergence (« 7 arcseconds) with an analyser crystal restricting

the angular window of the detector. However, later experiments only employed the

beamline monochromator and a slit. Although the angular resolution for in the

latter experiment was not as high, the larger X-ray intensity significantly increased

the signal to noise ratio.

The diffracted intensity from the mosaic block model was calculated using sta-

tistical diffraction theory. Chapter 3 describes the program written by the author

using IDL1 to produce simulated scans. These were compared with the experi-

mental diffraction data collected using TAD. The model parameters include, the

mosaic block size, distribution of block tilt (misorientation), whole layer tilt, strain,

and layer thicknesses. Each parameter was adjusted systematically to match the

simulated diffraction profiles to the experimental dat~..

'The Interactive Data Language (IDL) is produced by Research Systems Inc. (see e.g.,
htt p: / /www. rsinc. com)
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Chapter 4 presents the experimental X-ray diffraction profiles collected for each

of the samples. Analysis of the A1N buffers showed the as deposited layer formed

from two low quality sub-layers (i.e., small crystallites with random orientation).

Annealing the 30 nm buffer layer significantly improved one of the sub-layers, by

orienting the crystallites (perpendicular to the sample surface) and increasing their

size (parallel to the sample surface). This effect was not seen for the 70 nm buffer

layer. It has been reported in the literature (Tabuchi et a/., 2002) that an approxi-

mately 30 nm thick A1N buffer layer produces a better GaN crystal structure than

a 70 nm buffer layer. We suggest this is due to the high quality sub-layer (i.e., well

oriented and large lateral block size) observed for the annealed 30 nm A1N buffer.

The analysis of the diffraction profiles from the InGaN layers showed that the mosaic

block model is inadequate for matching the shape of the diffraction peaks originat-

ing from Ino.42Gao.58N. This suggests that another defect structure is present, which

modifies the distribution of the diffracted intensity. We conjecture that clusters (of

In or InN) have formed within the InGaN layer, because InN is only completely

miscible in GaN at low concentrations (the equilibrium GaN rich concentration for

InGaN is 6% InN). Clusters were also expected for the In0.3oGa0.7oN layer; however,

there was no evidence of these clusters.

Chapter 5 describes a novel experimental technique for collecting reciprocal space

maps. This technique utilised an imaging plate, which acts as a one-dimensional

detector by masking the plate with Weissenberg screens. Careful interpolation of the

data is required because the one-dimensional scans collected by the plater are not

parallel to the reciprocal space vectors. Additionally, the number of one-dimensional

scans is limited by the imaging plate size. It was shown that this technique is simple

to implement and increases the collection rate for RSMs, but because of the lower

spatial resolution it is best used to investigate broad diffraction peaks.

Chapter 6 describes an investigation of an Alo.564Gao.436N layer grown by molecu-

lar beam epitaxy. The as grown AlGaN layer showed significant chemical ordering of

the Ga and Al species. This was deduced from the presence of forbidden reflections

in the X-ray diffraction patterns. However, after annealing at high temperature and

pressure, the ordering was destroyed, which suggests that the chemical ordering is

due to growth kinetics. A mosaic block model was used to describe these samples,

although some modifications to the formalism described in Chapter 2 were required.

In particular two different mosaic block sizes were used to account for the shape

of the 'forbidden' reflection peaks. The annealed samples showed significant inter-

mixing of the layers, leading to a composition gradient through the sample. This

composition gradient modified the diffraction profile, requiring that a non-statistical
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strain distribution be included in the defect model.

Finally, in Chapter 7 we summarise the principal results of the thesis and point

to future work. This includes the development of a more complicated mosaic block

model, specific to the Group III nitrides. Such a model would include rotation

of the blocks about the axis perpendicular to the sample surface (twist) and the

inclusion of hexagonal blocks. These theoretical refinements can be validated by

further experimental work, employing grazing incidence in-plane diffraction that is

sensitive to twist.
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CHAPTER 1

Introduction

Semiconductor technology is an integral part of modern society, with components

based on semiconductor materials found in nearly every appliance or device man-

ufactured. These components fulfill many roles, such as switching, logic control,

sensing, and display. The demand for enhanced capability and better performance

under more demanding conditions has motivated the investigation of a wide range

of material systems.

A semiconductor system that has recently received much attention is the Group

III nitrides - in particular GaN and the ternary alloys, AlGaN and InGaN. These

materials have many properties that make them useful in a wide range of appli-

cations. In particular, they have a wide bandgap, a large breakdown field, high

chemical stability (due to the strong bonding typical of nitrogen), and a high elec-

tron velocity (Ambacher, 1998; Burm, 1999). Figure 1.1 compares the electron drift

velocity as function of electric field for GaN, Si, SiC and GaAs.

These electronic and chemical properties make Group III nitrides an important

system for high power and high frequency transistors. An important example is the

high electron mobility transistor (Ambacher, 1998; Burm, 1999; Xing et al, 2001).

Figure 1.2 shows a schematic diagram of this transistor. The high electron mobility

transistor (HEMT) exploits the properties of Group III nitrides, particularly a large

bandgap discontinuity that confines charge carries to a heterointerface (e.g., the

interface between the Al^Gai-^N and GaN layers), creating a 2-dimensional electron

gas (2DEG) (Redwing et al., 1996). The charge density in the 2DEG for GaN

based materials is large, even without doping, because of strong polarisation fields

in the heterostructures (Hsu and Walukiewicz, 2001). The electron mobility within

the 2DEG is much greater than in the bulk crystal. The high electron mobility

allows these devices to operate at high frequencies, such as found in microwave

applications. The high thermal stability of GaN is also important for high power

microwave applications.

The HEMT is not the only device that benefits from the physical properties

of GaN. For example, high electron velocities suggest improved performance for

integrated circuits, and good chemical/thermal stability leads to improved device
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Figure 1.1: Schematic plot of electron drift velocity at 300 PC versus electric field
(after Ambaeher, 1998).

Gate
Source Drain

AlxGa,xN

2DEG

Insulating GaN

A1,O, or SiC substrate

Figure 1.2: Schematic diagram of a high electron mobility transistor (after Uren
et al., 2002). The 2 dimensional electron gas (2DEG) is formed at the interface
between the Al̂ Gai-a-N and GaN layers.

performance at high temperatures and under radiation exposure (Xing et al, 2001).
Although Group III nitrides have significant advantages in high frequency, high

power applications, it is their potential as an optoelectronic material that has driven
recent research efforts (Akasaki and Amano, 1997).

1.1 Optoelectronics

Optoelectronic devices emit or detect light by directly converting electricity to pho-
tons, or vice versa. The most basic optoelectronic device is the light emitting diode
(LED). As its name suggests, an LED in its simplest form is just a p-n junction.



The LED emits light when it is forward biased due t o radia,tive electron-hole re-

combination. The characteristic frequency of the emitted light is determined by the

bandgap of the material. A more sophisticated device is the laser diode. The popu-

lation inversion is achieved in this device by forward biasing the diode. By making

the recombination layer small and current large the radiative process exceeds the

absorption processes. The optoelectronic active region of the device is terminated

by reflective cleaved or etched interfaces, forming a cavity allowing laser action to

take place.

LEDs have several advantages over traditional light sources. The)' are robust,

have a long life (lasting over 50,000 hours1), comparatively efficient, and small.

The long life and robustness is due to the device being completely solid state and

undergoing little heating in comparison to incandescent light sources. Two different

efficiencies are specified for LEDs, the internal and external quantum efficiency. The

internal quantum efficiency of the material is related to the fraction of excited carries

that recombine radiatively. The internal quantum efficiency, 7/jnt, is (Nakamura et al,

2000),
r,nr

'nr

where rn r is the non-radiative lifetime and rr is the radiative lifetime. As the name

suggests radiative process give rise to photons. The external quantum efficiency is a

measure of the total efficiency of the device, and includes absorption of the generated

photons by the material itself. This is the figure of merit for comparison with other

light emitters. The quantum efficiency and current density determine the brightness

of the device.

Although LEDs have been touted as very efficient light emitters, they are still ri-

valed by other sources, particularly fluorescent lighting in those situations requiring

white light. For example, a typical white LED efficiency2 is 20 lumens/watt 3;

however devices are being manufactured that can deliver approximately 30 lu-

mens/watt 4, with compact fluorescent lights giving between 30 and 60 lumens/watt,

and 32 watt fluorescent tubes having up to 85 to 95 lumens/watt.5 Hence for room

lrrhis number is determined as the estimated time required for the intensity to drop to 70% of
its original value (see http://www.lumileds.com/pdfs/AB17.pdf).

2See e.g., http://www.lumileds.com/pdfs/AB17.pdf
"•''Lumens/watt is a standard measure of light efficiency.
4For example, Nichia Chemical Company manufacture a LED that produces a typical flux

of 42 lumens for a voltage drop of 3.8 volt and forward bias current of 350 mA (see e.g.,
http: //www. nicbia. co. jp/product /led-smd-powerled. html).

5See e.g., http://www.otherpower. com/otherpower_lighting.html



lighting the fluorescent light is more efficient, although the LED has a greater po-

tential for improvement. However, if the light must be of a particular wavelength,

an LED is much more efficient, since other sources must be filtered to produce the

required colour; this significantly reduces the efficiency of those light sources. Fur-

thermore, coloured LEDs are more efficient than white LEDs because the latter use

a phosphor to generate the broad spectrum light, thereby increasing power losses.

The comparatively high efficiency of LEDs stems from the direct conversion of

electricity to light. The major power losses for an LED include absorption by the

light emitting material itself and total internal reflection at the semiconductor/air

interface (Nakamura et a/., 2000). The wavelength of an LED depends on the en-

ergy bandgap of the material, as well as other parameters such as strain, and spatial

confinement (Alferov, 2001). Spatial confinement is an area of particular interest

for LED and laser diode researchers. By confining the electrons to two-dimensions

(quantum well), one-dimension (quantum wire) or zero-dimension (quantum dot),

the band structure becomes atom-like, allowing it to be tailored by the degree of

confinement. Traditionally the wavelength has been varied by alloying of the opto-

electronic materials.

1.1.1 The Blue LED

Until the mid 1990's the utility of LEDs was severely limited because bright green

and blue emitters were not available. The blue LED is technologically significant

since blue light is at the upper photon energy. Consequently, they are capable of ex-

citing phosphors at any visible wavelength, and can be used to produce white light.

Although several semiconductor systems are theoretically capable of producing blue

light, such as the Group II-VI materials, ZnSe and SiC, it has been the Group III

nitrides that are the most successful. The first commercial (Nichia Chemical Indus-

tries) Group III nitride blue light emitting diode was released in 1993 (Nakamura

et a/.-, 1994; Nakamura, 1999). These LEDs had a much higher luminescent output

than the SiC-based devices available at the time.

The Group III nitride based LED has paved the way for optoelectronic devices

to penetrate markets previously dominated by other technologies. Examples in-

clude display technologies (direct RGB display, and white LEDs for back lighting of

LCDs6), traffic signalling (Akasaki, 2002), and environmental lighting. Conventional

incandescent traffic lights are currently being replaced with LED technology. In this

role the LEDs use between 30% and 50% of the energy required for the equivalent

°See e.g., http: //www. lumileds.com/solutions/solution. cfm?id=10



incandescent light, while providing better visibility and an enhanced service life.7

Furthermore blue LED technology has been optimised through the variation of the

bandgap, by alloying, to produce a range of colours directly. The use of phosphors,

or multiple LEDs radiating at different wavelengths, has allowed white light emitters

to be produced.

Laser diodes have also been manufactured from Group III nitrides (Nakamura,

1999), with the violet laser diode commercialised in 1999 (Nakamura et al, 2000).

These devices have had a significant impact on optical data storage. Optical storage

media will soon (2005-2006) achieve increased data densities by replacing the current

650 nm red laser diode used in DVD technology with a blue (405 nni) laser diode.

Due to diffraction limits the pit diameter for an optical storage disc scales as wave-

length and hence the area scales as the square of the wavelength.8 A consortium of

thirteen electronics and computer companies have developed the standard for a blue

laser diode based technology (called Blu-ray9), with a Sony Blu-ray recorder already

on the market in Japan; many other manufactures are also developing prototypes.

The Blu-ray discs will hold up to 27 gigabytes per layer (with two layers per side),

compared to a DVD which holds 4.7 gigabytes per layer.10

1.2 Group III Nitrides

The advantages of the Group III nitrides, and in particular GaN, has been known

for a long time. Single crystal GaN was grown on a sapphire substrate in 1969

(Maruska and Tietjen, 1969), and shown to have a direct bandgap with an energy of

about 3.39 eV. This bandgap is significant for two reasons. First the energy equates

to a wavelength of about 500 nm (blue-green). Secondly GaN has a direct transition

bandgap allowing efficient light generation. Although some laboratory emitters were

constructed, commercial development was frustrated because of two major technical

issues; namely, the production of high quality material seemed impossible because of

poor matching of the substrate and epilayer, and it was difficult to produce p-type

doped crystals because of a high residual electron concentration (Akasaki, 2002). As

a consequence, much research was focussed on the Group II-V systems. However, in

the mid to late 1980's Akasaki and Amano found solutions to both problems. They

discovered that growing a low temperature buffer layer on the substrate (beforo

' http: //www. eurotechnology. com/bluelaser/blueslide3. html
8http: //cnx. r i ce . edu/content/mlOl I / l a t e s t /
9www.blu-ray.com

10 Another blue laser optical disc format, called HD-DVD, is being devel-
oping by Toshiba and NEC, but this technology is less mature, (see e.g.,
http: //www. nee. co. jp/press/en/0208/2901. html).



GaN growth) allows relatively high quality GaN layers to be produced (Amano
et a/., 1986; Akasaki, 2002). Furthermore Low Energy Electron Beam Irradiation
(LEEBI) of Mg doped GaN was found to produce p-type doped material (Amano
et al, 1989; Akasaki, 2002). These findings, as well as the work by Nakamura (see
Nakamura et al. (2000) for a detailed description) lead to the commercialisation of
the first GaN based blue LED by Nichia Chemical Industries in 1993 (Nakamura
et al, 1994). It is interesting to note that the as grown Group II-VI materials have
a much lower (4 orders of magnitude) defect density than the Group III nitrides;
however, in operation the former have a very short lifetime. The fact that Group
III nitrides are superior to Group II-VI materials is not fully understood. One
possibility is that the Group II-VI materials are far more fragile than structures
based on GaN materials, since they lack the strong bonding afforded by nitrogen
(Nakamura et al, 2000).

1.2.1 Band Structure

The Group III nitrides have a direct transition bandgap as shown in Fig. 1.3. The
most probable transition in an intrinsic semiconductor is from the bottom of the
conduction band to the top of the valence band. In a direct transition bandgap the
minimum of the conduction band and the maximum of the valence band are both
at the same k-value, (usually k=0). For a radiative transition both the energy and
momentum need to be conserved. For a direct transition the change in momentum
is essentially zero. The magnitude of k-vector (momentum) of the photon is given
by 2?r/A, and for visible wavelengths this is ~ 107 m."1, which is small on the scale of
the band structure (« 1O10 m"1). Hence, most of the energy in a direct transition is
coupled into photon energy. For indirect transitions the minimum of the conduction
band and the maximum of the valence band are not at the same k-value. Hence
momentum needs to be transferred for the transition to occur. Usually this is to the
lattice in the form of phonons. In this situation less energy is released as photons.
The exception is when localised states are available (e.g., electron donors near the
conduction band edge, or acceptors near the valence band edge); localisation means
that the k-value is smeared within reciprocal space and hence transitions can occur
with little momentum change.

1.2.2 Crystal Structure

Group III nitrides can form three crystal structures: wurtzite, zincblende, and rock-
salt (Morkog, 1999). Rocksalt and zincblende can be present as a small fraction of
any Group III nitride material. Both of these poly types can be exclusively grown
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Figure 1.3: Schematic of the band structure of GaN, showing the direct transition
bandgap (after Chuang and Chang, 1996a).

under specific conditions, i.e., selection of an appropriate substrate or growth pres-
sures. However, wurtzite is the thermodynamically stable structure for bulk A1N,
GaN, and InN. The work presented throughout this thesis considers the wurtzite
structure unless otherwise specified.

The wurtzite structure (Fig. 1.4) is formed from two interpenetrating hexagonal
close packed (hep) lattices (each composed of a different atomic element) offset along
the c-axis (Morkoc., 1999). The stacking order of wurtzite, which is important when
considering defects, is the same as hep. The stacking is shown in Fig. 1.4(a). Of the
three possible sites which could be occupied for a hexagonal or cubic close packed
structure only sites A and B are occupied by the Group III element/nitrogen pair.
Hence the stacking sequence is ...ABABABABAB... along the [0001] direction
(Northrup and Romano, 1999a; Takeda and Tabuchi, 1999; Leszczynski, 1999). The
C site is occupied for the zincblende structure (cf. hep and fee). The primitive
unit cell comprises 4 atoms with a pair at A and B, as indicated in Fig. 1.4(6).
The equilibrium positions of the atoms are (|, | ,0) , ( | , ~, | ) for one element and

(3' 3' I) ( I ' 3' I) f°r ^ne other element.
Three parameters are used to describe the (non-primitive) unit cell (as shown in

Fig. 1.4(6)); namely, the two hexagonal lattice parameters a and c, and the ratio,
w, of the hep lattice separation (i.e., the ratio of the bond length in the c direction
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Figure 1.4: (a) The stacking sequence for wurtzite and zincblende (after Northrup
and Romano, 1999a), and (b) a 3D ball and stick representation of wurtzite.

to the c lattice parameter).

Each atom is tetrahedrally coordinated to 4 other atoms of the opposite atomic

element. A wurtzite structure with equal bond lengths and angles has a c/a ratio

of 1.633 and an w-value of 0.375 (Leszczynski, 1999). Real materials deviate from

this ideal arrangement with the c/a and u values varying, e.g., A1N has c/a = 1.601

and u = 0.3821 (Leszczynski, 1999). Distortions of the structure occur in such a

way that the tetrahedral bond distances are kept approximately constant, with the

bond angles distorting to accommodate the changes. A correlation is seen between

the c/a ratio and the u parameter (Leszczynski, 1999).

Table 1.1 summarises some of the Group III nitride lattice parameters reported in

the literature. A single set of parameters cannot be given for the bulk material, as it

is exceptionally difficult to grow bulk Group III nitrides. Most of the reported results

are for epitaxial layers. There are many techniques and conditions for epitaxial

growth, which accounts for the wide range of parameters.

1.2.3 Bulk Group III Nitride Growth

Group III nitrides are difficult to grow as bulk materials, more so than other Group

III-V semiconductors. The main difficulty is that nitrogen is highly volatile. Fur-

thermore, as the bonding between nitrogen and Group III elements is strong, a high

growth temperature is required to produce high quality materials, further increasing



Table 1.1: Lattice parameters for Group III nitride semiconductors.
Material

GaN:

Average:

AIM:

Average:

InN:

Average:

«(A)

3.1876
3.1876

3.1881

3.1881-3.1890
3.189
3.1892
3.1892
3.1892

3.1908

3.189

3.189

3.112
3.1106
3.1130
3.110
3.110
3.111

3.548
3.5378
3.544
3.540
3.536
3.538

3.541

c(A)

5.1846
5.1846

5.1844

5.1856-5.1864
5.185
5.1850
5.185
5.1850

5.1838

5.186

5.185

4.982
4.9795
4.9816
4.980
4.980
4.981

5.760
5.7033
5.718
5.700
5.709
5.703

5.716

Comment

GaN:Mg, bulk
Undoped homoepitaxial
on GaN:Mg bulk
Undoped homoepitaxial
Undoped GaN bulk
Undoped GaN bulk
-

Measured from (00.2)
(10.5) reflections

Bulk Crystal
Powder
Layer on SiC
-

5.760 seems erroneously
-

-
-

GaN

GaN

and

large

Reference

Porowski (1998)
Porowski (1998)

Porowski (1998)

Porowski (1998)
Morkoc (1999)
Pereira et al. (2002)
Chuang and Chang (1996b)
Schuster et aL (1999) and ref-
erences therein
O'Donnell et al. (2001)

Zielinska-Rohozinska et al.
(2001)

Morkoc. (1999)
Leszczynski et al. (1999)
Angerer ct al. (1997)
Leszczynski et al. (1999)
Amano and Akasaki (1999)
-

Morkoc (1999)
Pereira et aL (2002)
Park and Chuang (1999)
Schuster et al. (1999)
O'Donnell et aL (2001)
Zielinska-Rohozinska et al.
(2001)

the nitrogen partial pressure (Stringfellow, 1999). This combination of high tem-

perature and high pressure results in a high nitrogen vacancy concentration in the

material. The nitrogen vacancies possibly act as electron donors, producing the high

n-type carrier concentrations observed; however, there is still some conjecture in the

literature concerning the source of the carriers (Van de Walle et a/., 1999; Morkog,

1999). Although bulk GaN has been grown (see e.g., Porowski, 1998), to date there

are no commercially available bulk Group III nitride crystals.

1.2.4 Epitaxial Growth

Many optoelectronic and electronic devices utilise layers of semiconductor material.

These epitaxial layers are grown using a variety of techniques. The most important

epitaxial growth techniques for Group III nitrides are metal-organic chemical vapour

deposition (MOCVD) and molecular beam epitaxy (MBE).
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1.2.4.1 Epitaxial Growth Techniques

MOCVD, also known as organo-metallic vapour phase epitaxy (OMVPE)11, is well

suited to the chemistry of nitrogen and aluminium, and can be readily scaled up

to grow commercially viable batches (see e.g., Stringfellow, 1999). This technique

is also used to grow Group II-VI semiconductors (e.g., ZnS or ZnSe), as well as

Group III-V semiconductors (e.g., GaAs, InP, and the Group III nitrides). The

science of growth by MOCVD is complex, incorporating thermodynamics, hydrody-

namics, kinetics, chemistry, and surface science. However, from a broad viewpoint

the technique is simple. Precursors of the constituent atomic species of the desired

compound semiconductor are carried to a heated substrate in a vapour stream where

they decompose under the action of heat. The liberated metallic cations (Group II

or III) react with the anions (Group IV or V) to form the epitaxial layer on the

substrate.

The common Group III precursors are metal complexes (the metal-organics).

The ligands generally bonded with the Group III metal are short hydrocarbon

chains. For a methyl ligand the precursors are trimethylgallium (TMGa), trimethy-

laluminium (TMAl), and trimethylindium (TMIn). TMGa and TMAl are liquids

at room temperature (TMIn is a solid). These metal-organics are admitted to the

growth chamber in a carrier gas (H2) by passing the gas through the liquid precur-

sor. NH3 is normally used as the precursor for nitrogen, which is admitted to the

growth chamber directly as a gas. There are a number of parameters that can be ad-

justed to alter the growth. These include the substrate temperature and the relative

pressures of the gases. The relative gas pressures will impact on the stoichiometry

of the layers. Typically for GaN growth the reaction chamber is near atmospheric

pressure and the substrate is at a temperature of approximately l,OO0°C.

Another important growth technique is molecular beam epitaxy. It differs from

MOCVD in several ways. First the growth chamber is under ultra high vacuum,

and generally the constituent atoms are delivered to the substrate as atomic or

molecular fluxes. Conventionally the sources for MBE are Knudsen effusion cells

(Farrow, 1995). The source elements or compounds (solid or liquid) are radiatively

heated in a crucible, which increases the vapour pressure inside the cell. The pressure

difference between the cell and the growth chamber leads to effusion, producing a

beam of molecules or atoms. The cell is designed so that the beam uniformly covers

the substrate. The pressure in the cell, and thus the beam flux, is varied by changing

11 MOCVD and OMVPE are also known as MOVPE and OMCVD. Although these acronyms
refer to essentially Uie same technique, the term epitaxy is usually reserved specifically for thin
crystal growth, where the layer replicates the crystal structure of the substrate (Thompson, 1997).
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Table 1.2: Physical parameters for the substrates.

Lattice Parameter Thermal Expansion Coef. Thermal Conductivity
Substrate A 1CT6 K"1 W m" 1 K"1

46° (near room temp.)

490a (near room temp.)

a-Al2O3

6H-SiC

a
c
a
c

4.758a

12.99a

3.0806^
15.1173d

a
c
a
c

4.3°,
3.96,
3.26,
3.26,

9.2"
9.3C

4.2C

4.0c

aTakeda and Tabuchi (1999).
6Bulk crystal, 300-350 K, Krukowski el al. (1999).
cBulk crystal, 700-750 K, Krukowski et al. (1999).
dHanser and Davis (1999).

the temperature. Therefore the stoichiometry of the grown layers is determined, in

part, by the temperature of the Knudsen cells. No cannot be used directly for nitride

growth, as it is too strongly bonded. Thus it must be dissociated before reaching

the substrate. This is achieved using a plasma, although attempts have been made

to dissociate N2 or NH3 at the substrate, using high temperature (see e.g,. Yoshida

et a/., 1983; Morkoc, 2001).

1.2.4.2 Epitaxy of Group III Nitrides using OMVPE

Growth of epitaxial layers requires a substrate material on which the layer is de-

posited. Usually the layers are grown on a native substrate, i.e., a substrate with the

same, or similar, chemical composition and structure as the layers. However, as no

viable native substrates are available for Group III nitrides, alternatives have been

sought. To date the most important substrates are sapphire (AI2O3), particularly

the (0001) face (a-sapphire), and silicon carbide (SiC), particularly the hexagonal

polytype 6H-SiC. A summary of the physical parameters for these substrates is given

in Table 1.2; the appropriate nitride parameters given in Table 1.3 for comparison.

For high quality epitaxial layers the lattice parameters and coefficient of thermal

expansion of the substrate must be closely matched to the overlayer. Hence an ini-

tial measure of substrate suitability is the mismatch of these two parameters along

the interface (i.e., perpendicular to the growth direction). The coefficient of thermal

expansion is important as the layers are always grown at elevated substrate temper-

atures, hence any differences in this parameter will produce strain (or damage) in

the layer upon cooling.

Consideration of thermal expansion and thermal conductivity is also important

in high power applications, since matching the thermal expansion of the substrate
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Table 1.3: Physical parameters for Group III nitrides.

Lattice Parameter ° Thermal Expansion Coef. b Thermal Conductivity c

Nitride A lO^K"1 W m"1 K"1

GaN

A1N

a
c
a
c

3.189
5.185
3.111
4.981

a
c
a
c

3.1 d, 6.2 e

2.8 d, 6.1 c

2.9 », 1.3 h

3.4 fl, 1.0 h

1.3/
1.7*

2.85 (300 K)
0.96 (600 K)
0.48 (1000 K)

"Averages from Table 1.1.
6Krukowski et al. (1999).
cKrukowski et al. (1999).
rfBulk crystal, 300-350 K.
eBulk crystal, 700-750 K.
•'Measured from layers grown on sapphire substrate.
^Powdered crystal, 300 K.
''600 K (Morkoc, 1999).

and epilayers impacts on the stability of the system, particularly in situations in-
volving thermal cycling. In many applications a SiC substrate is more suitable than
sapphire.

To correctly determine the lattice mismatch it is critical to know the orientation
of the layer with respect to the substrate. Figure 1.5 shows the orientation of GaN
(or A1N) with respect to a-sapphire. Sapphire exhibits hexagonal symmetry, but
it is not a wurtzite structure. The nitride overlayer rotates 30° with respect to the
substrate in the manner shown in Fig. 1.5, thus reducing the lattice mismatch. The
mismatch in the lattice parameter can be determined from the data in Tables 1.2
and 1.3. Simple geometry shows that the oxygen spacing for the sapphire layer is
aAi2o3/y/o- Comparing the oxygen separation with the atomic separation in the
layer along the [2110] direction for GaN, which is parallel to the [1100] direction for
AI2O3, we have (at room temperature) (Morkog, 1999),

7faAi2o3 3.189 - 2.747

2.747
= 0.16 or 16%.

In a similar manner upon substituting for A1N gives a mismatch of 13%.
This significant mismatch in lattice parameter between sapphire and Group III

nitrides, as well as poor matching if thermal expansion coefficients, induces a large
density of defects in epitaxial layers. The driving force creating the defects is strain
relaxation. Consequently, GaN layers grown directly on an a-sapphire substrates
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AIN [2110]

Al2O3[ll00]

Figure 1.5: Orientation of AIN/GaN epitaxial layers on an a-sapphire substrate.
The closed circles («) represent the Group III or nitrogen sites at the interface and
the open circles (o) the oxygen positions for sapphire (Takeda and Tabuchi, 1999).

are usually highly deformed. They exhibit rough surfaces, dominated by hexagonal

hillocks (Ambacher, 1998; Akasaki et al, 1989; Akasaki, 2002), significant cracking

(Amano et al, 1986; Itoh and Rhee, 1985), and a dislocation density greater than

1011 cm"2 (Akasaki, 2002). Amano et al. (1986) demonstrated that higher quality

GaN could be grown, using OA1VPE, by first depositing a 50 nm AIN buffer layer

on the sapphire substrate. (Yoshida et al, 1983 showed similar effects using MBE).

Initially they deposited the AIN at between 800-1000°C, however, for subsequent

experiments this temperature was reduced to 600°C, with the GaN layer deposited

at 1000°C(Akasaki et al, 1989). GaN layers grown on the buffer layers had a smooth

appearance that was free of cracks or pits, and a dislocation density of between 109

cm"2 to 1010 cm"2. (Buffer layers have been used with other substrates, see e.g.,

Einfeldt et al., 2003 for 6H-SiC substrates, and growth techniques, see e.g., Ebel

et al, 1999 for Molecular Beam Epitaxy).

The growth of semiconductor materials is complicated, with a number of param-

eters requiring optimisation. Low-temperature (LT) buffer layers (both AIN and

GaN) grown by OMVPE continue to be the subject of research (see e.g., Zhang

et al, 2004; Surarya et al, 2003; Gonsalves et al, 2002; Clio et al, 2001; Figge et al,

2000; Kobayashi ct al, 1998; Hersee et al, 1997). The buffer layer parameters inves-

tigated in the literature include: layer thickness, growth temperature and pressure,

and Group V-IIi ratio during growth (i.e., the ratio of nitrogen to the Group III

species in the chamber). Other conditions pertinent to growth are annealing of the

substrate (including nitriding) before buffer layer growth, and annealing of the buffer

layer under various atmospheres. Buffer layer annealing is unavoidable because the

substrate must be heated for growth of the GaN layer. Kobayashi et al. (1998) have
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shown that LT-GaN buffer layers are unstable at elevated temperatures, because

the vapour pressure of N2 is several orders of magnitude larger for GaN than for

A1N. Hence, a N2 atmosphere is required when annealing GaN buffer layers. The

quality of the buffer layer can be studied by techniques such as X-ray photoelec-

tron spectroscopy, X-ray diffraction, transmission electron microscopy, atomic force

microscopy, vnd luminescence. In situ techniques, such as reflection high-energy

electron diffraction and shallow angle reflectance are used to characterise the buffer

and overlayers. It has been found that there is an optimum thickness for the LT-A1N

layer in order to produce the highest quality Gf- \ (. ae e.g., Ito et al, 1999; Tabuchi

et al, 2002; Zhang et al, 2004). The actual * -!;J ess depends on the preparation

of the substrate before deposition. Tabuchi ei u-. (2002) investigated buffer layers

grown at 400°C with and without a nitridation process. The layers investigated were

10 nm, 30 nm, and 70 nm thick. Using crystal truncation rod scattering and X-ray

reflectivity experiments, it was shown that samples produced without nitridation

of the substrate had a poorer GaN overlayer structure on a 70 nm buffer than on

a 30 nm buffer layer. However, the opposite was found when the substrates were

nitrided. In this thesis we extend the work by Tabuchi et al. (2002), by carrying out

a more thorough analysis of samples that do not have a nitrided substrate.

A number of authors have discussed the mechanism by which the buffer layer

improves epilayer growth in OMVPE. Akasaki et al. (1989) gave a simple descrip-

tion of the growth mode, while Hiramatsu et al. (1991) provided a more complete

description. The latter investigated GaN/AlN/a-sapphire structures using trans-

mission electron microscopy (TEM) and scanning electron microscopy (SEM). In

this work the 50 nm thick A1N layers were deposited at 600°C and the GaN layer

at 1030°C. Cross-sectional TEM showed three regions in the GaN layer. The region

closest to the A1N shows a fine contrast indicative of a high density of defects. This

region is approximately 50 nm thick, and is termed the 'faulted zone'. The next

region, the 'semi-sound zone', exhibits trapezoidal crystals (confirmed by SEM to

be pyramidal mesas). This region is approximately 150 nm thick and has a much

lower defect density. The remaining region has a much lower defect density, partic-

ularly for layers thicker than 300 nm. This is the 'sound zone'. It was also shown

that the AJN layer consisted of columnar fine crystals, with a diameter on the order

of 10 nm. Hiramatsu et al. (1991) suggested that the A1N layer is amorphous-like

at the deposition temperature (600°C), but that it is crystallised into the columnar

structure upon heating to 1030°C for GaN growth.

The growth mechanism suggested by Hiramatsu et al (1991) is summarised in

Fig. 1.6. After annealing, the A1N layer has a columnar structure (Fig. 1.6(a)) that
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L A1,O, I

(c)

id)

A1N buffer or nucleation layer grown at 600-
700°C. Typical thickness 25-80 nm.

Nucleation of GaN at 950-1050°C.

Geometric selection (GaN thickness 50 nm).

Island growth of GaN.

Lateral growth (GaN thickness 200-300 nm).

2D-growth (GaN thickness >300 nm).

Figure 1.6: Schematic of the growth process proposed by Hiramatsu et al. (1991).
After Ambacher (1998) and Hiramatsu et al. (1991).

provides a high density of nucleation sites for the GaN layer (Fig. 1.6(6)). The GaN

columnar crystals will be randomly oriented; however, the fastest growth direction

is perpendicular to the substrate. Those crystals that have their c-axis directed

perpendicular to the substrate will grow fastest; this is geometrical selection (Fig.

1.6(c)). Eventually trapezoidal crystals, with c-faces, are formed on the columnar

crystals (Fig. 1.6(d)). These islands grow preferentially, covering smaller islands.

The trapezoidal crystals grow at a higher rate in the lateral direction (Fig. 1.6(e))

and hence begin to coalesce. Continued growth produces a smooth face because each

of the islands grow with a similar orientation. Subsequent growth is in a uniform

layer by layer manner, producing the 'sound zone' (Fig. 1.6(/)). In summary the

low-temperature buffer layer works by supplying nucleation centres with the same

orientation as the substrate, and by promoting lateral growth of the GaN film by

decreasing the interfacial free energy between the film and the substrate (Ambacher,

1998).

Although a GaN layer grown with a LT-A1N buffer layer has a much lower defect

density (and a higher quality surface), than GaN grown directly on sapphire, it still
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has a high defect density compared to other semiconductor systems, such as GaAs.

It appears that although the crystallites coalesce, the film is still a polycrystal, not

a single crystal (Hersee et al, 1997). This structure is also referred to as a mosaic,

with each crystallite known as a mosaic block. Figure 1.7 shows the variation of the

orientation within the GaN mosaic. The misorientation of the mosaic blocks can be

described by their 'tilt' (rotation of the c-axis from the vertical) and 'twist' (rotation

of the block about the c-axis) (Chierchia et a/., 2001). For thick films the GaN (sound

zone) crystal quality within each block is high, suggesting that the dislocations

are concentrated at the boundaries between the two blocks. For the threading

dislocations normal to the surface, tilt is associated with screw type dislocations,

and twist with edge type dislocations (Lafford et al., 2003a; Heinke et al, 1999).

Characterisation of mosaic structure (and dislocation densit3' and types), is usually

achieved using TEM, or X-ray diffraction. TEM allows the dislocations to be imaged;

however, the field of view is small and the technique requires significant sample

preparation, which causes damage. X-ray diffraction is less direct, and has the

advantage of averaging over a larger sample volume; this technique requires minimal

sample preparation and it is non-destructive. For a mosaic crystal the width of a

Bragg reflection, measured using high resolution X-ray difrractometry (HRXRD),

depends on the crystal size, twist, tilt, and heterogeneous strain (Heinke et al., 1999;

Metzger et al., 1998). In order to disentangle these different contributions of the peak

width a number of techniques have been employed. The most common technique is

Williamson-Hall analysis (Williamson and Hail, 1953; Metzger et al., 1998). This was

originally formulated for cold worked metals, but later extended to semiconductor

systems (Ayers, 1994). This method relies on the relative contributions to the peak

width changing for different reflections. Other methods use complicated diffraction

theories (based on dynamical diffraction), such as that presented by Brandt et al.

(2002) specifically for Group III nitrides. In this thesis the full diffraction profiles are

modelled using the statistical diffraction theory originally formulated by Kato (see

e.g., Kato, 1976a, 1980a,b). Variants of this theory have been used to successfully

study other semiconductor systems, but this approach has been rarely applied to

Group III nitrides. (Although Fewster, 1999, 2003; Fewster et al., 2001 has used

a similar theoretical frame work to study Group III multilayers). The statistical

diffraction theory is discussed in Chapter 2.

The optoelectronic active layer for Group III nitrides is normally based on the

ternary alloys Al^Gai-^N or In^Gai-^N. By varying the composition of the ma-

terial, x, the bandgap, and hence the emission wavelength, can be adjusted. The

bandgap is also affected by strain within the material. Determination of the strain
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twist

Figure 1.7: Schematic diagram of the mosaic structure of GaN showing the tilt and
twist of the mosaic blocks. Rotation of +>3 c-axis from the vertical is called 'tilt';
rotation of the block about the c-axis is called 'twist' (figure provided by Dr L.
Kirste, Fraunhofer Institut fur Angewandte Festkorperphysik).

and composition of Group III nitride ternary alloys is commonly achieved using X-

ray diffraction techniques (see e.g., Vickers et al. 2003; Schuster et al, 1999; Pereira

et al, 2002; Herres et al, 2002; O'Donnell et al. 2001). Changes in strain and

composition modify the spacing of the atomic planes, and hence change the Bragg

peak positions. The simplest way of determining the strain and compositional com-

ponents is to measure the position of symmetric (i.e., (00./)12 type reflections) and

asymmetric Bragg reflections (combined with a knowledge of the elastic stiffness

constants of the material).

1.2.5 Dislocations

As has been highlighted above, Group III nitrides exhibit high dislocation densities.

There are three types of dislocation: edge, screw and mixed (Northrup and Romano,

1999a). They can be discriminated from each other by their Burgers vector, b, and

dislocation line. An edge dislocation is easiest to visualise, and helps clarify the

notion that a dislocation is a 1-dimensional defect. Figure 1.8 shows a schematic of

an edge dislocation. The end-on view (Fig. 1.8(a)) shows that the dislocation can be

considered as an extra half plane of atoms above the slip plane. The termination of

this extra half plane of atoms demies the dislocation line, which runs perpendicular

to the plane of the paper. The oblique view (Fig. 1.8(6)) shows the full line. If

the crystal is subjected to a shear stress the dislocation will move perpendicular to

the dislocation line. The movement of the dislocation is associated with an atomic

displacement, below the slip plane. This displacement is the Burgers vector, b. The
12The signifies the redundant Miller index
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(a)

Slip
Plane

Figure 1.8: An edge dislocation, (a) End on view, and (b) oblique view. The shaded
area in (b) indicates the extra half plane associated with the edge dislocation.

Burgers vector can also ha determined by taking a closed path in the crystal (without

a dislocation), and then placing a single dislocation within the region bounded by the

path. The path will no longer be closed - the difference is the Burgers vector. This

is shown in Fig. 1.9. Hence an edge dislocation is one where the dislocation line and

Burgers vector are perpendicular. For a screw dislocation the Burgers vector and

dislocation line are parallel, and for a mixed dislocation the angle between them is

intermediate (i.e., a mixture of an edge and screw dislocation). Visualising a mixed

dislocation is difficult, so a diagram is not given; however the screw dislocation is

shown in Fig. 1.10. These examples are all perfect dislocations. It is also possible

to have partial dislocations where the magnitude of the Burgers vector is less than

a lattice vector.

Group III nitrides can exhibit all three types of perfect dislocation, with b =

1/3 (1120), (0001), or 1/3 (1123),13 where the dislocation line can be along any di-

rection. The most common dislocation observed in a sample depends on the growth

process. However, for high defect densit; material (> 1010 cm"2) grown on a-

sapphire, the most common dislocation is an edge dislocation, with its line directed

perpendicular to the (0001) growth plane (Romano, 1999). Such dislocations are

termed threading dislocations. As was discussed in Sec. 1.2.4 Group III nitrides

have a very high dislocation density when compared to many other semiconductor

materials.
13The notation ( ) indicates a family of directions, i.e., all directions indistinguishable from the

one given.
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Figure 1.9: Determining the Burgers vector, (a) A closed path about an edge
dislocation, and (b) a closed path in a perfect crystal. The arrows indicate the
number of unit cells traversed in that direction. The difference between the two
paths is the Burgers vector, b .

Figure 1.10: Screw dislocation.

1.3 Summary and Scope of the Thesis

Group III nitride semiconductors have been introduced as exhibiting key charac-

teristics that make them useful for a wide range of applications, particularly in

optoelectronics. Unfortunately there are significant difficulties in producing these

materials, because there are no commercially available substrates that are matched

(thermally and structurally) to the Group III nitrides. This leads to significant

defect densities within the as grown layers. Methods for growing quality layers on

mismatched substrates include the use of low temperature deposited buffer layers.

Although these buffer layers have been in use for nearly two decades, work continues
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for determining the growth conditions that produce optimum structural and optical

characteristics.

The aim of this thesis is to characterise the defect structure of a series of Group

III nitride samples. These samples encompass the structure of buffer layers of various

thickness, and InGaN layers of various compositions. The materials are characterised

| using X-ray diffraction, specifically triple axis diffractometry (TAD) for collection

of reciprocal space maps (RSM). The X-ray diffraction profiles are analysed using

statistical diffraction theory. Chapter 2 presents a summary of X-ray diffraction

theory, with the statistical diffraction theory presented in Sec. 2.8. The defect

structure of the Group III nitrides are described by a mosaic blocks model, which is

introduced in Sec. 2.9. The mosaic block model is characterised by the size of the

blocks and their misorientation. The mosaic block size is an indication of the extent

of the short range order, and gives a measure of the dislocation density.

In Chapter 3 synchrotron X-ray diffraction experiments are reported, and the

modelling techniques described The results and analyses are presented in Chapter

4. The significance of the results are discussed, as well as discrepancies between the

experimental data and the theoretical formalism.

In Chapter 5 a data collection method, based on imaging plates, to reduce collec-

tion time, is described. Scans collected using this technique are compared to scans

collected using conventional triple axis diffractometry. The relative merits of this

data collection technique are discussed.

Group III nitrides can exhibit chemical ordering of the metal cations within the

structure. This has implications in terms of the optical and electrical properties

| of material. Ordering is explored in Chapter 6, by examining an AiGaN layer be-

fore and after annealing. Statistical diffraction theory and Williamson-Hall analysis

are used to characterise the mosaic structure of the layer. A comparison of the

Williamson-Hall and statistical diffraction theory is also made. The final Chapter

summarises the key results and discusses possible extensions to the research pro-

gramme.

is .
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CHAPTER 2

X-ray Diffraction Theory

X-ray diffraction from crystalline materials was discovered in 1912 by von Laue

et ai (1912, 1913). The interaction of X-rays with crystalline materials is strong

because the X-ray wavelength is comparable to the spacing between atomic planes

within the crystalline lattice. Analysis of diffraction patterns can reveal information

about the internal structural ordering of a sample with minimal or no damage to the

material. Furthermore, as the beam can have a large extent, X-ray diffraction reveals

structural information over a much larger characteristic length than is capable with

other techniques, such as transmission electron microscopy. Additionally the large

beam size can be used to determine parameters averaged over a large sample volume.

2.1 X-ray Sources

X-rays may be produced by the Bremsstrahlung mechanism from an X-ray tube, or

via synchrotron radiation from a bending magnet (or insertion device).

2.1.1 X-ray Tubes

Radiation is generated in X-ray tubes by accelerating electrons at a metal anode

(e.g., Cu). The electrons are decelerated when they hit the anode, producing a

continuous spectrum of X-ray photons, known as Bremsstrahlung (breaking radia-

tion). Bremsstrahlung has a definite minimum (cut off) wavelength due to complete

conversion of the electron energy into X~.ay photons. Superposed on this spectrum

are a number of sharp peaks - the characteristic radiation. These peaks are due

to electron transitions from higher energy states to lower energy states that have

been vacated through collisions with incident electrons. Characteristic radiation

is far more intense than Bremsstrahlung. By filtering the output from an X-ray

tube the characteristic radiation can be isolated and used for experiments requiring

monochromatic radiation. X-ray tubes are very inefficient (< 0.3%) (Holy et al,

1999). The intensity can be increased through improved cooling, beam focusing,

and utilising a rotating anode system. The latter can accommodate a higher cur-

rent because the electron beam is spread over a larger area of the anode.
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2.1.2 Synchrotron Radiation

Synchrotron radiation is generated when relativistic charged particles (e.g., electrons

or positrons) are accelerated by a magnetic field. The relativistic charged particles

(usually electrons) circulate within an evacuated 'storage1 ring; resonant cavities

replenish the kinetic energy lost by electron to synchrotron radiation on each orbit.

The storage ring of a synchrotron is not circular, but rather it is formed from

a lattice consisting of straight and curved sections (the number and length of these

sections depend on the facility). Bending (dipole) magnets positioned at the curved

sections produce a radiation spectrum that is continuous over a large energy range,

with a brightness far exceeding an X-ray tube (Wiedemann, 2003). Insertion devices

are used to increase the brightness of the X-rays in a particular direction by several

orders of magnitude; these are placed in the straight sections of the storage ring.

There are two types of insertion device; wiggler and undulator (Wiedemann, 2003).

Both undulators and wigglers subject the electrons to a periodic transverse magnetic

field (rather than just the simple dipole field), causing the electrons to oscillate back

and forth perpendicular to their direction of travel. Each magnetic pole acts as

a bending magnet, producing a beam of radiation; however, the photon flux is

determined from the sum of the amplitude or intensity of the radiation from each

of the poles. Furthermore, the magnetic field is not restricted by the geometry of

the storage ring, as there is no net deflection of the electron beam by the insertion

device.

The principal difference between wigglers and undulators is the maximum an-

gular deviation of the electron's direction of motion from the undulator axis (Als-

Nielsen and McMorrow, 2001). This depends on the amplitude of the oscillations,

which in turn depends on the strength of the magnetic field and the magnetic period

(spatial period of the magnetic poles) of the undulator or wiggler. The maximum

deflection angle, 0max, is given by (Duke, 2000)

«U - f (2.D
where

K = 93AB0XQ (units of Tm)

and 1
7 =

?o is the maximum magnetic field in the undulator or wriggler, AQ is the magnetic
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period, v is the electron velocity, and c is the speed of light. For undulators K is

typically on the order of unity, and > 1 for wigglers. Hence undulators employ a

weaker magnetic field, or shorter magnetic period, than wigglers. For small values

of K the transverse motion of the electrons is approximately non-relativistic and

sinusoidal. As such the electron behaves as a dipole oscillator and the radiation

emitted for one oscillation is coherent with the radiation from the next oscillation.

Hence the amplitudes of emitted waves add (with the intensity the square of the

sum of the amplitudes). As the magnetic field strength is increased the transverse

motion becomes relativistic and hence non-sinusoidal. The emission spectrum then

exhibits a number of harmonics. The number of harmonics depends on the field

strength. Wigglers operate at high field strength and longer pole separation (large

K), such that the harmonics overlap creating a smooth, broad energy spectrum.

Additionally for wigglers the waves from each oscillation are not in phase, hence the

intensities add (not the amplitudes). Therefore the radiation delivered by a wiggler

is incoherent and broad spectrum, while the radiation from an undulator is coherent

and quasi-monochromatic (Als-Nielsen and McMorrow, 2001).

The electrons travel around the ring in bunches at relativistic speeds (several

picoseconds long, and several nanoseconds apart). Relativistic effects (i.e., Lorentz

contraction) ensures that the radiation emitted by the particles is confined to a

narrow cone parallel to the direction of motion. The particle beam will decay over

time continuously reducing the radiation intensity. The lifetime of the particles

depends upon the quality of the vacuum system. The problem of finite beam lifetime

can be ameliorated using 'top-up', in which electrons are injected into the accelerator

in a quasi-continuous manner (Emery and Borland, 1999).

Synchrotron beams are classified by their brilliance or brightness (Als-Nielsen

and McMorrow, 2001), denned by

_ .... Number of photons per second ,n .
Brilliance = 5 . (2.2)

mrad2 x mm2 x 0.1%bandwidth
The brilliance is the number of photons emitted in 1 second from a source area
of 1 mm2 into a cone defined by 1 mrad2 and normalised to a spectral bandwidth
of 0.1%. Brightness is defined by replacing the source area with the beam current

(Holy et a/., 1999),
Number of photons per secondBrightness = (2.3)
mrad2 x mA2 x 0.1%bandwidth '

Some authors interchange the above designations (see e.g., Duke, 2000). As un-

dulators have a smaller spectral bandwidth than wigglers, they have the highest

brilliance (or brightness) of the sources described.
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2.2 X-ray Scattering

A major focus of this thesis is the interaction of X-rays with crystalline materi-

als. X-rays are a form of electromagnetic radiation with a wavelength on the order

of angstroms. The interaction of X-rays with matter is mediated by the electric

and magnetic fields. However, as the interaction of the magnetic field with matter is

neglected compared to the electric field, except in specific circumstances not encoun-

tered in our work, it is neglected throughout this treatment. Furthermore, since the

amplitude of a scattered electromagnetic wave is inversely proportional to the mass

of the scattering particle, scattering from atomic nuclei can be negligible compared

to scattering from electrons. In order to present the theory in a systematic manner,

we begin by considering the interaction of X-rays with a single electron.

A free electron exposed to an X-ray beam will oscillate due to the force exerted

by the sinusoidally varying electric field. Classically the oscillating electron will ra-

diate an electromagnetic field with the same frequency as the incident X-ray. This

is an elastic process (Thomson scattering). However, a treatment of this process

using quantum electrodynamics (QED) shows that scattering from a free electron

is in fact inelastic (Compton scattering' (Guinier, 1994). Therefore the scattered

wave has a reduced energy, and hence lower frequency, than the incident wave. The

change in energy for the wave is due to the acceleration (recoil) of the electron. In

X-ray diffraction the measured intensity is due to interference, which can only occur

if there is a definite phase relationship between scattered waves. However, since

there is a change in frequency between the incident and scattered waves, the phase

relationship is destroyed, the scattering is incoherent, and interference cannot occur,

i.e., interference can only occur if the X-rays are scattered elastically. Elastic scat-

tering is observed for bound electrons (i.e., atomic electrons) because the electrons

have discrete energy levels.

Although elastic (Thomson) and inelastic (Compton) scattering are properly

treated within the framework of quantum electrodynamics (see e.g., Greiner and

Reinhardt, 1994), the classical treatment provides several important results.

2.2.1 Thomson Scattering

The following treatment is based on that presented b}' Warren (1969). Consider a

linearly polarised X-ray beam incident upon a single electron located at the origin,

0 (soe Fig. 2.1). The incident electric field, E = Eoei(u"-*z) is perpendicular

to the beam propagation direction (z), and can be resolved into two components,

Ey = EOye
f(u;t~fc2;) and E x = Eoxe^ut~kzK The co-ordinate axes are chosen such that

the observation point P is in the xz plane and the line OP is of length R and makes
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Figure 2.1: Classical X-ray scattering from a single free electron (after Warren,
1969). The electron is located at the origin, O, with the incident X-rays, with
intensity IQ, directed along the z axis. The scattered radiation is observed at point
P, which is in the xz plane. The line OP has a length R, and makes an angle a to
the 2-axis. The incident, E^, and observed, Ep, electric field amplitudes are resolved
into two components, EOx, Eoy, and Epx>, Epy, respectively.

an angle a with the z-axis, as depicted in Fig. 2.1. The acceleration of the electron

due to the ^-component of the electric field is:

ax = l_Oie*M-te) (2.4)

mm

where e and 777. are charge and rest mass of an electron, respectively. Then the

magnitude of the field at P, due to the acceleration of the electron, ax, is given by

(Warren, 1969)

Re2 (cgs units), (2.5)

where ax cos a is the projection of the acceleration perpendicular to the vector con-

necting the charge and P, as shown in Fig. 2.2. As is common in theoretical treat-

ments of X-ray diffraction we adopt cgs (Gaussian) units (see e.g., Pinsker (1978)).

C O S OC

Figure 2.2: The projection of the acceleration perpendicular to the vector connecting
the charge at the origin, O; and the observation point P.
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Substituting Eq. (2.4) we find:

mRc2 " ~rw" '~™' mRc2 v '

where the direction of EP,y is shown in Fig. 2.1. The Eoy-component of the field at

the origin leads to the following amplitude at P:

e EOy j(wt-kz) (2.7)

Finally the total field at P is given by:

(Ep) = {EPxi) + (Epy) =
m.Rc2

(2.8)

If the initial beam was unpolarised, an average over the possible orientations would

be required, i.e.,

{Bl) + (BD =
{E?Oyl (E2

Qx) = \

(I2) = (IS) mRc2

1 + cos a
(2.9)

Equation (2.9) represents Thomson scattering for a free electron. As previously dis-

cussed, scattering from a free electron is inelastic, however the Thomson scattering

equation describes an elastic process. From QED the inelastically scattered inten-

sity (Compton scattering) from a free electron is given by the Thomson equation

multiplied by a factor of {—) where v and v' are incident and scattered photon

frequencies respectively (Guinier, 1994). For bound electrons the total scattered

intensity, Icoh + Iincoh, is given by the Thomson equation (2.9).

2.2.2 Scat ter ing from an A t o m

From quantum theory the squared modulus of the wave function, <£, gives the prob-

ability density for locating a particle in a particular volume element dv. For an

electron the charge density may be written as

^(r) = - | e j |# ( r ) | 2 (2.10)

A charge element at any r is given by dQ = p(r)dv. Hence, an X-ray scattered by

a charge element has an amplitude p(r)dv times that scattered by a single electron

(Guinier, 1994).
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Figure 2.3: Illustration showing the phase difference between two waves scattered
from the origin, 0 , and the charge element at r. The unit vectors s0 and s point in
incident and scattered directions respectively.

Figure 2.3 illustrates the path difference between waves scattered from the origin

and a charge element at r. The incident and scattered directions are specified by

the unit vectors s and So respectively. The phase difference between the two waves,

0, given by
2irr • (s0 — s)

A
(2.11)

Consider an atom with a single electron. This electron is not localised, rather

it is described by the charge density p(r). Therefore the wave amplitude scattered

from a single atomic electron, -Eeiec5 is given by

fe = (2.12)

where E]oc is the amplitude of the wave scattered by a single localised electron, and

/ is called electron scattering factor. The integral in Eq. (2.12) is over the volume

of the atom where p is not zero. The coherent scattering intensity from a single

atomic electron is

ĉoh = -̂ Thornl/el • (2.13)

where Irhom is the intensity scattered from a single localised electron, as given by the
Thompson equation (2.9). The modulus, |/e |" arises because the electron scattering
factor is generally complex.

The intensity scattered from an atom is then calculated by summing over all
atomic electrons (Guinier, 1994), whence we obtain,
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•*coh —

z
h = \jflc

where

(2.14)

Here Pj is the charge distribution for the j i h electron, and / is the atomic scattering

factor (or form factor). In general the atomic scattering factor is complex. The imag-

inary components are introduced via the electron distribution (unless it has spherical

symmetry), and the dispersion corrections. The determination of the atomic scat-

tering factor above assumes that the electrons are not bound. However, the atomic

electrons are bound to atoms, with the most tightly bound electrons having binding

energies of a similar order as X-ray photon energies. Hence the oscillatory response

of these tightly bound electrons to the electric field is damped, thus modifying the

atomic scattering factor. The change in atomic scattering factor is denoted / ' . At

energies corresponding to the absorption edge of the atomic element, a resonance

in the value of / ' is observed. Associated with the resonance is a phase lag, which

is incorporated as an imaginary component, /" , of the atomic scatting factor. The

values / ' and / " are called the dispersion corrections. Incorporating these terms,

the atomic scattering factor becomes

/ = / + / ' + */" (2.15)

where /o is the atomic scattering factor for unbound electrons, and / ' and / " are

tabulated for several X-ray energies in the International Tables of Crystallography

C (Prince, 1999).

A collection of atoms (e.g., a molecule or crystal lattice) is treated in a similar

fashion as electrons in an atom; the amplitude is determined by summing the con-

tributions from each atom, with the phase factor accounting for interference effects.

Here we find the scattered intensity,

hoh = \F\ h

where N

F = ?.J4>

(2.16)

(2.17)

(2.18)

where F is called the structure factor.
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Grating

a sin(0m+0,)

Figure 2.4: Diffraction from a grating: so and Sh are unit vectors in the incident
and diffracted wave directions respectively. The propagation direction of the incident
wave make an angle 6i to a line normal to the grating, and the diffracted wave make
an angle 6m to the incident wave direction.

2.2.3 Geometrical Diffraction from Perfect Crystals

We will now consider diffraction from a periodic array of scattering centres, e.g.,

atoms in a crystal. Figure 2.4 shows a one dimensional row of scatters (i.e., a

diffraction grating) illuminated by a plane coherent electromagnetic wave. If a
is the vector connecting nearest equivalent points on the diffraction grating (the

period of the diffraction grating is |a|), then the scattering power can be written

P{x) = F(x -f ma) where x is the position along the grating, and m is an integer.

Constructive interference will occur when the path length difference between

the two rays shown in Fig. 2.4 is equal to an integer multiple of the wavelength,

(Zachariasen, 1967),

a'

a •

(Sh — So)

(kh - k0)

= m\

= 2rcm ,

(m = ± l , ±2, ±3,. ••) (2.19)

(2.20)

where fco and kh are the wavevectors, defined by

k0 =
A

where sQ and

tively.

(2.21a)

-™ - A , (2.21b)

are the directions of the incident and diffracted wavefields respec-
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Atomic
Planes

Figure 2.5: The scatter geometry applicable to Bragg's law (after Zachariasen
(1967)). The incident, k0, and diffracted, kh, wavevectors make an angle 6 to
the atomic planes. The diffraction vector, h, is the change in the wavevector be-
tween the incident and diffracted waves and d is the plane spacing. The diffraction
condition is determined from the path length difference for the two rays labelled 1
and 2).

A more general case, applicable to crystals, is a three-dimensional grating. The

scattering power is written as P(r) = P(r + mia i •+• ?n2O2 + m3a3), where ai, a2,

and a3 are the repeat vectors (analogous to a for the one dimensional grating) in

three non-coplanar directions, mi, m^ and m3 are integers, and r — xa^ +ya2 + za3

is the position in the grating. Setting any two of mi, m2, and nis constant will give

the one-dimensional grating equation. Hence:

— k0) =

(2.22)

i= ±l,±2,±3,. . .(i = 1,2,3) (2.23)

(2.24)

which are the Laue equations (von Laue et al, 1912, 1913). These can be written

in a more compact form as:

kh-k0 = Gh, (2.25)

where Gh = m\gx + m2g2 + rnzgs\ ^1,^2,^3 are reciprocal to au a2, and a3,
satisfying

ai-gj = 2ir6ij , (2.26)

where Sij is the Kronecker delta symbol. This will be discussed further in the Sec.

2.3.

An alternative way of describing diffraction is Bragg's law (Bragg and Bragg,

1913a; Bragg, 1913b). Consider Fig. 2.5, which shows diffraction from parallel

planes within a crystal. Here we assume that the incident and diffracted rays both

make an angle 0 to the diffracting planes. Assuming that the planes are separated
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by a distance d (the (/-spacing) the difference in path length, A, for rays 1 and 2

(see Fig. 2.5) is given by:

A = 2dsin0. (2.27)

By varying 0 we can determine the diffraction angle corresponding to a particular

d-spacing, i.e., the angle which will make the path length an integer multiple of the

wavelength, A. This is called the Bragg angle, 0B, and is determined from Bragg's

law (Bragg, 1912; Bragg and Bragg, 1913a; Bragg, 1913,b):

niX = 2d sin 6 B m = 1,2,3,... . (2.28)

The d-spacing for the Bragg reflection associated with the (hkl) plane (where

hkl are the Miller indices) is

d =
h2 + k2 + I2 for a cubic crystal

and
d = for a hexagonal crystal,

(2.29)

(2.30)

(2.31)
/ 4 fh2+hk+k'2\ , Z2

V3 I ^ ) + ?

where a and c are the lattice parameters.

2.3 Reciprocal Space

X-ray diffraction is strongly determined by the geometry of the crystal lattice, and

hence constructions that simplify or clarify the geometry are essential. The recipro-

cal space representation is a particularly useful tool for describing X-ray diffraction.

A crystal is a periodic structure that is constructed from a repeating basic unit

(the unit cell) in three dimensions. The periodicity is utilised to describe the crystal

in reciprocal space. Within a crystal any two-dimensional plane of atoms will repeat

with a particular spatial period (lattice periodicity). The planes can be described

by normal vectors to the plane, with spatial frequency 2ir/d, where d is the spacing

between the planes in the normal direction. These vectors lie in reciprocal space.

For a particular crystal structure the complete set of these vectors defines the re-

ciprocal lattice. The utility of this construction is apparent when one considers the

wavevector k (c.f. Eq. 2.21a). The wavevector describes the X-ray plane wave in

the same way that the reciprocal lattice vectors describe crystal planes, i.e., directed

normal to the planar wavefronts (in this case the direction of propagation) with |k|=

2?r/A. Hence the wave can be described in the same space as the crystal lattice. An

important construction in reciprocal space is the Ewald sphere (Ewald, 1913, 1916a).
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(a)

$

r

Sample

Figure 2.6: (a) The Ewald sphere construction and (b) diffraction from a plane. The
symbols fc0 and kh are the incident and diffracted wavevectors respectively, Gh is
the diffraction vector, 0 is the origin of reciprocal space, 6B is the Bragg angle, and
CJZ and qx are the reciprocal space vectors perpendicular and parallel to the sample
surface.

Figure 2.6(a) shows a two-dimensional reciprocal space lattice. O is defined as the

origin of the reciprocal lattice, with ko denoting the wavevector of an incident plane

wave. The Ewald sphere (circle in 2-dimensions) has a radius of ko = |ko|, and is

centred on the origin of the incident wavevector. Prom Eq. (2.25) diffraction occurs

when the triangle of vectors ko,kh and Gh is closed, i.e., when feo + Gh = kjx. As-

suming that the wavelength of the X-ray is not changed during diffraction, kh has

the same length as ko and hence ko + Gh must lie on the circle of radius ko = kh.

This does not imply that there is diffracted intensity in every direction as Gh is

restricted. Specifically it must describe the family of diffracting planes, i.e., it is a

vector from the origin to a reciprocal space lattice point. Therefore diffraction will

only occur if there is two or more reciprocal lattice points lying on the Ewald sphere,

with one being the origin, and the other describing the diffracting planes.

An alternative description of the diffraction condition is shown in Fig. 2.6(6),

where qz is perpendicular to the sample surface (defined positive pointing into the

crystal). This diagram readily shows the Bragg angle and diffraction vector, and is

important when discussing reciprocal space maps (see Sec. 2.10).

2.4 Dynamical Diffraction Theory - Perfect Crystals

In Sec. 2.3 we introduced the kinematical theory of diffraction, which provides an

understanding of diffraction maxima in reciprocal space. However, to determine the

I
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relative diffraction peak intensities, or indeed peak shape, requires a more sophisti-
cated treatment of diffraction. In what follows we describe the dynamical diffraction
theory for perfect and deformed crystals. This theory provides an accurate frame-
work for calculating the diffracted intensity.

The different variants of the dynamical diffraction theory were originally intro-
duced by Darwin (1914a,b), Ewald (1913, 1916a,b, 1917), and von Laue (1931).
Our treatment will follow that by Authier (1996a, 2001), Pinsker (1978), Holy et cd.
(1999), and the review paper by Batterman and Cole (1964).

Although the kinematical theory determines the X-ray diffraction peak positions
quite well, the calculation of peak intensities using a kinematical model is simplistic,
with only the scattering power of the scattering centres and their relative positions
being taken into account.

A full treatment of the diffraction process - the so called dynamical diffraction
theory, requires that Maxwell's equations be solved inside the crystal. The properties
of the medium are incorporated into Maxwell's equations via the electric current
density. More specifically using the equation

. dP
J = dt

(2.32)

where P is the polarisation and j is the current density. In a vacuum the polarisation,
and hence the current density will be zero; however, in a medium the action of
the incident radiation causes the charges to oscillate, polarising the material. The
polarisation is determined by the dielectric susceptibility (also referred to as the
polarisability), x, and the electric field vector, E. For an isotropic homogeneous
medium we write (Pinsker, 1978)

4TTP
= e - (cgs units), (2.33)

where e is the relative permittivity of the material. It is assumed that the dielectric
susceptibility is a continuous function of position and is proportional to the charge
density (von Laue, 1931). The response of the crystal to the external electromagnetic
field is entirely described by the susceptibility. An alternative approach due to Ewald
(1916a) is to model the crystal as many dipoles that are excited by the electric field of
the incident X-ray beam. Each oscillating dipole emits a spherical wave ('wavelets')
'ohat affects the oscillation of the other dipoles. The wave that interacts with each
cipole is the superposition of the wave incident on the crystal and the spherical
waves from each of the other dipoles.

Maxwell's equations within the crystal can be reduced to a single wave (propa-
gation) equation. The derivation of the wave equation is presented in Appendix A,
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with the following result (see Eq. (A.14)):

V x (V x E) - / r ( l + x(r))E = 0 .

Using a vector identity1 the wave equation can be rewritten as

V(V • E) - V 2E - &2(1 + x(r))E = 0 .

(2.34)

(2.35)

In the present formalism we assume that the divergence of E is approximately zero.

This is equivalent to the transversality condition2 in which E is perpendicular to

the wavevector, k; we implicitly assume a harmonic time dependence E = Eoeta;t,

where u is the spatial frequency.

The dielectric susceptibility is a three-dimensional periodic function, with the

same period as the crystal lattice, and can be expressed as a Fourier series:

(2.36)

where h is a reciprocal lattice vector. The Fourier coefficients, Xh are proportional
to the structure factor, i.e.,

r0A2Fh
Xh = - •

•KV
(2.37)

where V is the volume of the unit cell, ro is the classical radius (Thomson scattering

length) of the electron, A is the wavelength of the incident radiation, and F^ is the

structure factor denned in Eq. (2.18). In an absorbing crystal the susceptibility has

real and imaginary components, which have the same periodicity as the full complex

susceptibility.

A solution to the wave equation is sought in the form of a Bloch wavefunction

(also known as an Ewald wave):

E(r) = exp(-zK0 • r) 2 ^ Eh exp(-zh • r) .
h

(2.38)

Denning Kh = Ko 4- h. we can write Eq. (2.38) as

E(r) = ^ E h e x p ( - i K h . r ) , (2.39)

' V x ( V x a ) = V(V • a) - V2a
2Using the ansatz E = Eot l t e r for the electric field, we have

V • E = (V • E 0 )e t f c r + ik-E.

Since Eo is independent of position, V • Eo = 0 , which implies A:-E = 0 f o r V - E =
E is transverse to k.

arid therefore
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where Ko and Kh are the wavevectors corresponding to the incident and diffracted

wavefields inside the crystal.

The wavefield is a sum of an infinite number of plane waves, with amplitudes

Eh and wavevectors Kh. Each of the wavevectors, Kh, are defined by a reciprocal

lattice point in reciprocal space (see Sec. 2.3). To determine the amplitudes of

the waves corresponding to each of the wavevectors, Eq. (2.36) and Eq. (2.39) are

substituted into the wave equation (2.35) (with V-E = 0) to obtain (Authier, 2001):

- k2Eh ^
2 E (2-40)

where Ej,[h] is the component of electric field vector Eh perpendicular to the wave

vector Kh. However, invoking the transversality assumption, V • E « 0, Eh is

perpendicular to Kh and hence Ej,[h] = Eh- Therefore Eq. (2.40) can be written as:

^ h - h ' E h ^ (2.41)

These are called the fundamental equations of the dynamical theory. Equation (2.41)

relates the amplitude of one of the waves in the wavefield to all other amplitudes. In

principle this equation cannot be solved because it incorporates an infinite number

of terms (describing an infinite set of wavevectors). However, the factor K£_k2;

called the resonance factor, is very large for a small subset of wavevectors, i.e., those

approximately equal to k (the vacuum wavevector). Geometrically the resonance

factor is large for terms associated with reciprocal lattice points close to the Ewald

sphere. Only the wavevectors (or equations) for which the resonance factor is large

need to be included when finding the solution of Eq. (2.41). This allows Eq. (2.41)

to be solved for specific situations.

2.4.1 Two Wave Approximation

Equation (2.41) can be written as 3p scalar equations, where p denotes the number

of terms for which the resonant factor is large (number of points near the Ewald

sphere). However, as we have assumed that V • E = 0 there is no component of E

parallel to the wave vector, hence we can reduce it to 2p scalar equations. To solve

Eq. (2.41), we must restrict the number of terms, p, considered. Assuming that

there is only one non-zero term (i.e., one large resonance factor) then we have the

one-wave (one-beam) approximation. This applies far from the Bragg conditions,

i.e., no diffracted wave is present. Hence, there is only one reciprocal lattice point

near the Ewald sphere; that associated with the incident wavevector. In the two-

wave (two-beam) approximation there are two equations for each polarisation. The
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Diffraction

Re-Diffraction

Figure 2.7: Schematic diagram illustrating dynamical diffraction. The incident
X-ray beam, with wavevector ko is diffracted into the direction of the diffracted
wavevector kh- The beam travelling in the k^ direction can diffracted a second time
(re-diffraction) so that the beam is travelling in the ko direction.

two-wave approximation describes the usual diffraction conditions, i.e., it includes

the incident and diffracted waves, labelled with subscripts 0 and /?., respectively.

Decomposing Eq. (2.41) into two parts gives (for one polarisation state),

h + XhE0 •

(2.42)

(2.43)

Equations (2.42) and (2.43) are coupled, because the field amplitudes for a beam

travelling in either direction depends on the amplitude of both beams. The coupling

terms are the Fourier components of the susceptibilities. Specifically xo describes

the photoelectric absorption, Xh corresponds to the strength of the diffraction of

the incident beam into the diffracted beam direction, and Xh c a n De associated with

the strength of the diffraction of the diffracted beam back into the incident beam

direction (see Fig. 2.7). Therefore the energy is transferred from the incident beam

to the diffracted beam and back, all the while being absorbed by the crystal. This

leads to the phenomenon of extinction (Darwin, 1914a,b, 1922); as the incident beam

traverses the crystal its power is reduced as energy is transferred into the diffracted

beam direction.

Non-trivial solution to the homogeneous Eqs. (2.42) and (2.43) requires that the

secular determinant vanishes, i.e.,

/<-2 _ 7-2 _ ;,
- fv0 ^ ^ AU '" A/l _ Q

~k Xh •"•/! ~ k — k Xo

This determinant can be simplified via the following identifications:

2A£o = Ko - k2 - k2xo

2kqd = i\ / ( — k — k Xo •

(2.44)

(2.45)

(2.46)
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The first of these equations can be written as

(2.47)

Assuming that k « KQ (a good approximation since the refractive index of a crystal

is very close to unity for X-rays) gives

(2.48)

(2.49)

and likewise for Eq. (2.46)

Hence we have:

(2.50)

(2.51)

Therefore the scalar determinant in Eq. (2.44) reduces to

= 0 (2.52)

(2.53)

All of the terms on the right hand side of Eq. (2.53) are constants, thus £of/i is a

constant. Therefore this equation is in the form xy = c and describes a hyperbola.

The transformation of the fundamental equation into the form given in Eq. (2.53)

allows a geometric interpretation to be developed - the dispersion surface, from

which solutions can be found (see e.g., Batterman and Cole, 1964).

2.4.2 Dispersion Surface

The Ewald sphere is shown in Fig. 2.6. Usually this sphere is constructed such

that the radius of the sphere is the vacuum wavevector k. However, the average

refractive index of X-rays within materials is slightly less than unity. If this is taken

into account, the wavelength of the radiation within the material will be slightly

longer, and the wavevector shorter than in the vacuum, since Kinside = fc(l + \xo)-

Hence the radius of the Ewald sphere will be smaller. Figure 2.8(a) shows an Ewald

sphere, of radius k{\ -f |xo)> with its centre labelled Q. If the Ewald sphere had a

radius of k its centre would be have been situated at L (the Laue point). The distance

between Q and L has been exaggerated in Fig. 2.8(a). A geometrical construction

equivalent to the Ewald sphere, also shown in Fig. 2.8(a), is to draw two spheres,
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(a)
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Figure 2.8: (a) Correction of the Ewald sphere for the refractive index of the medium
and (6) the dispersion surface construction (after Batterman and Cole (1964)). Q
is the centre of the Ewald sphere in the medium (and equivalently Q is the point
of intersection for spheres centred on the origin of reciprocal space (000) and the
reciprocal lattice point (RLP)). In a vacuum the centre of the Ewald sphere would be
at L (the Laue point). The hyperbolae in (6) are the dispersion surfaces (solid lines
represent cr-polarisation and dotted lines 7r-polarisation). The point A is distance £o
from the sphere about (000) and distance £/t from the sphere about the reciprocal
lattice point. Any point on the dispersion surface, such as A, is called a tie-point.

about the origin and the diffraction reciprocal lattice point, using Kinsi(ic as the

radius. These two spheres intersect at the origin of the Ewald sphere, as shown.

The region of intersection is shown in Fig. 2.8(6).

A point in the vicinity of the centre of the sphere, say A, can be chosen such

that the wavevectors Ko and Kh satisfy Eq. (2.53). By definition (i.e., Eqs. (2.50)

and (2.51)), £o and £/t are the perpendicular distances from the spheres (about the

origin and reciprocal lattice point) to point A. This point will be close to the spheres

allowing them to be approximated as straight lines, as shown in Fig. 2.8(6). The loci

of all points that satisfy the Eq. (2.53) form the hyperbolae shown - the dispersion

surface. The asymptotes to the hyperbolae are the spheres about the origin and

reciprocal lattice point. Note that in Fig. 2.8 the solid hyperbolae are for the

cr-polarisation state, and the dotted hyperbolae are for the 7r-polarisation state.

Since £ is dependent upon the structure factor, it may be complex, with the

imaginary part related to absorption. The real part of £0 and £/, has been plotted in

Fig. 2.8. £o and £/j are used to determine the ratio of the electric field amplitudes

appearing in Eqs. (2.42) and (2.43). From the secular determinant (2.44) and the
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approximations (2.50) and (2.51) the following ratio can be obtained:

f.^L-^i, (Z54)
-fro

where C is the polarisation state, defined by

for a polarisation

for ir polarisation.

This is by no means a complete treatment of the dynamical diffraction theory for

a perfect crystal, however, it does provide a good starting point for developing the

specific theories that are required. The samples investigated in this thesis are far

from perfect crystal structures, so it is necessary to consider the dynamical theory

for deformed crystals.

2.5 Dynamical Diffraction Theory - Deformed Crystals

Henceforth any local structural or chemical change to an ideal crystal will be referred

to as a defect. A defect present within a crystal destroys the strict three-dimensional

periodicity of a perfect crystal, whence the dielectric susceptibility is not strictly

periodic.

Although several authors have considered dynamical diffraction from deformed

crystals (e.g., Penning and Polder (1961); Kato (1963, 1964a,b); Afanas'ev and Kohn

(1971)), the most successful and widely used dynamical diffraction theory applicable

to deformed crystals is due to Takagi (1962, 1969) and Taupin (1964). The result-

ing 'Takagi-Taupin' equations have been used as the starting point for discussing

diffraction from imperfect crystals (including the statistical diffraction theory pre-

sented below). More recent theories, based on quantum electrodynamics, have been

developed that require fewer assumptions than the Takagi approach, however, they

suffer from being complicated and less useful in practice (Hartwig, 2001).

The treatment in this section draws from Takagi (1969), Authier (1996b), and

Authier (2001). We begin by considering defects that modify the position of the

atomic species, (i.e., a deformation). The deformation generated by the defect is

quantified by the vector, u(r), denned as:

r ' = r + u(r) , (2.56)

where r is a vector to an atom in the perfect crystal, and r ' is the vector to the same

atom after deformation. Assuming the deformation is small, that is

« 1 (2.57)
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where i,j = 1, 2, and 3, and r = (xi, x2, £3), then we can make the approximation

r = r' — u(r) ~ r' — u(r') . (2.58)

Substituting Eq. (2.58) into Eq. (2.36) gives

X = 2Zxhexp{-?;h-(r-u(r))}

(2.59)

where h

Xh = Xh<2xp{zh-u(r)}.

In this case we seek a solution to the wave equation of the form

(2.60)

This equation differs from the solution (2.39), used for the perfect crystal, as the

amplitudes vary with position. (In fact there is another formulation where the

wavevector is also position dependent (Hartwig, 2001)). However, it is assumed

that Eh(r) and its first derivative are slowly varying functions of position such that

the second derivatives (V2Eh(r)) can be neglected. Therefore the solution is a sum

of 'gently' modified plane waves. In the Takagi formalism (Takagi, 1969), there are

two field variations in the crystal; the microscopic variation of the wavefield itself,

and a macroscopic variation on the order of the extinction length. An example of

the later is the Pendellosung effect (Batterman and Cole, 1964). The restriction

that the deformation of the crystal is small ensures that the typical length of the

macroscopic variation is much larger than the wavelength.

Inserting Eqs. (2.59) and (2.60) into the wave equation (2.35) produces a set of

partial differential equations. In the two beam case we have (Pinsker, 1978)

Cy!h{r)Eh(T)
.XdEpjr) = fE

IT ds
.XdEJr) . . . . . .

TV C/o/i

(2.61)

(2.62)

where s0 and sh are coordinates in the direction of the incident and diffracted waves,

respectively, and a^ is a measure of the deviation from the Bragg condition. These

are the 'Takagi-Taupin' equations, written in a similar form to Eqs. (2.42) and (2.43)

for the perfect crystal. In the two beam approximation, the differential equations

describe the co-dependence of the amplitudes for the incident and diffracted beams.
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Specifically Eq. (2.61) describes the change in the beam amplitude in the incident

direction and Eq. (2.62) describes the amplitude in the difrracted beam direction.

The susceptibility terms have the same interpretation as for Eqs. (2.42) and (2.43).

The first term on the right hand side of Eq. (2.61) determines the change in the am-

plitude of the incident beam, because of absorption and refraction, the second term

describes the change in the incident beam by the diffraction of the beam travelling

in the Sft direction into the SQ direction. The first term on the right hand side of

Eq. (2.62) describes the change in the diffracted beam amplitude by absorption, re-

fraction, and the crystal angular position, and the final term determines the change

due to the diffraction of the incident beam.

The deviation term, a^, arises from the restriction that the vector triangle must

be closed within the crystal, i.e., kh — ko = h; as the incident vector, ko, is rotated

the diffraction vector, kh is also modified at fixed h.

The Takagi equations can be solved analytically for particular cases, such as for

a perfect crystal (with u(r) = 0). In this case we reproduce the results given in Sec.

2.4. Analytical solutions can also be obtained for constant strain gradients (as well

as other more 'exotic' strain functions). However, numerical methods are required

to solve more complicated systems.

2.6 Kinematical Theory of X-ray diffraction

The kinematical theory of diffraction can be derived in two ways; directly from

the structure factor, or as a specific case of the dynamical theory, under certain

restrictions concerning the crystal.

A straightforward way to reproduce kinematical theory is to use the Takagi equa-

tions (2.61) and (2.62) in the two-beam approximation. The key approximation of

the kinematical theory is that the re-scattering (re-diffraction) term (see Eq. (2.61))

is zero. That is the diffracted beam is not re-scattered into the incident direction,

and the incident and diffracted beams no longer form a coupled system. This is a

strong approximation; however, it makes the solution easy to determine. It is gener-

| ally valid when the diffracted beam is far less intense than the incident beam; such

an approximation is valid when the crystal is thin, or highly deformed. For deformed

crystals re-scattering is less likely because a diffracted X-ray must encounter a region

of the crystal with the same orientation and rf-spacing as the region from which it

was diffracted. Although the kinematical theory requires a strong approximation it

is applicable to many crystal systems studied using X-ray diffraction. However, it

needs to be emphasised that this approximation violates energy conservation, since
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the diffracted beam intensity increases without any reduction in the incident beam,

i.e., extinction is not treated.

2.6.1 Derivation of the Kinematical Theory from Structure Factors

The kinematical theory can be derived without recourse to the dynamical the-

ory. This derivation begins with Eq. (2.18) and assumes that the total amplitude,

diffracted from the entire crystal, is the summation of the contributions from each

unit cell (accounting for the phase differences).

We take the distance from a crystal to the observation point, R, to be large

compared to the crystal size. The vector that describes the position of any other

unit cell is:

Tm — m^a-i + m,2a2 + m3a3 (2.63)

where {mi,m2,777,3} = 0,±l,±2,±3,... and {0-1,02, 0.3} are the basis vectors for the

unit cell of the crystal. Therefore the scattered electric field amplitude for a crystal,

Bxi, is (Zachariasen, 1967):

Exl = EelecFY^eih-rm (2.64)
m

Ni-1 N2-l N3-I

(2.65)
77! mi=0

where Ee\ec is the scattered field amplitude due to a single electron, N\, N2, and

A^ are the number of unit cells in the crystal in a i , a2, and a3 directions, respec-

tively. The total number of unit cells in the crystal is TV = NiN2N3. Utilising the

observation that each of the lattice sums in Eq. (2.65) is a geometric series, we have

HiI

Ni-l

mi=0

with a similar expression for the other two lattice sums. Hence Eq. (2.65) can be

written as

m

x

Finally, from Eq. (2.64) we write the diffracted amplitude as

(2.67)
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Multiplying Eq. (2.67) by its complex conjugate, we obtain the equation for inten-
sity3, for the case of a polarised incident beam:

IThorn sin2 I
(2.69)

where /'rhom is the intensity scattered from a single localised electron, as given by
the Thompson equation (2.9). This equation has a maximum when h • dj — 27rnij
(for all j), where nij are zero or integers. The maximum intensity is determined
using L'Hopital's rule, i.e.,

(2.70)lim . 2
x-*2rnir sill (\

Hence the maximum diffracted intensity is I™1 = JCC2 |Fh|2N2, where N is the
number of unit cells and Fh is the structure factor for the reflection.

The intensity determined by Eq. (2.69) does not consider attenuation (absorp-
tion) of the incident or diffracted X-ray beams by the crystal. Clearly X-rays will
be attenuated as they propagate through a crystal medium. The processes for at-
tenuation are photoelectric absorption, Compton scattering, and extinction. For
photoelectric absorption the X-ray photons are absorbed by atoms with the energy
converted into the kinetic energy of an ejected electron, leaving the atom in an
excited state. For Compton scattering, as introduced in Sec. 2.2, the scattered X-
ray photons have a reduced energy (frequency) compared to the incident photons,
because the scattering electrons recoil. These photons cannot contribute to the
diffracted intensity because they do not have a fixed phase relationship with other
photons (because the frequency has changed). Extinction, as noted in Sec. 2.4.1, is
the reduction of the incident beam intensity by diffraction (elastic scattering). In
other words part of the incident beam is transferred to the diffracted beam. Clearly
this will be most evident when the diffraction condition (see e.g., Eq. (2.27)) is sat-
isfied. The photoelectric absorption and Compton scattering can be incorporated
into the kinematical theory using (Zachariasen, 1967)

I{x) =
3 Using the following identity:

(eix - l)(e-ix - 1) = eixe~ix - (eix + e~ix) + 1 = 2 - 2cos(x) = 4 sin2 ( - )

(2.71)

(2.68)



44

where 70 is the incident intensity and fi is the linear absorption coefficient and x is

the path ' igth through the crystal.4 However, the dynamical diffraction theory is

required to describe extinction.

For an ideal crystal the assumption that attenuation processes are negligible will

depend upon the size of the crystal. From Eq. (2.71) if fix is much less than one, then

/ « IQ, and hence attenuation of the incident beam via photoelectric absorption and

Compton scattering is small. Crystal imperfection does not impact significantly on

these two processes, since they depend on the electron density and the thickness of

the crystal. The degree of attenuation via extinction is determined by the strength

of diffraction, which is specified by Eq. (2.69). From this equation it is evident

that a small crystal (i.e., small N) will exhibit a smaller diffracted intensity, hence

less attenuation of the incident beam by extinction. Crystal imperfections will also

reduce the diffracted intensity. Thus for highly disordered samples attenuation due

to the photoelectric effect and Compton scattering may be considered, however

extinction can be safely ignored. Finally, the measured intensity can differ from the

theoretical prediction, due to a non ideal incident beam (e.g., non-monochromatic

and non-planar), and a finite detector aperture size.

2.7 Mosaic Crystals

Darwin (1914a,b) categorised two forms of extinction: primary and secondary. For

perfect crystals primary extinction describes the attenuation of the incident beam by

diffraction, as described in Sec. 2.4.1 and 2.6.1. Secondary extinction was introduced

with the mosaic crystal model. The mosaic crystal model was introduced by Darwin

(1914a,b) to address the discrepancies between experimental data and results of

(kinematical) theory for X-ray diffraction. A mosaic crystal is formed from many

small crystallites, called mosaic blocks. Each of the blocks is a perfect crystal,

however the crystals are misaligned with one another. Usually the displacement

between the blocks is large compared to X-ray wavelengths so that there is no

definite phase relationship between the beam diffracted from each block. Therefore,

the intensity scattered from each block is added to find the total diffracted intensity.

The X-ray intensity incident on a block within a mosaic crystal will be reduced

by diffraction from blocks closer to the surface of the crystal. This is secondary

extinction. Since there is a degree of misalignment of the blocks, not all blocks will

be in the Bragg condition at the same time, hence not all blocks that are traversed

by the X-ray beam will contribute to the secondary extinction. Primary extinction

4This is commonly called the Lambert-Beers or Beers-Lambert Law (Hsieh, 2003).
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can be considered to occur within the mosaic blocks.

2.8 Statistical Diffraction Theory

Although the Takagi equations can be used to determine the intensity from deformed

crystals (assuming the differential equations can be solved), they ire only applica-

ble when the deformation can be specified as a function of position, (e.g.. a bent

crystal). However, many structural defects are statistically distributed throughout

a crystal. Furthermore, the size or orientation of the defects may also be statistical

in nature. This requires a 'statistical' theory of X-ray diffraction. The original work

in this area was performed by Kato in a series of papers (see e.g., Kato, 1976a,6,

1980a,6). The original formalism focussed on linking primary and secondary ex-

tinction, within one theoretical framework. Before this work, primary extinction

was addressed using wave equations, and secondary extinction was treated using

energy transfer equations. Guigay and Chukhovskii (1992, 1995), Chukhovskii and

Guigay (1993), Davis (1991, 1992, 1993, 1994), Kulda (1987, 1988a,b), Becker and

Al Haddad (1990, 1992), Holy et al. (1993a,b, 1994), Punegov (1991b, 1993, 1994),

Bushuev (1989a,b), and Pavlov et al. (1995) among others, have also addressed

X-ray diffraction from crystals containing statistical defects. Work in this area has

included re-formalisation of Kato's original theory to improve its accuracy and range

of application (see e.g., Becker and Al Haddad, 1990, 1992; Guigay and Chukhovskii,

1995) typically by relaxing some of his strong approximations. However, some au-

thors have explored alternative theoretical approaches, (see e.g., Kulda, 1987; Davis,

1991; Holy et al, 1993a). Kulda (1987) treats the crystal as consisting of elastically

deformed domains (rather than the usual Darwin (1922) model of mosaic blocks).

A further example is due to Davis (1991), who describes the 'motion' of a point

on complex reflectance plane as determining the propagation of the X-ray in the

crystal, with the diffraction from imperfect crystals described by a Fokker-Planck

equation. Holy et al (1993a) uses the notion of a mutual coherence function, which

is related to the spatial correlation function. In the kinematical approximation the

integral of the mutual coherence function over volume is the Fourier transform of

the dielectric susceptibility (Holy et al, 1999).

The following treatment of statistical diffraction theory is based on Kato's orig-

inal papers (Kato, 1976a, b, 1980 a, 6), Kato (1996) and Authier (2001). The exact

formalism used for analysis of our samples is given in Sec. 2.8.3.

The statistical dynamical diffraction theory can be derived from the Takagi equa-

tions; it is assumed that the deformation vector, defined in Eq. (2.56), can be split
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into two components, i.e., the average deformation and a statistical fluctuation:

I

u(r)Hu(r))+<5u(r), (2.72)

where the (•) denotes an ensemble average and Su is the fluctuation about (u).

The ensemble average is the average value of u at r over all defect arrangements.

Incorporating this deformation into the phase factor,

<E> = exp(zh • u),

means the phase factor can be also be split into two factors

It is also postulated that the total intensity is given by

/ = (E*E) = (E*)(E) + (6E*6E) = Ic + V

(2.73)

(2.74)

(2.75)

The term (E*)(E) is called the coherent intensity, /c, and the term (5E*5E) is called

the incoherent intensity, P.

There are two approaches to developing the appropriate equations - an integral

approach and a differential approach. The integral formalism is more descriptive,

although it was developed for a point-source. The differential formalism is mathe-

matically more simple for a plane-wave approach.

2.8.1 Kato's Integral Formalism

The integral approach is formulated for a point source on the crystal surface. We are

interested in determining the wavefield at some observation point. The wavefield

is considered to be formed from a sum cf 'wavelets', each of which can take a

particular route through the costal. Each wavelet will follow a zigzag path (see

Fig. 2.9) through the crystal by changing from the incident beam direction to the

diffracted direction (labelled as the 0 and h directions) and vice versa, from the

entrance to the observation point. Each change in direction is an h or h reflection.

The point where the propagation direction changes is called a kink (see Fig. 2.9). If

there are an even number of kinks from the entrance point to the observation point

the wavelet adds to the wave intensity in the 0 direction, an odd number of kinks

adds to the wave intensity in the h direction. The wavelet is modified in two ways:

at each kink, the amplitude is changed by the coupling constant (i.e., the Fourier

component of the susceptibility, as described by Eqs. (2.61) and (2.62)), and the

phase is modified by the phase factor. The phase factor will depend on the local
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Figure 2.9: Schematic of wavelets 'zigzagging' through a crystal. The squares repre-
sent kink points where the wavelet is transferred from the incident (0-) direction to
the diffracted (/?,) direction (filled squares) or vice versa (open squares). Note that
an even number of kinks results in a beam in the 0 direction and an odd number
of kinks results in a beam in the h direction. The encircled kink points are called a
kink pairs, and the single kink points, isolated kinks (after Kato, 1996).

deformation at the kink. In this representation the 0 direction wave becomes (Kato,

1996),

r = l
S 2 r

 iXh

Eh(so,sh) =
r = 0

(2.76)

(2.77)

where <]>,• is the phase factor at kink j . The first term on the right hand side of

Eq. (2.76) is the incident beam. The symbol S2r is the sum of the wavelets over

all possible paths having 2r kinks within the region of the crystal enclosed by the

vectors (so, Sh) and the entry and observation points. To determine the coherent

waves we take the ensemble average of Eqs. (2.76) and (2.77) to give

(2.78)

(2.79)

r = l

S
r = 0

2r-H

where x — XhXh- He re t n e statistical description of the deformation must be intro-
duced. The deformation is contained entirely within the phase factors <I>j. However,
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the phase factors are only known in a statistical sense. The advantage of this the-

ory is that a statistical description of the deformation is all that is required. The

ensemble average on the right of Eqs. (2.78) and (2.79) contains many correla-

tions between the phase factors. In this framework only the first and second order

statistical parameters are considered. These are the ensemble average,

/ = (2.80)

which is real if spatial homogeneity and isotropy are assumed, and the spatial pair

correlation function (Kato, 1996),

G(z) = ($*(r)$(r + z)> = ($*(r))<$(r + z)) + <<H>*(r)<J*(r+ z)). (2.81)

The statistical ensemble average, / , is the value of <E> at r averaged over all defect

configurations, and z is a vector between neighbouring kink points. Here, / is called

the static Debye-Waller factor, which is analogous to the usual temperature Debye-

Waller factor that describes the effect of temperature on the diffracted intensity.

The static Debye-Waller factor indicates how the 'average' atoms is displaced from

its ideal position. It is a measure of the deviation from long range ordering within

the crystal. The pair correlation function measures the correlation between the

deformation field at r and r + z. If they are in the same deformation state then

coherency is maintained and they are perfectly correlated. It is usual to define the

intrinsic correlation function, #(z), such that

G(z) = f + (1 - f2)g(z) , (2.82)

where we have assumed / is real. This allows the correlation length to be defined

(Kato, 1996):
/•OO

rn = / \g(z)]ndz. (2.83)

where spatial homogeneity and isotropy has been assumed, thus g is real and depends

only on the separation z of the kink points. The correlation length characterises the

short range perfection of the crystal.

Figure 2.9 shows two types of kinks; namely, 'isolated kinks' and kink pairs

(enclosed by an 'ellipse'). If an isolated kink occurs a t a point in the lattice that

is statistically deformed (i.e., has a <$<& component), then the wavelet does not add

to the coherent wavefield because there is no fixed phase relationship between this

wavelet and those in the coherent wavefield. The two kinks involved in a kink pair

both have the same deformation component in their phase factor; the second kink

effectively undoing the phase shift of the first kink. The characteristic distance

between two kinks in a kink pair is determined by the correlation length.
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2.8.2 Kato's Differential Formalism

The differential approach, first reported by Kato (1980a), starts by rewriting the

Takagi equations (2.61) and (2.61) in the following form (Kato, 1980a):

Vh (2.84)

,EQ. (2.85)

(2.86)

(2.87)

A

Taking the statistical average of these equations gives

The average wave amplitudes are associated with the coherent part of the intensity.

It is necessary to determine the form of (̂ -E1/,) in Eq. (2.86):

7r rSh

hXh / (S®(
^ Jo

, sh)6$*{s0, sh -

- v))dr,

so, sh - ri))dr] (2.88)

A similar derivation can be done for ($*E0). In writing Eq. (2.88) we utilise the

integral solution to the Takagi's equation, i.e.,
Sh

$*(*>, 5ft - r))EQ{s0,sh) - rj)dq . (2.89)
7T f

, sh) = i-Xh /A Jo

Since (5$) = 0 we only retain the second order correlation, (#<M<I>*), at neighbouring

kinks; neglecting the any extrinsic correlation, such as between 5$ and EQ, we obtain

" sQ, sh - rj))(Eo(so, sh - v))drj. (2.90)jXh J

The first term on the right hand side of Eq. (2.90) is associated with an isolated

kink, and the correlation within the integral is a paired kink. The definition of the

spatial pair correlation function (2.81) and the intrinsic correlation function (2.82),

allow us to replace {6$(sOi sh)5®*(s0, sh - v)} in Eq. (2.90) with (1 - f2)g{z). If we

assume that the variation of (i?) is small over the correlation length., r, then (E)

can be removed from the integral giving

-f)(Eo) f
Jo

(2.91)
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Finally recognising that the remaining integral is the correlation length (2.83) we
obtain for the coherent amplitude (Kato, 1996)

d(Eh)
0) - Q2 (1 - f)XhXKT(Eh) , (2.92)

where / = (<I>) is the static Debye-Waller factor (2.80), and r is the correlation area
(see Eq. 2.83). A similar expression is found for EQ

\= i\xiJ{Eh) - [-) (1 - !2)XkX-hr{E0) . (2.93)

|gSince IS = (E*Q)(E0) then | g = (E*o)^ + (Eo)^ (and likewise for Ih).
Hence the partial differential equations for /Q and Ift can be found from Eqs. (2.93)
and (2.92), Eo and Eh, and the appropriate complex conjugates, as follows ((Kato,
1996)):

ijXkf(E*h)(Eo) - (I) (1 - /2)XhXKTlZ + cc

(2.94)

(2.95)

where cc denotes the complex conjugate of all the terms displayed on right hand side
of the equations. The cc designation is used in a number of the following equations.

As was introduced in Eq. (2.75) the total intensity can be given by the sum of
the coherent and incoherent intensities. Written for the diffracted intensity, Ih, this
is given by:

h = Ie
h + I{ (2-96)

where /£ is the coherent diffracted intensity and Ph the incoherent (or diffuse)
diffracted intensity. The coherent part,

(2.97)

is related to the primary extinction, and the incoherent part

A = (2.98)

is related to the secondajy extinction (see e.g., Authier, 2001).
Beginning with the Takagi equations (2.84) and (2.85) the differential equations

for the total intensity can be found using similar approaches as used for the coherent
intensities (see e.g., Kato, 1980a). Under the assumption that the variation of E'o
and Eh is negligible within a correlation length and that the correlation length for
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the incident and diffracted waves are identical, the partial differential equations are

(Kato, 1996)

^

(2.99)

(2.100)

The differential equations for the incoherent intensity can be determined by sub-

tracting the coherent terms from the total intensity terms (see e.g., Kato, 1980a):

- f2)rP0 + (I) \Xh\2 (1 - f2)rPh + cc , (2.101)

+ Q2 \Xk\2 (1 - f)rli + cc . (2.102)

2.8.3 Statistical Kinematical Diffraction Theory

The samples used in this thesis were composed of very thin, deformed layers. Hence,

the kinematical theory is valid (see Sec. 2.6), and a statistical kinematical diffraction

was utilised. The theoretical formalism is found in Nesterets and Punegov (2000)

and is based on the more general dynamical treatment by Pavlov and Punegov

(2000). A significant feature of this theory (Nesterets and Punegov, 2000) is that

it is directly applicable to triple crystal diffractometry, which is the experimental

technique used to study our samples.

The derivation begins with the two-beam Takagi equations (2.61) and (2.62);

however, the re-scattering term is neglected:

— z — •
7T

7T

= XOEQ(T) (2.103)

= (XoW - afc)JSfc(r) + CXh(r) exp[ih • u(r)]E0(r) (2.104)

This allows the partial differential equation (2.103) (with respect to the 0 direction)

to be solved directly, as it is independent of the second equation (2.104). The

solution to Eq. (2.103) is of the form
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Eo(r) = (2.105)

where
<&o(r) = exp <i I aQ[x + cotd\(s — z), y, s]ds > ,

I Jo )

where <ro(r) = 7TXo{*) / (^7o) with 70 = sin(## — tp) {tp is the asymmetry angle, i.e.,

the angle between the crystal surface and the diffracting planes). The solution to the

second equation (2.104) can also be found analytically. For example, using Bragg

geometry the amplitude at the top surface (z = 0) of the crystal (Nesterets and

Punegov, 2000) is:

/

/ roo roo

dz I dx dy
J—oo J— oo

xah(r) exp{-i[qr 4- hu(r)]}$0(r)$fc(r)£0(a: - cot 0xz, y, 0). (2.106)
where q = (qx, qy, qz) is the reciprocal space vector, <7/x(r) = KXh{r)C/^lh (with jh =

sm(0B + <p)), and <&/i(r) = exp {ib J^ <JO[X — cot62(s — z),y, s]ds}. The reciprocal

space vector q defines any point in reciprocal space, whereas the diffraction vector

h defines the reciprocal space point corresponding to the Bragg reflection. The

first term on the right hand side of Eq. (2.106), Eh{qx, qy,z = I), is the amplitude

coming from the bottom of the crystal {z = I). E indicates that the amplitude has

a specific normalisation. In practice this term describes the amplitude diffracted

from the substrate material for a layered sample; it can be calculated by dynamical

diffraction theory, or simply neglected if the Bragg angle for the layer significantly

differs from that for the substrate.

The coherent amplitude is given by

Ec
h(q) = (Eh{q)) = (Eh{qx, qyi z = I)) + (Z/2TT) dz dx /

JO J—oo J — oo

xf (r)$0(r)$h(r)exp{-i[qr + h(u(r))]}E0{x - cot

dyah(r)

lZ,y,0)(2.107)

where /(r) = (exp[—ihJu(r)]) is the static Debye-Waller factor introduced in Sec.

2.8.1. The coherent intensity is defined as /£(q) = j ^ ( q ) | 2 . The incoherent intensity

(also known as the diffuse intensity) is the difference between the total intensity and

the coherent intensity, i.e., /jj(q) = {Eh{q)E^{q))
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Substituting Eq. (2.106) into the definition of/^(q) gives (Nesterets and Pune-

gov, 2000),

rl r+oo r+oo

Jftq) = dz dx dy|(7fc(r)|
2[l-/2(r)]r(riq)

Jo J— oo J—oo

x exp \ - I {p[x + cot 6\ (s — z), y, s] + bp\x — cot 92(s — z),y, z\) ds >

xlo(x — cot9iz,y,0). (2.108)

where fi = 2Im.(a0) is the photoelectric absorption coefficient (with Im(a0) denoting

the imaginary part of a0), and r is the correlation volume defined by

/•oo

r(r,q) = (27r)"2 / dpg(r,p)
J ~ oo

x exp[z(l + b)<T0{T)pz

exp ( - h[<u(r+ p)) - (u

(2.109)

where p = r — r' and c/(r, p) is the intrinsic correlation function (2.83)) given by

-zh[<hi(r + P) ~ 2

(2.110)

Here the correlation volume corresponds to three-dimensional resolution in re-

ciprocal space. The triple-axis diffractometry setup (described in Sec. 2.10) has a

two-dimensional resolution in reciprocal space. In this setup the correlation volume

is transformed to a correlation area. This is obtained by integrating over the qy-

axis, because the analyser crystal usually does not have high resolution in the qy

direction, i.e.,

»+oor+oo
/ dqyr{r, q)

J ~ oo
/•+oo r+oo

(1/27T) / dpz I dpx (exp[-i(qzpz + qxpx)})
J—oo J—oo

x exp[z(l + b)ao(r)pz]

x exp{-h[(u(.T + yox, pz)) - (u(

(2.111)

Equations 2.110 and 2.111 provide the theoretical framework for calculating the

diffracted intensity, however, a model for the correlation function is required. The

model defines the deformation vector u(r), which depends on the form of the crystal

defect. In this way the theory can be used to describe various different defect

structure, by including the appropriate correlation function.
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2.9 Models for Crystal Defects

There are a number of defect models described in the literature that are amenable

to analysis using the statistical diffraction theory. For example Holy et al. (1993a)

uses spherical mosaic blocks and Nesterets and Punegov (2000) describes models for

spherical amorphous clusters with various strain distributions in the surrounding

crystal matrix. Pavlov and Punegov describe several models for spherically sym-

metrical defects (Punegov and Pavlov, 1996; Pavlov and Punegov, 1996, 1997). The

correlation function for a mosaic block was determined by Kato (1982); Bushuev

(1989a,b); Holy et al. (1993b). The model used in the present work assumes par-

allelepiped mosaic blocks (see Fig. 2.10), characterised by their lateral extent, lx,

height, lz, their misorientation, Am , and average strain parallel and perpendicular to

the sample surface (Nesterets and Punegov, 2000; Pavlov et al., 2004). The misori-

entation is a measure of the width of the Gaussian distribution of the rotation of the

mosaic blocks, a. These parameters are shown in Fig. 2.10(a). The mosaic block is

otherwise assumed perfect. Referring to Eq. (2.110), the first sUp in determining

the correlation function is specifying the fluctuation 6u. For this .• Information model

the blocks can only be rotated; a lattice position in the perfect ciVN*U1 is rotated

by an angle a about the centre of the block to its position in the deformed crystal.

This is shown in Fig. 2A0(b). Further we assume that the average block orientation

is the same as for the perfect crystal. Referring to Fig. 2.10(6), the deformation

vector is given by:

x — r cos P,z = r sin (3

Sux = r [cos(/? — a) — cos 3] = r [cos (3 cos a •+- sin (3 sin a — cos /?]

= x[cos a — I]-\-z sin a (2.112)

5uz = r[sm(P — a) — sin 0\ = r[— cos (3 sin a -f cos a sin (3 — sin (3\

— z[cosa— 1] — a: sin or (2.113)

5n = (8ux,6uz) (2,114)

« (az,-ax). (2.115)

Equation (2.115) is only valid for a <£C 1. Taking cp as the angle between the

sample surface and the diffracting planes, the diffraction vector, h, can be written

as h = — h(s\n ^, cos tp). Hence, h • 6u is

h<hi = /i(—az simp, ax cos (p). (2.116)

If we assume that / = 0, which is equivalent to saying that there is not a long

range ordering between the different blocks (there is no phase correlation between
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the waves diffracted from ea.ch block), then the correlation function can be written

as (Nesterets and Punegov, 2000):

r+oo
g{p) — p{p) da\V(a) exp[iha(p2simp—pxcosip)] (2.117)

J — oo

where p[p) is the probability that two points separated by the vector p are within the

same mosaic block, and PK(a) is the misorientation distribution. The probability,

p(p), is given by p{p) = Px{px)py(py)Pz(Pz), where

Pi(pi) =
0,

\Pi\ <U
otherwise.

(2.118)

The misorientation distribution is assumed to be Gaussian, and is normalised to

have an area of unity, so that the integral Eq. (2.117) gives the average value from

the ensemble. Different forms for W(a) may be adopted. For example Nesterets

and Punegov (2000) use

W(a) = v
/iog^A(l/Aw)exp[-loge2(a2/A,2J],

while Pavlov et al. (2004) use

(2.119)

(2.120)

Both forms of W(of) have a normalised area; however, W(a) defined in Eq. (2.119)

has a half-width-at-half-maximuni equal to Am , whereas the normalisation in Eq.

(2.120) does not. Nesterets and Punegov (2000) integrate Eq. (2.117) analytically

with respect to a to obtain

g(p) = p(p)exp{[- sin ip — px cos <^)2]/4 loge 2} (2.121)

Upon substitution into Eq. (2.111), one can numerically integrate over px and pz to

determine the correlation area and subsequently the diffuse intensity.

In contrast Pavlov et al (2004) substitute Eq. (2.117) directly into Eq. (2.111),

integrate analytically over px and pz to obtain

e-7r(a/Am)2

A
m

where

ij) = qz — ha sin f

0 = gx — ha cos <p.

(2.122)

(2.123)

(2.124)
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(a)

Figure 2.10: (a) Schematic of mosaic blocks, indicating the block orientation, a,
and the size perpendicular, lz, and parallel, lx, to the sample surface, and (b) the
construction of the deformation vector. An atom at position P (specified by a
vector r, which makes an angle /? with the x-axis) in a non-deformed crystal is
rotated tlirough an angle a to point Pd in the deformed crystal. The deformation
translates the atom by Su.

J
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The correlation area, and hence the diffuse intensity, is found using numerical

integration of Eq. (2.122). The advantage of this second method is that the numer-

ical integration is over a single coordinate, which should reduce the computation

time compared to a numerical integral over two coordinates. Equation (2.122) is the

basis of the analysis of our data.

2.10 Reciprocal Space Mapping of Crystal Structures

Section 2.3 described a perfect, infinite, crystal in terms of its reciprocal lattice. The

reciprocal lattice consists of a three-dimensional array of points. However, deviations

from the perfect lattice cause the diffraction peaks at the reciprocal lattice points to

be shifted and broadened. The specific shape of the broadening is indicative of the

departure from a perfect lattice. Although we can determine the gross structural

type of the sample from low resolution diffraction experiments, by determining which

reciprocal lattice points are observable, in order to determine defect structure we

must collect information from a small region of reciprocal space about a number of

lattice points. Data collected in two or three dimensions in reciprocal space is called a

reciprocal space map (RSM) (Iida and Kohra, 1979; Fewster, 1993, 1997). Typically

triple axis diffractometry (TAD) (Iida and Kohra, 1979) is employed to gather RSMs,

as it provides good resolution in reciprocal space. The TAD arrangement is shown

in Fig. 2.11, where cv is the angu'>jr deviation from the sample Bragg condition and

e is the deviation from the Bragg condition of the analyser crystal. We have the

following the equivalence between the Bragg angle OB and the asymmetry angle ip

(see Fig. 2.12):

01^eB-<p (2.125)

02 = 0B + <p (2.126)

where 6\ is the angle between the sample surface and the incident ray, and #2 is the

angle between the sample surface and the diffracted ray.

The size of the region in reciprocal space that is both viewed by the detector

and illuminated by the source is called the instrumental function. The detector

will integrate the intensity over this region, and hence it needs to be kept small.

The purpose of the analyser crystal is to restrict the angular range of the intensity

collected by the detector, which in turn improves the resolution in reciprocal space

compared to just the detector with a narrow aperture. The monochromator reduces

the region of reciprocal space illuminated by the source. This is why TAD has such

good resolution. (If no analyser crystal is used e is the angular deviation of the

detector from the Bragg condition for the diffracted beam from the sample).
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Incident Beam

Figure 2.11: Schematic diagram of the triple axis diffractometry experiment, where a;
is the angular deviation of sample from its Bragg position and e is angular deviation
of the analyser crystal from its Bragg position. The monochromators reduce the
angular divergence and wavelength dispersion of the incident X-ray beam and the
analyser crystal reduces the angular window viewed by the detector.

(a)
RLP

To Slit/Analyser
To Slit/Analyser

K

Yrrrrrrn
Sample Surface

7777/7777^

Figure 2.12: Angle definitions in (a) angular space, and (6) reciprocal space.

Figure 2.12 shows the experimental arrangement in more detail. Here 6 B is

the Bragg angle for the particular reflection under investigation, UJ' is the angular

deviation from the Bragg condition of the diffracted beam striking the analyser

crystal at QBanalyscr, and ip is the asymmetry angle for the sample. The introduction

of Au (shown in the real space construction in Fig. 2.12(o)) allows us to write

u = Au + - . (2.127)

This is a convenient relation, as Aa> describes the angular deviation of the sample

from the 6 — 26 scan. The importance of Ao; will be revealed below.

Rotating the whole sample until it is horizontal, and replacing the incident and

diffracted rays with their appropriate wavevectors results in the arrangement shown

in Fig. 2.12(6). The required rotation is u + #g — (p. Hence the angle between

the cjx-axis and the direction to the middle of the angular window of the analyser
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crystal is given by

•+ (2.128)

= 62 -f e - UJ,

whence

U = £ — UJ. (2.129)

To calculate the magnitude of the reciprocal space vectors, (relative to the re-

ciprocal lattice point being investigated) from the angle of the sample and analyser,

we utilise (Nesterets and Punegov, 2000)

qx = 2ku sin 6 B COS ip — ke sin 92,

qz = —2kuj sin 6B sin tp — ke cos &2-

(2.130)

(2.131)

This means the origin of the qx - qz coordinate system is taken as the reciprocal

lattice point (RLP) being studied. However, the origin of reciprocal space is taken

as the RLP (000). The shift of the qx - q2 coordinate system relative to reciprocal

space origin is

) + sm(9B - y?))qz, (2.132)

(2.133)

(2.134)

The derivation of Eqs. (2.130) and (2.131) is achieved using simple geometric con-

siderations, and assumes that UJ and e are small. The full derivation is given in

Appendix B. Substituting Eq. (2.127) for u in Eqs. (2.130) and (2.131) gives

; = k(cos(9B + ip) — cos(9B — <^))qx — k(sm(9B

where q^ and qz are the unit vectors:

qx ==

qz =

qx = 2/cAa; sin BB cos ip — ke cos 6B sin ip,

qz = — 2kAuj sin 9B sin ip — ke cos 6B cos ip.

For symmetric reflections, ip = 0, qx and qz reduce to

qx

qz = —kecos6B.

(2.135)

(2.136)

(2.137)

(2.138)

Equation (2.137) indicates that for symmetric reflections, qx is proportional to Aw,

and qz is proportional to e. Note that this is only true for small angles.
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9 scan

— 26 scan

K

(000)

surface

Figure 2.13: Various scan directions in reciprocal space. The jj — 29 scan is collected
by rotating the detector at twice the rate of the sample. The JJ scan is collected
by rotating the sample while keeping the detector position fixed, and the 6 scan
by keeping the sample position fixed and rotating the detector. These scan allow
different profiles of the (hkl) refection can be collected.

Several different one-dimensional scans are used to measure intensity profiles

through reciprocal space with the three most common depicted schematically in

Fig. 2.13. The u — 29 scan is achieved by rotating the analyser at twice the angular

rate of the sample. If to is equal to e/2 (i.e., AUJ = 0) then this scan (specifically

referred to as a 0 — 29 scan) points from the origin of reciprocal space to the centre

of the reciprocal lattice point. For symmetric reflections this is along the qz-axis.

When W and e are small the UJ — 29 scans are approximately parallel (to the 9 — 29-

scan).

The UJ scan is collected by rotating the sample without changing the analyser

setting (or detector position if there is no analyser crystal), i.e., Ao; is varied but e

is kept constant. For symmetric reflections (and small angles) this scan is parallel

to the qx-axis. Relaxing the assumption of small angles, the scan is a circular arc

of radius 2ksm{QB -f e/2), centred on the origin of reciprocal space. The 9 scan

is performed by holding the sample position fixed and rotating the analyser. For

symmetric reflections (and small angles) the scan is approximately a straight line

that makes an angle 9B to the qz-axis. Relaxing the small angle assumption the

scan is a circular arc with radius A:. The tangent to the curve at the ^-intercept is

still 9B.
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Collection of two-diine^sj0nal RSlVl data is usually accomplished by making a

series of u) — 29 scans for a ^arige of AUJ values. In this Avay a two-dimensional patch

of reciprocal space can be Cov<3red. If the same set of e positions are used for each

scan, and the AuJ step siz^ -]S Kept constant, then for small angles the scan lies on

a regular cartesian grid wit^jri reciprocal space- However, for large angles the scans

are not parallel, and the RSjvf covers a region of reciprocal space rouglily trapezoidal

in shape.

Another scan regime CQlnItiori]y used is the crystal truncation rod (CTR) scan

(see e.g., Tabuchi ei a/., 2O§2)- ^n this mode a position sensitive detector (usually an

imaging plate) is used to i ^ g u r e the diffracted intensity. The detector integrates

the intensity at each ang^o v/frih tlie sample (angular) position is oscillated (i.e.,

rocked back and forth). Th^c#u ses the intensity to be integrated in the q x direction.

A CTR scan is parallel to t\ Q -- 20 scan.

In Chapter 3 we describe tJ je samples investigated in this thesis and the experi-

mental techniques utilised- ^\ie niodelling procedure, based on the theory presented

in this chapter, is also e

I
21
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CHAPTER 3

Experimental and Modelling Techniques

This thesis utilises high resolution X-ray diffractometry to investigate the structural

characteristics of Group III nitride semiconductor multilayers. In the present chapter

we detail the experimental and analysis techniques used to characterise a series of

In^Gai-ajN/GaN/AlN layers grown on a-sapphire substrate. These samples are from

various stages of the growth process. Other ancillary experiments are presented

in later chapters. Specifically Chapter 5 details an experiment to determine the

suitability of imaging plates for the rapid collection of RSMs, and Chapter 6 an

investigation of chemical ordering in AlGaN layers.

3.1 Group III Nitride Samples

The InGaN/GaN/AIN multilayer samples were grown on a-sapphire using metal-

organic chemical vapour deposition (MOCVD) {see Sec. 1.2.4) by the group headed

by Professors H. Amano and I. Akasaki in the Department of Materials Science and

Engineering, Meijo University, Japan. The growth regime is shown in Fig. 3.1.

Initially the sapphire substrate was annealed at 1150°C in a hydrogen atmosphere.

After annealing the substrate was cooled, with ammonia (NH3) flow initiated once

the substrate temperature was below 8O0oC.] Low-temperature (LT) deposited A1N

buffer layers were grown on the sapphire substrates at 400°C. Three different thick-

nesses were investigated for the LT-A1N layer: 10 nm, 30 nm, and 70 nin. The

first set of samples (labelled 'A##') were removed from the growth chamber at this

stage. The substrate temperature was then increased to 1100°C in preparation for

GaN growth. This procedure effectively annealed the A1N layers. The second set of

samples (labelled 'B##') were removed just prior to GaN growth. The GaN buffer

was then grown on top of the annealed LT-A1N layer, with the third set of sam-

ples (labelled 'C##') removed after deposition of 30 nm of GaN. The remainder of

the GaN layer was deposited (total thickness 2 ̂ m) before reducing the substrate

temperature to 800°C for InG.aN deposition. Three different InGaN layers were

produced; a 20 nm thick Ino.05Gao.95N layer, a 20 nm thick Ino.3oGao.7oN layer, and

'This is not the nitridation process discussed in Chapter 1, in that case the ammonia flow is
initiated at 1150°C during annealing.
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LT-A1N
10/30/70nm

NH,-Flow
End

Time

Figure 3.1: Schematic diagram of the Group III nitride sample growth regime.
Samples were removed from the chamber at various stages denoted by A, B, C, and
D. Table 3.1 provides details of the sample at each of these stages..

a 200 nm thick Ino.42Gao.5sN layer. These compositions are only a rough estimate

provided with the samples. The InGaN layers were only grown on samples with

30 nm LT-A1N and 2 //in GaN buffer layers. These were our final set of samples

(labelled 'D##'). The sample designations and parameters are summarised in Table

3.1. All thicknesses presented in Table 3.1 were determined by the growth times,

using growth rates previously determined for the MOCVD system utilised. These

values were deemed accurate enough for our purposes.

Each of the samples was approximately square, with an edge of about lem, and

approximately 2min thick. All samples were transparent, with a mark scored on the

bottom of the substrate so that the top and bottom surfaces could be distinguished.

3.2 Synchrotron Experiments

Triple axis diffraetometry was introduced briefly in Sec. 2.10; this technique was

used to characterise the samples. A synchrotron facility was required to collect

data with good counting statistics because some of the sample layers were very thin

(nanometre scale) and highly deformed and hence exhibited low diffracted inten-

sity. All experiments were performed at the Australian National Beamline Facility

(ANBF). This facility is located on beamline 20B at the Photon Factory, Tsukuba,
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Table 3.1: Sample designations used in the present work.

Layer Parameters

A10
A30
A70
BIO
B30
B70
CIO
C30
C70
D05
D30
D42

A1N GaN InGaN

Sample Thickness Annealed Thickness Composition Thickness
(nm) (nm) (%InN) (nm)

10
30
70
10
30
70
10
30
70
20
20
20

x
x
X

30
30
30
2000
2000
2000

—
—
—
5
30
42

—
—
—
20
20
200

Japan.

3.2.1 Beamline Specifications and Equipment

Beamline 20B is a bending magnet source producing radiation from 4 keV to 25

keV, corresponding to a wavelength range of « 3 A- 0.5 A. The pertinent beamline

equipment is shown in Fig. 3.2. The beamline monochromators are situated 10.85

metres down stream from the storage ring, with the centre of the difrractometer

3.08 metres further. Two monochromators are available, a water cooled channel cut

Si(lll) monochromator, which can be de-tuned to reject higher harmonics, and a

sagittally focusing Si(lll) monochromator (Foran et al, 1998; Creagh et al., 1998).

The X-ray flight tube terminates in the experimental hutch wall with a Kapton®

window. Irnmediatery inside the hutch is a goniometer head mounted on vertical

and horizontal translation stages. The goniometer head is mounted vertically with

its axis of rotation oriented horizontally; it accepts standard 10 mm posts. Following

this is a set of aluminium attenuators, a large (0.6 m radius) diffractometer, and

finally an optical bench. The optical bench is primarily used for X-ray absorption

spectroscopy experiments, but can be used for'a variety of purposes. A laser is also

mounted on this stage to help locate the X-ray beam path through the apparatus.



BM: Beamline Monochromator
A : Attenuators
V ••'• VacuumPump -
E : Entrance to the Diffractometer
R : Optical Rail
IC : Ion Chamber
IP : Image Plate Cassette
0 : 9 Rotation Stage
20 : 20Rotation Arm

B : Optical Bench
AC .'Analyser Crystal
D : Scintillation Detector
S : Sample Holder/Goniometer
W : X-ray Flight Tube Kapton Window
HM: Hutch Monochromator Stage

Figure 3.2: Photographs of the various components used for the experiments at the ANBF. The approximate beam path
is shown as the white line. The X-rays enter from the left hand side. The photograph shows the vertical plane of the
diffractometer chamber.

Ox



The diffractometer (Barnea et aL, 1992; Garrett et al, 1995), used for all our syn-

chrotron experiments, is also shown in Fig. 3.2. It has a vertical plane of diffraction

and is housed in a large stainless steel enclosure, allowing the diffraetometer to be

sealed and evacuated. The chamber pressure can be reduced to 0.01 torr in about 20

minutes. The whole chamber is mounted on jacks so that its height can be adjusted

with a pin dial used to measure height changes. The entrance and exit ports of the

chamber, shown in Fig. 3.2, have Kapton® windows to transmit the X-ray beam.

The entrance has motorised slits to restrict the physical size of the beam. Three

aluminium foils, of increasing thickness, are also available for attenuating the X-ray

beam. Each attenuator could be used independently, or in combination, to reduce

the count rate. The attenuators were moved using vacuum actuators. The diffrae-

tometer can be configured for a number of different experiments, such as powder

diffraction and high resolution diffractometry. It houses a Huber 410 goniometer

and a Huber 420 rotation arm, which are coaxially mounted at the centre of the

diffraetometer, with the axis of rotation oriented horizontally. The goniometer head

incorporates an. x — y translation stage with a 10 mm circular mount. The rotation

arm is a standard optical rail, allowing a range of equipment to be installed and

rotated about the centre of the diffraetometer. An optical rail also runs horizontally

across the back of the diffraetometer to allow other components to be installed, e.g.,

an ion chamber (as shown in Fig. 3.2). An imaging plate cassette is installed around

the circumference of the chamber. The cassette has a radius of 0.573 m and covers

±160° in 28; it can be translated perpendicular to the plane of diffraction. The

imaging plate system is discussed in more detail in Chapter 5, where we describe

the collection of reciprocal space maps using the imaging plate system.

Most of the diffraetometer functions and ancillary equipment are controlled

from a Linux based computer running spec2. This includes tuning the beamline

monochromator to a particular energy, rotating the Huber goniometer and rotation

arm, setting slits widths and positions, inserting and removing attenuators, opening

and closing shutters, setting detector voltage parameters, and reading count rates

from detectors. The spec software has a macro language that includes looping and

conditional statements, thereby allowing experimental scans to be automated. The

scans were performed in a stepwise manner by driving the appropriate stages to

their starting positions, counting for a specified dwell period, and then moving to

the next position. This process can be repeated, with the stage positions and photon

counts recorded to a log file on the computer.

2spec is an instrument control and data acquisition software package by Certified Scientific
Software. See e.g., http://www.certif.com/

,1

I
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3.2.2 Experimental Arrangement for Collection of Reciprocal Space Scans

The diffractometer at the ANBF has the necessary rotation axes for triple axis

diffractometry, and it can be evacuated to reduce air scatter and hence background

noise. The high X-ray flux on BL20B is necessary for Group III nitrides, which

have large defect densities thereby reducing the diffracted intensity. This situation

is exacerbated when thin layers are studied.

Triple axis diffractometry (TAD) utilises three diffraction elements; the monochro-

mator, the sample, and an analyser crystal. However, the specific experimental ar-

rangement can have many forms. In the present work two different experimental

arrangements were used for the characterisation of the samples. These are shown

schematically in Fig. 3.3.

(a)

ictcctor

Si (111) Bcaraline Si (220
Monochromator Monoctfromator

Collimnting Slits

Si (111) Beamliiu
Monodiroiimtor

Collimating Slits

Figure 3.3: Schematic of the triple axis diffractometry experimental arrangements.
(a) Configuration used in the first and second set of experiments, and (b) configu-
ration used in the final experiments.

The arrangement shown in Fig. 3.3(a) was adopted in the first two experi-

mental visits to the Photon Factory. On Hiese visits sample types A, B, and C

were investigated. In tliis arrangement a four bounce Si(220) channel cut crystal

was mounted on the goniometer at the exit of the flight tube. This served as an
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additional monochromator, reducing the incident divergence to approximately 7 arc-

seconds and the wavelength dispersion, AA/A, to 7 x 10~5 (Mudie et al, 2002). A

silicon(220) two bounce channel cut crystal was used as an analyser to reduce the

angular range registered by the Radicon® high count rate scintillation detector. The

analyser crystal was mounted on a high precision rotation stage so that it could be

brought to its Bragg position. The detector and analyser system (crystal/rotation

stage) was mounted on the 29 rotation arm of the diffractometer, with the spacing

between them as small as possible to minimise background radiation reaching the

detector. Lead shielding was also positioned about the detector aperture to reduce

the background count rate. A feature of this setup was that the experimental broad-

ening was exceptionally low, and hence very high resolution scans were able to be

collected. However, this was at the expense of intensity, because the X-ray beam

underwent nine reflections en route to the detector. It was also difficult to set up,

because many crystals had to be aligned; it was also necessary to lower the diffrac-

tometer because the secondary monochromator reduced the beam height. Since each

of the crystals were syininetrically cut the laser could be used in this case to check

alignment (because the specular and Bragg reflections were identical).

The first two experiments were only two months apart, and the experimental

design was not modified in that time. However, after analysing the experimental

data it was decided that the signal to noise ratio needed to be improved for a more

accurate analysis. Since the resolution of the system far exceeded that required

to measure the broad diffraction peaks produced by our samples the secondary

monochromator was not installed, and the analyser crystal was replaced with slits

for the final experiment. This significantly improved the counting statistics. Since

no analyser crystal was used, this was not a triple axis arrangement; however, the

angular acceptance of the slit could be made very small and hence it was a good

approximation to a TAD experiment.

The sample holder used in the experiments is shown in Fig. 3.4. The cutout and

stub were made from aluminium. The 10 mm diameter stub is standard for matching

to goniometer heads. A glass microscope slide was attached to the aluminium cutout

with epoxy glue. The slide was the only component of the holder to be illuminated

by the beam, keeping spurious X-ray scattering low. The cutout was designed so that

when the sample was attached to the slide, its surface was at the centre of rotation.

If this was not the case, different regions of the sample would be illuminated as it

was rotated. A bead of glue was run along the edge of the sample to attach it to the

slide. A glue was chosen that dried quickly, but remained rubbery so that it could

be removed easily.
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Microscope Slide

Sample
(this side)"

Aluminium Cutout

Aluminium Stub

Figure 3.4: Diagram of the sample holder. The sample was attached to the micro-
scope slide using a bead of glue. The cutout was designed so that the sample surface
was positioned at the centre of rotation. The stub was cylindrical with a diameter
of 10 mm to match the goniometer mounts.

3.2.3 Experimental Method

Apart from the different beamline configurations all experiments were performed in

a similar manner. The beamline monochromator was adjusted to give a wavelength

corresponding to copper Kai radiation, (i.e., 1.5406 A), without higher order har-

monics being present. This wavelength was chosen because previous X-ray work

on these samples was done using a copper anode laboratory source. Furthermore,

the secondary monochromator and analyser crystals were designed to work at this

wavelength. The absorption edges of the sample materials were not in the vicinity

of this X-ray energy.

Before installing the sample holder the 9 goniometer (see Fig. 3.2) was rotated to

its zero angle position. A spirit level was used for an initial horizontal alignment. A

sample was then glued to the microscope slide so that the X-ray beam would strike

near its centre. The first sample examined on each visit to the Photon Factory

was used to align the centre of rotation of the sample stage with the centre of the

X-ray beam. The sample holder geometry ensure this was equivalent to bringing

the sample surface, when horizontal, to the centre of the X-ray beam. In order

to do this the sample holder was translated completely out of the beam and the

2#-arm rotated to be horizontal. The X-ray intensity was then measured using the

detector (aluminium attenuators were used to prevent saturation of the detector

in the direct beam). The sample holder was then translated into the beam until

the count rate dropped to approximately half. It was then rotated approximately

±1° to find the maximum intensity. Rotating the holder to the maximum intensity
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angle brought the sample surface parallel to the beam, i.e., exactly horizontal. The

holder was then translated further into the beam to once again reduce the count

rate to half the unobscured beam intensity. At this point the sample surface was at

the centre of rotation. The alignment was confirmed by rotating the sample holder

180° and checking the count rate, which should not have changed. For convenience

the spec command chg_dial was used to change the reported angular position of

the 6 goniometer to 0°. The chg.dial command only replaces the motor position

stored within spec (without moving the motor), regardless of the encoder position.

This procedure was required only once during each visit to the Photon Factor, as

the goniometer was not translated during the experiments (only rotated) and the

sample holder remained in the goniometer at all times.

Next a strong substrate Bragg peak was sought, in this case the sapphire (0006)

reflection. The sample and detector were rotated to the appropriate angles. The

exact peak position was determined by making UJ, 0, and 6 — 26 scans to find the

maximum count rate. Once the detector and sample were positioned at the peak

position, the chg_dial command was invoked to set the reported 9 goniometer and

2#-arm positions to those expected for sapphire (0006). In this way the diffrac-

tometer was calibrated to a standard within the sample, namely the sapphire. This

assumed that the substrate was essentially perfect, i.e., it had not been strained or

damaged during the growth of the epitaxial layers. In general this is a good as-

sumption because the substrate is much thicker than the epitaxial Group III nitride

layers.

At this point the diffractometer was evacuated for approximately 20 minutes to

produce a vacuum pressure of 0.01 Torr. After evacuation the substrate peak posi-

tion was re-checked, as vibration from the vacuum pump can affect the position of

the rotation stage. If there had been movement the rotation axes were re-calibrated

by locating the peak and using chg_dial.

As many different scan parameters were used only a general overview of the

procedures and methodology can be given here (see Chapter 4 for details of the

scan parameters). Several reflections were scanned for each sample, usually (0002)3,

(0004), and (1124). To scan a particular peak, the sample and detector were rotated

to the expected peak position, with the precise peak position determined using the

same technique as used to find the substrate peak. Once located, several scans were

made (see Sec. 2.10 for a description of the different types of scans). High resolution

6 — 26 scans were collected for each reflection. The three epitaxial layers (see Table

3The Group III nitrides studied here have a hexagonal (wurtzite) structure, hence there are
four Miller indices.
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3.1) used have very similar lattice parameters, thus their peak positions are simi-

lar. Hence for sample types C (two different epitaxial layers) and D (three different

epitaxial layers) the range of the 9 — 29 scan, for a single reflection, was chosen to

include the peaks from all of the layers. In several cases the range of the 0 — 29 scan

for the symmetric reflections was chosen to incorporate the sapphire (0006) peak.

This peak was then used to check the calibration of the scans during the analysis of

the data. The angular position of the sapphire (0006) peak is intermediate to the

(0002) and (0004) peaks from the epitaxial layers, u) scans were also collected for

most of the observed peaks, including any satellites. The UJ scans were collected by

rotating the sample and detector to the maximum peak position, and then rotating

only the sample while recording the intensity. 6 scans were only used to calibrate

the detector position, and not for data collection.

Reciprocal space maps (RSMs) were also collected for each reflection by perform-

ing a number of UJ — 29 scans, with the AM offset changed for each scan. A spec

macro was used to automate the collection of the RSMs. The RSMs collected were

of a lower resolution than the 6 — 29 or to scans, because even at low resolution each

of the RSMs required 3-4 hours to collect.

Measurement of the asymmetric reflections proved problematic, especially for

the RSMs. This is because strain parallel and perpendicular to the sample surface

modifies the peak position, and hence can be outside the range chosen for the RSM.

(For symmetric reflections the strain parallel to the sample surface does not affect

the peak position). Hence, the optimum range and position of an experimental

scan was hard to determine accurately, and some features in reciprocal space were

missed.

3.3 Simulation of Diffraction Profiles

This section details the computer program and analysis techniques used to gener-

ate the simulated scans. In Chapter 4 we will analyse the experimental results by

comparison with the simulated scans. The simulations were based on the kinemat-

ical statistical diffraction theory introduced in 2.8.3 using the mosaic block model

introduced in 2.9. There were two types of parameters required for generating the

simulated scans: material specific values that are model independent (susceptibility,

Bragg angle etc), and model parameters (such as block size and orientation). The

goal is to find the optimum model parameters so that the simulated scans match the

experimental data. Specific approaches and strategies for determining the optimum

model parameters are explained in Sec. 3.3.2.
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3.3.1 Modelling Software

All simulations were performed using software written by the author using IDL

(Interactive Data Language'1) and Microsoft® Excel. IDL was chosen as the main

programming language because it has a fully featured programming environment

with debugging and program flow control; it also provides access to many routines

in Numerical Recipes.5 The user interface was an Excel workbook, which allowed the

output from a set of simulations to be saved in one file, compete with the simulation

parameters. This file also included plots for comparison of the experimental data

with the simulation results. The following sections describe the Excel interface and

IDL code.

3.3.1.1 Excel Interface Code

Figure 3.5 shows the input Excel worksheet for the simulation software. The scan

parameters are inserted at the top left hand corner. The parameters include the X-

ray wavelength, beam polarisation (C), the number of layers used in the simulation,

the scan ranges and the number of data points in the Au and to directions, the epsilon

change for minimisation, and a switch for indicating if the weighting between layers

was used. To the right of the scan parameters is a cell that indicates the reflection

being simulated. In the case shown two reflections are available, (0002) and (0004).

If (0002) is entered into the cell the simulation parameters from the 'Simulation

parameters 0002' worksheet (as displayed) are used, however, if (0004) is entered

the parameters from the 'Simulation Parameters 0004' worksheet are used.

The material parameters used for the simulation appear in the table at the

bottom of the interface. The case shown in Fig. 3.5 utilised a large number of

layers, however, in many cases there were only 2-3 layers (2-3 rows of data). The left

section of this table contains the parameters which were not modified in fitting the

data. This includes the 000, hkl, and hkl Fourier components of the susceptibilities,

the Bragg angle, QB, and the asymmetry angle, ip. The right hand section, which

extends far beyond the edge of Fig. 3.5, contains the model fitting parameters that

are varied to fit the scan to the experiment. This includes the layer thickness, layer

tilt, lateral and perpendicular mosaic block dimensions, mosaic block misorientation

width, strain perpendicular and parallel to the sample surface, and a weighting value

for each layer. For each of these parameters there are three input values - an upper

and lower bound and an initial value. The bounds were required by the minimisation

4IDL is a product of Research Systems Inc. See h t tp : //www.rsinc. com
5The Numerical Recipes arc a set of standard mathematical programming routines appearing

in Press (1992). See also http://www.nr.com/

1
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procedure explained in Sec. 3.3.1.2.

In order to populate the cells, values were entered directly (or as a formula).

A formula was used if a particular trend was required from one layer to the next,

or calculated from some other piece of data. The rest of the worksheet was used

for making calculations, plotting charts, inserting notes, e.g., see cells E6 to H7

(partially obscured by a label) in Fig. 3.5.

Besides the 'Simulation Parameter' sheets, three other worksheets were used by

the software for each reflection; namely the 'Experimental Data', 'Simulated Data',

'Minimised Parameter' sheets. The experimental data for the appropriate scan was

entered on the 'Experimental Data' sheet. When the simulation was complete the

final minimised parameters (or simply the initial values if the minimisation routine

was not used) appear in the 'Minimised Parameter' sheet, while the simulated scan

appears in the 'Simulated Data' sheet.

The automation of Excel and interfacing to IDL were achieved using Visual Basic

for Applications (VBA). VBA is a programming language built into all Microsoft®

Office Applications. A VBA program was written to allow Excel to communicate

with IDL via ActiveX.6 The ActiveX control provided by IDL is called IDLDrawWid-

get. The IDLDraw Widget allows data to be transferred between the host code and

IDL, as well as the execution of IDL functions and display of IDL graphical output.

The VBA program copied all of the simulation parameters from the Excel spread-

sheets, as well as the experimental data, and passed it to IDL via ActiveX and

IDLDrawWidget. The data was stored within a 'structure'.7 The VBA program,

ActiveX, and IDLDrawWidget were also used to return the simulated data back into

Excel, along with the minimised simulation parameters.

The VBA program was built into a form as shown in Fig. 3.6. This form has

two main options and the IDLDrawWidget container. The two options were for

starting the simulation or exporting parameters to an external file. The external

file can be read into IDL using MU'vher procedure, so that the simulation can be

executed without Excel. The IDLDrawWidget displays graphics generated by any

IDL routine. This allowed us to indicate the progress of the simulation by plotting

the squared difference between the simulated scan and the experimental scan (this

is described in more detail in Sec. 3.3.1.2).

6 ActiveX is software protocol for allowing software components written in different programming
languages to interact. It uses an object-oriented approach. The ActiveX object (or control) allows
information to be passed between the host code and the external program.

7A 'structure' is a group of variables stored under one name. A structure can contain variables
of different data types (e.g., integers, floating point, strings) simultaneously.
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Figure 3.6: Visual Basic for Applications simulation interface; the black square is the
IDLDrawWidget container, which displays graphical output from the IDL routine
called via the IDLDrawWidget. In this case the container shows the progression of
the sum of the squared differences between the simulated and experimental profiles
(the simulation has looped 200 times).

3.3.1.2 Simulation Code

Here we describe the IDL code used to calculate the diffracted intensity, according

to the statistical kinematical statistical theory (using a mosaic block model), for

the supplied scan and model parameters. Figure 3.7 shows a simplified flowchart

of the program. The input parameters for the simulation program were stored in

an IDL 'structure' by the interface program. All non-model parameters, such as

the wavelength and Bragg angle, are available to all parts of the code. The model

parameters, however, are mediated by a minimisation routine. The minimisation

routine was used to optimise the model parameters automatically (i.e., determine

the closest fit possible between the simulated and experimental data) for a single

scan, by minimising the sum of the squared differences between the experimental and

simulated scans. The minimisation routine made use of the IDL Constrained_Min

procedure. This procedure solves optimisation problems of the form8: Minimise or

maximise gp(X), subject to

i < 9i(X) < gubi for i = 0,..., nfuns-1, i ^ p

xlbj < Xj < xubj for j = 0,..., nfuns-1,

(3.1)

8From page 217 of the IDL Reference Guide for IDL Version 5.4 .
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Figure 3.7: Flowchart for the simulation program. The diamonds indicate a decision.
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where X is a vector of nvars variables, XQ, ..., £nvars — 1, gubi and glbi are the upper

and lower bounds for the function gi, xubj and a:/6j are the upper and the lower

bounds for parameter Xj, and gv is the function out of g^ that is being minimised

or maximised. Additionally the vector of nfuns functions go, •••, <7nfuns — 1, which all

depend on X, is labelled G. In other words this procedure finds the minimum (or

maximum) of a function by systematically adjusting certain variables upon which

the function depends. The variables are bounded, as aro any number of ancillary

functions that also depend on those variables. The routine uses the generalised

reduced gradient method to approach the minimum (or maximum) (Lasdon et al,

1978). This method uses the first partial derivatives of the each function gi with

respect to each variable Xj. These are calculated by the routine using a finite

difference approximation.

The Constrained_Min procedure takes as input an ra;ars-element array con-

taining the initial values for each of the variables, Xj, a 2 x nvars array containing

the lower, xlbj, and upper, xubj, bounds of the variables, and a 2 x nfuncs array

with the lower, glbi, and upper, gubi, bounds of the ancillary functions, G. The

functions, G (which includes the function to be minimised), are all calculated by

a user supplied/written IDL routine. This routine accepts an nvars-element array

as input (i.e., the values of Xj for the current minimisation step), and returns an

n/?incs-element array with the values of each of the functions for the Xj input. The

name of this function is supplied to the Constrain_Min procedure as well as the

subscript, i = p, of the function from within G, that is to be minimised.

For the simulations described here there are no ancillary functions, only the

target function, and seven variables (layer thickness, layer tilt, mosaic block size

parallel and perpendicular to the sample surface, mosaic block misorientation, and

strain parallel and perpendicular to the sample surface). Hence, the model param-

eters (the initial value and bounds) are passed directly from the input structure to

the Constrained_Min procedure. The function being minimised is the sum of the

squared differences between the simulation and experimental scans. The variation

of this value with changes in the model parameters is tracked by the minimisation

routine. The minimisation is determined to converge when the fractional change in

the function is less than a specified value, e, for a particular number of iterations

(usually 3). Hence, to find the best fit the simulation is automatically run a number

of times, by Constrained_Min, for a variety of different parameter settings. The

first set of variables is the initial values recorded in the Excel interface. If no min-

imisation is required, then the upper and lower bounds are both set equal to the

initial value, forcing the simulation to run only once.
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The first part of the IDL function called by the minimisation procedure (i.e.,

ConstrainecLMin) for generating the simulated profile initialises the variables and

arrays, and calculates the reciprocal space coordinates for the scan. The reciprocal

space coordinates are calculated from the angular range of the scan, the number of

data points required, and the Bragg angle of the reflection being investigated. The

Bragg angle will depend on the material being studied, hence the reciprocal space

coordinates are calculated with respect to the expected peak position for a reference

layer (generally chosen to be the thickest epitaxial layer). I.e., the expected Bragg

peak position for the reference layer is at (qz,qx) = (0,0).

The diffracted intensity is calculated for each layer in turn and then summed to

give the full diffraction profile. As shown in Fig. 3.7 the code used to calculate the

simulated intensity is executed once for each layer using a loop statement. The first

task within the loop is to calculate the layer dependent parameters from the input

parameters. The calculations made inside the loop are independent for each of the

layers except for the reciprocal lattice offset and beam attenuation. The reciprocal

lattice offset is the q-vector translation between the reciprocal lattice point of the

current layer and that of the reference layer. If only one material type is used then

there will be no offset for any layer. However, if more than one material is used

these values are used to offset the results from each layer so that they are in the

correct relative positions in reciprocal space. The beam attenuation accounts for

photoelectric absorption by reducing the diffracted intensity by a factor related to

the imaginary part of the zeroth order Fourier component of the susceptibility and

the thicknesses of the layers above the current layer. The code is written to calculate

from the top layer of the sample to the bottom, accumulating the beam attenuation.

Dynamical effects, such as extinction, were not included.

The correlation area (Sec. 2.9) and hence the diffuse intensity, are functions of

the q-vector. To calculate the simulated profile two, nested, loops were used; the

outside loop over qx and the inside loop over qz. When simulating an w — 26 scan

there is only a loop over qz the coordinate and for an u) scan only a loop over the

qx coordinate (small angles were assumed, meaning the Au;-axis is parallel to the

qbc-axis as discussed in Sec. 2.10). For RSMs the code loops more than once for

both qx and qz. Inside the loops the q-vector is determined from the loop numbers

(subscripting the arrays containing the reciprocal space coordinates of the scan) and

the offset between the expected Bragg peak position for ihe current layer compared

to the reference layer. The correlation area can be found using Eq. (2.122), repeated
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here:

{ = [1/(1 - L da
e-7r(Q/Am)

A m

where

•0 = qz-\- hot sin </?

(3 = qx — ha cos </?,

(3.2)

(3-3)

(3.4)

where lx and /s are the mosaic block sizes parallel and perpendicular to the sample

surface, / is the static Debye-Waller factor, Am is the FWHM of the Gaussian dis-

tribution of block orientation, and </? is the asymmetry angle. In order to determine

the correlation area from Eq. (3.2) a numerical integration over the mosaic block

orientation, a , is required. This is achieved using the IDL qsimp routine. This rou-

tine, from the Numerical Recipes (Press, 1992), performs a numerical integration of

a user denned IDL function using Simpson's rule. The user function must accept

a single value as input (the variable of integration) and return a single value (the

ordinate result for the input variable). The qsimp routine begins by calculating the

integral using three, evenly spaced, points from the function. Using this result, and

the values of two more points (spaced between those already used) the integral is

recalculated. The routine continues b}' refining the integration by adding additional

points in between those already calculated. Each iteration calculates n — 1 more

points, spaced between those already computed, where n is the total number points

calculated across the function at the previous iteration. When the fractional change

in the integral from one iteration to the next is smaller than a specified value (usu-

ally 1 x 10~6), the qsimp routine terminates, returning the final calculated integral

as the result. The integration is performed in this way to improve efficiency.

An IDL function calculating the integrand of Eq. (3.2) was written, which takes

the block orientation, a, as input. All other variables were passed to the function

using 'Common Blocks'.9 The range of the integration is set when the qsimp routine

is called. In this case it is plus or minus five times the width of the Gaussian profile

describing the misorientation (i.e., ± 5Am), because W(\a\ > 5Am) is essentially

zero. If if) or (3 is zero then the denominator in Eq. (3.2) becomes zero hence

conditional statements are required to check for this possibility to avoid an overflow

9Common Blocks, once defined, allow variables to be accessed by any procedure or function
that references the block. The specific variables that need to be accessed must be specified in the
Common Block definition.
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error. After the correlation area was determined the diffuse intensity was calculated,

again using the qsimp routine, via the integral of Eq. (2.108).

IDL is designed to work efficiently with arrays. Therefore the qsimp routine

was modified by the author to use arrays to reduce the number of loops within the

code. In order to do this the user supplied function (for calculating the integrand)

is required to accept and return arrays.

Having determined the intensity for all scan coordinates, the qx and qz loops ter-

minate and the calculations for the next layer are commenced. The total diffracted

intensity is the sum of the intensity from each of the layers. In order to determine

how close the simulated scan matches the experimental data, the sum of the squared

differences is computed. For this to be done without interpolation, the simulated

profile is calculated for the same q-vectors as the experimental scan. The code

allowed the sum of the squared differences to be determined using the raw exper-

imental and simulated intensities, or the logarithm of the intensities. The former

places more emphasis on fitting the peak, while the latter increases the importance

of the wings (or thickness oscillations, see Sec. 4.4.1), which can be several orders of

magnitude smaller than the peak. If the fractional change of the sum of the squares

is less than the 'ep°ilon change for minimisation' specified in the Excel interface

worksheet for three consecutive iterations, the minimisation routine terminates, and

returns the parameters and simulated profile to the Excel spreadsheet.

Two important options in our code are the ability to weight the various contri-

butions to the intensity from different layers, and to simulate the effects of instru-

mental broadening. In the former case the intensity from each layer is multiplied by

a weighting factor before the total is computed. This allows distributions of strain

to be simulated (see Sec. 3.3.2). In the latter case the code allows the intensity to

be calculated for a large slit size in front of the detector with no analyser crystal.

A detector with a wide slit will integrate over a line in reciprocal space that makes

an angle 6B to the qz-axis (it is in fact the same line as the 6 scan described in

Sec. 2.10). The program integrates the intensity along this line. Again the qsimp

routine was used to carry out the numerical integration; however now there is a

double integral, over the q-vector and a. The integral over a, and the calculation

of the diffracted intensity were described above.

3.3.2 Techniques for Optimisation of Model Parameters

This section provides an overview of the techniques and extensions to the model that
were used to fit the data. The experimental and simulation results are described in
the next chapter.
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It was important to understand how the parameters of the defect model impact

on the diffracted intensity, so that the fitting procedure can be approached intel-

ligently. For the model presented here there are three parameters for the mosaic

blocks: the mosaic block size parallel and perpendicular to the surface, and the

mosaic block misorientation. Reducing the mosaic block size perpendicular to the

sample surface caused the peak to be broadened in the qz direction; likewise reduc-

ing the block size parallel to the surface caused the peak to be broadened in the

qx direction. Finally, increasing the misorientation increased the width of the peak

in the direction perpendicular to the diffraction vector. For symmetric reflections

the misorientation and parallel block size caused broadening in the same direction.

However, varying the misorientation had a greater effect at the centre of the peak,

while the block size has a greater effect at the wings of the peak.

There were four other parameters available for fitting the data; namely, the layer

thickness, the homogenous strain parallel and perpendicular to the surface, and

rotation (tilt) of the whole layer. However, these parameters are non-statistical.

The thickness of the layer determines the overall intensity diffracted from the layer

and impacts on peak shape; in a perfect layer this parameter would affect the period

of thickness fringes, however, in this treatment it is the perpendicular block size

that does this. Strain moves the peak position by changing the layer rf-spacing

homogenously, and the rotation (tilt) causes the peak to move in the qx direction.

Although the three mosaic block parameters allowed a large degree of control over

the peak shape and size, this model was not capable of reproducing the peak shape

for every case. In particular the mosaic block model does not address heterogeneous

strain (which causes broadening in the q^ direction), even though it is evident in

high defect concentration materials. An attempt to include it in the analysis was

made by varying the strain from the top to the bottom of a layer, giving a strain

gradient. This is achieved by dividing each of the layers (which describe the physical

epilayers of the structure) into several partitions and varying the strain for each

of the layers. We introduce the term partition instead of layer or sub-layer to

prevent confusion, however these partitions can be considered as thin layers. The

total thickness of these partitions should sum to the total thickness of the epitaxial

layer they are describing. This model is shown in Fig. 3.8, where the strain in

this example changes from maximum positive at the top of the layer to maximum

negative at the bottom of the layer. However, in order for a correct profile to be

produced the mosaic block height generally needed to be larger than the thickness of

each partition (it was usually chosen to be the full thickness of the epitaxial layer).

Physically this means that the strain within the block varies from the top to the
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Figure 3.8: Schematic of the strain gradient model. The strain gradient model
considers the epitaxial layer to be formed from multiple layers (partitions), each
with a different strain. Thus the strain varies from the top to the bottom of the
layer, as shown in the schematic plot. This implies the strain varies within a mosaic
block.

bottom. In terms of the simulation, the parameters for each partition are included

by increasing the number of layers simulated. An alternative interpretation is to

consider the layer to be formed from a mixture of mosaic blocks with a range of

homogeneous strain states. The strain distribution is determined by weighting the

influence from each block type, which in effect specifies the volume fraction of each

strain state. The parameters for each set of blocks are entered as separate layers

as before (and again termed partitions), however each of these layers is set to the

thickness of the epitaxial layer. The volume fraction of each type of block was set by

the weighting parameter, and the intensities summed, as described in Sec. 3.3.1.2.

Note that for both models, other block parameters (except the perpendicular block

size) can be varied along with the strain. These two models (i.e., strain gradient

and weighted volumes) result in the same intensity distribution. These models are

discussed in more detail in Chapter 4.

It was not a trivial matter to find the best model parameters. For simple one-

dimensional scans with a small number of parameters (i.e., when a strain distribu-

tion was not required, or when only one peak was evident) the minimisation routine

could be used to determine the fitting parameters quickly and accurately. However,

it was not appropriate for more complex analyses (including RSMs), since the time

required to fit the data was excessively long and the results were not always physi-

cally meaningful. It is also necessary to ensure that the one set of parameters fitted

all reflections for a single sample. This requirement also reduced the utility of the

minimisation routine, because an optimised set of parameters for one reflection may

not be appropriate for the other reflections. Further development of the minimi-

sation routine to allow it to handle multiple reflections, and other more complex

analyses, would be advantageous, as it would allow the analysis to be completed
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much quicker. In our case most of the parameter fitting was done by varying the

parameters by hand, and judging the effect by comparing the experimental and

simulated data graphically.

To ensure efficiency when fitting the data it was important to follow a standard

procedure, otherwise it was very easy to spend much time fitting a particular fea-

ture, only to find the parameters were not appropriate for a different scan type or

reflection. In all cases the fitting was initially done using the high resolution one-

dimensional scans (not the RSMs), because it is difficult to compare two-dimensional

scans graphically, and the lower resolution RSMs can miss some features, such as

very narrow peaks. However, after the fitting was finished (and during the fitting

process to confirm that the results were converging) the simulation and RSM were

compared. One-dimensional scans were extracted from the RSM, and fitted, to elu-

cidate certain diffraction features not covered by the dedicated 6 — 26 and ui scans.

Initially the simplest model was assumed correct (one layer per peak) to keep

the number of fitting parameters to a minimum. The strain required for each layer

to give correct peak positions was determined. If thickness oscillations were evident

(see Sec. 4.4.1) they were used to find the perpendicular block size; however, if no

oscillations were observed the peak width in ô . direction was used because the per-

pendicular block size has a strong impact on the peak width in the q^ direction. The

peak width and shape in the qx direction (or more correctly the UJ scan direction),

were used to find the parallel block size, the misorientation width, and the tilt of the

whole layer. Although each parameter affects the shape of the scan in a different

way, they are not completely independent, particularly when using a wide slit. For

example, many of the parameters also affect the overall intensity of tne peak. If

there is more than one peak then this is an important consideration. Hence, each of

the parameters had to be varied many times before the parameters that produced

the simulated profile closest to the experimental data were determined. If more

than one reflection was recorded for a particular sample, all reflection were checked

at each stage of the fitting procedure. In order to achieve the best overall fit for

all reflections (as determined by comparing the experimental and simulated scans

graphically, using linear and logarithmic intensity scales), the quality of any individ-

ual fit may not be as high as could be achieved in isolation (i.e., some compromises

were required to ensure reasonable matching of the simulations to all experimental

data).

If a diffraction peak could not be fitted by assuming a single layer, then the

inhomogeneous strain model was implemented, adding more and more partitions

until a suitable fit could be achieved. In this situation the strain and weighting
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parameters were chosen so that a graph of strain versus weighting was similar to

the experimental intensity profile. This served as a starting point for the fitting

procedure. It was also found that some peaks had a slight rotation in the qx-

q~ plane. This could be simulated using the strain-weight model by introducing

a tilt distribution, where each partition had a different tilt. To help keep track

of the fitting process, the results from each simulation were recorded within the

Excel spreadsheet, hence the variation of the simulation with respect to different

parameters could be charted. However, this approach became somewhat unwieldy

once many simulations had been completed thus slowing progress.

Further discussion of the modelling process is made in the next chapter where the

results and analysis for the structural characterisation of the InxGai_3;N/GaN/AlN

semiconductor samples is presented.
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CHAPTER 4

Results and Analysis of
Samples

4.1 Introduction

Tabuchi et al. (2002) used crystal truncation rod (CTR) measurements to show that

without substrate nitridation, better quality GaN layers are grown on a 30 nm buffer

layer than on a 70 nm buffer layer. This is consistent with Ito et al. (1999), where a

buffer thickness of 20 rim was determined to be optimal for GaN growth on the AIN

buffer layer. Furthermore Zhang et al. (2004) investigated the effect of AIN buffer

thickness on the structural and luminescence properties of the GaN epitaxial layer.

It was shown that 20 nm - 30 nm thick buffer layers produced the best properties. In

order to investigate the effect of buffer thickness we completed TAD experiments for

samples with 10 nm, 30 nm, and 70 nm thick LT-A1N buffer layers. These samples

were grown by the same research group as those studied by Tabuchi et al. (2002),

and were similar in composition. This investigation encompasses sample types A,B,

and C.

We investigated three InxGai_xN layers of different compositions, a;, grown on a 2

fim GaN layer with a 30 nm LT-A1N buffer. The InxGai_a;N layer is the active layer

for optoelectronics, with the composition (among other factors) determining the

bandgap and hence the emission wavelength. The composition I ^ G a i ^ N (0 < x <

1) almost covers the entire visible spectrum (plus a segment of the ultraviolet region).

However, the InN/GaN alloy has a large miscibility gap1 preventing growth of all

compositions (Ho and Stringfellow, 1996). Two of the fr^Ga^^N alloys used here

have an InN composition below the value at which segregation becomes dominant,

and one above. These samples were labelled type D in Chapter 3.

Throughout this discussion four mosaic block parameters are referred to exten-

sively; the perpendicular, lz, and lateral, /z, block sizes, the misorientation, Am , and

the tilt. In this thesis the misorientation value is the width of the Gaussian profile

describing the orientation distribution of the mosaic blocks (it was defined in Sec.

1A miscibility gap refers to the range of compositions for which an alloy is unstable, decomposing
into two or more alloys with stable compositions.
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2.9). The tilt is the rotation of the entire layer (or sub-layer).

4.2 Sample Series A and B: LT-A1N Buffer Layers

This section presents the results for samples of type A and B. These samples consist

of only a low temperature deposited A1N buffer layer on an a-sapphire substrate.

After A1N growth the type A samples were cooled (from the growth temperature of

400° C) and removed from the growth chamber; however, the type B samples were

heated to 1100°C before cooling. Table 4.1 summarises the experimental parameters

used in conducting the TAD experiments for both the type A and type B samples.

The results presented in this section were published in Mudie et al. (2002, 2003).

The TAD arrangement used for these samples incorporated two monochromators

(the beamline monochromator and a monochromator mounted inside the experimen-

tal hutch) and a double bounce analyser. This ensured very high angular resolution.

However, the monochromator and analyser crystal significantly reduced the X-ray

intensity, leading to a poor signal to noise ratio. Useful results could only be col-

lected for the AlN(0002) reflection for samples A30, B30, A7O and B70, and even for

this reflection the scans were noisy. Higher order reflections were too weak to be

detected, as were all reflections from the 10 nm layer of samples A10 and B10. Only

three scans were collected for each sample: a, 9 — 29 scan, an u> scan, and an RSM.

The scan and angle labels used throughout this chapter were described in Sec. 2.10.

The experimental scan parameters are summarised in Table 4.2 for samples A30

and A70. There are several parameters for each scan: the type of scan, the step

size or resolution of the scan, and the background count. The experimental profiles

are shown in Figs. 4.1 and 4.2 for A30 and A70, respectively. The RSMs are not

Table 4.1: Experimental parameters for samples of type A and B.
Parameter Value

Wavelength
Entrance slit vertical size
Entrance slit horizontal size
Vertical divergence at sample
X-ray count rate at sample
Count time per point

1.5406 nm
0.5 mm
2.0 mm
« 7 arcsecondsa

Unknown6

7 seconds

aThe divergence was not measured. The value quoted here was calculated (see Mudie et al.,
2003).

bIntensity was too large to measure with a photon counting detector.
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Table 4.2: Experimental scan parameters for samples of type A.

Sample Scan Type Parameter Value

A1N 30 nm 9 - 29 Step size (in 9) 50 arcseconds for 16.0°-17.2°
20 arcseconds for 17.2°-21.0°

Background count 76 counts/second0

u 29 position 20 = 36.5°
Step size (in 9) 120 arcseconds
Background count 76 counts/second6

RSM e step size 1°
Au; step size 120 arcseconds
Background count 76 counts/sec6

A1N 70 nm 9-20 Step size (in 9) 20 arcseconds
Background count 66 counts/second0

u 29 position 20 = 36.74°
Step size (in 9) 100 arcseconds
Background count 66 counts/second6

RSM e step size 0.7°
ACJ step size 151 arcseconds
Background count 66 counts/sec6

aAs approximated from the 9 — 29 scan.
6 Assumed value since the experimental conditions were the same as for the 9—29 scan.

presented for this sample as they are of a very poor quality and do not assist with

the analysis.

The shape of the 9 — 29 scans, shown in Figs. 4.1(a) and 4.2(a), arises from

a broad peak superposed on a narrower peak (although both peaks extend over

several degrees, indicating poor sample quality). The broad peak extends past the

low angle extreme of the scan, with the narrower peak centred at approximately

18.3° for both samples. This scan shape is indicative of the sample having two

distinct vertical correlation lengths (or a strain distribution). If the layer is assumed

to be laterally homogeneous then the sample can be considered to have two sub-

layers, with the narrow peak associated with a smaller defect density, or narrower

heterogeneous strain distribution, compared to the broader peak. Alternatively, the

material could have one layer, with a more complicated strain distribution. However,

for our purposes we describe the system as having two sub-layers with one sub-layer
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Figure 4.1: One-dimensional scans of sample A30. (a) 6 — 26 scan, and (b) u scan
at 26 = 36.5°. The circles (o) are the experimental data points. The solid (—)
and dashed (—) lines are the simulated profiles using the homogeneous model and
strain distribution model, respectively. The experimental parameters are given in
Table 4.2 and the simulation parameters are shown in Tables 4.3 and 4.4. The strain
profile and weighting are shown in Fig. 4.3.
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Figure 4.2: One-dimensional scans of sample A70. (a) 6—26 scan, and (b) u scan
at 2$ = 36.74°. The circles (o) are the experimental data points. The solid (—)
and dashed (—) lines are the simulated profiles using the homogeneous model and
strain distribution model, respectively. The experimental parameters are given in
Table 4.2 and the simulation parameters are shown in Tables 4.5 and 4.6. The strain
profile and weighting arc shown in Fig. 4.4.

associated with the narrow peak and the second sub-layer with the wider peak.

These designations are used in the tables and the text. The narrower peak is more

prominent for A70.

The u scans (Figs. 4.1(6) and 4.2(6)) were collected at the position of the

narrower peak. Although both scans are noisy, a broad peak centred about Au; «

—1° can be identified. The ACJ offset suggests the entire layer is tilted with respect

to the substrate. It cannot be determined whether the two individual sub-layers

identified above make different contributions to the u scan. Hence, a definitive
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Figure 4.3: (a) Strain weighting, and (b) associated depth profile used for simulating
sample A30.

conclusion cannot be drawn about the nature of the individual sub-layers from this

scan, other than that at least one of the sub-layers has a high defect density and

mosaicity.
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Figure 4.4: (a) Strain weighting, and (6) associated depth profile used for simulating
sample A70.

Two approaches were used to fit the experimental data. The first approach only

considered the two sub-layers to be homogeneous; the second approach allowed for

a strain distribution by partition the sub-layer as described in Sec. 3.3.2. In the

second approach all parameters were assumed constant for each partition, apart

from the strain. This kept the number of fitting parameters to a minimum. The

A1N layer was modelled as two sub-layers in order to generate the two peaks seen in

the 0 — 29 scans (Figs. 4.1(a) and 4.2(a)). The fitting parameters for samples A30

and A70 are given in Tables 4.3 - 4.6 for both the homogeneous and strain models.

The strain quoted in approach two (strain distribution) was an average over the

sub-layer. The strain distributions are shown in Figs. 4.3 and 4.4. The simulated
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scans are plotted together with the experimental results in Figs. 4.1 and 4.2; the

dashed line indicates the results of the simulation based on a strain distribution,

while the solid line is based on homogeneous sub-layers (i.e., no strain distribution).

The variation of the strain is shown in Figs. 4.3 and 4.4. Figures 4.3(a) and

4.4(a) plot a histogram of strain versus weighting in which each data point represents

a separate partition of the layer used in the simulation. Figures 4.3(6) and 4.4(6)

consider the strain as varying through the sub-layer. The thickness of each partition

is determined by multiplying the full layer thickness by the partitions weighting.

The plot is shown for a cumulative depth (i.e., adding the thickness associated

with each partition). The simulation was insensitive to the depth of the sub-layer.

Therefore the depth profile is based on the assumption that the strain would be a

continuous function. Even with this assumption the profile (for either sub-layer)

could be reversed.

The strain distribution broadens the scan in the qz direction, as does a smaller

perpendicular block size. The main difference between the fitting parameters for the

two approaches was a smaller perpendicular block size for the homogeneous model.

There was little to distinguish between the two simulated 9 — 20 scans (see Figs.

4.1(a) and 4.2(a)). The average strain was similar to the single homogeneous strain,

which is expected since this determines the peak position in the p 26 scan. The

layer thicknesses were also similar between the two models; gii _i that the scans

are noisy, and thus the fitting is subjective, they are in reasonable agreement. The

total thickness of the A1N layer (bi-layer) was assumed to be the nominal value

determined by the growth procedure, and has not been measured. The simulation

does not give an indication of the layer thickness in this case. The simulated average

(homogeneous) strains are very similar for the two samples, confirming that the

peaks are at the same positions. For the thinner sample (A30) the ratio of the

sub-layer thicknesses is approximately 1:4 (higher quality sub-layer: lower quality

sub-layer), and for the thicker sample (A70) the ratio is 1.6:4 (higher quality sub-

layer: lower quality sub-layer). This suggests that relative rate of growth for the

higher quality sub-layer with respect to the lower quality sub-layer increases with

thickness. Although the simulations cannot determine which sub-layer is on top

(they are too thin for any appreciable photoelectric absorption), it is reasonable

to assume that the lower quality sub-layer has grown directly on the substrate,

and hence must accommodate a large strain. It appears the thinner sub-layer has

relaxed (minimal strain) and has grown on top of the lower yi'lality sub-layer. This

suggests that the low temperature deposited A1N might accommodate the strain

due to the mismatch with the substrate in a region close to the substrate surface,
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Table 4.3: Simulation parameters for sample A30 (without strain distribution).

Sub-Layer
No.

1
2

Layer Parameters

Material Thickness
(nm)

A1N 5
A1N 25

Tilt
(deg)

Perp. Strain

-0.013
0.05

Lat. Size
(nm)

30
30

Block Parameters

Perp. Size Misorientation
(nm) (deg)

4
1.2 00

 
00

Table 4.4: Simulation parameters for sample A30 (with strain distribution).

Sub-Layer
No.

1
2

Layer Parameters

Material Thickness
(nm)

A1N 6
A1N 24

Tilt
(deg)

-1
-1

Perp.

-0.
0

Strain

013
.12

Lat. Size
(nm)

30
30

Block Parameters

Perp. Size Misorientation
(nm) (deg)

6
20 00

 
00

Table 4.5: Simulation parameters for sample A70 (without strain distribution).

Sub-Layer
No.

1
2

Layer Parameters

Material Thickness
(nm)

A1N 22
A1N 48

Tilt
(deg)

-0.9
-0.9

Perp. Strain

-0.016
0.06

Lat. Size
(nm)

30
30

Block Parameters

Perp. Size Misorientation
(nm) (deg)

4.2
1.5

C
O

 
C

D

Table 4.6: Simulation parameters for sample A70 (with strain distribution).

Sub-Layer
No.

1
2

Layer Parameters

Material Thickness
(nm)

A1N 20
A1N 50

Tilt
(deg)

-0.9
-0.9

Perp. Strain

-0.016
0.06

Lat. Size
(nm)

30
30

Block Parameters

Perp. Size Misorientation
(nm) (deg)

20
50

6
6
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thereby allowing higher quality GaN overlayers to be grown. This conjecture will

be discussed in more detail after the results for sample series B and C have been

presented.

The broadening of the peak in the qx direction, shown in the u scans (Figs.

4.1(6) and 4.2(6)), is specified by the misorientation and lateral block size. The

misorientation and lateral block size can both be extracted from an u scan because

they affect the peak shape in different ways. However, to a large extent these effects

were masked by the excessive noise in the w scan; hence there is a large uncertainty

in the parameters quoted for this sample. Nevertheless the uJ scans for the two

samples were broad, implying a large misorientation and small lateral block size.

The misorientation width is smaller for sample A70, suggesting that it is of slightly

higher quality than A30.

A parameter commonly reported as a measure of epitaxial layer quality is the

threading dislocation density. As discussed in Chapter 1, Group HI nitride ma-

terials have a typical threading dislocation density between 108 cm"2 to 1010cm~2

depending on growth conditions. Assuming there is one threading dislocation per

vertical wall of the mosaic block, and that the mosaic block has a square base, the

threading dislocation density is twice the inverse of the block area in the plane. The

lateral block size was determined to be 30 nm for both samples. This equates to a

dislocation density of 2 x 10ncm~2. However, only one UJ scan was collected at the

narrower peak position, and hence separate parameters for the two layers could not

be determined for the qx direction. Finally, as only one reflection was available for

analysis, the accuracy of the simulations could not be definitively tested. Sections

4.3 and 4.4 discuss the importance of using multiple reflections.

The experimental parameters for samples of type B are shown in Table 4.7. Again

only three scans were collected for each sample. Samples B30 and B70 were identical

to A30 and A70, except that their temperature was raised to 1100°C before they were

removed from the growth chamber. As the samples were similar, it is not surprising

that the 9 — 26 scans for samples B30 and B70 (see Figs. 4.5(a) and 4.6(a)) were

similar to the scans for the type A samples. The experimental data was less noisy

for the B samples, which is difficult to explain since the maximum count rate did

not increase. The narrow peaks are more prominent for both type B samples than

for the type A samples. This suggests that the sub-layer producing this peak is of

a higher quality or thicker than for the type A samples. The peak positions have

not changed by a significant amount in either the 9 — 29 or UJ scans. However,

the annealing process seems to have produced a third layer (labelled sub-layer 3 in

Tables 4.8 and 4.9) for the 30 nm sample. Evidence of the third sub-layer is the
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very sharp peak seen in the u scan (Fig. 4.5(6)) and the RSM (Fig. 4.9). This peak

is not obvious in the 9 — 29 scan, possibly because the scan, or experimental peak,

had a slight ALO offset, and hence the peak was missed because it is very narrow in

the qx direction. The shape of the third peak suggests that the sample has a thin

sub-layer with a very low mosaicity and low defect density. This scan shape has

been reported previously for low temperature deposited AIN and GaN buffer layers

(Hersee et a/., 1997); it has been attributed to an increase in preferred orientation

within the layer (i.e., reduced misorientation).

The simulations were carried out in the same manner as for samples A30 and A70.

However, the model for sample B30 required a third sub-layer. The peak associated

Table 4.7: Experimental scan parameters for samples of type B.

Sample Scan Type Parameter Value

AIN 30 nm 9- 29 Step size (in 9)

Background count

15 arcseconds for 17.225°-17.725°
and 18.725°-20.8°
5 arcseconds for 17.725°-18.725°
66 counts/second0

u 29 position
Step size (in 9)
Background count

36.54°
100 arcseconds
66 counts/second6

29 position
Step size (in 9)
Background count

36.32°
100 arcseconds
66 counts/second6

RSM e step size
Aw step size
Background count

300 arcseconds
196 arcseconds
66 counts/sec6

AIN 70 nm 9 - 29 Step size (in 9)
Background count

50 arcseconds
50 counts/seconda

u (Prom RSM) 29 position
Step size (in 9)
Background count

37°
120 arcseconds
50 counts/second6

RSM e step size
Ao> step size
Background count

120 arcseconds
50 counts/sec6

aAs approximated from the plot of the 9 — 26 scan.
bAssumed value since the conditions were the same as for the 6 — 26 scan.
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26 (deg)

0
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Figure 4.5: One-dimensional scans of sample B30. (a) 6 — 26 scan, and (b) UJ scan
at 26 = 36.54°. The circles (o) are the experimental data points. The solid (—)
and dashed ( ) lines are the simulated profiles using the homogeneous model and
strain distribution model, respectively. Experimental parameters are given in Table
4.7 and the simulation parameters are shown in Tables 4.8 and 4.9. The strain
profile and weighting are shown in Fig. 4.7.

(a)

36 38
26 (deg)

o.o
-2 0

Aco (deg)

Figure 4.6: One-dimensional scans of sample B70. (a) 6 — 26 scan and (b) u scan
at 26 = 37.0°. The circles (o) are the experimental data points. The solid (—)
and dashed ( ) lines are the simulated profiles using the homogeneous model and
strain distribution model, respectively. Experimental parameters are given in Table
4.7 and the simulation parameters are shown in Tables 4.10 and 4.11. The strain
profile and weighting are shown in Fig. 4.8.



95

with the third sub-layer was narrow, and hence the sub-layer was considered to be

homogeneous (no strain distribution). The simulation parameters for samples B30

and B70 are shown in Tables 4.8 - 4.10. The simulated profiles and RSMs are shown

together with the experimental data in Figs. 4.5 and 4.9, respectively.

For sample B30 the homogeneous simulations show layers 1 and 3 to be of a

similar thickness, with sub-layer 2 being significantly thicker, but of worse quality.

The peak positions in the 9-29 scan are determined by the Bragg angle and the

strain parallel to the surface of the sample. The strain determined for sub-layer 3

is approximately the same as sub-layer 1 for sample A30, and hence are at the same

peak position. Furthermore these sub-layers have the same thickness. It is possible

that on annealing, an as grown thin higher quality layer (sub-layer 1 for sample

A30) is significantly improved. The improvement includes a drastic reduction in

mosaicity and a large increase in lateral block size. Consequently the sub-layer is

almost perfect in the lateral direction. The perpendicular block size is restricted by

the thickness of the sub-layer. The annealing seems to cause part of the low quality

interface layer to improve (possibly through some interaction with the high quality

top layer). It is assumed that sub-layer 3 is at the surface of the structure, and

sub-layer 2 is located on the substrate. The quality of sub-layer 2 has also improved

through annealing, with a reduction in mosaicity and whole layer tilt.

Similar conclusions can be drawn from the simulations using a strain distribu-

tion. However, the evidence is not as strong, with the simulation suggesting the

thicknesses for sub-layer 1 for sample A30, and sub-layer 3 for sample B30 are dif-

ferent from one another (6 nm and 4 nm, respectively). The parameters suggest the

lower quality region of the sample consists of two equally thick sub-layers.

The simulations for sample B70 provide very similar results to sample A70, apart

from a reduction in misorientation and tilt, and a slight change in the strain for

each of the layers. The only conclusion that can be drawn from this sample is that

the quality has increased by a small amount. The B70 sample does not exhibit the

sharp peak in the u scan, seen in sample B30; hence it does not have preferential

alignment of crystallites after annealing. This is probably the reason why Tabuchi

et al. (2002) and Zhang et al. (2004) found that GaN epilayers grown on 70 nm

LT-A1N buffer layers are of a lower quality than those grown on 30 nm buffer layers.

It is unclear why the 70 nm layer does not show the same preferred orientation as

the 30 nm layer.
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Table 4.8: Simulation parameters for sample B30 (without strain distribution).

Layer
No.

1
2
3

Material

A1N
A1N
A1N

Layer Parameters

Thickness
(nm)

6
19
5

Tilt
(deg)

-0.6
-0.6

0

Perp. Strain

-0.032
0.03

-0.008

Lat. Size
(nm)

30
30
280

Block Parameters

Perp. Size Misorientation
(rim) (deg)

6.0
1.5
5

5
5

0.01

Table 4.9: Simulation parameters for sample B30 (with strain distribution).

Layer
No.

1
2
3

Material

A1N
A1N
A1N

Layer Parameters

Thickness
(nm)

13
13
4

Tilt
(deg)

-0.6
-0.6

0

Perp. Strain

-0.032
0.03

-0.008

Lat. Size
(nm)

30
30
280

Block Parameters

Perp. Size Misorientation
(nm) (deg)

13
13
4

5
5

0.01

Table 4.10: Simulation parameters for sample B70 (without strain distribution).

Layer
No.

1
2

Material

A1N
A1N

Layer Parameters

Thickness
(nm)

18.7
51.3

Tilt
(deg)

-0.65
-0.65

Perp.

-0.
0

Strain

.027

.06

Lat. Size
(nm)

30
30

Block Parameters

Perp. Size Misorientation
(nm) (deg)

4.8
1

5
5

Table 4.11: Simulation parameters for sample B70 (with strain distribution).

Layer
No.

1
2

Material

A1N
A1N

Layer Parameters

Thickness
(nm)

18.7
51.3

Tilt
(deg)

-0.6
-0.6

Perp.

-0
0.

Strain

.028
078

Lat. Size
(nm)

30
30

Block Parameters

Perp. Size Misorientation
(nm) (deg)

18.7
51.3

5
5
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Figure 4.7: (a) Strain weighting, and (b) associated depth profile used for simulating
sample B30.
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Figure 4.8: (a) Strain weighting, and (6) associated strain depth profile used for
simulating sample B70.
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Figure 4.9: (a) Experimental reciprocal space map for sample B30. and (b) simulated
reciprocal space map for sample B30.
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Figure 4.10: (a) Experimental reciprocal space map for sample B70, and (b) simu-
lated reciprocal space map for sample B70.



99

4.3 Sample Series C: GaN on a LT-A1N Buffer Layer

The type C samples include a 30 nm layer of GaN on top of the AlN buffer. These

samples allow us to investigate the nature of the initial GaN growth and its effect on

the crystal structure of the AlN buffer. There were two samples: C30, a multilayer

with a 30 nm LT-A1N buffer capped by a 30 nm GaN layer, and C70, a multilayer

with a 70 nm LT-A1N capped by a 30 nm GaN layer. The experimental parameters

used for scanning the samples are given in Table 4.12.

The only experimental change from the measurements made on sample types A

and B was an increase in the size of the entrance slits from 0.5mm(V)x2.0mm(H)

to lmm(V)x2.5mm(H). This improved the signal to noise ratio, and hence the

experimental data was of higher quality. The intensity registered by the detector

comes from a region of reciprocal space. The size of this region is determined by

the divergence of the incident beam and the size of the angular window of the

analyser crystal. The larger the region the poorer the resolution of the apparatus.

For this experiment the divergence of the incident beam was very low because two

monochromators were used. Increasing the slit size would not have significantly

increased the divergence, and hence does not degrade the resolution. Widening the

slit does increase the area of the sample illuminated by the X-ray beam. Therefore

the resulting diffracted intensity is from a larger volume of the sample.

The specific scan parameters for C30 are summarised in Table 4.13. In order

to compare of the various scans, each scan was normalised to the maximum count

rate of the (0002) reflection in the 9 — 29 scan. The incident beam intensity was

not known for the experiment; hence the simulation of the (0002) reflection in the

9-29 scan was normalised to a peak of height of unity (thereby the simulated

and experimental peak heights are both unity for this scan). All other simulations

Table 4.12: Experimental parameters for samples of type C.
Parameter Value

Wavelength
Entrance slit vertical size
Entrance slit horizontal size
Vertical divergence at sample
Count rate at sample
Count time per point

1.5406 nm
1.0 mm
2.5 mm
« 7 arcsecondsa

Unknown6

7 seconds (unless otherwise specified)

flThe divergence was not measured. The value quoted here was calculated (see Mudie et ai,
2003).

^Intensity was too large to measure with a photon counting detector.
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Table 4.13: Experimental scan parameters for sample C30.

Sample Scan Type Parameter Value

AIN 30 nm 6 - 26 (0002) Step size (in 9) 50 arcseconds
Background count 20 counts/second0

u

LO

RSM (0002)

9-29 (0004)

LO

29 position
Step size (in
Background

29 position
Step size (in
Background

e step size
ALO step size
Background

Step size (in
Background

29 position
Step size (in
Background

0)
count

0)
count

count

0)
count

count

36.
50
20

38.
50
20

.11°
arcseconds
counts/second''

.25°
arcseconds
counts/second6

432 arcseconds
288 arcseconds
20 counts/sec6

50
91

arcseconds
counts/second"

78.4356°
288 arcseconds
91 counts/second6

aAs approximated from the 9 — 29 scan.
6 Assumed value since the experimental conditions were the same as for the 9 — 29 scan.

adopted the same normalising factor.

For sample C30, a large peak was observed at 29 « 38.25° and a small peak at

29 « 36.1°; the 9-29 scan about A1N(0002) is shown in Fig. 4.11. On cursory

inspection one might assume that one of the peaks originates from the GaN layer

and one from the AIN layer. However, since the unstrained peak position is at

29 « 36.03° for AIN and at 29 « 34.57° for GaN, it is possible chat the small peak

at 26 PH 36.1° originates from an unstrained AIN layer. If this was the case the larger

peak would also arise from the AIN layer because GaN has a smaller 29 peak position

(larger d-spacing) than AIN. In this model the AIN layer consists of two sub-layers

with different strain states, defect densities, and mosaicities. The difficulty with this

model is that if both peaks axe due to AIN there would be no evidence of the GaN

layer in any of the (0002) scans. This is not likely since the GaN layer is the same

thickness as the AIN layer and should diffract at least as strongly. This demands a

closer examination of the experimental data.
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Figure 4.11: 9 - 29 scans for Sample C30. (a) (0002) reflection, and (b) (0004)
reflection. The experimental data is denoted by circles (o). The solid line (—) is a
fit based on the homogeneous model and the dashed line ( ) represents the results
for the strain distribution model. Experimental scan parameters are given in Table
4.13, with the simulation parameters reproduced in Tables 4.14 and 4.15. The strain
profile and weighting are shown in Fig. 4.14.
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Assuming that the large peak is due to the AIN layer, we can determine the a

and c lattice parameters (aslrained and chained) from the peak position, according to

__
C13 A o , 0

a0

(4.1)

where ACQ = Cstrained — c0 , A a 0 = astrained — aCb c ] 3 and C33 are elast ic stiffness

constants, and CQ and ao are the relaxed lattice parameters. The c lattice parameter

is determined to be 0.4702 nm (nominally the AlN(0002) rf-spacing is 0.4982 nm)

and the a lattice parameter is 0.3400 nm (nominally 0.3112 nm). The c ]3 and C33

parameters used were 120 GPa and 395 GPa, respectively (Amano and Akasaki,

1999).

The c lattice parameter for coherently grown GaN (the same a lattice parameter

as the underlayer) can be determined using Eq. (4.1), and the elastic stiffness

constants for GaN (c13 = 103 GPa and c33 = 405 GPa). The result is a = 0.4980

nm, which gives a (0002) peak position of 26 = 36.04°. This agrees with the small

peak position, and suggests strongly that the two peaks are indeed strained GaN

and AIN.

As discussed in Sec. 1.2.4 the a lattice parameter for AIN is smaller than that

for sapphire; however, the orientation and specific coordination of the atoms at the

interface results in a compressive strain parallel to the surface. Furthermore the

coefficient of thermal expansion for sapphire is larger than AIN (Sec. 1.2.4), hence

it will shrink more than the epitaxial overlayer, again creating a compressive strain

parallel to the surface. This compressive strain will expand the layer perpendicular

to the surface (i.e., enlarge the c lattice parameter), displacing the AIN peak to

lower 26 angles. This is contrary to the experimental results where the AIN peak

has clearly shifted to a larger 26 angle, suggesting a tensile strain parallel to the

surface. In order to validate that the AIN layer is under a tensile strain in the

plane, it is important to check the peak positions for the 6 — 26 scan about the

A1N(OOO4) reflection. The 6-26 scan about the AlN(0004) reciprocal lattice point

has a lower intensity, and hence a worse signal to noise ratio than the AIN(0002)

scan. Nevertheless, it also exhibits two peaks at 26 - 78.4356° and 26 = 73.1022°.

However, the d-spacings associated with these peak positions do not agree with those

in the scan about AIN (0002). In fact the position of the smaller peak seems to agree

with the relaxed position for GaN (26 « 73°). Although the peak positions do not

agree with the (0002) peak positions, the angular separation of the peaks do match.

Possible explanations for the positions of these peaks are some form of calibration

error, drift of a rotation stage from its nominal position, or a different part of the
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Figure 4.12: u scans for sample C30. (a) 29 = 38.25°, and (6) 20 = 78.4356°. The
29 = 78.4356° scan was simulated at 81.86° to match the simulated peak position
(see text for details). The experimental data is denoted by circles (o). The solid line
(—) is a fit based on the homogeneous model and the dashed line (—) represents
the results for the strain distribution model.
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Figure 4.13: UJ scan of the GaN peak for sample C30.

sample being illuminated for the (0002) and (0004) reflections (although this final

suggestion is unlikely to cause such a large change in peak position). The (0002)

reflection data was collected before the (0004) scan, with an RSM requiring over

three and half hours of data collection. Therefore the (0002) scan is more likely to

be calibrated correctly. More importantly the (0002) scan included a substrate peak

(i.e., AI2O3 (0006)) at the correct position, confirming that the scan was calibrated

correctly. Despite a compressive strain parallel to the surface being the usual strain

state for AIN epilayers on a-sapphire, the c lattice parameter of the AIN layer has

been reduced relative to the fully relaxed material. The origin of the tensile stress

(in the plane) is unknown, but has been seen before for GaN on o-sapphire grown

using MBE (Leszczynski et al, 1999). It might have its origin in some form of defect

structure, or possibly the GaN top layer, which has a larger lattice parameter than

AIN.
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Table 4.14: Simulation parameters for sample C30 (without strain distribution).

Material

A1N
GaN

Thickness
(nm)

30

Layer Parameters

Tilt Lat. Strain
(deg)

-1.16 —
0.0 —

Perp. Strain

-0.0605
-0.044

Lat. Size
(nm)

10
400

Block Parameters

Perp. Size Misorientation
(nm) (deg)

5.5
15

2.3
0.01

Table 4.15: Simulation parameters for sample C30 (with strain distribution).

Material

A1N

Thickness
(nm)

30

Layer Parameters

Tilt Lat. Strain
(deg)

-1.26

Perp.

-0

Strain

.064

Lat. Size
(nm)

10

Block Parameters

Perp. Size
(nm)

30

Misorientation
(deg)

2.3

The peak positions for the (0004) scan can be corrected against the positions

in the (0002) scan. The corrected profile is plotted in Fig. 4.11(&). Having re-

calibrated the (0004) experimental scan, the 26 position of the u) scans (near the

(0004) peak) also had to be corrected.

The cu scans of the two peaks (Figs. 4.12 and 4.13) show the smaller peak to have

a very narrow width in the qx direction, and the larger peak to be very broad. This

is confirmed by the RSM in Fig. 4.19(c), where the smaller peak is unobservable

because the step size in the qx direction is too large.

The simulations were undertaken using homogenous layers and inhomogeneous

layers, in a similar manner to sample types A and B. For the inhomogeneous layer

model the strain and tilt was varied across (or within) the layer. It proved impossible

to fit both peaks simultaneously. The small (GaN) peak is very narrow in the qx

direction (Fig. 4.13), and hence the misorientation is small and the lateral block size

large. With these parameters the simulation produces a very intense peak because

the layer is diffracting almost like a perfect crystal. The simulated peak intensity can

be reduced by decreasing the layer thickness; however, if the layer is made too thin

the peak becomes too wide in the qz direction. Therefore the small peak was not

included in the simulated profiles shown in Fig. 4.11. The simulation parameters

that give the correct peak shape and position for GaN (determined by ignoring the

A1N peak) are given in Table 4.14.
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Figure 4.14: (a) Strain weighting, and (b) associated depth profile used for simulat-
ing sample C30.

-0.10 -0.08 -0.06
Strain (Adx/dJ

-0.04 -0.02 20 40
Depth (nm)

60

Figure 4.15: Tilt distribution profiles used for simulating sample C30. (a) Tilt versus
strain, and (6) tilt versus depth.
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Figure 4.16: Misorientation, A m , distribution profiles used for simulating sample
C30. (a) A versus strain, and (6) A versus depth.
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The RSM shown in Fig. 4.19(a) appears to be slightly rotated in the qz-qx plane

(this is shown more clearly in Fig. 4.17). In order to simulate this, a distribution

of layer tilt angles and strains was incorporated within the simulation (as well as a

distribution of the misorientation Am). Plots of the strain, tilt, and misorientation

distributions are shown in Figs. 4.14, 4.15, and 4.15. Although a tilt and strain

distribution can rotate the peak in the qz-qx space, it is also possible that the rotation

could be due to one of the experimental components drifting out of alignment, since

the RSMs were collected as a series of u> — 29 scans each covering the same 29

range. Peak rotation is indicative of the peak appearing at a different 29 value for

each scan, which is what would be seen if the reported position of the detector was

changing slightly for each scan. As the RSM was collected the A1N peak shifted

toward smaller 26 values, again agreeing with the shift in the 29 peak positions from

the (0002) to (0004). The peak shifts 0.5° from the start to the end of the RSM.

However, the 9 — 29 scan collected before the RSM more closely matches the UJ — 29

scan at Ao; = 0°, not the scan collected first (Au> = —3°) as would be expected if

the peak shift was caused by drift. We therefore 'conclude' that a mechanism, such

as tilt distribution, caused the peak rotation.

In general both simulations (with and without a strain distribution) fitted the

experimental data well for the A1N peak, particularly about the (0002) reflection as

shown for the 9 — 29 scan and UJ scans in Figs. 4.11 and 4.12. The RSM contour map

in Fig. 4.17 shows the peak rotation for the experimental RSM. I t also shows that

the rotation is quite small, suggesting that it could be neglected, allowing the data

to be fitted with a single layer. The RSMs and profiles in this section were plotted

on a linear intensity scale. On a logarithmic scale the strained version appears to

fit the peak shape far better because the homogeneous layer simulation produces

large side lobes. These are thickness oscillations, (see Sec. 4.4). If the roughness of

the interface was included in the model then these oscillations would not appear in

the simulation of a homogeneous layer, and the data would be better matched on a

logarithmic scale.

Figure 4.18 shows an UJ — 29 scan extracted from the RSM. As expected the

peak position was better matched by the simulation using a tilt distribution. The

fit between the experimental and simulated 6 — 29 profiles for the (0004) reflection

is good, especially using the single layer model (no strain distribution). The UJ scan

of the GaN reflection produced a narrow intense peak, which was not reproduced in

the simulated profile.

The physical interpretation of the strain distribution was discussed in Sec. 3.3.2.

The strain weighting and associated depth profile shown 4.14 have been used to
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Figure 4.17: Reciprocal space map for sample C30. indicating rotation of the
diffracted peak in the qx-Qz plane. The rotation is seen by treating the peak shape
as an ellipse, and observing that the major axis of the ellipse is not aligned with the
Au;-axis.
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Figure 4.18: u - 29 scan for sample C30 about A1N(0002), with Ao; = -1.08°. The
experimental scan, denoted by circles (o), was extracted from the RSM shown in
Fig. 4.19(a). The solid line (—) is a fit based on the homogeneous model and the
dashed line (—) represents the results for the strain distribution model.
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Figure 4.19: Reciprocal space maps for sample type C. (a) Experimental RSM about
A1N(0002) for sample C30, (6) simulated RSM about A1N(0002) for C30 using a
strain model, (c) simulated RSM about AlN(0002) for C30 using a single layer, (d)
experimental RSM about A1N(0002) for C70, (e) simulated RSM about AlN(00O2)
for C70 using the model parameters optimised for matching the (0004) reflection,
(/) simulated RSM about A1N(0002) for C70 using the model parameters optimised
for matching the (0002) reflection.
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describe the variation of strain (as explained in Sec. 4.2). For sample C30 the

weighting profile was modelled as a Gaussian, which matched the experimental peak

shape reasonably well. The tilt distribution (Fig. 4.15), is plotted as a function of

the strain and depth. The misorientation was also varied for this sample, as shown

in Fig. 4.16. The average strain, tilt and misorientation is given in Table 4.15. As

is expected these average values agree with those used for the single layer model.

The lateral block size for the two models is also the same. On the other hand the

perpendicular block size is quite different. This is a consequence of the nature of

the two models. The perpendicular block size for the strain distribution model was

set to the thickness of the layer, with the peak width determined by the strain. The

perpendicular block size for the single layer model was necessarily small in order to

match the width of the peak in the c^ direction. The lateral block size suggests a

large dislocation density of 2 x 1012 cm"2. The to scan for the smaller peak can be

fitted using a lateral block size of 400 nm. This gives a dislocation density of 1 x 109

cm"2.

The experimental scan parameters for sample C70 are summarised in Table 4.16.

The (0002) reflection for sample C70 has a complex profile. The 6 — 26 scans, shown

in Fig. 4.20 exhibit a small, narrow peak centred at 26 « 34.6° and a large, very

broad peak extending from 26 « 36° to w 39.4°. Inspection of the broad peak

suggests that it is composed of two overlapping peaks. Other scans confirm this

conjecture. In particular the 6 — 26 scan of the (0004) reflection (see Fig. 4.20(&))

shows two individual peaks; two peaks should be evident in the scan of the (0002)

reflection. The two overlapping peaks in the 6-26 scan of the (0002) reflection

are centred at « 36.6° and ~ 38.2°. The former peak is more intense. The peak

positions suggest that the broad double peak is from the A1N layer, and the narrow

peak at 26 « 34.6° is from the GaN layer.

The broadening in the qz direction was simulated by using a strain distribution

(and also including a distribution of tilt and misorientation), thereby increasing the

number of fitting parameters. Even allowing for this additional flexibility it was not

possible to fit the experimental data very well. Two sets of simulated profiles are

shown, together with the experimental results (see Fig. 4.20) in order to demonstrate

the variation with the mosaic block model parameters. One set of parameters fits

the (0002) scan closely, the other fits the (0004) scan. These fitting parameters are

reproduced in Tables 4.17 and 4.18, and the strain distributions in Figs. 4.21 and

4.22.

The A1N peak position for the w-20 scan with a Aw offset of-1.42° (Fig. 4.23) is

different to the 9 — 20 scan. This suggests that the peak is rotated in the qx-qz plane
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Table 4.16: Experimental scan parameters for samplle C70.

Sample Scan Type Parameter Value

A1N 70 nm 9 20(0002) Step size (in 9) 50 arcseconds
Background count 29 counts/second12

i

UJ

UJ

UJ

UJ

26 position
Step size (in
Background

26 position
Step size (in
Background

26 position
Step size (in
Background

26 position
Step size (in
Background

RSM (0002) e step size
AUJ step size
Background

9-

UJ

UJ

20(0004) Step size (in
Background

26 position
Step size (in
Background

26 position
Step size (in
Background

count

0)
count

0)
count

0)
count

count

count

0)
count

0)
count

36.6386°
144 axcseconds
29 counts/second6

38.4167°
144 axcseconds
29 counts/second''

34.5556°
144 axcseconds
29 counts/second''

34.3611°
48 arcseconds
29 counts/second^'

300 axcseconds
288 arcseconds
29 counts/sec6

50 arcseconds
70 counts/second"

74.8244°
144 arcseconds
70 counts/secondb

76.3800°
144 arcseconds
70 counts/second6

UJ 26 position
Step size (in 6)
Background count

78.13°
144 arcseconds
70 counts/second''
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Figure 4.20: 9-26 scans for sample C70. (a) (0002) reflection, and (6) (0004)
reflection. This experimental data is denoted by circles (o). The solid line (—)
is the simulated profile optimised to fit the (0004) reflection, and the dashed line
(—) is the simulated profile optimised to fit the (0002) reflection. Experimental
and simulation parameters are given in Tables 4.16 and 4.17, respectively. The strain
profile and weighting are shown in Fig. 4.21.
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Figure 4.21: (a) Strain weighting, and (b) associated strain depth profile, optimised
for the (0004) reflection. These were used for simulating sample type C70.
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Figure 4.22: (a) Strain weighting, and (6) associated strain depth profile, optimised
for the (0002) reflection. These were used for simulating sample type C70.

35 36 37 38
29(deg)

39 40

Figure 4.23: LJ-20 scan for sample C70 about AlN(0002), with Au = -1.42°. This
experimental scan, denoted by circles (o) was extracted from the RSM shown in
Fig. 4.19(d). The solid line (—) is the simulated profile optimised to fit the (0004)
reflection, and the dashed line ( ) is the simulated profile optimised to fit the
(0002) reflection.
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Table 4.17: Simulation parameters for sample C70, optimised for the (0004) reflection
in the 6 — 26 scan (with strain distribution).

Material

A1N
A1N
GaN

Layer Parameters

Thickness Tilt Lat. Strain
(nm) (deg)

60 -1.28 —
10 -1.45 —
— -0.18 —

Perp. Strain

-0.018
-0.053

0

Lat. Size
(nm)

100
100
30

Block Parameters

Perp. Size Misorientation
(nm) (deg)

60
10
30

2
2
1

Table 4.18: Simulation parameters for sample C70, optimised for the (0002) reflection
ni the 6-26 scan (with strain distribution).

Material

A1N
A1N

Thickness
(nm)

40
30

Layer Parameters

Tilt Lat. Strain
(deg)

-1.39 —
-1.37 —

Perp. Strain

-0.024
-0.050

Lat. Size
(nm)

100
100

Block Parameters

Perp. Size Misorientation
(nm) (deg)

40
30 to

 
to

(as was observed for sample C30). The RSM for sample C70 (Fig. 4.19(d)) confirms

that the peak is rotated. The peak rotation is probably due to the structure of the

sample, not an instrumental effect. The 9 — 20 scan collected before the RSM, and

the 6 — 26 scan extracted from the RSM, match one another. Furthermore the GaN

peak was not rotated in the qz-qz plane. These observations rule out experimental

drift as the cause of the peak rotation (the same conclusion was reached for sample

C30).

The (0002) simulation (dashed line) matches the 0-20 (Fig. 4.20(a)) and u)-26

(Fig. 4.23) scans closely, as do each of the u) scans near the (0002) reflection (Fig.

4.24(a),(6), and (c)). The RSM has also been reproduced (Fig. 4.19(c) and (</))•

However, this simulation produced a peak too wide for the (0004) scan (see Fig.

4.20(6)). A similar effect was seen for sample C30, where the simulation used a strain

distribution that was too wide for the (0004) scan. This suggest that reconstructing

peak widths in the c\z direction, using only the strain distribution described in Sec.

3.3.2, cannot fit two different reflections simultaneously.

A 6 -26 scan of the (0004) reflection shows that the two A1N peaks are clearly

resolved (see Fig. 4.20(6)). The simulation, optimised to fit the (0004) reflection,
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shows two separate peaks for both the (0002) and (0004) reflections. The u) scans

for the (0004) reflection are not fitted well, particularly the large AIN peak (see
4.24(e)). However, the small AIN peak is matched well by the simulated scan (see
4.24(/)). A poor fit to the u scan for the (0004) reflection was also seen for sample

C30. The reason for this is unclear.

The GaN peak has been fitted well for both the UJ and 9 — 28 scans as shown in

Figs. 4.24(d) and 4.20(a), respectively. However, in order to fit this peak relative to
the peak AIN the GaN layer needs to be made exceptionally thin in the simulation,
thinner than the perpendicular block size required to generate the correct peak width
in the 0 — 29 scan. This effect was also seen for sample C30, and is not understood.
The simulation parameters for GaN are given in Table 4.17.

The peak position for both the (0002) and (0004) reflections is determined by
the atomic plane spacing perpendicular to the sample surface. Hence there is a fixed
relationship between the peak position for the (0002) and (0004) reflections, namely

j
i i

#0004 = sin 1(2sin(#ooo2)) , (4.2)

where 2#Ooo2 and 2#Ooo4 are the 29 positions of the Bragg peaks for the (0002) and

(0004) reflections, respectively. However, the peak positions observed for the 9 — 29

scan of the (0004) reflection did not match the positions from (0002) scan (a similar

effect was seen for sample C30). The shift was approximately 3.1° in 26 (for C30 it

was about 3.5°). The origin of this shift is unknown, and is possibly due to some

calibration error.

Two sub-layers were utilised in modelling the AIN layer for C70 (whereas C30 used

only one). The strain-weight distributions (Figs. 4.21 and 4.22) show two separate

peaks; the discontinuity in the strain-depth profile indicates the interface between

the two layers. The average strains and tilts are reported in Tables 4.17 and 4.18.

As is expected these are the same for the two simulations. The major difference

between the model optimised for the (0002) and (0004) reflections is the relative

thicknesses of the two sub-layers. The model optimised for the (0002) reflection uses

similar thicknesses for the two sub-layers, which leads to two peaks with similar

intensities. This produces the broad double peak observed for this reflection in

the 0 — 29 scan (see Fig. 4.20). The model optimised for the (0004) reflection

used very different layer thicknesses, in order to produce two peaks with different

intensities. Interestingly, the dislocation density is 2 x 1010cm~2, which is two orders

of magnitude smaller than for the C30 sample.

This sample highlighted the importance of measuring multiple reflections for one

sample. The affect different mosaic block parameters have on the peak shape varies

£ • : •
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Figure 4.24: u scans for sample type C70. (a) 26 = 36.6368°, (6) 20 = 37.167°,
(c) 20 = 38.4167°, (rf) 26 = 34.5556° (the GaN peak), (e) 29 = 74.8244°, and (/)
26 = 78.13°. The circles (o) represent the experimental data. The solid line (•—)
is the simulated profile optimised to fit the (0004) reflection, and the dashed line
(—) is the simulated profile optimised to fit the (0002) reflection.

depending on the reflection being investigated. By simultaneously fitting multiple

reflections there is a tighter constraint on the fitting parameters.
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4.4 Sample Series D: InGaN Grown on GaN/AIN Buffer

Layers

X-ray diffraction measurements on InGaN allow the layer composition and strain

to he determined (see e.g., Fewster, 1996; Schuster et al., 1999). These important

parameters directly impact on the bandgap and hence affect the emission wavelength

of the semiconductor (O'Donnell et al, 2001). Various methods for extracting the

strain and composition using the peak positions of symmetric and/or asymmetric

reflections have been reported in the literature (see e.g., Krost et al., 1999; Schuster

et al, 1999; O'Donnell et al, 2001; Vickers et al, 2003).

Here we describe the analysis for the type D samples. Each of these samples had

a 30 nm LT-A1N buffer layer and a 2 fim GaN buffer layer. Three different InGaN

top layers were investigated: 20 nm Ino.05Gao.95N, 20 nm Ino.30Gao.70N a^d 200 nm

Ino.42Gao.5sN. Table 4.19 summarises the scan parameters for the type D samples.

The statistical diffraction theory is used in conjunction with a mosaic block model

to probe the defect structure of the material. The statistical diffraction theory,

developed in Sec. 2.8.3, can also be used to model the strain and composition.

However, it is simpler to calculate the strain and composition directly from the peak

positions using the elastic stiffness constants, and use statistical diffraction theory

to calculate the statistical parameters (i.e., mosaic block size and misorientation).

The strain quoted in the statistical diffraction analysis assumes the composition of

the layer is equal to its nominal value, and hence it incorporates the peak shift due

to strain and composition.

The experimental scans collected for the type D samples have much improved

signal to noise ratio compared to the other sample types. This can be directly

attributed to the increased X-ray intensity due to the absence of the analyser crystal

Table 4.19: Experimental scan parameters used for samples of type D.
Parameter Value

Wavelength
Entrance slit horizontal size
Entrance slit vertical size
Detector slit horizontal size
Vertical divergence at sample
Raw count rate at sampie
Count time per point

1.5406 nm
2.0 mm
0.2 mm
10 mm
20 arcsecond
Unknown0

1 second

aIntensity was too large to measure with a photon counting detector.
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and secondary monochromator. A slit system was used in front of the detector to

restrict the angular range. The horizontal size of the slit was 10 mm. Three different

vertical slit sizes were used during the experiment: 0-5 mm, 1 mm, and 10 mm. This

equates to an angular window of approximately 0.08°, 0.15°, and 1.5°, respectively

(for a sample-to-detector distance of 0.37 m). The angular window of the analyser

crystal used with the previous samples was « 9 arcseconds; hence the increased

signal to noise ratio comes at the expense of angular resolution. However, as the

reflections are very broad it was decided that an increased count rate was more

important than high angular resolution.

Throughout the following sections 'narrow slit' refers to the 0.5 mm slit, and

'wide slit' refers to the 10 mm slit. The 1 mm slit was only used for selected scans

about the (11.4) reflection and is referred to explicitly when used.

The maximum intensity of the diffraction peaks was several orders of magnitude

larger than the features of interest in the wings of the diffraction profile (such as

the thickness fringes). However, the dynamic range of the detector system was not

adequate to collect all of the data in one scan. In a number of cases several scans were

collected for a single reflection and scan type, using various beam attenuators. Beam

attenuation was achieved using different combinations of three aluminium filters of

various thicknesses. The thicknesses of the aluminium filters were unknown, and

could not be measured directly because they were installed in a sealed unit. The

scans collected using different filters were matched empirically when they overlapped.

This process involved plotting multiple sets of data on the same axes and applying

a multiplying factor to the 'attenuated scan' until it matched the base scan in

the region where the two scans overlapped. If the overlapping region was near

the background level of one of the scans, an approximate background count was

subtracted (in most cases this was not critical), so that the scans fitted together

correctly. Care was needed when matching scans in regions where the intensity was

close to saturating the detector because the count rate was not linear. Typically

filter #1 reduced the incident intensity by a factor of 3.5, filter #2 by a factor of

40, and filter # 3 by a factor 900. These values were determined by comparing scans

with various combinations of filters.

An example of a composite scan is given in Fig. 4.25. The different colours

represent separate scans. The peak region (red and black) was collected using two

different filter combinations to prevent saturation. There is an abrupt change in

peak shape where the green and red scans meet, which suggests an error in the

matching of the scans. However, as the inset in Fig. 4.25 shows, the red scan

matches the green scan throughout this region, hence the discontinuity at 26 = 35°
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32 34 36
20 (deg)

38 40

Figure 4.25: An example of a composite scan. The blue and green scans were
collected using a non-attenuated X-ray beam; the red and black scans used different
combinations of filters, and hence had to be normalised to the other scans. The
inset shows the overlap region for the green and red scans, with the green scan
deliberately offset so as to clearly set; the shape of both scans.

is due to the sample and instrumental effects.2 The green scan in the inset was

offset vertically for clarity. Note that the red scan becomes constant at about 29

= 37.7°, unlike the green scan. This is because the background noise generated in

the detector electronics (i.e., background not due X-rays) is a larger fraction of the

count rate for the red scan, than for the green scan.

The experimental scans collected using a filter had to be scaled by the attenua-

tion factor for the appropriate filter, or combination of filters. (The values quoted

above were used if the experimental evidence did not suggest otherwise). Most com-

posite scans were already based on a non-attenuated beam intensity, and hence were

not modified. After the attenuation was taken into account the experimental and

simulated scans were normalised in two different ways. For the first normalisation

method an experimental peak was chosen and normalised to a height of unity. All

other experimental scans were then normalised using the same factor (thus ensur-

ing the relative peak heights were preserved). Then a simulated profile was chosen

and normalised to an experimental peak, with all other simulated scans normalised

with the same factor. Hence the relative peak heights are also preserved for the

simulated profiles thereby allowing the scans to be assessed relative to each other.

2The scan in Fig. 4.25 \v<is collected using a wide (10 mm) detector slit. The discontinuity is
due to the very intense Bragg peak from the 2 //m GaN layer. This causes the rapid increase in
intensity. The shoulder to the right of the discontinuity is the A1N peak.
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This was done separately for each sample and slit width. For the second normalisa-

tion method the simulated profiles were normalised for each scan separately - thus

allowing the peak shapes to be assessed.

An important feature seen in the diffraction profiles is the so called thickness

fringes. For perfect layers these fringes originate from interference of the beams

diffracting from the top and bottom surfaces of a layer of crystal. Oscillations of

this kind indicate high quality parallel interfaces. Since our samples have high defect

densities it is not likely that the interference is between the beams diffracting from

the top and bottom of the layer, but rather from an object thinner than the layer.

For the mosaic block structure assumed for our samples (see Sec. 2.9), the simulated

oscillations are determined by the mosaic block size perpendicular to the sample sur-

face. The oscillations generated by the simulation have a greater amplitude than

is evident in the experimental scans because for real samples the blocks are not all

the same size and the top and bottom of the blocks are not be perfectly parallel.

Including these imperfections would dampen the oscillation. It is possible to incor-

porate a distribution of block sizes into the simulation, however, this significantly

increases the execution time for the simulation, and is of limited utility because a

distribution of block sizes is not solely responsible for dampening the oscillations.

Including additional parameters to improve the fit without a well founded empirical

reason does not benefit the analysis. The oscillations were dampened for the scans

collected using a wide detector slit because of the inherent averaging over a large

region of reciprocal space. In fact the presence of thickness fringes can be exploited

to allow the mosaic block size perpendicular to the sample surface to be determined

quickly and accurately.

For thick layers (or mosaic blocks) the thickness fringes will have a very small

angular period. This imposes limits on the minimum angular resolution required

of the detector system. It is possible that thickness fringes from the GaN layer

may have been present, but not observed. The 2 /xm layer thickness equates to a

fringe period (in q - space), of approximately q = 27r/2000 = 0.003 nm"1, whence

the angular spacing (for A = 1.5405 A) is 8 arcseconds (if the height of the mosaic

blocks was the full thickness of the layer). This is at the limit of our high resolution

apparatus (which is ~ 7 arcseconds), which was used for sample types A and B. If

the mosaic block height was smaller, then the fringes may have been observable with

the high resolution system, and would have assisted in determining the mosaic block

size perpendicular to the sample surface.

The background count was a function of the slit size, filters, and the angular

position of the detector. For each scan this was either determined by observing the
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peak shape and noting if a constant value was reached at the extremities (for wide

scans), or by fitting the peak wings with a Lorentzian profile. In many cases the fea-

tures of interest were of sufficient intensity that the background could be neglected.

Where the background count was significant a constant value was added to the sim-

ulated scan, rather than subtracted from the experimental profile. Subtracting the

background from an experimental scan accentuates noise when plotting on a loga-

rithmic scale. The background will mask any oscillations that would otherwise have

been apparent, and on a logarithmic scale adding a background to the simulation

scan does likewise.

The 9 — 29 scans, u; scans, and RSMs, displayed throughout this chapter use a

logarithmic scale for the ordinate axis (i.e., X-ray intensity). This accentuates the

peak shapes and allows low intensity features to be displayed simultaneously.

4.4.1 Sample D05: 20 nm Ino.05Gao.95N

Sample D05 was the same as sample C30 except that the GaN layer was 2 /v.m thick

and a 20 nm top layer consisting of Ino.05Gao.95N was present. The low InN content

ensured that the InGaN layer would be of a relatively high quality, and its peak is

expected to be close to the GaN peak. In fact, as shown in Fig. 4.26 the GaN and

InGaN peaks overlapped, although their different peak shapes ensured they could

be distinguished from one another.

The experimental scan parameters are given in Table 4.20. In addition to the

earlier specifications, the vertical size of the slit in front of the detector, and the

combination of filters used to attenuate the incident beam are included in the table.

Table 4.21 summarises the composite scans constructed from those in Table 4.20.

A large amount of data was collected for sample D05, encompassing three reflec-

tions: (0002), (0004), and (1124). The 6-29 scans were collected with a 10 mm

and 0.5 mm wide vertical slit in front of the detector; the u scans and RSMs used

a 0.5 mm slit only. The scans collected with the 10 mm slit were normalised to

the GaN(0002) peak in the 9—29 scan. The scans collected with the 0.5 mm wide

slit were normalised to the InGaN(0002) peak in the 9 — 29 scan. For this sample

only homogeneous layers were considered in the simulation, i.e., no strain, tilt, or

misorientation distributions were required to fit the data.

Figures 4.26 and 4.27 show the 9 — 26 scans for the (00.1) reflections.3 A reliable

composite profile for the (0002) reflection was impossible to produce using the 9 — 26

3The notation (00./) means the scans of type (000/) where / is any integer. For the Group III
nitrides the reflections for /=odd are forbidden (not present). The (00./) reflections are also known
as symmetric reflections.
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Table 4.20: Experimental scan parameters for sample BOS. This sample includes a
20 nm thick Ino.05Gao.95N layer.

Sample
No.

D05:l
1305:2
D05:3
D05:4
D05:5
D05:6
D05:7
D05:8
D05:9
D05:10
D05:ll
D05:12
DOS: 13

D05:14
DOS: 15
D05.-16
D05:17
D05:18
D05:19

D05:20

D05:21

D05:22
D05:23

Reflection

(0002)

(000-1)

(1124)

Scan Type

0-20
0-20
0-20
0-20
0-20
0-20
0-20
0-20
0-20
w (20 = 32.3058°)
w (20 = 32.8212°)
w (20 = 33.1852°)
RSM

0-20
0-20
u> (20 = 68.986°)
u (20 = 68.257°)
w (20 = 67.771°)
11SM

0-20

0-20

u) (20 = 99.9548°)
RSM

Detector, slit (vert.)
(mm)

10
10
10
10
10
10

0.5
0.5
0.5
0.5
0.5
0.5
0.5

10
10

0.5
0.5
0.5
0.5

10

10

10
1

Filter

#1,#2
#1,#3
#1,#3
#1,#3
None
None
# 3
None
None
None
None
None
None

#1,#3
#1,#3
None
None
None
None

# 1

# 3

# 3
# 3

Step size
(arcsecond)

20: 108
2(9: 108
20: 108
20: 36
20: 108
20: 108
20: 108
20: 108
20: 108
u>: 36
CJ: 36
LJ: 36
e: 109
Aw: 113

108
108
u>: 36
LJ: 36
LJ: 36
e: 219
LJ: 113

20: 216

20: 208

Aw: 72
e: 216

LJ: 144

Range
(aeg)

29: 31.0-41.5
20: 32.4-36.0
20: 41.5-42.0
20: 41.5-42.0
20: 28.0-33.9
20: 35.3-41.0
20: 26.0-37.4
20: 26.0-28.0
20: 37.4-40.0
Aw: ± 1
Aw: ± 1
Aw: ± 1
£: +20B:28.O-37.<1
Aw: ±0.345

20: 34.0-81.0
20: 66.0-78.0
Aw: ±1
Aw: ±1
Aw: ±1
e + 20B:62.O-75.O
Aw: ±0.345

20: 94.9548
-100.9548
20: 99.3548
-101.9548
Aw: ±1
£ + 20B:89.9548
-101.9548
Aw: -1 .5 -0 .5

Table 4.21: Summary of the composite scans for sample D05. The supplementary
scans are multiplied by the attenuation factor to match them to the base scans. ! I

No.

DO5:C1

D05:C2
D05:Co

Base

Scan No.

D05:5,D05

D05:13
D05:20

Scan

Filter

:6 None

None
# 1

Supplementary

Scan No.

D05:l
D05:2,D05:4

D05:7
D05:21

Filter

#1,#2
#1,#3

#3
#3

Scan

Atten. Factor

75
3150
900
800
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Figure 4.26: Experimental profile (o) and simulated profile (—) for the 9 — 29 scans
for sample D05 using a narrow (0.5 mm) slit, (a) (0002) reflection, and (b) (0004)
reflection. The (0002) profile is a composite scan (D05:C2) from Table 4.21. The gap
in the (0002) experimental profile at approximately 10 = 34° is due to the detector
saturation. The (0004) profile is scan D05:19 from Table 4.20.

scans collected using the narrow slit because the region immediately either side of

the GaN peak was not covered adequately. Specifically the non-attenuated scans

(D05:8 and D05:9) did not extend close enough to the GaN peak, and the central

scan (D05:7) was too severely attenuated in that region. The attenuated scan shows

the periodic noise described in Sec. 4.6. A composite profile was constructed (see

Fig. 4.26(a))v using the central line from the RSM collected for the (0002) reflection

(see Fig. 4.28(a)) and the attenuated scan. However, there is a small angular

range (at about 29 ~ 34°) for which the detector was non-linear (due to saturation),

and the attenuated scan was at the background level. This is observed as a gap
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30 32 34 36
29 (deg)

38 40 42

Figure 4.27: Experimental (o) and simulated (—) profiles for 6 — 26 scans about
the (0002) reflections for sample D05 using a 10 mm slit. The experimental profile
is the composite scan DO5:C1 in Table 4.21. The narrow peak at approximately 26
= 41.5° is the sapphire (0006) reflection.

in the experimental scan in Fig. 4.26(a). The (0004) scan in Fig. 4.26(6) was

extracted from the RSM collected about the (0004) reflection (Fig. 4.28(c)) because

no dedicated 6 — 26 scan was collected with a narrow slit about the (0004) reflection.

The 6 — 26 scans, collected about the (0002) reflection using a wide slit in front of

the detector are a composite of several scans (see Fig. 4.27).

A closer examination of the two 9 — 26 scans, collected using the narrow slit (Fig.

4.26), shows four features of interest: an intense narrow peak at 26 « 34.6° for the

(0002) reflection and 72.8° for the (0004) reflection, a wider peak at 26 « 34.2° for

the (0002) reflection or 72° for the (0004) reflection (overlapping with the narrow

peak), a shoulder to the right of the narrow peak (only seen in the (0002) scan at

about 26 = 36°), and small oscillations to the left of the wider peak. The narrow

peak is undoubtedly due to the G&.N layer, which is comparatively thick. The peak

immediately to the left of the Gar\ peak is the InGaN peak. This is confirmed by

its position in the 6 — 29 scan. The InGaN layer is two orders of magnitude thinner

than the GaN layer, hence the peak is far wider. The shoulder to the right of the

GaN peak is the A1N peak, which is also confirmed by its peak position. Finally,

the oscillations seen to the left of the InGaN peak are thickness fringes arising from

the InGaN layer (they would also appear to the right of the InGaN peak, however

they are obscured by the GaN peak).

Each of the four features has been fitted approximately by the simulations (see

Fig. 4.26). The peak positions, as well as the period and maximum intensity of
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Figure 4.28: Reciprocal space maps for sample D05. (a) Experimental RSM. and
(//) simulated RSM about the GaN(0002) reflection: (c) experimental RSM and (d)
simulated RSM about the GaN(0004) reflection. The simulated RSMs have been
scaled so that the InGaN peak heights match the experimental data.

the thickness fringes, agree well with the simulated data. It is encouraging that

the simulated InGaN peak height agrees with the experimental data for the (0004)

reflection, because it suggests that the simulation correctly determines the change

in diffracted intensity between the different reflections. However, there are some

notable discrepancies between the experimental and simulated data, e.g.. the 'bulge'

on the right hand side of the GaN(0002) peak (at about 26 =34.8°). the height of

the GaN peak, the amplitude of the thickness oscillations, and the shape of the

A1N peak. The 'bulge" in the peak shape at 34.8° is discussed below. The GaN

peak is narrow and very intense, thus detector saturation and/or a large step size

(compared to peak width) may have prevented the true peak height from being

measured. The origin of the large amplitude thickness fringes was discussed in the

previous section. Apart from not matching the thickness fringes correctly, the large

i-
IB
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oscillations strongly distort the appearance of the AIN layer peak.

The 6 — 26 scan for the (0002) reflection collected using the wide (10 mm) slit has

a different shape to the data obtained with the narrow slit (Fig. 4.27). In particular

the GaN peak is much wider, and the InGaN peak cannot be resolved. However,

the AIN peak and the thickness oscillations originating from the InGaN layer are

apparent. An interesting feature of Fig. 4.27(a) is the very sudden drop in intensity

on either side of the GaN peak. These abrupt changes (also seen in the simulated

scans"i °ip due to the very sharp (in reciprocal space) GaN peak entering and leaving

th" 'iev of the detector. This allows the angular window of the slit system to be

a - Mi -.> jly determined from the experimental scan (this point is elucidated in Sec.

4.4.2). The 6 — 26 scan for the (0004) reflection provided very little information

because the filter attenuated the beam too severely; a plot has not been included.

The simulated 6 — 26 scan matches the low intensity features of the 6 — 26 scan

for the (0002) reflection well. In particular the thickness oscillations agree with

both the amplitude (at least near the peak) and period of the experimental data.

Also the AIN peak shape is matched closely, unlike the narrow slit scan, because

the simulated thickness oscillations have been damped by integration over reciprocal

space. However, the full GaN peak shape has not been properly matched; the width

at the base is correct, but the peak height as well as the width near the top of the

peak are incorrect. For 6 — 29 scans collected using an X-ray source with a small

divergence and a detector with a small angular window (e.g., when an analyser

crystal is employed) the peak width depends on the mosaic block size perpendicular

to the sample surface and a distribution of strain or composition. However, when

a detector with a wide angular window is employed, the detector integrates along

a line in reciprocal space that is obtuse to the qz-axis. Therefore the peak width

also depends on features that affect the width of the peaks in the Ao; (qx) direction

(misorientation and lateral block size), and also the size of the detector slit (refer to

Sec. 4.4.2 for a discussion of the effects of the detector slit width). The simulated 6 —

26 scan may match the experimental data more closely by narrowing the simulated

GaN peak in the Au direction by reducing the misorientation, or increasing the

mosaic block size parallel to the sample surface. Usually the misorientation or lateral

block size is determined by simulating the ui scans and comparing with experimental

profiles. However, a suitable dedicated u scan was not available, and the GaN peak

was saturated for the RSM (see Fig. 4.28(a)). Another scan that is influenced by

the width of the GaN peak is the UJ — 26 scan (for Ao; = —0.345°) shown in Fig.

4.29. This scan was extracted from the RSM shown in Fig. 4.28(a). The relative

intensity of the GaN and AIN peaks in this scan is determined, in part, by their
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Figure 4.29: u> — 29 scan for sample D05 near Ga(0002). The experimental data
(o) was extracted from the RSM for the (0002) reflection (see Fig. 4.28(a)). The
solid line (—) is the simulation profile normalised using the same factor as for Fig.
4.26(a), and the dashed line (—) is the simulation profile normalised such that the
experimental and simulated A1N peaks heights are the same.

width in the Aw scan. By decreasing the misorientation, or increasing the lateral

block size (for the GaN layer) the relative intensity of the A1N peak in the UJ — 29

scan increases. A compromise was required for the misorientation and block size so

that the simulations of the UJ — 29 scan (Fig. 4.29) and the 9 — 29 scan collected using

the wide slit (Fig. 4.27) were in reasonable agreement with the experimental scans.

If we were to ignore the u> — 26 scan the model parameters could be adjusted so that

the simulated 9—26 scan (with the wide detector slit) is in better agreement with the

experimental data. In fact all experimental scans could matched more accurately

by the simulated profiles if the parameters are optimised for each scan individually.

Matching all scans simultaneously allows a more correct set of parameters to be

determined for the sample.

The 9 — 29 scans show a very sharp GaN peak, which suggests a high quality

layer. The presence of thickness oscillations suggests that the InGaN layer is of

reasonable quality because flat parallel interfaces are required for these oscillations

to be produced. The A1N layer has the poorest quality since it produces a broad

peak without thickness fringes. All three peaks are close to their relaxed positions,

implying that only small strain is involved. The simulated scans for the (00./)

reflections are strongly dependent on the mosaic block size perpendicular to the

sample surface, the relative layer thicknesses, and the strain perpendicular to the

surface. (For the wide detector scans the other fitting parameter have some effect as

well, because the results are averaged over a large region of reciprocal space). The

fit to the data suggests that the specific parameters used are reasonably accurate.

These parameters are summarised in Table 4.22. The perpendicular mosaic block



127

Table 4.22: Simulation parameters for sample D05.

Material

InGaN
GaN
A1N

Thickness
(nm)

20
2000
30

Layer Parameters

Tilt
(deg)

-0.02
0

-0.03

Lat. Strain

0.0
0.005

Perp. Strain

0.0025
0.015
0.035

Lat. Size
(nm)

400
GOO
40

Block Parameters

Perp. Size
(nm)

15
1500

10

Misorientation
(deg)

0.1
0.35
0.7

size for the InGaN layer is particularly accurate because it is determined from the

period of the thickness oscillations.

Several u) scans were collected near the Ga(0002) and Ga(0004) reflections. These

scans were used to investigate the three spurious peaks seen in the RSMs for this

sample (see e.g., Figs. 4.28(a) and (c)). The origin of these peaks is unknown

and they have not been simulated. The u scans for the (0002) reflection also give

information about the layers of interest and are shown in Figs. 4.30(a)-(c). Only

the peak about Au = 0 has been simulated. The dedicated LU scant, for the (0004)

reflection only show the spurious peaks and have not been reproduced here. Several

UJ scans were extracted from the RSM, for both the (0002) and (0004) reflections, in

order to compare against the simulations. These are shown in Figs. 4.30 (d) - (/)

and in Fig. 4.31. The u scans at 29 = 32.3058°, 32.8212°, 33.1852°, and 33.8826°,

provide a measure of the width of the InGaN peak in the qx direction. These scans

confirm that the InGaN layer is of a reasonable quality, with l,hc peak width much

narrower than those seen for the A1N layers investigated earlier. The UJ scan at 29

= 36.0052° has two superposed peaks. The narrower peak is from the InGaN layer

and the broad peak from the A1N layer. This demonstrates that the A1N layer has

a high mosaicity.

In general the u> scans collected about the (0002) reflection have been fitted well

(ignoring the spurious peaks, which have not been simulated). The exception is

the scan collected with 20 — 34.853° (see Fig. 4.30(e)). This scan corresponds to

the 'bulge' to the right of the GaN peak in the experimental Q - 29 scan for the

(0002) reflection (Fig. 4.26(a). This 'bulge' was not seen in the simulated 9 - 29

profile. There are two components to the peak shape in Fig. 4.30(e); a narrow

peak centred at approximately Ao; = 0.02° and a broad low intensity profile. The

narrow peak is likely due to the InGaN layer, since the layer tilt and peak width

(in the Aa; direction) are the same as for the other peaks that are attributed to

InGaN. However, the position (in the 9-29 scan) and intensity of the 'bulge' rule
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Figure 4.30: Experimental profiles (o) and simulated profiles (— and — ) for the w
scans near the GaN(0002) reflection for sample D05 (using a narrow slit). The solid
line (—) uses the same normalisation factor as Fig. 4.26(a); the dashed line ( — )
is normalised to the experimental peak height. The 26 positions for the scans are:
(a) 32.3058°, (6) 32.8212°, (c) 33.1852°, (d) 33.8826°, (e) 34.853°, and (/) 36.0052°.
Scans {a)-(c) were collected as dedicated u scans using a narrow (0.5 mm) slit, and
scans {d)-(f) were extracted from the RSM shown in Fig. 4.28(a).
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Figure 4.31: Experimental profiles (o) and simulated profiles (— and — ) for the
uj scans near the GaN(0004) reflection for the sample D05 (using a narrow slit). The
solid line (—) uses the same normalisation factor as Fig. 4.26(a); the dashed line
(—) is normalised to the experimental peak height. The 20 positions for the scans
are: (a) 71.355°, (6) 71.7802°, (c) 72.3878°, and (d) 73.542°. These scans were
extracted from the RSM shown in Fig. 4.28(c).

it out as being a part of the main InGaN layer peak or a thickness oscillation. The

discrepancy may be due to detector saturation, or some feature of the sample that

lias not been taken into account.

The two simulated UJ scans near the GaN(0004) reciprocal lattice point have the

correct shape and relative intensity; however they are slightly offset in the Au di-

rection. This is a minor effect t.-iat has not been explored. It is possibly a slight

calibration problem resulting from drift during the experiment; or perhaps it arises

from a change in the average tilt. The latter can result when the size of the illumi-

nated region decreases as we change from the (0002) to (0004) reflection.

The RSMs for the (00./) reflections are shown in Fig. 4.28. The most obvious dif-

ference between the simulation and experiment is the increased range and amplitude

of the thickness fringes. A constant intensity has been added to each of the simu-

lated RSMs to match the background intensity of the experimental data, and the

simulations have been truncated to emulate the effect of detector saturation. This
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Figure 4.32: Experimental (o) and simulated (—) profiles for the (1124) reflection,
(a) 0—29 scan and (b) UJ scan.

ensures the simulated RSMs have the same 'dynamic range' as the experimental

RSMs, allowing the relative peak heights to be compared.

Figures 4.32(a) and 4.32(b) show the 9 — 26 scan and UJ scan for the (1124)

reflection, respectively; the RSMs shown are shown in Figs. 4.33 and 4.34. The

RSM in Fig. 4.33(a) was collected using the technique described in Sec. 2.10.

Figure 4.34 was collected using a different technique as described in Chapter 5.

There is only one peak visible near the GaN(1124) position. This suggests that the

InGaN and the GaN peaks are completely superposed. (The A1N peak is too weak

to be seen in these contour plots). In order for these peaks to be superposed there

must be stress parallel to the surface of the sample for at least one of these layers.

The fit to the data for the asymmetric (1124) reflections was very poor. The

simulated scans were too wide and the InGaN peak too prominent in the 0 — 29

scan. Although the fit could be improved somewhat if these scans were considered

in isolation, the correct peak shape could not be reproduced for any combination

of fitting parameters. This suggests that there is a discrepancy between our model

and the actual defect structure. This point is discussed in more detail in Sec. 4.7.

Despite the differences between the simulated and the experimental data the

(1124) scans allowed the lateral strain to be determined. Strain in the crystal will

change the ratio c/a from its relaxed value and move the diffraction peak in reciprocal

space. For relaxed crystals with the same c/a ratio, the asymmetric reflections with

the same asymmetry angle lie along a line at an angle cp with respect to the qz-axis.

Increasing the c/a ratio shifts the peak above the line and vice versa. The strain

perpendicular to the sample surface was determined using the (00./) reflection data.

The strain parallel to the surface was determined from the position of the (1124)

reflection. Figure 4.33 shows that the simulated peak positions are correct for both
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(a)

Figure 4.33: Reciprocal space maps of the GaN(1124) reflection for sample D05. (a)
Experimental RSM, and (b) simulated RSM.

Figure 4.34: Reciprocal space map of the GaN(1124) reflection for sample D05,
collected using the imaging plate technique described in Chapter 5.



132

Streak

Y Crystal Surface \ \ W W \ \ \ \

Figure 4.35: Reciprocal space construction showing the origin of the streak due to
mosaic block misorientation.

scans. This is demonstrated more clearly in the RSMs shown in Fig. 4.28, where

both peaks are at the same position; the InGaN peak is superposed on the GaN

peak.

Although the simulated and experimental RSMs, for the (1124) reflections, are

not identical they have several features in common. In particular both RSMs ex-

hibit peaks with streaks parallel to the qx direction; also both show streaks running

approximately 40° to the qx-axis (although in the simulation the streak is concen-

trated at the centre of the peak, while for the experimental data it occurs at the

extremities of the peak). The simulated scan also displays a streak parallel to the

qz direction. The streaks perpendicular and parallel to the qz and qx directions

are due to the geometry and extent of the mosaic blocks. In effect they represent

a diffraction pattern (or power spectrum) of a rectangular aperture. The streak at

40° to the qx-axis is due to the misorientation of the mosaic blocks. For a crystal

consisting of an infinite array of mosaic blocks illuminated by monochromatic plane

waves, and a detector with a ^-function response in reciprocal space, broadening

of the diffraction peak will be due solely to the rotation of the blocks. This is the

same as a perfect crystal illuminated by a divergent source. Figure 4.35 illustrates

this situation in reciprocal space. Rotating the crystal surface by a small angle

(corresponding to having many crystallites with different orientations), or rotating

the incident wavevector causes the diffraction vector to sweep out a path that is

perpendicular to the line from the origin to the reciprocal lattice point. For larger

angles the path is an arc in reciprocal space. For symmetric reflections the streaks

due to the lateral block size and the misorientation are superposed and cannot be

easily distinguished from one another.
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There is a second peak in Fig. 4.34 at about qx = 9 nrn ] The origin of this peak

has not been identified; however, the peak appears to be at the correct qz position

for A1N. A very large strain parallel to the crystal surface would be required for the

peak to be at that position. Further analysis of this peak has not been completed.

Assuming that the InGaN layer has grown pseudomorphically on the GaN layer,

the composition of the InN composition is found to be 5%±1%. This agrees with

the expected value of 5%, which is estimated from the growth parameters. The

strain components are (2.8 ± 0.4) x 10~3 and (—5.4 ± 0.8) x 10~3 perpendicular and

parallel to the (0001) plane, respectively. The perpendicular strain agrees with the

value determined from statistical theory (see Table 4.22). The strain parallel to

the (0001) plane was not determined from statistical diffraction theory because the

InGaN peak is broad and close to the GaN peak position (no high resolution u scan

was collected).

The growth procedure used for sample C30 was identical to the initial stages of

the growth for of sample D05. Sample C30 was removed from the growth chamber

after the LT-AIN buffer layer and only 30 nm of GaN had been deposited. Comparing

the results for samples C30 (see Sec. 4.3) and DOS allows us to identify the changes

in the LT-AIN buffer layer during the growth of the GaN and InGaN layers. The

mosaic block parameters determined for the A1N and GaN layers for sample C30 are

reported in Table 4.14, with the mosaic block parameters for sample DO5 given in

Table 4.22. The A1N layer in sample D05 was improved over that seen for sample C30,

displaying a much smaller misorientation and tilt. The block size, however, is close

to that seen for sample C30, indicating a similar dislocation density of 1.2 x 10u

cm"2. The GaN layer is 70 times thicker than that used for C30, and hence its

parameters are expected to be very different.

The InGaN layer is of a good quality considering that it is very thin. This is

because it is grown on a thick good quality GaN layer. The InGaN layer has a

very low InN content so it has similar lattice parameters and coefficients of thermal

expansion as the GaN layer on which it is grown. The dislocation densities of

the GaN and InGaN layers are 5.6 x 108 cm"2 and 1.3 x 109 cm"2, respectively.

These dislocation densities are two orders of magnitude smaller than for the A1N

layer. Hence, the A1N layer appears to be accommodating the lattice and thermal

mismatch. However, these dislocation densities are still orders of magnitude larger

than many other optoelectronic systems 4.

4GaAs is typically grown with a dislocation density of 104 cm 2 to 105 cm~2 (see e.g.,
h t tp : / /par ts . jp l . nasa. gov/mmic/3-I. PDF)
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4.4.2 Sample D30: 20 nm Inc.30Gao.70N

The 'active' layer for sample D30 was nominally Ino.3Gao.7N. The InN content is

much larger than for sample D05. The experimental parameters are summarised

in Table 4.23 and the scans are shown in Figs. 4.36 - 4.41. For this sample the

experimental scans were normalised to the GaN peak in the 9 — 20 scan (about

the (0004) reflection). The simulations were performed in a similar fashion as for

D05, with no distribution of the strain or any other block parameter included. The

normalisation for the simulated scans was based on the InGaN peak in the 8 — 29

scan of the (0004) reflection. The experimental and simulated scans for a wide

detector slit were normalised against the InGaN(0002) peak.

The 9-29 (0002) scan for the (0002) reflection (Fig. 4.36(a)), has a very low

intensity since it was collected using the most attenuating filter. (The central RSM

scan, shown in Fig. 4.41 (a), gave the same result because it was also collected with

the same filter). Since the InGaN layer has a much greater InN content than was

Table 4.23: Experimental scan parameters for sample D30. This sample includes a
20 nm thick In3oGa7oN layer.

Sample
No.

D30:l
D30:2
D30:3
D30:4
D30:5
D30:6
D30:7
D30:8
D30:9
D30:10
D30:ll
D30:12

D30:13
D30:14
D30.15
D30:16
D30:17
D30:18

D30.19
D30:20
D30:21
D30:22
D30:23

Reflection

(0002)

(0004)

(1124)

Scan Type

0-20
0-20
0-20
w (20=34.56°)
w (20=34.56°)
w (20=33.592°)
w (20=33.592°)
w (20=32.632°)
u (20=32.632°)
w (20=31.968°)
w (20=31.968°)
RSM

0-20
0-20
w (20=72.814°)
w (20=70.372°)
u> (20=69.288°)
RSM

0-20
0-20
0-20
w
RSM

Detector slit (vert.)
(mm)

10
10

0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5

10
10

0.5
0.5
0.5
0.5

10
10
1

10
1

Filter

#1,#2
None
# 3
#1,#3
# 3
#1,#2
None
#1,#2
None
#1,#2
None
# 3

#1,#3
# 1
# 3
None
None
None

# 1
# 3
None
# 3
None

Step size
(arcsecond)

20: 108
20: 108
20: 108
w: 55
w: 108
w: 48
w: 108
w: 48
w: 108
w: 48
w: 108
e: 54.6
Aw: 113

20: 108
20: 108
w: 108
w: 108
w: 108
e: 109
Aw: 113

20: 216
20: 216
20: 216
w: 36
e: 216

Aw: 109

Range
(deg)

20: 28.0-41.5
20: 28.0-41.0
20: 26.0-37.4
Aw: ±1
Aw: ±3
Aw: ±1
Aw: ±3
Aw: ±1
Aw: ±3
Aw: ±1
Aw: ±3
£ + 20^:28.0-37.4
Aw: ±0.345

20: 66.0-78.0
20: 33.0-81.0
Aw: ±3
Aw: ±3
Aw: ±3
£+20^:62.0-75.0
Aw: ±0.345

20: 89.9548-101.9548
20: 89.9548-101.9548
20: 89.9548-101.9548
Aw:±l
£ + 20B :89.9548
-101.9548
Aw: -1.5 - 0.5
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Table 4.24: Summary of the composite scans for sample D30. The supplementary
scans are multiplied by the attenuation factor to match them to the base scans.

Sample

No.

D3O:C1
D30:C2
D30:C3
D30:C4
D30:C5

Base

Scan No.

D30:2
D30:5
D30:7
D30:14
D30:19

Scan

Filter

None
# 3

None
#1
# 1

Supplementary Scan

Scan No.

D30:l
D30:4
D30:6

D30:13
D30:20

Filter

#1,#2

#1,#2
#1,#3

# 3

Atten. Factor

85
10
85
900
200

Table 4.25: Simulation parameters for sample D30.

Material

InGaN
GaN
AIN

]

Thickness
(nm)

20
2000
30

Layer Parameters

Tilt
(deg)

0
0
0

Lat. Strain

-0.025

Perp. Strain

0.001
0.0025
0.008

Lat. Size
(nm)

170
500
15

Block Parameters

Perp. Size Misorientation
(nm) (deg)

14.8
2000

6

0.1
0.12
0.7

present in the D05 sample, the InGaN and GaN peaks do not overlap to the same

extent; they are clearly resolvable in all 9 — 29 scans. The thickness oscillations are

very well defined, particularly when using the narrow slit (see Fig. 4.36(6)). This

indicates smooth parallel interfaces. The AIN peak is only seen in the two scans

collected with a wide detector slit (see Fig. 4.37). For the (0002) scan (which was

collected with a Aw offset of 0.16°) the left hand side of the AIN peak is obscured

by the GaN peak, in a similar fashion as for the wide slit 6 — 29 scan collected from

sample D05. The AIN peak is also evident as a slight 'bowing' of the profile centred

at 26 « 76° in the 9-29 scan shown in Fig. 4.37(&).

The CJ — 29 scan shown in Fig. 4.37(a) was intended to be a 9 — 29 scan; however,

an error was made using the chg_dial command that resulted in the reported angle

for o>-axis being incorrect by a constant factor (0.16°). Figure 4.37(6) is a standard

9-26 ^can.

It should be pointed out that the peak positions observed for the 6 — 20 scans

collected using the narrow slit about (0002) do not exactly agree with the (0004)

peak positions. This is evident in the slight translation of the simulated profile with
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Figure 4.36: Experimental profile (o) and simulated profiles (— and — ) for the
0-26 scans for sample D30 using a narrow (0.5 mm) slit, (a) (0002), and (b) (0004)
reflections. The solid line (—) is normalised to the InGaN(0004) peak for (a) and
(h); the dashed line (—) in (a) is normalised to the InGaN(0002) peak.

respect to the experimental data in Fig. 4.36(a). The origin of this shift is likely due

to a slight calibration problem. Although this was not an important consideration, a

small modification to the strain values for the layers was required for the simulation;

hence the peak positions for both the (0002) and (0004) simulations did not agree

exactly with the experimental profiles. As a consequence of this calibration error

the simulation of the LJ scan for the GaN(0002) peak was based on the simulated

peak position, rather than on the experimental data (i.e., at a 26 value of 34.477°

rather than 34.56°).

The simulation parameters are shown in Table 4.25. The simulated u) — 26 and

6 — 26 scans are in excellent agreement with the experimental data. The simulated
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Figure 4.37: Experimental profiles (o) and simulated profiles (— and ) for sample
D30 using a wide (10 mm) slit. Figure (a) is an u—29 scan about the (0002) reflection
with Aw = 0.16°, and (b) is a 9-29 scan about the (0004) reflection. The solid line
(—) is normalised to the InGaN(0004) peak for (a) and (6); the dashed line (—)
in (b) is normalised to the InGaN(0004) peak.

scans in Figs. 4.36 and 4.37 reproduce all the features in the experimental data.

After accounting for the calibration error the simulated profiles were found to be in

good agreement with the experimental profiles; this highlights the sensitivity of the

analysis routine. Furthermore the quality of the fit for the wide slit data shows that

the instrumental function (i.e., the area of reciprocal space that is simultaneously

illuminated by the incident beam and accepted by the detector - also known as a

resolution element (Holy et a/., 1999)) can be easily accounted for in the simulation.

This is a distinct advantage of the present analysis technique.

The peak shape and oscillations for the InGaN layer have been matched ex-

tremely well by the simulation, especially for the (0004) scan collected using the
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Figure 4.38: Experimental profiles (o) and simulated profiles (— and — ) for the
uj scans for sample D30 using a narrow (0.5 mm) slit. The solid line (—j uses the
same normalisation factor as Fig. 4.36(6), with the dashed line (—) normalised to
the experimental the peak height. The 26 positions for the scans are: (a) 31.968°,
(6) 32.632°, (c) 33.592°, and (d) 34.56°.

narrow slit (see Fig. 4.36(6)). The GaN peak has also been matched very well.

A compromise was required for the AIN layer parameters since the simulated AIN

peak is pronounced in the (0004) scan, but these parameters provide a reasonable

fit to the peak in the (0002) scan (Fig. 4.37). A better fit might be possible if the

thickness of the AIN layer is reduced; however, varying the layer thicknesses was

avoided to minimise the number of fitting parameters.

The u) scans about the (0002) reflection are shown in Fig. 4.38. Each of the scans

are reasonably narrow, indicating low mosaicity, with no evidence of the whole layer

tilting. Figures 4.38 (a) and (b) show the two lower order thickness fringes from the

InGaN layer; Figs. 4.38 (c) and (d) show scans across the InGaN and GaN peaks,

respectively. A small amount of detector saturation was observed at the peak of

the uj scan for GaN. Several of the u> scans presented are composite scans (see

Table 4.24). An experimental peculiarity was evident in the composite scan at 20 =
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Figure 4.39: Experimental profiles (o) and simulated profiles (— and ) for CJ
scans for sample D30 using a narrow (0.5 mm) slit. The solid line (—) uses the
same normalisation factor as Fig. 4.36(6), with the dashed line (—) normalised to
the experimental peak height. The 29 position for the scans are: (a) 69.288°, (b)
70.372°, (c) 72.3878°, and (d) 72.814°.

34.56° (see Fig. 4.38(d)). Three sets of data were available to produce the peak: a

scan extracted from the RSM with filter # 3 inserted, and two dedicated scans one

with both filters # 1 and # 3 inserted, and one with filter #3 only. Comparing the

two dedicated scans suggests that filter # 1 reduces the intensity by a factor of 10.

However, a comparison of count rates of the scan collected using filters # 1 and

and the RSM (which was collected with only filter # 3 insert) suggest that filter

reduced the intensity by a factor of at most 5. The plot given in Fig. 4.38(<2) used

the two dedicated scans (not the scan extracted from the RSM) and an attenuation

factor of 10, as these scans covered a far wider range of angles.

The uj scans collected near the (0004) reflection are displayed in Fig. 4.39. Figure

4.39 (a) shows the lowest order thickness oscillation from the InGaN layer, while

Fig. 4.39(6) shows the main InGaN layer peak. Figure 4.39(c) was extracted from

the RSM on the low angle side of the GaN peak (the significance of this scan is
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Figure 4.40: v -29 scan for sample D30, with Aw = 0.345°. The scan was extracted
from the RSM for the (0004) reflection (see Fig. 4.41 (c)).

discussed below), and Fig. 4.39(d) was collected across the centra of GaN peak.

The scan in Fig. 4.39(c) was extracted from the RSM and it has a much smaller

range than the other scans; consequently, an accurate comparison with the other

scans is precluded. The profile shown in Fig. 4.39(d) has a higher noise level because

it was collected using a filter to reduce the intensity. As with the (0002) reflection

these scans are indicative of reasonably low mosaicity and no tilt.

The UJ scans in Figs. 4.38 and 4.39, have been reconstructed accurately by the

simulation (particularly the peak shapes), although some of the amplitudes relative

to the narrow slit scan of the (0004) reflection are incorrect. The fact that the

shape of the simulated UJ scans agrees with the experimental data suggests that the

misorientation and lateral block size have been accurately determined.

Comparison of the simulated scans with the experimental data shows that the

diffraction features due to the InGaN layer agree particularly well with the simulated

profiles. This includes the u scans in Figs. 4.38(a), (b), and (c) and 4.39(a) and

(6), as well as the InGaN peak and oscillation fringes in Figs. 4.36 and 4.37. This

suggests that the mosaic block model is well suited to describing the crystal structure

within the InGaN layer.

Figure 4.40 shows an u - 29 scan with a Au; offset of 0.345°. This was extracted

from the RSM in Fig. 4.41(c). This scan shows the base of the GaN peak to be

quite wide compared to the other peaks. In fact the simulated GaN peak is far too

narrow. Increasing the misorientation distribution width for the GaN layer improved

this fit; however, the fit to the UJ scan across the GaN peak (see Fig. 4.39(d)) was

worse. The GaN peak shape can also be seen clearly in the RSM in Fig. 4.41 (c).

Decreasing the mosaic block size perpendicular to the sample surface would increase

the width of the peak in the cu direction, thereby improving the accuracy of the

simulation of the u -29 scan; however, the 6 - 29 simulation would be incorrect.

\i -L
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Figure 4.41: Reciprocal space maps for sample D30. (a) Experimental RSM, and
{b) simulated RSM about the GaN(0002) reflection; (c) experimental RSM and (d)
simulated RSM about the GaN(0004) reflection. The simulated RSMs have been
scaled so that the InGaN peak heights match the experimental data.

Figure 4.41 shows the RSMs for the (00./) reflections. Apart from the base of the

GaN peak, the simulated scans are well matched to the experimental data (ignoring

the spurious peaks seen at approximately qz = 1 inn"1, qx = 0.0075 nm"1).

Figure 4.42 shows the one-dimensional profiles for the (1124) reflection. The

RSMs for this sample (see Figs. 4.43 and 4.44) highlight an interesting feature of

these samples. In particular Fig. 4.44 shows the InGaN and GaN layers to be

at the same qx position. This means that the InGaN layer has grown 'coherently'

on the GaN layer (see e.g., Amano and Akasaki, 1999; O'Donnell et al... 2001). In

this situation the a lattice parameter is identical for the two layers. Therefore the

InGaN has been compressively strained parallel to the surface, and hence there is a

tensile strain in the perpendicular direction. The peak position for the ternary alloy

layer can be used to determine the composition of the layer. We use the following

relationship ((Amano and Akasaki, 1999):
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Figure 4.42: (a) 0 — 29 scan, and (b) UJ scan about the (1124) reflection for sample
D30. The circles (o) denote the experimental data, and the solid lines (—) represent
the simulation.

Co c 3 3 aQ

w h e r e Aco = Cmeas - Co, Aao = a^a/^ - a>o, Cmeas i s t h e l a t t i c e c o n s t a n t i n fe r r ed f rom

the peak position, and a0 and c0 are the relaxed lattice constants for the ternary

layer, determined using the relaxed lattice parameters for GaN and InN. Assuming

Vegard's law (Vegard, 1921), and knowing the elastic stiffness constants, C13 and C33

for the ternary layer, which are also determined from the InN and GaN values using

Vegard's law, we can solve for the layer composition. The elastic stiffness constants

are cri = 103 GPa and c33 = 405 GPa for GaN and c13 = 92 GPa and c33 = 224

GPa for InN (Pereira et a/., 2002). Substituting the appropriate lattice parameters

into Eq. (4.3), we obtain a layer composition of 17%±1% InN. Although this differs

significantly from the nominal value of 30% InN, our collaborators noted5 that the

nominal value is an estimate and is very imprecise. We are confident that 17% is

accurate. The strain determined using this composition was (1.02 ± 0.04) x 10~2

perpendicular to the surface, and (—1.88 ± 0.08) x 10~2 laterally. These strains

are much larger than those quoted in Table 4.25 where a composition of 30% was

assumed. In terms of the simulation the composition of the InGaN layer only impacts

on the reported strain - it has no bearing on the peak shape.

The dislocation densities determined from the lateral block size were 8.9 x 1011

cm""2 for the A1N layer, 6.9 x 109 cm l for the InGaN layer and 8.0 x 108 cm"2 for

the GaN layer. The InGaN and GaN layers were of a much higher quality than the

A1N layer. This is because the A1N layer has been grown directly on the sapphire

substrate, and hence was highly strained during growth. The dislocation densities
5Private communication, Tabuchi 2004.
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Figure 4.43: (a) Experimental and (6) simulated RSMs about the (1124) reflection
for sample D30. The simulated scan in (b) has a different scale to the experimental
data shown in (a) so that it can be compared with the scan in Fig. 4.44.

agree with those quoted in the literature for Group III nitrides e.g., Akasaki (2002)

quotes a dislocation density of > 1011 cm~2 for GaN grown directly on sapphire and

109 cm"2 - 1010 cm' 2 on a LT-A1N buffer layer.

The width of the detector slit impacts on the broadness of the GaN peak for

the 9 — '29 scans collected with the wide (10 mm) slit. This is because the intensity

registered by the detector changes abruptly as the centre of the GaN peak enters and

leaves the 'field of view' of the slit system. It is these rapid changes in intensity that

confirm the GaN peak width for the wide slit scans. The detector window makes

an angle of 45° to the 0 — 29 scan. The extent of the detector in the e direction (e

was defined in Sec. 2.10 as the angular deviation of analyser crystal from its Bragg

condition) is 0.7 times the detector angular extent. Treating the GaN reflection as
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Figure 4.44: Reciprocal space map collected about the (1124) reflection using the
imaging plate technique described in Chapter 5.

a ^-function (i.e.. no instrumental effects), and the slit aperture as a rectangular

function, the detector width is given by:

width (in 29) of the base of the GaN
2 x0.7

(4.4)

A better model would consider the true shape of the GaN reflection and the

aperture function. In the present case the width of the slit was determined by fitting

the simulated scan. This accounts for the actual peak shape, but still assumes a

rectangular slit. A trapezoidal aperture function was also used to describe the slit,

but this made negligible difference to the scan profile. The slit size used during the

simulation (for all three type D samples) was 1°. whereas the nominal slit size was

approximately 1-5°. This value was determined from the D30 wide slit scans, which

could not be fitted correctly until the assumed slit size was reduced.

The detector slit width was $.: <, by the computer system by using encoder pulses

from the motors to measure the movement of the slits. The slit width was not physi-

cally measured (apart from indirectly in these experiments), and hence it is possible

it was not the same as reported by the software. Additionally the sample-detector

distance was not measured, but was estimated by checking photographs of the ex-

periment and taking approximate measurements on a subsequent visit to the facility.

The difference in slit width between the nominal value and the value based on simu-

lations is greater than the uncertainty in the sample-to-detector distance; however,

it may be accommodated by combining the uncertainty in the actual slit width,

the sample-to-detector distance, and the uncertainty obtained from the simulations.

If we assume the slit width is correct (i.e.. 10 mm) we find a sample-to-dctector

1
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distance of 0.573 m (the approximate distance was 0.37 m). A sample-to-detector

distance of 0.573 m gives an angular window for the narrow slit of 0.05° (the nom-

inal value was 0.08°). For consistency 0.05° was used for the simulations, although

changing this to 0.08° had a negligible effect on the simulated diffraction profile.

The simulations for the (1124) reflection do not fit as closely as the (00./) data

(this observation was also made for sample D05). The RSMs in Figs. 4.43 and

4.44 show the peak positions to be correctly determined; however their shape, and

in particular ihe width of the GaN peak has not been reproduced correctly. The

simulated GaN peak once again shows streaks due to the misorientation and finite

size of the mosaic blocks, as described for sample D05. However, for sample D30 the

experimental data only displays a streak in the qx direction; this indicates lateral

size broadening. (The apparent striping directed approximately 45° to the c^-axis

in Fig. 4.44 is an artifact of the experimental technique, as is the splitting of the

InGaN peak. These are discussed in Chapter 5. The absence of a misorientation

streak does not imply that there is ro crystallite tilting within the sample, since the

peak is quite broad.
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4.4.3 Sample D42: 200 nm Ino.42Gao.58N

The thickness of the InGaN layer for sample D42 was 200 nm, which is ten times the

thickness of the InGaN layer in samples D05 and D30. The InGaN layer consisted of

42%InN, vhich is higher than that normally used because segregation can become an

issue (see e.g., El-Masry et al, 1998). The experimental scan parameters are shown

in Table 4.26, with the composite scans summarised in Table 4.27. Figures 4.45 -

4.55 show the scans collected using the narrow slit, normalised to the InGaN(0002)

peak in the CJ — 26 scan, with offset Au; = 0.181°(see Fig. 4.47). The scans "with the

wide slit were normalised to the GaN(0002) peak. Again the simulations assumed

homogeneous layers, although two InGaN layers were used (see below).

The 6 — 29 scans are shown in Figs. 4.45 and 4.46. It is apparent that the

thickness fringes are absent, suggesting that the layer is of considerably lower quality

than the previous samples. As the InGaN layer is ten times thicker than the previous

two samples (D30 and D70), it is possible that the thickness fringes have a much

shorter period (since the period is inversely proportional to the perpendicular mosaic

block size), but certainly not beyond the resolution of the detector system. The

Table 4.26: Experimental scan parameters for sample D42. This sample includes a
200 nm thick In^GasgN layer.

No.

D42.-1
D42:2
D42:3
1)42:4
D42:5
D42:6
D42:7
D42:8
D42:9

D42:10
1)42:11
D42:12
1)42:13
D42:14

D42:15
D42:16
D42:17
D42:18

Reflection

(0002)

(0004)

(1124)

Scan Type

0-20
0-20
0-20
0-20
0-20
w-20(Aw = -0.18°)
w (20 = 33.1029°)
w (20 = 34.53°)
RSM

0-20
0-20
w (20 = 72.8°)
w (20 = 69.4°)
RSM

0-20
0-20
W

RSM

Del. slit (vert.)
(mm)

10
10
10
10
0.5
0.5
0.5
0.5
0.5

10
10
0.5
0.5
0.5

10
10
10
1

Filter

#1.#3
#1,#2
None
None
#1,#3
#1,#3
None
# 3
# 1

#1.#3
#1,#3
# 3
None
None

None
# 3
# 3
None

Step size
(arcsecond)

20: 108
20: 108
20: 108
20: 108
20: 29
20: 107
w: 108
w: 108
e: 109
Aw: 113

108
108
w: 108
w: 108
e: 219
Aw: 113

20: 216
20: 216
w: 36
e: 216

w: 144

Range
(deg)

20: 31.0-42.0
20: 31.0-41.5
20: 28.0-32.O
20: 35.3-41.0
20: 34.025-34.825
20: 28.0-37.4
Aw: ±3
Aw: ±3
e + 20B: 28.0-37.4
Aw: ±0.345

20: 34.0-81.0
20: 66.0-78.0
Aw: ±3
Aw: ±3
e + 20B : 62.0-75.0
Aw: ±0.345

20: 89.9548-101.9548
20: 98.9548-101.9548
Aw: ± 1
£ + 20B: 89.9548
-101.9548
Aw: - 1 . 5 — -0 .5
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Table 4.27: Summary of the composite scans for sample D42. The supplementary
scans are multiplied by the attenuation factor to match them to the base scans.

Base Scan Supplementary Scan

No.

D42:C1

D42:C2
D42:C3

Scan No.

D42:3,D42:4

D42:9
D42:9

Filter

None

# 1
# 1

Scan No.

D42:l
D42:2
D42:5
D42:6

Filter

#1,#3
#1,#2
#1,#3
#1,#3

Atten. Factor

3190
85

1550
600

Table 4.28: Simulation parameters for sample D42.

Material

InGaN:l
InGaN:2

GaN
A1N

Thickness
(nm)

100
80

2000
30

Layer Parameters

Tilt
(deg)

-0.27
-0.27
-0.2
-0.1

Lat. Strain

-0.02
-0.02

-0.005

Perp. Strain

0
0.005

0
0.001

Lat. Size
(nm)

12
12

500
10

Block Parameters

Perp. Size
(nm)

20
20

2000
15

Misorientation
(deg)

1.3
1.3

0.12
1

InGaN peak also has a different shape than seen in the previous samples.

The simulation parameters are summarised in Table 4.28. Two InGaN sub-

layers, with slightly different thicknesses and d-spacings (but otherwise identical),

were used to produce the simulation profile for the InGaN peak . The inclusion of

two sub-layers reduced the amplitude of the thickness oscillations and the overall

intensity of the InGaN peak. However, this is only an ad hoc attempt at fitting

the peak shape. It is more likely that the peak shape is due to a different defect

structure (probably InN clusters as discussed below); hence it is not appropriate to

use a more refined fitting procedure based only on a mosaic model. An attempt

to reproduce the peak shape using a strain gradient (as for sample C70) was made,

and although initial simulations suggested that a better fit could be achieved for the

9 — 29 scan, a strain gradient could not produce the peak shape observed in the to

scan.

The InGaN layer was not fitted as accurately as the other two type D samples

because the shape of the InGaN peak does not match the peak shape generated by

the mosaic block model. This is most obvious in Fig. 4.45, where on a logarithmic
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Figure 4.45: Experimental profiles (o) and simulated profiles (—) for the 6 — 29
scans for sample D42 using a narrow (0.5 mm) slit, (a) (0002) reflection, and (b)
(0004) reflection. The (0002) experimental profile is the composite scan D42:C2 and
the (0004) experimental profile is the composite scan D42:14 (see Table 4.27).

intensity scale the experimental peak is more 'triangular' than predicted by for the

mosaic block model; at the top of the peak the simulation is too wide, but at the

base it is too narrow.

An LJ — 29 scan about the (0002) reflection is reproduced in Fig. 4.47, (with

a Aco offset of -0.18°). This scan is very similar to the 9-29 scan for the (0002)

reflection, apart from a reduction in overall intensity.

The u scans are shown in Figs. 4.48 and 4.49. The u scan at 29 = 33.1029°

(Fig. 4.48(a)) exhibited detector saturation; however, the peak height could be
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Figure 4.46: Experimental profiles (o) and simulated profiles (—) for the 6 — 26
scans for sample D42 using a wide (10 mm) slit, (a) (0002) reflection, and (6)
(0004) reflection. The (0002) experimental profile is the composite scan D42:Cl
and the (0004) experimental profile is composite scan D42:ll (see Table 4.27). The
narrow experimental peak at 26 « 41.5° is the sapphire (0006) reflection (from the
substrate).

approximated from a 6 — 26 scan where a filter was employed. Comparing the peak

shape of the UJ scan with the equivalent scan for the (0004) reflection Fig. 4.49(a)),

and matching the peak, shape of the non-saturated part of the scan suggests a peak

profile of the form

I - A exp(—aw\AUJ - Auc\), (4.5)

where A is the height of the peak, aw is a width parameter, and AUJC is the centre

of the peak. Equation (4.5) is used to generate the 'experimental' profile shown

in Fig. 4.48(a). On a logarithmic scale this profile exhibits a 'triangular' shape,

. ' , ; 1
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Figure 4.47: to — 26 scan for sample D42, with a Ao; offset of -0.18°. This scan was
collected near the Ga(0002) reflection. This experimental profile is the composite
scan D42:C6 (see Table 4.27).

which agrees with the InGaN(0004) peak shape. The peak height does not match

the value determined from the to — 29 scan, although it was within about 25%. The

peak profile given by Eq. (4.47) is not differentiate at Aw = Au)c, and hence should

be smoothed to reproduce the empirical line shape. This peak shape is very different

to that obtained for samples D05 and D30.

The one-dimensional profiles about the (1124) reflection are shown in Fig. 4.50.

Reciprocal space maps (Figs. 4.51 and 4.52) indicate that the InGaN layer did not

grow coherently on the GaN layer, as the InGaN and GaN peaks have different qx

coordinates. The InGaN peak lies approximately on the line connecting the origin

of reciprocal space to the GaN peak position, and hence it is almost completely

relaxed. In this case relaxation occurs because the InGaN layer is much thicker

(200 nm compared to 20 nm), which drives the relaxation process. Further, the

higher InN concentration produces a greater lattice parameter mismatch between

the two layers, also driving relaxation. The InGaN peak is very broad indicating a

large degree of mosaicity and high defect density. This is typical of relaxed layers

because dislocations are generated to accommodate the strain. If we assume that the

material has no strain then the composition can be easily determined directly from

the measured lattice parameter c. The composition is then found to be 42% ± 2%,

which agrees with the value estimated from the growth process.

Again the (1124) simulations do not match the experimental data very closely

(see Figs. 4.50, 4.51 and 4.51), although the peak positions have been reproduced

reasonably accurately. Figure 4.53 shows an RSM for sample D42 that covers a large

angular range; this data was collected using the imaging plate technique described

in Chapter 5. A series of horizontal lines are clearly visible in the RSM. These lines

suggest a polycrystalline structure. A crystal truncation rod (CTR) scan, covering
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Figure 4.48: Experimental profiles (o) and simulated profiles (— and ) for u
scans for sample D42 using a narrow (0.5 mm) slit. The solid line (—) uses the same
normalisation factor as Fig. 4.45(6), while the dashed line (—) is normalised against
the experimental peak height. The 26 positions are: (a) 33.1029°, (b) 34.0038°, (c)
34.53°, and (d) 35.9142°.

the region 29 « 2.7°to 124°, was collected for this sample (see Fig. 4.54). The CTR

also shows the peaks from the polycrystalline structure. The lowest angle peak is

associated with a d-spacing of 10.5 A, which is much larger than the Group III

nitride planar spacings. Sapphire does have plane spacings of this order, but it is

very unlikely that these peaks could be arise from the substrate.

A defect structure capable of producing different line shapes (and possibly the

powder diffraction pattern) is InN segregation. InN segregation was first reported by

Osamura et al. (1975) at annealing temperatures of 600-700°C; these temperatures

are common during the growth of Group III nitride semiconductors. Segregation

occurs because of the large difference («11%) in interatomic spacing between GaN

and InN (El-Masry et al, 1998) leading to a miscibility gap. The equilibrium sol-

ubility of InN in GaN at 800°C is approximately 6% for a GaN rich alloy (Ho and

Stringfellow, 1996). El-Masry et al (1998) investigated InGaN layers using XRD

and TEM, with concentrations up to 50% InN and grown by MOCVD. They found

that all samples with < 40% InN demonstrated single InGaN peaks. However, those
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Figure 4.49: Experimental profiles (o) and simulated profiles (— and — ) for u)
scans for sample D42 using a narrow (0.5 mm) slit. The solid line (—) uses the
same normalisation factor as Fig. 4.45(6), while the dashed line ( ) is normalised
against the experimental peak height. The 29 positions of the scans are: (a) 69.4°,
and (6) 72.8°.
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Figure 4.50: (a) 9 — 29 and (b) UJ scans about the (1124) reflection for sample D42.
The circles (o) represent the experimental data and the lines (—) the simulated
profiles.

greater than 40% InN showed several InGaN peaks due to regions of different com-

positions. TEM confirmed that a layer with 49% InN had spinodally decomposed.

Selected area electron diffraction showed peak splitting (indicative of phase separa-

tion) for InN compositions >28%. It was suggested that the phase separated volume

was too small to be detected by XRD for InN compositions between 28% and 40%.

XRD on samples grown using MBE also showed phase separation above 30% InN

(Singh ei aL, 1997). Compositional fluctuations have been observed for even lower

compositions («10% InN) using Raman scattering (Behr et aL, 1998). Silvcira et al.

(1999) reported that the InN rich phase had an InN content of ^80%, regaxdless of

the composition of the original material. Ho and Stringfellow (1996) calculated the

•ni
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Figure 4.51: (a) Experimental RSM, and (ft) simulated RSM. about the (1124)
reflection for sample D42.

Figure 4.52: Reciprocal space map about the (1124) reflection for sample D42. col-
lected using the imaging plate technique described in Chapter 5. This scan indicates
that the Ino.-ioGao.ssN has not grown coherently on the GaN buffer (the peaks are
not at the same qx value). Furthermore the Ino.12Gao.5s peak is very broad indicating
strain relaxation.

therinodynainically stable InN rich layer to be 95% InN. Phase separation normally

proceeds via a spinodal decomposition, which leads to non-random fluctuations in

composition (although no long-range order). However, many authors have reported

that the phase separation can also produce almost pure InN clusters (quantum dots)

in the InGaN active layer of quantum well structures (Martin et al. 1999; O'Donnell

et al. 1999; Yang et al. 2002). Some authors also suggest that the excellent per-

formance of devices based on InGaN is due to quantum confinement of excitons by

the InN dots (O'Donnell et al, 1999). Sample D42 is very different to the samples

described in these papers; the latter has a thick InGaN layer (200 11111), while the

former quantum well structures typically have an InGaN thickness of only several

nanometres. However. Nistor et al. (2000), however, report observations whereby a
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Figure 4.53: An RSM collected using the imaging plate method described in Chap-
ter 5. Streaks are observed, which have the appearance of powder diffraction lines.
These streaks suggest that a random polycrystalline material is present in the sam-
ple. Note that this RSM is plotted on angular axes (not reciprocal space).

1.00 f

c 1 0.10
CD 3

a <
X 0.01

20 40 60 80
20 (deg)

100 120

Figure 4.54: Crystal truncation rod scan for sample D42, showing many diffraction
peaks. These peaks suggest that a random polycrystalline material is present in the
sample.

280 nm thick InGaN layer exhibits InN quantum dots 1.5 nm—3 nm in size, with

the luminescence from the material attributed to these dots.

Our results tentatively support the conclusion that InGaN segregates for com-

positions greater than 40%. However, our scans do not show the InGaN peaks,

I • • • • : , • . ] •
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Figure 4.55: Reciprocal space maps for sample D42. (a) Experimental RSM. and
[b) simulated RSM about the GaN(0002) reflection; (c) experimental RSM and (d)
simulated RSM about the GaN(0004) reflection. The simulated RSMs have been
scaled so that the InGaN peak heights match the experimental data.

observed by El-Masry et al (1998). which are indicative of spinodal decomposition.

Instead we observe InGaN peaks whose shapes suggest the defect structure within

the InGaN has been modified, and many peaks in the CTR that suggest another

crystal structure (or multiple structures) is present. The InGaN peak shapes in Figs.

4.45. 4.4S(a). and 4.49(«), point to the formation of InN clusters or quantum dots,

which broaden and modify the shape of the InGaN peak. Nistor et al. (2000) showed

that the InN quantum dots had a lattice parameter similar to. but slightly larger,

than the surrounding InGaN matrix; this is expected if the material precipitated

in its bulk (wurtzite) structure. Such clusters/quantum dots could not produce the

many peaks seen in the CTR (Fig. 4.54). Kandalain ct al. (2002) have presented

calculations for A1,,N,,. Ga,,N,,. and In,,N,, (n = 4.5.6) clusters. The lowest energy

configurations of the clusters are not the same as the bulk. Hence, formation of

non-bulk type clusters may produce the CTR scan in Fig. 4.54. particularly if there

is some form of ordering.
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Incorporating a cluster defect structure into the simulation, in addition to the

mosaic block model (we assume that both defect structures would coexist), would

assist in clarifying whether clusters are present. Nesterets and Punegov (2000)

calculated the correlation function for several types of amorphous clusters. Although

incorporating a cluster defect into the mosaic block model may allow the InGaN peak

shape to be reproduced, it will not account for the many peaks seen in the CTR

scan, as the simulation will only generate Bragg reflections for the wurtzite crystal

structure. TEM may be required to elucidate the origin of the peaks in the CTR

scan.

The composition of the InGaN layer was the same as expected bj ' the growth

parameters. However, one would expect the composition to be smaller if InN segre-

gated from the alloy. If the layer was not fully relaxed then the composition of the

InGaN layer would be smaller than that quoted. Therefore, either the fraction of

InN segregation is small, or the layer has not completely relaxed.

It is interesting to note that the scans collected using the wide open slit, (Fig.

4.46) match the experimental data. Even the InGaN peak, which has a broad flat

top, has been correctly fitted by the model (apart from the small secondary peak).

The simulation correctly reproduces the peak shape because using a wide slit means

the detector integrates over a region of reciprocal space. This integration causes

the InGaN peak to be flat at the top because the peak is very broad in both the

qx and qz directions; this is correctly modelled by the simulation. Although the

correct peak shape was not produced by tins model, the correlation lengths based

on the mosaic block dimensions are likely to be reasonably accurate. This assertion

is supported by the accurate fitting of the 9 — 26 scans collected using the wide

slit. Since the defect structure probably includes clusters, in addition to the mosaic

block arrangement, ^hese will also broaden the peaks and thus the mosaic block sizes

reported would be a lower limit. The dislocation densities derived from the lateral

mosaic bock sizes was 1.4 x 1012 cm"2 for the InGaN layer, 8.0 x 108 cm"2 for the

GaN layer, and 2.0 x 1012 cm"2 for the A1N layer. The defect densities for GaN and

A1N agree with those from samples D05 and D30.
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4.5 Comparison of Statistical Diffraction Theory and

Williamson-Hall Analysis

The Williamson-Hall technique is described in Chapter 6. This technique is com-

monly used to determine parameters similar to those specified by the mosaic block

model. Although the experimental data was collected for analysis using the statis-

tical diffraction theory, a brief analysis of the InGaN peaks for the D type samples

was completed. The results are summarised in Table 4.29.

The mosaic block size, misorientation, and heterogeneous strain are determined

from the graph of peak width (in the qx and qz directions) squared against peak

position squared (in reciprocal space). However, since data was only collected for

two different symmetric reflections, the Williamson-Hall analysis should only be

treated as an indicator of the correctness of the mosaic block model. The block size

for sample D05 and the lateral block size for sample D30 are minimum values. An

upper bound could not be obtained because the intercept was negative. Similarly

the lateral block size for sample D42 could not be determined because its intercept

was also negative. Heterogeneous strain was not included because the appropriate

gradients were negative. (The gradients were very small and it is assumed that the

heterogeneous strain was essentially zero).

Considering that only two reflections were considered, there is a reasonable agree-

ment between the statistical diffraction theory (using a mosaic block model) and the

Williamson-Hall analysis. The misorientation matches particularly well, as does the

perpendicular block size for samples D30 and D42.

Table 4.29: Summary of material parameters for the InGaN layer for sample type D
using Williamson-Hall (WH) analysis and statistical diffraction theory (SDT) using
a mosaic block model.

Sample Analysis Perp. block Size

D05

D30

D42

Type

WH
SDT
WH
SDT
WH
SDT

(nra-1)

>46
15

16 ± 2
14.8

19.3 ± 0.5
20

Lat. Block Size
(nm-1)

>196
400

>826
170

Indeterrainant
12

Misorientation
(deg)

0.13 ± 0.02
0.1

0.12 db 0.02
0.1

2.19 ± 0.07
1.3

Heterogeneous Strain

0.0105 ± 0.0005

<0.005

Indetenninant
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Figure 4.56: Periodic noise observed in the background intensity for the RSMs and
6 — 26 scans for the three samples of type D. The upper three curves were generated
by summing together each of the u — 20 scans making up the RSMs about the
(0002) reflection. The bottom scans are portions of the 6 — 26 scans, collected using
a narrow slit from samples D05 and D30 (as indicated).

4.6 Periodic Noise and Spurious Peaks

A periodic profile was observed in the background of those experimental scans ac-

quired at a low count rate (i.e., with filter # 3 inserted, or with a narrow slit in

front of the detector). By integrating across a RSM in the Au> direction (i.e., by

adding together the to — 2#~scans that form the RSM) the periodic profile was clearly

revealed. Integrating in this way reduced any statistical noise. The integrated scans

about the (0002) reflection are shown in Fig. 4.56 for all three type D samples. The

background fluctuations were extracted from the experimental scan by subtracting

the average profile. The average profile was generated by smoothing the scan using

an eleven-point Savitzky-Golay method.6 For clarity the scans have been separated

vertically in Fig. 4.56. No other processing (normalisation or horizontal translation)

has been performed. The bottom two scans are portions of the 6 — 26 scans collected

using a narrow slit.

The vertical bars in Fig. 4.56 highlight the periodicity evident in the scans. A

periodic profile was also seen for the (0004) reflection. The periodic pattern has a

form similar to thickness fringes, or more specifically interference from a multilayer

structure. Initially this was thought to be the origin of the periodicity observed here.

However, each of the scans shown in Fig. 4.56 displays the same pattern despite the
6To determine the smoothed value at each point the Savitzky-Golay method performs a re-

gression of a specified number of data points (eleven in this case) centred on the data point in
question.
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fact that a range of samples was used. If the periodicity is due to the sample then it

must arise from the GaN layer, because the InGaN layers are very different for the

three samples. In this case the fringe spacing must be due to a layer much thinner

than the GaN layer, whence the GaN would be composed of sub-layers. The chance

of a sub-layer structure being identical across three samples is unlikely, particularly

as sample D42 had a much thicker InGaN layer deposited on the surface, and hence

was at an elevated temperature longer. Figure 4.57 shows scans for each sample that

suggest the fringe amplitude doesn't change with count rate. If the fringes were due

to the sample then it is expected that the fringe amplitude would be directly related

to the count rate. Figure 4.57(a) shows two scans for sample D05 near the (0002)

reflection. Filter #3 was used to reduce the intensity for the left hand scan (< 37.5°),

but not for the right hand scan (> 37.5°). The greater intensity for the latter scan

results in the GaN peak still being apparent between 37.5° and 40°. However, fringes

are not present, or at least they have not increased in amplitude. Figure 4.57(6)

shows two scans for sample D30 about the (0004) reflection. The blue scan was

collected using filters # 1 and #3 , and the red scan with filter #3 only. In this
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Figure 4.57: Profiles demonstrating the independence of the noise amplitude with
count rate, (a) Sample DO5, (b) sample D30, and (c) sample D42. See text for
details.
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case the average intensity has been subtracted so that both scans are superposed.

Again the increase in intensity has not significantly changed the amplitude of the

fringes. The scans collected at low intensity are truncated at zero intensity, and

there is also a translation of the profile between the two scans. The flattening at

zero intensity suggests that the mechanism causing the 'noise1 can also reduce the

detected intensity. The reason for the translation is unclear. The position of the

GaN peaks in both scans agree, and hence the shift is not due to a calibration error.

Figure 4.57(c) shows the (0004) reflection for sample D42. The bottom scan in Fig.

4.57(c) was collected with filters # 1 and # 3 and a 10mm detector slit. The top scan

in Fig. 4.57(c) had a 0.5mm slit and no filters. Again the larger intensity scan does

not show fringes (on a logarithmic intensity scale). Hence all of the evidence suggests

that the fringes are due to some noise introduced by the apparatus that is correlated

with sample or detector position. The actual cause has not been determined.

Another feature common to samples D05 and D30 was three spurious peaks, to the

right of the Au = 0 axis, as seen in the RSMs shown in Figs. 4.44, 4.41(c), 4.28(a,c)

for samples D05 and D30. As these peaks appear in exactly the same position for

two different samples it is very difficult to suggest a possible origin. Possible sources

for the peaks are impurities introduced during growth, some form of experimental

electrical noise (and hence not seen for sample D42 because the thicker InGaN layer

masks the peaks), substrate damage particularly if the two samples came from the

same part of the sapphire wafer, or possibly a defect in the GaN layer. Particularly

perplexing is that not only can the peaks be attributed to the same d-spacing for each

sample and scan, but they are also offset in the Au direction by similar amounts.

The former point effectively rules out the possibility it is some form of noise spike,

because the peaks are correlated with d-spacing not angle. If the peaks are due to

an impurity, it must have some a preferred orientation with respect to the substrate

(or overlayers) so as to ensure the same Aw offset was obtained for both samples. It

is likely that the peaks are due to damage to the substrate as this would ensure the

orientation is the same for each sample, if they are from similar parts of the sapphire

wafer. However, the d!-spacing does not agree with any sapphire reflections, and as

the peaks are very narrow in the q̂ . direction it is unlikely the crystal material they

originate from is strained. An impurity compound may be formed during growth;

however, as the peaks are very narrow the region they originate from must be thick,

which is unlikely for an impurity compound.
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4.7 Asymmetric Reflections

The (1124) reflection was not fitted as accurately a.s the (00./) reflections for each of

the samples. The simulated peaks did not have the same shape as the experimental

profiles, and generally were too narrow at the base. The reciprocal space maps indi-

cate that the simulated intensity did not have the correct distribution in reciprocal

space. Specifically the simulated intensity was concentrated in two strong streaks in

the qx and qz directions; however, the experimental scans showed the intensity to

be more uniformly distributed about the peak. As discussed briefly in Sec. 4.4.1 the

two perpendicular streaks are due to the geometry of the mosaic block. A streak in

the qz direction is observed even for high quality crystalline samples because real

samples always have a surface; since the diffraction volume is not infinite the streak

is associated with the crystal truncation rod. The streak in the qx direction is due

to the finite size of the coherent region perpendicular to the surface. The 9 — 29

and LO scans collected for the (00./) reflections are essentially parallel to the qz and

qx directions, respectively, and measure the intensity distribution along the streaks

in those directions. However, for the asymmetric reflections the 9 — 29 and oo scans

are not parallel to the qx and qz directions, and do not measure the intensity along

the streaks. The peak shape in the simulated RSMs show that the scans crossing

the peak, (but not directly along the qx or c^ direction) will be narrower at the

base than those in the c^ and qz directions. If a background count had not been

added to the simulated asymmetric scans, they would have covered more orders

of magnitude (in intensity) than any of the experimental scans (or the simulated

symmetric scans). These observation suggest there is a deficiency in the model for

this class of material. Wurtzite has a hexagonal symmetry, and real mosaic blocks

are likely to have a hexagonal base. This will modify the intensity distribution in

Qy-Qx space. However, in qz-qx space, the mosaic blocks still have rectangular sym-

metry, and hence the diffraction peak will still have the same general shape. The

theoretical model described in Sec. 2.9 includes the size and shape of the mosaic

block in the probability function. Modification of the probability function to accom-

modate a hexagonal block has negligible effect on the simulated intensity pattern.

Another possibility is twisting of the mosaic block about the z-axis. This has no

affect on the diffraction vector for (00./) type reflections. For asymmetric reflections

with / 7̂  0, twisting the block will cause the diffraction vector to rotate about the

qz-axis. For small rotation angles this will have a negligible effect on the compo-

nent of the diffraction vector in qz-qx space. For larger angles the diffraction vector

will have a significant component directed out of the qz-qx plane, and hence the
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diffracted intensity will not. reach the detector. Hence twist does not affect the peak

shape for these reflections. However, for scans in qx-qy plane (<f) scans), and grazing
incidence in-plane X-ray diffraction (GIIXD), twisting is the predominant cause for
peak broadening of I = 0 type reflections. Additions to the model which may im-
prove the fitting of the asymmetric scans would include distribution of block size,
interfacial roughness and point defects.

4.8 Summary of the Results

4.8.1 Comparison of Buffer Layers

Diffraction peaks were observed for the as grown 30 nm and 70 nm LT-A1N buffer

layers, showing that they have crystallised. The peaks were broad, indicating that

the layers were of very poor quality (i.e., small crystallites/grains randomly orien-

tated). These observations agree with the results reported by Takeda et al. (2003)

and Tabuchi et al (2002), for samples identical to ours. However, contrary to these

authors our results suggest that there are two distinct correlation lengths (two dif-

ferent grain/mosaic block sizes) perpendicular to the surface. We conjecture that

these regions are sub-layers within the material. In this model the lower quality sub-

layer (smaller block size) has grown immediately on top of the sapphire substrate,

with the higher quality layer (larger block size) on top. The lower quality layer has

a tensile strain perpendicular to the substrate, with an in-plane compressive strain,

as expected for A1N on sapphire. The higher quality layer is essentially relaxed (it

has very small tensile strain in the plane). This suggests that the layer has reached

a critical thickness for relaxation (about 25 nm). The misfit between the substrate

and the A1N is accommodated in the bottom sub-layer.

For the 30 nm LT-A1N buffer, the annealing process drastically improved the

higher quality sub-layer. Annealing increased the lateral block size and induced

a very small misorientation, with no full layer tilt. The lower quality layer was

almost identical to the material before annealing. The annealing process only slightly

affected the 70 nm buffer layer. Tabuchi et al. (2002) reported that a 30 nm LT-A1N

buffer layer produced better quality GaN/InGaN overlayers than a 70 nm buffer.

We suggest that it is the high quality sub-layer incorporated in the 30 nm buffer

layer that leads to the higher quality overlayers, compared to those grown on the 70

nm buffer layer. In general, deposition of GaN on a high quality A1N will result in

a low quality GaN layer because of the lattice mismatch. However, since the high

quality A1N sub-layer observed for the 30 nm LT-A1N buffer layer is very thin, it

should be easily deformed to accommodate the GaN layer. The improvement in the
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GaN overlayer is due to the high quality AIN sub-layer providing a regular, correctly

orientated, nucleation layer. For the 70 nm buffer layer the GaN layer will nucleate

on a highly misoriented layer, which is tilted with respect to the substrate. The

reason annealing produces the high quality sub-layer for the 30 nm AIN buffer and

not for the 70 nm buffer is unknown.

After deposition of a 30 nm GaN layer the high quality AIN sub-layer component

of the 30 nm LT-A1N buffer was no longer observable. However, the lower quality

material was very similar to that observed before GaN deposition (in fact any dif-

ferences are smaller than the uncertainty due to the noise present in the scans for

sample B30). This implies that the deposition of the GaN layer disrupted the high

quality layer (as described above). It also suggests that any modification of the AIN

due to annealing occurred before the GaN layer was grown. The peak positions

indicated that the GaN layer grew coherently on the (lower quality) AIN layer.

Significant changes to the experimental X-ray diffraction profiles for the 70 nm

AIN buffer layer occurred during deposition of the GaN layer. Before annealing

there was a broad peak, superposed on a narrower peak (in the 9-29 scan). After

annealing there were also two peaks, however, they were of similar widths and

completely separated in the (0004) scan. This could have been due to the longer

time spent at high temperature (during the deposition of GaN) and/or some strain

transfer from the GaN layer. The AIN layer appeared to be under tensile strain in

the plane. Kim et al. (1999) investigated the effects of strain transfer between an

AIN buffer and a GaN layer, and showed that the GaN and AIN layers have the

same in-plane lattice parameter up to a critical thickness (about 5 nm). Even if this

was the case, the amount of strain would not be enough to cause the observed peak

shift. Furthermore, the samples investigated by Kim et al. (1999) were grown using

molecular beam epitaxy, and with AIN buffer layer approximately ten times thinner

than those we have studied here (see Kim et al., 1996).

The thin GaN layer deposited on the 30 nm buffer layer had a large lateral block

size, very small misorientation, and was orientated perfectly with the substrate.

This would be due to the high quality AIN surface on which it was nucleated. The

layer was strained, having grown coherently on the lower quality AIN sub-layer.

The GaN layer grown on the 70 nm buffer layer was relaxed. Hence, the diffraction

peak was much broader than for the GaN layer grown on the 30 nm buffer layer.

Furthermore, the mosaic block were not exactly orientated with the substrate.
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4.8.2 Variation of InGaN Layers with Composition

The 20 nm thick In^Gai-zN layers (x < 0.3) were accurately fitted using the mo-

saic block model. These layer grew coherently on the A1N buffer layer, as shown

by the position of the (1124) diffraction peak. The composition of the nominally

I1io.3Gao.7N layer was found to be Ino.17Gao.83N. However, the nominal composition

was determined by the growth conditions and was very inaccurate. The 30% InN

composition was actually an upper limit, which gives us confidence in our value of

17% InN.

The 200 nm thick I1io.42Gao.5sN showed significant InN segregation, as is evident

in the change in the shape of the diffraction peaks. The layer was relaxed, with

the peak positions indicating that the layer composition is in agreement with the

expected value based on the growth conditions. This suggests that only a small

fraction of the InN had segregated.

Pereira et al. (2002) demonstrated that multiple peaks can originate from a single

InGaN layer. The position of these peaks in reciprocal space indicates variation

in strain or composition. In particular when the InGaN layer reaches a critical

thickness, the strain begins to relax. This relaxation may occur for just part of

the layer, broadening or splitting the Bragg peak. Our samples only exhibited one

InGaN peak. The 20 nm thick InGaN layer for samples D05 and D30 was completely

strained, having the same lattice parameter, a, as the GaN buffer layer. The 200

nm InGaN layer for sample D30 was also completely relaxed. This suggests that the

critical thickness for relaxation is greater than 20 nm but less than 200 nm. The

typical critical thickness from the literature is about 75 nm (O'Donnell et al, 2001).

The larger InN composition would also have increased the strain (by increasing the

lattice constant), thus increasing the driving force for relaxation.

4.8.3 Dislocation Densities

The dislocation densities for these samples were calculated in a simple manner (i.e.,

assuming one dislocation per mosaic block wall). Despite this the values determined

for the samples are of the correct order i.e., the A1N layers were found to have

a typical dislocation density of 1011 cm"2, the GaN layers a typical dislocation

density of approximately 109 cm""2, and the InGaN layer between 109 cm"2 and 1010

cm""2 (except for sample D42 which had a considerably higher dislocation density for

the InGaN layer, 1012 cm"2, because of strain relaxation). Akasaki (2002) quotes

dislocation densities of > 1011 cm"2 for GaN grown directly on sapphire (this agrees

with our value for A1N), and 109 cm~2 to 1010 cm"2 for GaN grown on an A1N buffer

layer. Lester et al. (1995) reports a dislocation density of 2 — 10 x 1010 cm"2 for

l i
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InGaN layers.

The determination for the dislocation densities could be improved by considering

the specific types of dislocation present and the effects they would have on the

diffraction profile (see e.g., Metzger et a/., 1998).
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CHAPTER 5

Development of an Imaging Plate Technique for

Rapid RSM Collection

5.1 Overview of RSM Collection with Position

Sensitive Detectors

The experimental procedure described in Chapter 3 utilised a scintillation detector

with an analyser crystal (or slit) to improve the angular resolution. This arrange-

ment is capable of very high resolution scans (the smallest angular window used

was 7 arcseconds). However, collection of reciprocal space maps is time consuming,

because each datum point is collected individually, with sample/detector movement

required for each datum. The reciprocal space maps collected using the technique

detailed in Chapter 3 (and presented in Chapter 4) typically required 3-4 hours to

collect. In general several maps are required for every sample and if numerous sam-

ples are to be investigated, the total scan time can become prohibitively large. This

is especially true for synchrotron experiments, where experiment time is limited.

Collection time can be reduced by using a position sensitive detector (PSD).

PSJJS sample extended areas of reciprocal space simultaneously. Unfortunately these

detectors have poorer spatial resolution, dynamic range, and signal to noise ratio

than scintillation detectors. Further, the analyser crystal discriminates intensity

based on angle, whereas a PSD cannot distinguish between beams striking the de-

tector at the same position but from different angles (and hence from different parts

of the sample).

PSDs are used routinely for collecting reciprocal space maps; however, not all

techniques are suitable for investigating semiconductor heterostructures. It is impor-

tant that the detector is able to handle the high intensities diffracted from substrates

(or thick high quality layers) without being damaged. They must also have a large

dynamic range so that the peaks and any oscillations in the wings of the main peaks

can be detected simultaneously.

Gerhard et al. (2000) studied ZnSe-based laser diode structure by illuminating

the sample with a highly divergent X-ray beam (from a synchrotron microfocus

beamline). The diffracted intensity pattern was recorded directly in two dimensions
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on an imaging plate (IP). The divergence of the incident beam is equivalent to

rocking the sample during exposure to plane wave irradiation. This method is very

fast and simple, although the spot size must be small (10 fxm) in order to achieve

a large range of incident wavevectors. Using this method information is collected

from a very small region of the sample, which can be advantageous depending upon

the sample and the information required. A disadvantage of collecting a range of

incident wavevector angles simultaneously is that the intensity is integrated over

reciprocal space . The range of the integration depends directly on the range of the

incident wavevectors. Gerhard et al. (2000) used a small wavevector distribution

range, and so avoided excessive integration. If wide scans are required then a point

or one-dimensional detector can be used to avoid integration.

A number of authors (see e.g., Kinne et al, 1998; Butler et al, 2000; Welberry

et al, 2003) used IPs as ?T e-dimensional detectors. Weissenberg slits are employed

to mask the IP, which is translated perpendicular to the plane of diffraction. Kinne

et al (1998) and Butler et al (2000) collected RSMs by translating the IP and

rotating the sample simultaneously to fill the entire plate area. Welberry et al. (2003)

used a similar procedure except that the IP was stationary while being exposed.

They collected up to three hundred strips, each 0.5 mm wide, on one imaging plate.

Of these authors only Kinne et al. (1998) studied epitaxial layers on substrates, the

sample type in which we are interested. Butler et al. (2000) and Welberry et al.

(2003) studied small single crystals. These systems are simple to set up compared

to triple axis diffractometry (TAD), use a widely available PSD (IPs), and have a

reasonable spatial resolution and dynamic range. The amount of integration over

reciprocal space is depends upon the slit width. Each of the above methods require

angular calibration of the imaging plates (Kinne et al, 1998; Butler et al, 2000;

Welberry et al, 2003). This was achieved using high intensity reflections from the

sample. Welberry et al (2003) also required a calibration to account for the decay

of the intensity recorded on the IP with time over the duration of the scan.

Osborn and Welberry (1990) and Boulle et al. (2002) both describe curved one

dimensional position-sensitive wire (or blade) detectors, which allow many scans to

be collected without the need to change the film or imaging plate. Although these

detector systems allow high spatial resolution to be achieved, they are expensive

and can be damaged by synchrotron beam intensities. This is particularly true for

samples that exhibit strong substrate reflections. Hence, despite their advantages,

these detectors are not suited to our experimental work.

This chapter describes a set of experiments exploring the capabilities of the
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imaging plate system at the Australian National Beamline Facility for collecting re-

ciprocal space maps for Group III nitrides. Our approach differs from other authors.

For example, unlike Kinne et al. (1998) the work was carried out at a synchrotron

facility, and in contrast to Kinne et al. (1998); Butler et al (2000); Welberry et al.

(2003) the RSMs were compared directly with our TAD results. The results of this

chapter have been published in Mudie et al (2004).

5.2 Reciprocal Space Geometry for Collecting RSMs

using Imaging Plates

The angular representation for reciprocal space and reciprocal space scans were

described in Sec. 2.10. However, if we replace the analyser crystal and the point

detector from the TAD technique with a one-dimensional PSD, (keeping a; constant),

the intensity is now recorded along a circular arc in reciprocal space (see Fig. 5.1(a)).

A curved two-dimensional map in reciprocal space is produced by collecting data

from the PSD for several to positions. If the small angle approximation is valid then

the map is not curved.

Equation (2.127), repeated here for convenience,

can be rearranged to give

u = ALJ + - ,

ACJ = to .

(2.111)

(5.22)

For constant LU the coordinate along the PSD is linear in e; in e/2 — Aui space

the PSD produces scans at 45° to the e/2-axis, with intercept u (see Fig. 5.3(6)).

No assumptions have been made about the size of u or e, hence the e/2 — Aa;

representation is useful for avoiding otherwise curved scans in qx — qz space when

the u) and e ranges are large. It is particularly important for the interpolation scheme

described in Sec. 5.3.

5.2.1 RSM Collection Method

As mentioned in Sec. 3.2.1 the diffractometer has a radius of 0.573 m and in-

corporates an imaging plate cassette that covers ±160° in 26. The cassette can

accommodate up to eight 400 x 200 mm IPs, with the long side oriented along the

circumference. Radioactive fiducial markers are installed in the cassette to provide

an angular reference on the IP. Weissenberg screens can be installed so that only 4

mm of the plate is exposed at one time. The IP cassette can be translated perpen-

dicular to the plane of diffraction on linear bearings, so that up to 30 exposures can

be collected on one plate, with 1.5 mm between each 4 mm strip.

fl-fc
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PSD
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Figure 5.1: Symmetric reflection with a position sensitive detector, (a) Reciprocal
space representation, and (b) angular space representation, (j) and (2) indicate two
different appositions of the sample, and show how the position sensitive detector
covers reciprocal space to produce an RSM.

The IPs are scanned using a Fuji Film BAS2000 system, which provides a dy-

namic range of 104 and a spatial resolution of 100 fim, which equates to an angular

resolution of 0.01° in 2(9. Software written in-house at the ANBF is available for

angular calibration of the imaging plates using the fiducial marks, and for extracting

individual strips from the scan. The D type samples described in Chapters 3 and 4

were used to test the experimental technique.

An incident wavelength of 1.54 A was selected, and the inonochromator de-tuned

to reject higher-order harmonics. The diffractometer entrance slits were adjusted to

4 mm x 0.1 mm (width x height). This matched the beam to the width of the IP

strips, and to the spatial resolution of the IP. The sample stage was mounted on the

UJ goniometer, with the scintillation detector and slits mounted on the 2#-arm. This

configuration is shown schematically in Fig. 5.2.

The scintillation detector (with a 0.5 mm slit) was used to align the sample and

to collect an RSM using the TAD scheme. This RSM was subsequently compared
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Si (111) Beamline
Monochromator
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Collimating Slits

Image Plate Cassette
Moves In anil Out of Page

Figure 5.2: Schematic diagram of the diffractometer configuration (side view), to
is angular deviation of the sample from the Bragg condition, and s is the angular
deviation of the detector from the Bragg condition.

with RSMs collected using the IPs. The detector was rotated to the bottom of the

diffractometer during IP collection, as indicated in Fig. 5.2, so as not to interfere

with the beam. The difrractometer was evacuated for the collection of all RSMs to

reduce air scatter.

The first strip on each IP was reserved for a Crystal Truncation Rod (CTR) scan

(see e.g., Takeda and Tabuchi (2002) and references therein). The CTR scan was

collected by rotating the sample over the angular region of interest, including the

nearest substrate peak, pausing for 1 second at each u> position to expose the IP

strip. The CTR was used to confirm the correct angular calibration of the plate. As

only one IP was used to collect an RSM, the number of CJ positions was restricted

to 29, and the 29 angular range to 40°. The 29 angular range is superfluous, but

was set by the IP size. To increase the number of u positions the IP would need to

have been changed every 29 scans. Although this is possible, it would require the

diffractometer to be evacuated each time, significantly increasing the time required

to collect the RSM.

A program script was written to control the u stage, the IP cassette and the

shutter during collection of the RSMs. Initially the exposure time was varied to

determine a suitable value for our samples. Using the highest sensitivity on the

scanner, a time of 45 seconds per strip avoided over exposing the peak due to the 2

/mi thick GaN layer, while being long enough to collect peaks originating from the
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thin 20 nm -200 nm InGaN layer.

5.3 Experimental Results and Interpolation Methods

Figure 5.3 shows a section of an 'as collected' imaging plate for sample D30 about the

GaN(0004) reflection. The strips are clearly identifiable near the peaks; however,

within each strip the peak intensity is not centred. This was corrected for later

scans by varying the off-plane angle of the sample. The strip on the far left is the

CTR and the bright spot on the extreme right is a fiducial mark. The IP scans

were converted into 30 one-dimensional scans using in-house software. The software

calibrated the e-axis using the fiducial marks, then integrated in the u) direction

across each scan to obtain the intensity.

The unprocessed data in Fig. 5.3 lies on a regular two-dimensional cartesian

grid in u — s/2 space. We can transform to AOJ — e/2 space (see Fig. 5.4) using

Eq. (5.22), (and then to qx — qz space using Eqs. (2.130) and (2.131)); however,

the set of Au>-axis coordinates for each e value are the not the same. In order

to plot the RSMs and extract profiles along various directions, the data must be

interpolated onto a regular (cartesian) grid. A number of interpolation schemes

were implemented; however, the simplest is to interpolate in the Au; direction. A

cubic spline interpolation was used, as it was easy to implement and interpolates

the data smoothly.

Figure 5.4 shows an entire scan after the unprocessed data (in Fig. 5.3) was

transformed into angular coordinates, AUJ-(E/2). Within reciprocal space the scan

would be an arc, (see Fig. 5.1 (a)), because the small angle approximation breaks

down over such a large angular range (i.e., 20° in e/2).

Each individual scan from a single IP has the same set of e/2 coordinates (i.e.,

the IP covered the same range in 20), however the overlapping Au positions do not

coincide. Hence in order to analyse the RSMs the data must be interpolated onto a

single regular (cartesian) grid. Furthermore the grid spacing is highly anisotropic,

with the step size up to 40 times larger in the LJ direction compared to the e/2

direction, depending on the range being investigated. Therefore although the map

may contain a large number of data points, they are concentrated along particular

paths in reciprocal space. Ideally the interpolation method should consider the

geometry of the data and attempt to generate a higher resolution in the CJ direction.

Three methods of interpolation were explored:

Method I: The data was cubic spline interpolated in the Acu direction, as

indicated in Fig. 5.5. Note that in this case the number of Aw positions was
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Figure 5.3: Section of an unprocessed imaging plate scan. The individual strips are
clearly observable near the peak. The bright spot on the right is a fiducial mark.
The single strip on the left is a crystal truncation rod (CTR) scan.
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Figure 5.4: Entire RSM from a single imaging plate.
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Figure 5.6: The position of the experimental points (A) and the added points (•)
(forming pseudo-scans) for method III. The lines indicate the 38 points used to
generate one new point.

selected to be the same as used for the standard technique.

Method II: The data was linear interpolated in the scan direction so that the

data was on a regular grid in the Aa; direction (but no longer in the er/2 direction)

and then cubic spline interpolated in the e direction to create the regular grid.

Method III: The data set was expanded by generating pseudo-scans parallel

to the IP strips using an inverse distance interpolation of the 38 nearest points.

The experimental and generated points are shown in Fig. 5.6. This data was then

interpolated as in method I to create a regular grid.

Figures 5.7 — 5.9 show the results for the three different interpolation methods.

The interpolated RSMs are based osn a map collected using the IP method about

the (0004)GaN peak for sample D30, and incorporates the InGaN peak. Each of the

interpolated RSMs are compared to a map collected using the TAD method. The

data was shifted so that the average background was zero, and then normalised to

the InGaN peak height, since the GaN peak was saturated in both the IP and TAD
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techniques. For the same reason the UJ scans were taken across the main InGaN

peak. The error is given by:

RSMError = log10

f RSMjp \

VRSMTADV
(5.23)

An IP scan was also collected with half the step size in the u direction as shown in

Fig. 5.10. Only one IP was used, which covered half the area of the RSM presented

in Fig. 5.7. This results in the truncation seen in Fig. 5.10(a). The data collection

time (approximately 45 mins including diffractometer chamber evacuation and IP

readout) was identical to the lower resolution scan shown in Fig. 5.7.

The IP scans were collected in approximately one quarter of the time that was

required for the standard technique (the standard technique typically required 3-4

hours for the scans shown in Chapter 4). Subtracting every second row and column

reduces the standard RSM to one that would have been collected in approximately

the same time as the IP scans. Figure 5.11 compares the original and reduced

RSMs, with the smaller RSM linear interpolated onto the same grid size as the

original RSM.

Further data is shown in Fig. 5.12, where two plots around the (1124) reflection

from different samples are reproduced. To avoid further interpolation the axes are

in angular space no reciprocal space. All interpolation and analysis was performed

using software written in IDL by the author.

5.4 Discussion of Experimental and Interpolation Results

The aim of this experiment was to utilise IPs for collecting RSMs rapidly. Superfi-

cially the IP method appears attractive, since a scan can be acquired in about 45

min, which includes evacuation of the diffractometer chamber and readout of the

IPs. A TAD scan, covering the same peak features, requires 3-4 hours depending

upon the region of interest and spatial resolution. However, before IPs are adopted

for routine reciprocal space mapping, it is imperative to establish the suitability of

the method for various scan types and to validate the accuracy of the RSM data

obtained in the present experiments. These issues are addressed in the remainder

of this chapter.

Figures 5.7 — 5.9 show significant differences between the RSM collected using

the TAD method, and the IP with interpolation. In particular the peaks are widened

in the u direction, and do not have the correct shape. However, the u — 26 scans

are more accurate, showing all features of the standard RSM. This means that the

IP method can be successfully used to produce UJ — 26 scans for Group III nitride



175

|—TAD Technique — IPMaJhodl Interpolation)

q^nrrT)

q, (nm1

-0.2 -0.1 -0.0 0.1 0.2 0.3

q, (nm1)

Figure 5.7: Comparison of a triple axis diffractometry RSM with the interpolated
IP data, (a) Interpolated IP using method I, (b) error plot, (c) triple axis diffrac-
tometry RSM, (d) u — 20 scan and (e) u) scan.
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Figure 5.9: Comparison of a triple axis diffractometry RSM with the interpolated
IP data, (a) Interpolated IP using method I I I , (b) error plot, (c) triple axis diffrac-
tometry RSM, (d) UJ — 29 scan and (e) u) scan.
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Figure 5.10: Comparison of a triple axis diffractometry RSM with the interpolated
high resolution IP data using method I. (a) Interpolated IP using method I, (b)
error plot, (c) triple axis difFractometry RSM, (d) UJ — 20 scan and (e) w scan.
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Figure 5.11: Comparison of a triple axis diffractometry RSM with the reduced triple
axis diffractometry RSM. (o) Reduced triple axis diffractometry RSM, (b) error plot,
(c) standard triple axis diffractometry RSM, (d) u> — 26 scan and (e) OJ scan.
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Figure 5.12: Reciprocal space maps (in angular space) for the (1124) reflections, (a)
Sample D30, and (b) sample D42.
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samples. It is difficult to specify a spatial resolution for the IP scans because the data

is highly asymmetric. The spacing, u)step, between collected lines in the Au; direction

(before interpolation), is 0.18° for Fig. 5.7 and 0.09° for Fig. 5.10. However, along a

single strip from the IP (see Fig. 5.1(6)) the step size is up to 20 times smaller, (i.e.,

0.01°). Limiting ourselves to one IP results in a low spatial resolution compared

to the data of Kinne et at (1998)). The resolution could be increased using only

one IP, if the Weissenberg screens were made narrower and the IP cassette step size

reduced.

Figure 5.10 shows that reducing the step size, ustep by a factor of two significantly

improves match between the IP and TAD data, in both the q^- and q^, directions.

This suggests that for our sample type, 58 scans is sufficient to cover the range of

interest. This should be easy to obtain with some minor modification to the slit

and step sizes of the IP system. The majority of the collection time for a scan is

spent evacuating the system and handling/scanning the IPs. Hence an increase in

the number of strips on one plate will not significantly change the collection time.

Information on the IP also degrades with time, and can require a correction (see

Welberry et al. (2003)). However, we collected a small number of scans, and hence

avoided this problem.

In attempting to use a large u>step to cover an extended range in reciprocal space

(see Fig. 5.1(6)), the interpolation procedure introduces false peaks. This can be

seen in the InGaN peak, and its satellite in the u - 29 scan (see Fig. 5.7(rf)). Figure

5.13 shows a schematic illustration of this phenomenon for a peak elongated along

the qz direction (e.g., the GaN peak). In Fig. 5.13(a) the data points lying on the

peak are generated, via interpolation in the q^ direction (Method I), from widely

spaced experimental data. In general the experimental data points straddle the peak

position and hence give an intensity less than the true peak intensity. This situation

is evident in region ii in Fig. 5.13(a). A profile of this region is displayed in Fig.

5.13(6), which clearly indicates that the interpolated scan has a lower intensity than

the true peak. Figure 5.13(a) shows that the experimental points are arranged in

lines that run at an oblique angle to the axis that peak intensity is distributed along.

Some experimental points lie closer to, or on, the peak leading to a more accurate

peak intensity. This is the case for region i where an experimental point lies exactly

on the peak. The resulting profile is shown in Fig. 5.13(6). A translation in the

qz direction produces a series of maxima as shown for region iii. A similar problem

arises for the InGaN peak, winch is elongated in the Qx direction, if interpolation

is performed in the qz direction (Method II). Therefore the result of interpolation

depends on the geometry, and in particular the width of the peak being interpolated,
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Figure 5.13: Schematic diagram explaining the origin of peak splitting when u>step

is large, (a) Sketch of the RSM showing the position of the experimental (filled
circles) and interpolated (open circles) points compared with the 'true' peak, and
(b) profiles across the 'true' (dotted line) and interpolated (solid line) peaks, from
regions i, ii and iii indicated in (a).

compared to the resolution (if a large ujstep is used).

Method I I I utilised a much larger data set to interpolate each datum point, and

was devised to remove the false peaks evident in the other two methods. However,

Fig. 5.9 shows that although the false peaks have been reduced in intensity they are

still discernible. Moreover striping is seen throughout the whole RSM; this is due

to the inherent smoothness in the pseudo-scans because the number of points used

to calculate the average is large.

Since no explicit smoothing has been applied (only that inherent in the inter-

polation scheme), further iraproveinent may be possible through the application of

suitable filtering; however, such a procedure would require careful justification.

The IP scans were collected in approximately one quarter of the time required
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Figure 5.14: Powder lines collected across the whole imaging plate, possibly due to
In segregation.

for the TAD technique. Subtracting every second row and column reduces the TAD

RSM to one that would have been collected in approximately the same time as the

IP scans. Figure 5.11 compares the high and low resolution TAD RSMs with the

interpolated IP scans. The low resolution TAD RSM was linearly interpolated onto

the same grid size as the high resolution RSM. Comparing the sparse TAD scan to

the IP scan suggests that for the region of interest, similar (or better) quality data

can be collected in a comparable time using the TAD method. The yparse TAD

RSM has a higher spatial resolution than the IP RSM because the sample spacing

is less asymmetric. However, the TAD method requires:

i Greater time for set-up;

ii A priori knowledge of the peak positions in reciprocal space. This is problem-

atic for unknown samples, especially for asymmetric reflections and requires

long alignment times;

iii More complicated instrumentation, such as a second axis of rotation for the

detector/analyser.

Caution should be used when analysing Fig. 5.11, because the two RSMs are not

independent, originating from exactly the same experimental data. However, it does

indicate that for the samples investigated a lower resolution is sufficient. The RSMs

collected by the IP cover a much wider range than the specific region of interest

shown in Figs. 5.7 — 5.9, although much of this extended region is featureless.

There are specific cases where the large region can be useful. For example, Fig. 5.14

shows a scan where powder lines, possibly due to segregated In (or InN) clusters (see
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Sec. 4.4.3), were observed across the entire RSM, simultaneously with the Bragg

and diffuse peaks.

Figure 5.12 shows two RSMs about the (1124) reflection. RSMs of asymmetric

reflections must cover wide regions of reciprocal space, because the peaks do not

necessarily align with the qx- or gz-axes. Hence the ability of the IP scans to cover

a large region of reciprocal space in a. short period of time is very useful in scanning

asymmetric reflections (even at low spatial resolution). The range along the Au;-axis

as shown in Fig. 5.12 is more than seven times larger than shown for the symmetric

reflections.

In comparison to Kinne et al (1998) our RSMs have a lower spatial resolution

because we used the IP to collect discrete strips, instead of continuously filling the

IP while rocking the sample. In addition, we have introduced integration in the qy

direction by summing across the strips. Summing in the qy direction over a small

range can also introduce errors if the peaks in that direction have different widths. It

may be more valid to use the central line of pixels from the strip, and hence obviate

the need for integration; however this would require that the scan be perfectly

centred on the strip. The TAD method also integrates in the qy direction (see e.g.,

Holy et al, 1999). Kinne et al (1998) fill an entire IP by scanning it past a narrow

slit, avoiding the need to integrate in the Au; direction. However, we observed that

very bright features caused streaking on the IP in the Au; direction (presumably

because of saturation). The separation between strips ensures the intensity of the

streaks at the adjacent strip position on the IP is small. There was no separation

between the strips for the procedure adopted by Kinne et al (1998), although the

lower count rate in the laboratory may have meant the problem was less severe.

The optimum detector for this collection regime would have on-line readout, such

as that used by Boulle et al. (2002); furthermore, it should be capable of handling

synchrotron intensities, be vacuum stable, and have an appropriate dynamic range.

Such detectors are not readily available.

Experimentally we integrate over a small range of reciprocal space, because of

a number of instrumental effects (e.g., the slits are not infinitely narrow). If the

Weissenberg slits were removed, the lateral direction would be available for detecting

intensity. This direction corresponds to qy, which for an incident plane wave is given

by

qy = k cos #2 sin #3, (5.24)

where #2 and #3 are defined in Fig. 5.15. (Note that Eqs. (2.130) and (2.131) are not

valid in the three-dimensional case). Gerhard et al. (2000) use this fact to collect
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Figure 5.15: Angle designations for the three-dimensional diffraction geometry.

their RSMs. In fact their results are similar to a CTR scan (see e.g., Takeda and

Tabuchi (2002)) with no Weissenberg slits installed. Such a CTR still integrates

over the q* range (determined by the u> limit selected), but provides information

from a two-dimensional region of reciprocal space. The CTR covers a region in

the qx — 0 plane, i.e., perpendicular to the RSM. By collecting RSMs and two-

dimensional CTRs, two perpendicular planes (from within reciprocal space) can be

acquired without the need to rotate the sample about the q^-axis between scans.

This ensures that the same region of the sample is investigated in the both the

qx — 0 and qy — 0 planes.

If only a small qy range is required, and the incident beam has low angular

divergence in both the qx- and qy directions, then our technique can be used to

produce a three-dimensional RSM. The intensity distribution in the qy direction is

obtained from the profile across the strips. This cannot be easily achieved using

other techniques, except for Welberry et al. (2003), although in this latter case it

would be of a very limited range.

5.5 Conclusion

We have implemented a method for collecting reciprocal space maps using imag-

ing plates at the Australian National Beamline Facility. The results indicate that

for sparse data care must be taken when interpolating onto a regular grid. More

specifically, peaks that are narrow in the qz direction should be interpolated in the

qx direction, and vice versa, to avoid producing false peaks. For our sample type,

and the range required, we found that as few as 58 strips can produce acceptable

results. The I P method is very useful for rapidly scanning large areas of reciprocal

space when the peak position and shape are not known exactly, which occurs for

asymmetric peaks; further it docs not require more sophisticated equipment, such as

J I
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analyser crystals and 20-arms. This method can be extended to three dimensions.
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CHAPTER 6

Chemical Ordering of Group III Nitrides

This chapter describes work done in collaboration with Dr. Lutz Kirste and Dr.

Nikolaus Herres of the Praunhofer Institut fiir Angewandte Festkorperphysik (Fraun-

hofer Institute for Applied Solid-State Physics, Germany).

6.1 Introduction to Ordering of Group III Nitrides

Ternary Group III nitride materials, specifically AlxGa!_xN and IiixGai_.TN, can

exhibit self-induced long range ordering of the Group III elements. This chemical

ordering was initially identified in the wurtzite structure by Korakakis et al. (1997),

and since then has been reported by numerous authors (see e.g., Iliopoulos et al,

2001; Benaniara et al, 2003; Laiigt et al, 2003). The nature of the ordering is

dependent upon the growth conditions, substrate, layer components and composi-

tion. Group III nitrides are usually grown in the [0001] direction, as detailed in

Sec. 1.2.4. In this growth mode the ordering is along the [0001] growth direction,

with the atoms arranged randomly in the (0001) basal plane. The simplest ordering

modality has the Group III atoms alternating in the [0001] direction (Korakakis

et al, 1997; Iliopoulos et al, 2001; Northrup et al, 1999b). Other more complex

arrangements (Iliopoulos et al, 2001) have longer repeat units, up to 14 monolsyers,

and coexistence of different ordering types.

Ordering of the structure may impact on the electrical and optical properties

of the material (Wright et al, 2001). Hence an understanding of the formation

and stability of the ordered structure is important for device manufacture. Several

authors have suggested models for the formation of the ordered structure (see e.g.,

Northrup et al, 1999b; Benamara et al, 2003). The ordering is thought to be a

result of the growth kinetics (i.e., it is not a thermodynamic process), and the large

difference in bond strength between the nitride and each of the Group III atoms.

(Specifically the In-N and Al-N bonds are .stronger than Ga-N bonds). Figure 6.1

shows a conceptually simple mechanism for ordering. Growth occurs via a step

process, with three different sites available for Group III bonding: Bl.y T l and B2.

The nitrogen coordination of these three sites (at the time the Group III adatom

arrives) are different; Bl has three nitrogen atoms, B2 has two and Tl has one.
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(0001)
Step Motion

i

Tl

Figure 6.1: Possible kinetic model leading to chemical ordering of Group III nitride
ternary alloj's. In and Al have a higher bond strength with N than Ga. The free
energy is minimised if In or Al is located at Bl (and Ga at Tl and B2) because
them are two nitrogen bonds at Bl and only one at Tl and B2 (after Benamara
et al. (2003)).

Energy is minimised by an atom with higher bond strength begin positioned at Bl

(i.e., In or Al), and an atom with lower bond strength (Ga) at B2 and Tl . The

geometry of the layer, and the motion of the growth front will produce ordering,

which is then frozen into the bulk material. Although this simple model is specific

to a particular growth mechanism, it demonstrates how different bonding strengths

can lead to ordering.

Structural ordering of this kind can be easily detected by diffraction techniques,

since the structure factor of the material is modified. For a ternary alloy with a

wurtzite crystal structure the structure factor is

where fA and JB are the atomic scattering factors for atoms sitting at the two Group

III sites in the unit cell, and JN is the atomic scattering factor for nitrogen. Fo:

(00./) type reflections Eq. (6.1) reduces to

.31

I A ~ !B + 0
IA + IB + fi (-4)

if / = odd

if / = even.

(6.2)

(6.3)

For a random alloy, /A and jn are taken as the weighted average of the two

species. It follows that for (00./) reflections, where / is odd, the structure factor is

zero. However, if ordering is present, the symmetry is broken and Foo./ is non-zero

for all /. Thus an XRD scan can determine if there is ordering in the material.
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X-
X-ray Source

Single Crystals
e.g., Ge(220)

Figure 6.2: Schematic diagram of a Bartels-DuMond type monochromator. The
X-ray beam height is not modified by this arrangement. Selection of a desired
wavelength is achieved by rotating the crystals.

Additional peaks may also be present if some form of superstructure is involved,

e.g., if the repeat length is greater than c, i.e., the lattice parameter in the [0001]

direction.

6.2 Experiment

A series of experiments designed to explore the chemical ordering of the Group III

nitrides were completed by Drs. N Herres and L. Kirste of the Fraunhofer Institut fur

Angewandte Festkorperphysik (Fraunhofer Institute for Applied Solid-State Physics,

Germany). The sample was grown using plasma assisted molecular beam epitaxy.

The substrates were nitridated, and a 130 nm A1N buffer layer was dep->s;^-1 at

1050°C. A 720 nm AlGaN layer was then grown at 820°C. After chares orisation

(see below) the sample was annealed for 5 hours at a temperature of L^0 '0 -:\nd a

pressure of 9.5 kBar. A Ga overpressure was achieved by packing Ga pot/a ?r into

the crucible with the sample. After annealing, the sample was again characterised.

The samples were initially scanned using a double crystal difrractometer to de-

termine lattice parameters and composition, using the extended bond technique (see

e.g., Herres et al, 2002). Reciprocal space maps were then collected using a triple

axis difrractometer for a more detailed study of the structural imperfection of the

samples. The triple axis difrractometer incorporated a parabolic mirror to increase

the incident flux, with a Bartels-DuMond Ge-220 monochromator to condition the

beam. A schematic of a Bartels-DuMond monochromator (DuMond, 1937; Bartels,

1983) is shown in Fig. 6.2. This monochromator has a small beam divergence. Fur-

thermore it does not modify the beam direction, and can be tuned for a particular

radiation wavelength. A Ge-220 Bartels-DuMond arrangement was also used for the

analyser. This arrangement ensured minimum instrumental broadening, obviating

the need to deconvolve instrumental broadening from the diffraction pattern.

Two different analysis methods were employed and compared: a Williamson-Hall

analysis and statistical diffraction theory.
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6.3 Williamson-Hal! Analysis

A number of techniques have been described in the literature that attempt to deter-

mine microstnictural information from X-ray diffraction peaks. One such approach

is integral width1 analysis (Gay et aL, 1953; Williamson and Hall, 1953; Hordon

and Averbach, 1961; Chatterjee and Sen Gupta, 1972). This approach is popular

because of its simplicity and generality, although there are questions concerning its

accuracy (despite the fact that the method has been used in some form for more

than 40 years). The Williamson-Hall analysis (Williamson and Hall, 1953) is one

such analytical method for extracting physical parameters from the integral widths.

The integral width of an X-ray diffraction peak is defined as the area under the

peak divided by the maximum peak intensity. It is used over alternative measures of

peak profiles (such as Full-Width-at-Half-Maximum) because it is applicable to both

symmetric and asymmetric peak shapes. The experimentally measured diffraction

peak is a convolution of the diffraction profile and the instrumental function. Instru-

mental line broadening is caused by the divergence of the primary beam (and the

acceptance angle of the detector), which is determined by the angular deijendence

of the reflectivity of the monochromator (and analyser). Aside from the natural

(Darwin) width of the reflection there will be other contributions to the line width

depending on the sample type. For example, cold-worked metals, for which these

analysis methods were originally formulated (see e.g., Williamson and Hall, 1953;

Hordon and Averbach, 1961), have a high dislocation density, and hence small grain

size. The size of the grains, both parallel and perpendicular to the sample surface,

and their misorientation will broaden the diffraction peak in specific directions in re-

ciprocal space (see Sec. 4.4.3). Furthermore, dislocations will cause inhomogeneous

strain of the lattice, which will also cause the peaks to be broadened. Although our

samples are not cold-worked metals, they have similar microstructural features, i.e.,

high dislocation density leading to inhomogeneous strain and the formation of small

grains (mosaic blocks), which show significant misorientation. In order to quantify

these structural features using the line width, the different contributions must be

disentangled from each other.

The instrumental function can be characterised by measuring the rocking curve

of the analyser and monochrornator crystals. It is then straightforward to account

for the instrumental function in the analysis. According to Williamson and Hall

(1953) the integral line widths due to heterogeneous strain, Bs, and particle size in

the term 'integral width' has the same meaning as 'integral breadth', which is often used
in the literature.
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the qz direction, Bp, are given by

= 2f tan 9B

X
lz cos OB '

(6.4)

(6.5)

where £ is the integral width of the strain distribution, and lz is the average linear

dimension of the particle (mosaic block or crystallite) perpendicular to the sample

surface. If both of these broadening mechanisms operate simultaneously, the integral

widths need to be combined to give the total width, B (after removing instrumental

effects). Assuming a Lorentzian profile the integral widths are added; for a Gaussian

profile the squares of the widths are added (Williamson and Hall, 1953; Chatterjee

and Sen Gupta, 1972). Assuming a Lorentzian profile we have:

B = 2£ tan 9 + X/(l2 cos 6). (6.6)

It is advantageous to perform this calculation in reciprocal space. For a sym-

metric reflection (ip = 0), and assuming the incident and diffracted angles are equal

(9i = On = 6) the qz vector is given by

= 2k sin (6.7)

From this we can derive the following expression:

Aqz = 2kA9 cos 0,, (6-8)

where Aqz is the change in reciprocal space, corresponding to a small change, A9, in

angular space. In keeping with the convention used by Williamson and Hall (1953)

we define k as k — I/A for this section (compared to the usual definition of the

wavevector, k = 2ir/X). Multiplying both sides of Eq. (6.6) by cosO/X gives

B*z = Bcos9/X = 2fsin0/A

where B\ is the integral width in reciprocal space (in the qz direction).
Finally, upon utilising Bragg's law we obtain

(6.9)

, (6.10)

where d is the lattice spacing (qz = l/d). Hence plotting B* versus qz should

result in a straight line of gradient £ and intercept ljlz. Determining the structural

parameters using such a plot is the basis of the Williamson-Hall technique. This
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technique can be extended to extract the peak width in the qx direction in order to

determine the linear dimension of the particles parallel to the sample surface, and

the integral width of the misorientation.

Assuming a symmetric reflection, the incident angle, #,-, and the diffracted angle,

are given by

6i = e + uj

9d = 0-LJ .

(6.11)

(6.12)

The qx vector is specified by

q x = k(cos((9 + a;) —

= 2kuj cos 6 .

From this we can derive the following expression

(6.13)

(6.14)

Aqx = sin 0, (6.15)

where Aqx is the change in reciprocal space, corresponding to a small change, Aw,

in angular space.

The component of the peak broadening in the qz direction, due to the particle

size perpendicular to the surface of the sample in reciprocal space, is equal to l/lz.

It follows that the component of the peak broadening in the qx direction, due to

the particle size parallel to the surface of the sample in reciprocal space, is equal to

l/lx. (Using Eq. (6.15) the broadening in angular space is A/(2lx sin6B))-

The peak profile (in an u scan) generated by misorientation is a direct measure

of the distribution of angles of the mosaic blocks. Therefore in angular space the

integral width due to misorientation is the integral width of the misorientation,

which we label Am. The misorientation integral width in reciprocal space is

B*x =

= Am/d+l/l

(6.16)

(6.17)

The particle size parallel to the sample surface and the integral width of the mis-

orientation can be determined from the intercept and gradient, respectively, of the

graph of B* versus qx.

The analysis based on Eqs. (6.10) and (6.17) assumes a Lorentzian profile. If

the profiles are Gaussian then Eqs. (6.10) and (6.17) are modified according to



190

(B*x)
2 = (A m /d )

(6.18)

(6.19)

In this case a plot of {B*)2 versus q£ will allow the appropriate parameters to be

determined from the square root of the gradient and intercept. Another important

functional form used in integral width analysis is the Voigt function. This function

is a convolution of a Lorentzian profile with a Gaussian profile (see e.g., Balzar and

Popovic, 1996). The integral width of the Voigt function, Bvolgt, can be determined

from the widths of the constituent Lorentzian and Gaussian components (Schoening,

1965); however, the resulting equation is complicated. A simple, reasonably accurate

approximation was given by Haider and Wagner (1966):

r?2 r> r>
-°Voigt ~ -°Lorentj'.- t?Voigt •'Gauss' (6.20)

The rationale for using a Voigt function is that effects due to particle size pro-

duce a Lorentzian-type broadening, whereas the strain induces Gaussian-type line

broadening (see e.g., Haider and Wagner, 1966). However, fitting the peaks using

a Voigt function complicates the graphical analysis, since a plot of B* versus q

or {B*)2 versus q2 is not linear. This will be discussed in Sec. 6.5.1. The Voigt

function can be used to calculate the different contributions to line broadening by

decomposing the Voigt width into its Lorentzian and Gaussian components. This

may be done using Eq. (6.20), or some other appropriate approximation (see e.g.,

Schoening, 1965).

Group III nitrides have a high defect concentration leading to broad diffraction

peaks. We can neglect the intrinsic (Darwin) width since it is narrow; instrumental

broadening is also small since the Bartels-DuMond monochromator and analyser en-

sure very low beam divergence. We also neglect broadening due to sample curvature

on the assumption that it is a small (see e.g., Hordon and Averbach, 1961).

6.4 Statistical Diffraction Theory

Modifications to the mosaic block model used in Sec. 3.3 were required in order

to fit the data. Odd reflections in the qx direction required a weighted mixture of

two different lateral block sizes in order to correctly fit the line shape. However,

even reflections in the qx direction only need one block size. Simulation of the

profiles in the q2 direction necessitated a strain distribution. This was simulated

by dividing the layer into a large number of partitions (e.g., 60), each in a different
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strain state. Fitting the annealed samples required only one lateral block size,

since only even order reflections were observed. The process of annealing caused

chemical intermixing of the individual layers of the sample, and the formation of a

Ga rich layer on the sample surface. Intermixing is observed in the qz profiles as

the large background extending from the A1N rich peak to the GaN rich peak. The

intermixed regions of the sample were modelled by assuming that the composition

varied linearly from one layer to the next.

6.4.1 Composition Gradient Model

The deformation vector, u(r), for an atom originally located at r, can be divided

into two components: the average deformation (u(r)), and the statistical deviation,

f5u(r). Until now we have assumed that the average deformation vector is zero, i.e.,

that (u(r)) = 0. However, if we introduce a compositional gradient, which in turn

produces a non-statistical variation in the lattice constant with position, then (u(r))

will no longer be zero for all r.

Diffraction from samples exhibiting a compositional gradient, or strain gradient,

has been discussed in the literature (see e.g., H alii well and Lyons, 1984; Punegov,

1990, 1991; Punegov and Vishnjakov, 1995). The following treatment highlights how

random and non-random sample defects can be considered simultaneously within

the formalism presented in Sec. 2.9. The treatment is restricted to a linear strain

gradient in the z direction (i.e., normal to the surface).

The first step is to determine the average (non-statistical) deformation vector,

(u(r)), for the atom that would be positioned at r in a perfect crystal. We assume

that atoms are only displaced parallel to z, hence this treatment will only be appli-

cable to symmetric reflections. Given a strain of E, an atom will be displaced from

z to z{\ + s(z)). The displacement, u, of the atom at z is u{z) = z{\ -f e{z)) — z.

Assuming a linear strain gradient (e(z) = sz) where we define e{z = 0) = 0, gives

z(l+e(z))-z

z{l+sz)-z

sz2 (6.21)

Here u depends only on the z coordinate. The value of s can be approximated if two

values of the lattice parameter, c, are known. For example, if we know the lattice

parameters at the bottom, Q,, and top, ct, of the layer then:
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s =
ct - cb

2tcb - C62

ct-ch

2tcb - cb
2

(6.22)

(6.23)

where t is the thickness of the layer.

The diffuse intensity is calculated using Eq. (2.108), i.e.,

/>/ r+oo />+oo

Id
h(q) = / dz dx d2/K(r)|2[l-/2(r)]r(r,q)

JO J—co «/—oo

xp \— I
{.Jo

x exp \— I (4X + c o t

{J
x/o(a:-cot0i2:,2/,O).

~ c o t z), y, z]ds >
J

(6.24)

where r ( r , q) is the correlation area, calculated using Eq. (2.111), i.e.,

r+oo
i~(r;qx,qz) = / dqyr(r,q)

J - 00
/•+OO r+OO

= (1/27T) / rf/92 / dpx (e-
i^/'-+9xPx)et(l+6)<To

J—00 J—00

(6.25)

(6.26)

and all other variables have been defined in Sec. 2.8.3. The term

e-ih[(u(x+Px,y,z+pz))-{u(r))}

was set to unity in our treatment in Sec. 2.8.3, because the average value of the

displacement vector was zero for the mosaic block model. However, with the intro-

duction of a non-statistical variation in u, this is no longer the case. Substituting

Eq. (6.23) and the correlation function, g(r,p) (defined in Eq. (2.110)), into Eq.

(6.25) we obtain

/•+oo r+oo

= (1/2TT) / dpz / dpx
J— CO • / — i—00 J—00

+oo

x p(p) (6.27)
-00

where all terms have been defined in Sees. 2.8.3 and 2.9.

In Sec. 2.9 the correlation area was calculated by analytical integration over p

(the separation between two points considered in the spatial correlation function),
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and numerical integration over a (the rotation of a mosaic block). A similar approach

was used to evaluate the integral in Eq. (6.27). We make the following substitutions:

P(P) =
i _ \P* 1 \Pz for \pi\ < k

P = — (qx -f- ha cos ip)

if; = — (qz -+- h{2sz — asm <p) — (1 + 6)<70(r)) ,

(6.28)

(6.29)

(6.30)

where all these parameters have been defined in Sees. 2.8.3 and 2.9. In terms of

these new parameters

+oo r
r(r:qx,g2) = (1/2TT) / daW(a.) /

J—oo J —
r+oo

X / dpz

J — OO

1 -
lx

1 - eWPze-U (6.31)

Equation (6.31) is analogous to Eq. (2.111); however a compositional gradient

has now been included. The appearance of pz
2 in Eq. (6.31) makes the integral

difficult to evaluate. The computer package Mathematica®2 was used to analytically

evaluate the integrals over the spatial coordinates (i.e., px and pz) in Eq. 6.31. The

diffuse intensity is given by substitution into Eq. (6.24):

r+OO 9

/j?(q) = 7oK[l - /2](1/2TT) / W{a)-~{l-Cos{f3lx))da
J-oo LxP

* /
Jo

2 i 1 i

L 2hs L 2hs

. 3 t</>2

• ( f
n erf

4(hs)

erf

2hslz

erf

1 +
2/ISZ, 2y/hs

c~'ifxzdz

(6.32)
2Mathematica® is a s^'inbolic computing package developed by Wolfram Research (see e.g.,

http://www.wolfrajp.com).
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where erf(w) denotes the error function3 in terms of the complex argument w =

\fi{±ijj -+- 2hslz)/2\/lis (or w = \/iy'j/2\/hs). All symbols have been defined in

Sees. 2.8.3 and 2.9. We have assumed a (00./) type reflection, i.e., the sample is

laterally homogenous, so that we can neglect the integrals over x and y; the static

Debye-Waller factor is zero since we have not modified the statistical part of the

deformation vector. The Fourier components of the susceptibility vary in the z

direction only.

In order to simulate the diffuse intensity diffracted from these samples two differ-

ent types of layer were modelled: layers with a composition gradient and homoge-

nous layers. The homogenous layers were modelled exactly as described in Sees.

2.9 and 3.3. Modelling a composition gradient used a modified version of the code

adopted for the homogenous layers. The integration over z was accomplished using

Mathematica®. This computing package was used instead of a conventional numeri-

cal program written in the Interactive Data Language (IDL), because it handled the

error function with complex arguments more robustly. This is demonstrated in Fig.

6.3, where the error function calculated by IDL and Mathematica® are compared.

Near the origin (w = 0) the two outputs agree; however, for \w\ > 5 IDL fails to

reproduce the error function correctly. IDL was still used to numerically evaluate

the integral over a. Mathematica® was called from within IDL, with the parameters

passed between the programs via an a sc i i file.

Figure 6.4 shows the model structure for the samples. To reduce the number

of free parameters when simulating the intermixed layers, it was assumed that the

composition at the top and bottom of these layers matched the homogenous lay-

ers at those boundaries. The sample parameters passed to Mathematica® for each

intermixed layer were the Fourier components of the susceptibility at the top and

bottom of the layer, the layer thickness, the mosaic block dimensions, the width

of the tilt distribution, and the composition induced strain gradient. The suscepti-

bility throughout the layer was determined using Vegard's law. The mosaic block

dimensions and tilt were constant throughout each intermixed layer (but were not

necessarily identical to the homogenous layers). The procedure for finding the best

fitting parameters was essentially the same as described in Sec. 3.3.2.

The error function is given by

erf(w) - JL r
~ vWo

'dt. (6.33)
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Figure 6.3: A comparison of the error function calculated using (a) IDL and (b)
Mathematica®.
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Figure 6.4: The model used to describe the composition of the annealed sample
(which shows chemical intermixing) for the statistical diffraction analysis. The grey
regions are intermixed layers, which have a composition varying linearly from top
to bottom. The composition of the layers at the interfaces are shown on the right.

6.5 Results and Discussion

The experimental work (including sample preparation and X-ray diffraction mea-

surements) and Williamson-Hall analysis were completed by Drs. N Herres and L.

Kirste and coworkers. The statistical diffraction modelling was carried out by the

author.

The lattice parameters of the as grown AlGaN layer were a — 3.1301 A and c =

5.0839 A. Based on Vegard's law the composition was determined to be Alo.564Gao.43eN.

After annealing, the AlGaN layer retained the same composition, however the strain

state had changed.

Figure 6.5 shows a low resolution double crystal 0 — 20 scan of the samples

before and after annealing. The as grown sample clearly shows a super structure

as the forbidden ((0001), (0003), and (0005)) reflections are present. However, after

annealing, the superstructure reflections disappear. This provides tentative evidence

that the ordering observed in the as grown samples is related to growth kinetics.

The as grown samples, which may not have reached equilibrium, show superstructure

reflections; however, the annealing process allows the samples to approach a state

of thermodynamic equilibrium, thereby extinguishing the superstructure reflections.

The thermodynamically stable state has a random distribution of Group III atoms.
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AI0,56Ga0.44N

"as grown"
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Figure 6.5: X-ray diffraction patterns for the as grown and annealed samples.

6.5.1 As Grown Samples

Diffraction profiles were collected from the as grown sample in the qz and qx direc-

tions for the / = {1,2,3,4,5,6} symmetric (00./) reflections. The diffraction peaks

are shown in Fig. 6.6 together with the fitted Voigt functions. The Voigt func-

tions accurately match the peak shapes in the both the qz and qx directions. As

discussed in Sec. 6.3, if a Lorentzian profile had been used to fit the peaks then

the Williamson-Hall analysis would be performed by plotting the integral width, B,

of the Lorentzian function versus the qz position of the reflection. If a Gaussian

function is used the required plot is B2 versus q\. However, since the Voigt function

is a convolution of these two profiles, it is not strictly correct to perform the regres-

sion analysis using a plot of B versus qz or a plot of B2 versus q2. Therefore the

Williamson-Hall analysis has been carried out for both plots, with the experimental

data and regression lines shown in Figs. 6.7 and 6.8. Surprisingly all plots are linear,

although a number consist of only three points. The plots of the peak width in the

qx direction versus the q~ position of the peak (see Figs. 6.7(6) and 6.8(6)) indicate

that the fundamental reflections (i.e., the (00./) reflections, where / is even), and

superstructure reflections (i.e., the (00./) reflections where / is odd) lie on different
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Figure 6.6: Experimental profile (o) and Voigt fits (—) for the as grown AlGaN
sample, (a) qz direction, and (b) qx direction.
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Figure 6.7: Williamson-Hall plots of Aq versus qz for the as grown AlGaN sample,
(a) Based on peak widths in the c^ direction, and (b) based on peak widths in the
qx direction. Aq is equivalent to B in the text.

regression lines.

The mosaic block parameters determined from the Williamson-Hall analysis are

given in Tables 6.1 and 6.2. The parameters determined from ih^ gradient of the

Williamson-Hall plot (misorientation and strain) agree for both the B versus q and
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Figure 6.8: Williamson-Hall plots of Aq2 versus q\ for the as grown AlGaN sample,
(a) Based on peak widths in the c^ direction, and (6) based on peak widths in the
qx direction. Aq is equivalent to B in the text.

B2 versus q2 plots; however, the parameters calculated from the intercepts are very

different. It would seem that the analysis using a B — q plot is incorrect because

the size of the blocks perpendicular to the surface is larger than the layer thickness.

The block size determined using a B2 — q2 plot seems reasonable. An analysis based

on the fundamental and superstructure reflections for the integral widths in the qx

direction show that the misorientation agrees for both reflection types, but the block

size is different. The different block sizes are possibly the result of anti-phase domain

boundaries in the material. This is shown schematically in Fig. 6.9, where the phase

of the structure changes on passing through an anti-phase domain boundary (i.e.,

the Ga and Al exchange lattice positions). For the Group III nitrides investigated

here, this means tnat part of lattice is translated along the [0001] direction. If

the lattice is translated by half a unit cell in the z direction then F'hkl — Fflkie~2lc2l,

where F'hkl is the structure factor in the shifted region and FIM is the structure factor

in the unshifted region. If the Miller index / is odd then Fllkl = —FIM, otherwise

Fflkl = Fhki- In this case the domain boundary (wall) will be apparent only for the

superstructure reflections, and additional broadening (smaller apparent particle size)

will be seen for these reflections. It was found that a regression analysis ba^ed on

both the fundamental and superstructure reflections gave the same misorientation

width. This is expected because the anti-phase domains are inside the mosaic blocks,

and hence must have the same orientation.
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Table 6.1: Parameters determined using the Williamson-Hall procedure for the as
grown AlGaN sample. The regression analysis was performed by plotting Ag versus

lx (nm) A•m lz (nm)

Using fundamental
('even') reflections 237 ± 23 0.22° ± 0.01c

Using superlattice
('odd') reflections 102 ± 13 0.22° ± 0.01c

2315 ± 692 2.66 ± 0.05

Table 6.2: Parameters determined using the Williamson-Hall procedure for the as
grown AlGaN sample. The regression analysis was performed by plotting Aq2 versus

lx (nm) Am lz (nm) (ezz) (xlO~3)

Using fundamental
('even') reflections 88 ± 31 0.24° ± 0.04c

709 ± 36 2.75 ± 0.34
Using superlattice
('odd') reflections 61 ± 26 0.26° ± 0.09°

Table 6.3: Parameters determined from the statistical diffraction theory for the as
grown AlGaN sample.

(nm) lX2 (nm) l T 7 l lz (nm) (exx)

Using fundamental
('even) reflections

90 ± 10 0.29° ± 0.03C

740 l l x l O " 3 2.7 xlO" 3

Using superlattice
('odd) reflections 65 ± 7 24 ± 3 0.30° ± 0.03°

The simulated profiles based on the statistical kinematical diffraction theory

are shown in Figs. 6.10 and 6.11 together with the experimental data. Fitting

the fundamental reflections in the qx direction was straightforward. The fitting

parameters (see Table 6.3^ agree well with the Williamson-Hall analysis performed

in B2 —q2 space confirming that B2—q2 plots produce more accurate results for these

samples. The superstructure reflections were more difficult to fit. In Sec. 6.4 we
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Figure 6.9: An anti-phase domain in AlGaN. At the anti-phase domain boundary
the Al and Ga atoms interchange their positions in the lattice (figure provided by
Dr L. Kirste).

noted that two mosaic block sizes were required to adequately fit the experimental

data. The block sizes are of the same order as predicted by the Williamson-Hall

analysis (with the regression based on a B2 — q2 plot). The weight given to the

contribution from the two different block sizes was kept constant during the analysis,

to reduce the number of free parameters. The origin of the two block sizes is unclear,

although it may be related to the anti-phase domains described above. Interestingly

the two block sizes add to give the block size reported for the fundamental reflections.

Further, the misorientation determined using statistical diffraction theory (SDT)

agrees with that given by the Williamson-Hall analysis.

The modelling in the qz direction was more problematic, requiring a strain profile

to achieve an approximate fit. As such the match is poor (see Fig. 6.11). The strain

profile, £,-, is shown in Fig. 6.12(a). The average strain given in Table 6.3 agrees

well with the Williamson-Hall analysis. Matching of asymmetric reflections by SDT

simulations (see Fig. 6.12(6)) allowed the strain profile, exx, parallel to the surface

to be determined (see 6.12(a)). Finally, utilising all parameters full reciprocal space

maps were produced and compared to the experiments (see Figs. 6.13 and 6.14). In
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Figure 6.10: Experimental profiles (o) and simulated profiles based on the statistical
diffraction theory (dotted, dashed and full lines), in the qx direction for the fun-
damental and superlattice reflections, for the as grown AlGaN sample, (a) (0002)
reflection, (6) (0004) reflection, (c) (0001) reflection, and (d) (0003) reflection. Pro-
file i indicates the effect of changing Am; profile ii shows the effect of changing lX2]
and profile iii shows the effect of changing lXl. The solid line is the line of best fit;
the dotted and dashed lines represent +10% and —10%, of Am, ZZ2, and lXl.
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Figure 6.11: Experimental profiles (o) and SDT fits (—) in the c^ direction for the
as grown AlGaN sample.
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Figure 6.12: (a) Strain distribution for exx (o) and ezz (n), from the surface (0 nm)
to the substrate (740 nm), for the as grown AlGaN sample. These were determined
from the qz scans of the (00./) reflections and RSMs of (11-0 and (11.Z) reflections,
using statistical diffraction theory, (b) The experimental (o) and simulated profiles
(—) in the qx direction for the (11.4) reflection from the as grown AlGaN sample.
The simulated profile is based on statistical diffraction theory.
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general the simulated RSMs reproduce all of the features seen in the experimental

RSMs, including the correct shape and size. This gives us confidence that the

parameters determined by the SDT analysis are accurate.

6.5.2 Annealed Samples

Annealing the sample randomised the Al and Ga atoms within the structure, and

hence the superlattice reflections ((00./) where / is odd) were no longer observable.

Therefore fewer experimental diffraction profiles were collected. These profiles are

shown in Fig. 6.15 together with the Voigt fits in both the qz and q x directions. The

insets show the fitting on a logarithmic scale, highlighting that the Voigt function

fails to match the experimental data in the low intensity region. In particular the fit

in the qz direction is not reliable because of the chemical intermixing (compositional

gradient) driven by the annealing process. Therefore only the peaks in the qx

direction were analysed using the Williamson-Hall method. The Williamson-Hall

plot ( ^ direction only) is shown in Fig. 6.16 along with the Williamson-Hall plot

for the as grown sample. The Williamson-Hall analysis was restricted to a B2 —

q2 plot because the original results show this to be more accurate than a B — q

plot. The mosaic block parameters determined by the Williamson-Hall analysis are

given in Table 6.4. According to this analysis the particle size in the qx direction

has increased approximately threefold compared to the as grown sample. This is

expected, since annealing should decrease the dislocation density of the sample.

The Williamson-Hall analysis suggested that there was only a small change in the

misorientation.

The SDT analysis was performed for both the qz and qx scans as shown in

Figs. 6.17 and 6.18. The simulation parameters are summarised in Table 6.5. The

structure was randomised, precluding anti-phase domains; only one lateral block

size was required to fit the data. In this case the block size in the q^ direction does

not agree with the Williamson-Hall analysis, although there is agreement for the

misorientation.

The chemical intermixing of the layers was quite significant, and hence fitting

Table 6.4: Parameters determined from a Williamson-Hall analysis for the annealed
AlGaN sample.

lx (run)

333 ± 5 1 0.23° db 0.01c
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Figure 6.13: Experimental RSMs for the as grown AlGaN sample. The Miller indices
(hk.l) of the reflections are indicated above and to the left of each of the maps.
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Figure 6.14: Simulated RSMs. calculated using statistical diffraction theory, for the
as grown AlGaN sample. The Miller indices (hk.l) of the reflections are indicated
above and to the left of each of the maps.
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Table 6.5: Parameters determined from the statistical diffraction theory for the
annealed AlGaN sample.

Layer Thickness (nra) lx (nm) lz (nm) {ezz)

GaN
AlGaN

A1N

60
600
110

50
150 db 15
100 ± 10

0.35°
0.23° ± 0.02°

0.2°

70
100
60

2.5 x 10~3

3.0 x 10~3

1.5 x 10~3

in the qz direction was difficult. However, considering the complexity of the struc-

ture there is reasonable agreement between the empirical and simulated profiles

(see Fig. 6.17). The linear strain model allows the intermixed region to be fit-

ted. Significant oscillations are observed in the simulated profile for the intermixed

region. These oscillation are also observed experimentally for layers having strain

or composition gradients (see e.g., H alii well and Lyons, 1984; Punegov, 1991), and

hence are not simply an artefact of the simulation. Since oscillations are not evi-

dent throughout the intermixed region of the experimental diffraction profile it is

likely that the strain/composition is not linear or that the oscillations have been

masked by background noise. (There are some small oscillations in the experimen-

tal data near the A1N peak; however, these may be due to the A1N layer itself,

not the strain/composition gradient). The simulated scans also show a decrease it
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Figure 6.15: Experimental profile (o) and Voigt functions (—) fitted to the experi-
mental data for the annealed AlGaN sample, (a) Scan in the o^ direction, and (b)
scan collected in the qx direction. The insets show the same data on a logarithmic
scale to highlight the mismatch at low peak intensities.
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Figure 6.16: Williamson-Hall plot of Ag^ versus q\ for the annealed and non-
annealed AlGaN sample. Aq is equivalent to B in the text.

intensity near the A1N peak. The origin of this effect is not clear, and has not been

investigated at this stage.

The perpendicular block size reported for the as grown and annealed samples

(determined by SDT) are very different. The annealed sample has a smaller block

size, which seems counterintuitive. The reason is that the q^ scans for the as grown

samples were fitted using a strain gradient, with the block size set to the full thickness

of the layer. Modelling the layer in this way means the peak width is determined

by the strain gradient, not the block size. However, on annealing the strain was

reduced within the AlGaN layer, and hence the bock size becomes the dominant

broadening mechanism. This is consistent with the peak shape, and that the match

between the simulated scan and the experimental data. The actual perpendicular

block size for the as grown material would be much smaller than the block size used

in the simulation.

The Williamson-Hall analysis was not capable of accommodating the constant

strain gradient and hence reliable results for the perpendicular block size could not

be determined. However, the entire sample structure could be handled by the SDT

model, which provided a more complete 'picture' of the material. The compromise

is that the SDT fitting procedure is quite involved. Furthermore the solution may

not be unique, because of the large number of fitting parameters. This is especially
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true if only a limited number of experimental scans were collected, and hence the

accuracy of the results cannot always be guaranteed.

6.6 Conclusion

The as grown Alo.504Gao.43cN layer exhibited chemical ordering of the Al and Ga

atomic species. The ordering was identified by the presence of forbidden ((00./)

where I is odd) reflections in X-ray diffraction studies. Annealing of the sample at

high temperature and pressure randomised the Al and Ga atoms within the sun-

pie, demonstrating that the ordering is generated by kinetics during growth. The

analysis of high resolution X-ray diffraction profiles was achieved using two different

techniques: the Williamson-Hall analysis and statistical diffraction theory. For the

Williamson-Hall analysis the peak profiles were fitted with Voigt functions. This

meant that neither a plot of B versus qz or B2 versus q2. were strictly correct for

determining the structural parameters (i.e., mosaic block (particle) size, misorien-

tation, heterogeneous strain). It was found that for this sample a plot of B2 versus

q2
z provided the most reliable results.

For the as grown sample it found that the superstructure (forbidden) and fun-

damental reflections suggested different lateral block sizes. This was attributed to

anti-phase domains within the sample, as only the superstructure reflections were

sensitive to their presence. The statistical diffraction theory results confirmed the

Williamson-Hall analysis of the as grown sample, with the block sizes, misorienta-

tion, and strain all agreeing within the uncertainty of the simulation . However, a

correct match between the simulated and experimental profiles in the qx direction

required two lateral block sizes. This was also attributed to the anti-phase domains.

The Williamson-Hall analysis for the annealed sample could only be completed

for the qx profiles (and hence only the lateral block size and misorientation could

be determined). The Voigt function was inadequate for fitting the profile shape in

the qz direction because of chemical intermixing generating large intensity in the

tails of the AlGaN peak. A composition gradient model was introduced into the

simulations based on the statistical diffraction theory, to allow the profiles to be

fitted in both the qx and qz directions. The misorientation, for the annealed sample

was determined to be 0.23° by both analysis techniques. However, the lateral block

sizes were different by a factor of two.

These experiments showed that simulations based on the statistical diffraction
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theory have a wider range of applicability than simple integral width analysis tech-

niques. The statistical diffraction theory can be used to model complex sample fea-

tures, such as strain or composition gradients, and is sensitive to the whole diffraction

peak shape, not just the width. However, the integral width methods, such as the

Williamson-Hall analysis, are simple to implement and can be completed quickly.
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CHAPTER 7

Conclusions and Future Work

7.1 Review of Major Results

The aim of this thesis was to characterise the defect structure of Group III nitrides.

Although these materials are routinely characterised using X-ray diffraction, statis-

tical diffraction theory has not been widely used as a technique for simulating their

X-ray diffraction patterns. In Chapters 2 and 3 we formulated the theory of statisti-

cal diffraction; this formalism is well suited to describing Group III nitrides because

the epitaxially grown layers exhibit high defect densities leading to a polycrystalline-

like structure. In the present formalism the deformation of the crystal is described

by statistical parameters, such as the ensemble average and spatial pair correla-

tion function. These parameters are determined by the deformation model. In the

present work a mosaic block structure was assumed, in which the blocks were mod-

elled as parallelopipeds with adjustable height, width, and orientation, with respect

to the sample surface.

In Chapter 4 we investigated a series of Group III nitride multilayers at various

stages of the growth process. The X-ray diffraction profiles and concomitant analysis

presented in Sec. 4.2 indicate that the as grown low temperature (LT) deposited

A1N buffer layers were formed from mosaic blocks (crystallites) with a small (30

nm) lateral extent. The blocks have a very broad misorientation; 8° for the 30 nm

thick buffer layer and 6° for the 70 nm thick buffer layer. The analysis also suggests

that the buffer layer has two distinct block sizes perpendicular to the sample surface

(approximately 4 nm and 1.5 nm), possibly located in different sub-layers.

The annealed 70 nm LT-A1N buffer layer was similar to the non-annealed sam-

ple, and also exhibited two perpendicular block sizes. The mosaic block sizes were

essentially unchanged by the annealing process; the mosaic block misorientation and

the tilt of the sub-layers were slightly reduced (the sub-layer tilt changed from 0.9°

to 0.65° and the misorientation from 6° to 5°). The annealed 30 nm LT-A1N buffer

layer also displayed two sub-layers - similar to those observed for the non-annealed

sample, with a reduction in misorientation and tilt. Significantly the annealed 30

nm LT-A1N buffer showed evidence of a third sub-layer, in which the mosaic blocks
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have a large lateral extent (280 nm) and very small misorientation (0.01°). Further-

more the average orientation of the blocks (i.e., layer tilt) was perpendicular to the

sample surface. It has been reported in the literature that a 30 nm A1N buffer al-

lows GaN layers with a higher quality crystal structure (i.e., smaller misorientation,

whole layer tilt, and increased block size) to be grown compared to a 70 nm buffer

layer (Tabuchi et al, 2002). Ito et al. (1999) reported that the optimum A1N buffer

layer thickness for GaN crystallinity is 20 nm. We conjecture that this is due to the

sub-layer with small misorientation and large lateral mosaic block size providing a

regular, correctly orientated, nucleation layer for GaN growth.

The initial stages of GaN growth on 30 nm and 70 nm LT-A1N buffer layers

was investigated in Sec. 4.3. A 30 nm thick GaN layer grown on a 30 nm LT-A1N

buffer layer produced very small misorientation, and a large lateral mosaic block

size that was 'perfectly' oriented with the substrate. However, a 30 nm thick GaN

layer grown on a 70 rim LT-A1N buffer layer had a larger misorientation and smaller

lateral block size compared to the 30 nm LT-A1N buffer layer. This difference is

due to the higher quality (low mosaicity) sub-layer observed for the 30 nm LT-A1N

buffer layer.

The investigation of three I^Gai-jN layers with different compositions (nomi-

nally x — (0.05,0.30,0.42)), was reported in Sec. 4.4. The nominal composition for

the x = 0.3 was found to be incorrect, X-ray diffraction revealing the true composi-

tion to be x = 0.17. The diffracted intensity predicted by the mosaic block model

accurately matched the experimental X-ray diffraction profiles for the samples with

x < 0.3, suggesting that the mosaic block model is suitable for describing the defect

structure within those layers. However, the simulated profiles did not match the

experimental data for the I1io.42Gao.58N layer. It appears that the defect structure

has been significantly modified by segregation of InGaN, possibly forming clusters

(the composition or structure of the cluster is unknown), hence changing the shape

of the diffuse intensity. The two 20 nm thick InGaN layers grew coherently (fully

strained) on the LT-A1N buffer; however, a 200 nm thick layer was completely re-

laxed. This suggests that the critical thickness for relaxation is less than 200 nm,

but greater than 20 nm.

In Chapter 5 we described a novel technique for rapidly collecting reciprocal

space maps (RSMs) using imaging plates (IPs) at the Australian National Beamline

Facility. The imaging plates were used in a one-dimensional mode, employing Weis-

senberg screens to mask the plate. The method requires minimal time for setup,

and allows an RSM to be collected (around a single reciprocal lattice point) in

approximately 45 minutes; this includes evacuation of the diffractometer chamber
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and readout of the IP. Mapping of the IP data onto a cartesian grid, for producing

9 — 26 and to scans, requires interpolation. Several interpolation methods were inves-

tigated; however, since only a small number of one-dimensional scans were collected

(29) all interpolation schemes generated artifacts. The most deleterious of which are

false peaks. The false peaks can be avoided if the experimental diffraction peaks,

which are narrow in the qz direction, are interpolated in the qx direction, and vice

versa. For our samples we found that as few as 58 IP strips were required to pro-

duce scans with enough spatial resolution to match the experimental scans collected

using TAD. The IP method is very useful for scanning large regions of reciprocal

space, where the peak position and shape are not precisely known; this situation

arises for asymmetric peaks. Furthermore it does not require an analyser crystal or

2#-arm, which reduces setup time by obviating the need to align components. Sam-

ple features that can only be observed using a large angular range, such as powder

diffraction peaks (arising from cluster segregation or poly crystalline regions), can

also be detected using the IP method.

In Chapter 6 we investigated chemical ordering within AlGaN layers. Samples

of Alo.564Gao.43eN were studied using X-ray diffraction before and after annealing

at a temperature of 1350°C and a pressure of 9.5 kBar. The diffraction data were

analysed using the Williamson-Hall method and statistical diffraction theory.1 The

as grown samples (see Sec. 6.5.1) exhibited forbidden reflections, indicative of or-

dering of Al and Ga atoms within the sample. This ordering was destroyed by the

annealing process, suggesting that it is due to growth kinetics (the random alloy is

the equilibrium structure). For the Williamson-Hall analysis the diffraction peaks

were fitted using Voigt functions. The regression analysis was completed for both

B — q plots (applicable for Lorentzian peak shapes) and B2 — q2 plots (applicable

for Gaussian peak shapes), where B is the integral width of the peaks. The results

show that a regression analysis based on a B — q plot is unreliable because it de-

termined the block size perpendicular to the sample surface to be larger than the

layer thickness. The parameters determined from a B2 — q2 plot gave more meaning

results. This was confirmed by an analysis using statistical diffraction theory, which

returned similar values for the misorientation and mosaic block size to those ob-

tained from the Williamson-Hall analysis using the B2 — q2 plot. The lateral mosaic

block size determined from the fundamental reflections was larger than that found

N. Kirste and L. Herrcs and co-workers from the Praunhofer Institut fur Angewandte
Festkorperphysik (Fraunliofer Institute for Applied Solid-State Physics, Germany) completed the
experimental work (including sample preparation) and performed the Williarnson-Hall analysis.
The author performed the analysis of the samples hased on statistical diffraction theory.
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from the forbidden reflections (this was true for both the Williamson-Hall analysis

and statistical diffraction theory). The smaller lateral block size for the forbidden

reflections can been attributed to the presence of anti-phase domains. The structure

factor changes at an anti-phase domain wall for the forbidden reflections (but not

the fundamental refections), hence reducing the average lateral correlation length.

Fitting the forbidden reflections using statistical diffraction theory required two lat-

eral block sizes to be present - this was also attributed to the anti-phase domain

structure.

The annealed samples (see Sec. 6.5.2) showed a significant compositional gradi-

ent tlirough the sample. Hence the diffraction profile in the qz direction could not

be characterised using Williamson-Hall analysis. However, the statistical diffraction

theory can be used to fit the qz scans by extending the defect model. To model the

compositional gradient and mosaic blocks simultaneously, the deformation vector,

u(r), was split into two components - an average and a random (statistical) fluc-

tuation. The average deformation for the mosaic blocks is zero, and the blocks are

described by the fluctuations of the deformation vector. However, the compositional

gradient is non-random, and it is described by the average component of the defor-

mation vector. Extending the model in this way allows us to fit the experimental

data in the qz direction, although more work is required to improve the accuracy

of the fit. The misorientation, determined by the Williamson-Hall analysis and sta-

tistical diffraction theory, was in agreement, with the value unchanged from the as

grown sample. However, the lateral block sizes differ by a factor of two. Neverthe-

less, the lateral block size increased from the as grown sample (by a factor of four

using Williamson-Hall analysis, or a factor of two based on statistical diffraction

theory). This suggests that annealing reduces the dislocation density in the sample.

In summary the flexibility of statistical diffraction theory has been demonstrated -

the theory can accommodate multifarious diffraction features (such as strain gradi-

ent or mixed mosaic block sizes); however, several reflections are required to ensure

that a unique set of mosaic block model parameters are determined.

7.2 Directions for Future Research

The experimental profiles collected from the Group III nitrides were, in most cases,

well matched by the simulations based on statistical diffraction theory (using a mo-

saic block model). However, there are two significant discrepancies that need to be

addressed in further work: the incorrectly simulated profile shape for the asymmet-

ric reflections, and the inability of the defect model to describe the Ino.42Gao.5sN
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Figure 7.1: Schematic diagram of a diffraction peak showing streaks due to finite
mosaic block size and misorientation of the blocks. The path of a 9 — 29 scan
(line) is shown passing through the peak. The dashed line indicates those regions in
Qx ~ Qz space that produces lower intensity in the simulated scans compared to the
experimental data.

sample.

The one-dimensional profiles reported in Chapter 4 were based on 9 — 26 and

u) scans. For the symmetric reflections these scans are acquired in the q z and

qx directions, respectively; for symmetric scans this is not the case. The line in

reciprocal space along which the 9 — 29 scan records intensity is shown in Fig.

7.1 for an asymmetric reflection. The qz and qx directions are special because

the streaks (truncation rods) due to the finite size of the mosaic blocks are along

those directions (see Fig. 7.1 and Sees. 4.4.1 and 4.7). The simulated intensity is

increased along these streaks, more so than for the experimental scans. Therefore

the simulated intensity for a 6 — 29 scan (for an asymmetric reflection) has a larger

'dynamic range' than the experimental intensity profile. A constant background

intensity was used in the simulations to compensate for this large dynamic range on

a logarithmic scale. The exact position of the 0 — 29 scan, with respect to the Bragg

peak, will also change the profile significantly. This is important because the peak

position is modified by strain perpendicular and parallel to the sample surface.

It is anticipated that the simulated scans should be able to produce the correct

intensity profile for the asymmetric reflection in the qz and qx directions (along the

streaks in Fig. 7.1). Further work will involve collecting scans in the qz and qx

directions, by ensuring that:
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Au;

Ae 14- s\n(d B-sfi)
for a qz scan,

and

Ae
for a scan

(7.1)

(7.2)
cos(On+ip)

where 6B is the Bragg angle for the sample, Au; and Ae are small rotations of the

sample and detector from the Bragg position, and <p is the asymmetry angle of the

reflection. Comparing these (qx, qz) scans with the simulations will confirm if the

latter produces the correct intensity profiles. The RSMs collected using TAD were

poorly positioned for the asymmetric scans. Repeating these measurements will

also determine the true peak shape and therefore identify more accurately where

the simulated and experimental scans disagree. These data will assist in refining the

mosaic block model.

The simple mosaic block model used here can be extended to include a distribu-

tion of block size, interfacial roughness, and point defects. These refinements will

allow more accurate matching to the experimental data from all reflections. For the

asymmetric reflections it will increase the intensity in the regions indicated by the

dashed line in Fig. 7.1. The mosaic block model could also be extended by incorpo-

rating a more realistic (hexagonal) block shape, and including twist of the mosaic

blocks, i.e., rotation of the block about the c-axis (see Sec. 1.2.4)). In order to in-

corporate twist into the model, experimental input is required from diffraction scans

sensitive to twist. These are $ scans in asymmetric (or skew symmetric) diffraction

geometry, UJ scans in skew S3rmmetric geometry (Heinke et al, 1999), or grazing

incidence in-plane X-ray diffraction (GIIXD) (Lafford et a/., 2003a). The GIIXD

arrangement is shown in Fig. 7.2. This technique has the advantage that twist can

be measured directly (unlike the (p or ui scans). Investigation of a hexagonal block

shape would required reciprocal space mapping in qx — qy space.

Increasing the number of parameters within the model requires that many reflec-

tions would need to be scanned to constrain the solution, thereby allowing a unique

set of parameters to be obtained. This will make data analysis very time consum-

ing, and a minimisation routine suitable for fitting several scans simultaneously will

be required. In this context the convergence criteria needs to considered carefully

to ensure that it is sensitive to small, but important, diffraction features (such as

thickness oscillations). The possibility of using a parallel computing environment

would be desirable for multi-parameter fitting.
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Incident beam
Diffracting plane

Beam measured
in reflectivi

Beam measured
in GIIXD

Figure 7.2: A schematic diagram of the grazing incidence in-plane X-ray diffraction
(GIIXD) technique. The incident X-ray beam is diffracted from the which has its
normal parallel to the sample surface. This allows a direct measure of twist mosaicity
to be made (after Lafford et a/., 2003a).

Extensions to the mosaic block model described above would not assist in match-

ing the peak shape for the Ino.42Gao.5sN layer. The diffraction profiles from the

Ino.42Gao.5sN layer were significantly different from those with a lower InN content.

This leads us to conjecture that there was segregation, or clustering, within this

sample. Several cluster models for statistical diffraction theory have been presented

in the literature (see e.g., Nesterets and Punegov (2000)). The diffracted amplitude

from the clusters would be uncorrelated with the amplitude from the mosaic blocks,

so the intensities from the two defect distributions can be summed. However, the

crystal truncation rod (CTR) scan collected from the Ino.42Gao.5sN layer showed

many peaks, suggesting some other ordered structure is present. This structure

has not yet been identified. Transmission electron microscopy (TEM) would help

elucidate the origin of the peaks in the CTR scan. TEM would also give a direct

measurement of the mosaic block size and misorientation (although from a small

volume of the crystal), which we could compare to X-ray diffraction results. Such a

comparison would assist in validating the statistical diffraction theory as applied to

Group III nitrides.

The IP method described in Chapter 5 for collecting two-dimensional reciprocal

space maps can also be extended to collect three-dimensional (3D) maps from small

volumes of reciprocal space. This would provide a simple technique for investigation

of samples that are laterally inhomogeneous. Further work is required to determine

the spatial resolution that can be achieved for a 3D map, and the validity of the

interpolation schemes.
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7.3 Summary

This thesis has investigated Group III nitrides using triple axis difrractometry and

statistical diffraction theory. The defect structure of the Group III nitride samples

was modelled as mosaic blocks as described in Sec. 2.9. The lateral and perpendic-

ular size, and orientation of the blocks can be varied in order to fit the simulated

peak profiles to the experimental data. A mosaic block model was shown to be ad-

equate for fitting the experimental scans of symmetric reflections, reproducing the

diffracted peak profiles accurately in most cases.

Using triple axis diffractometry and statistical diffraction theory we identified

a structural difference between annealed 30 nm and 70 nm LT-A1N buffer layers,

and provided an explanation of the higher crystalline quality for GaN grown on 30

nm buffers. We also demonstrated that the shape of the diffraction peak from the

I1io.42Gao.58N layer differs from that predicted by the mosaic block model, indicating

the presence of another defect structure (likely to be clusters).

A rapid method for collecting reciprocal space maps using imaging plates was

described in Chapter 5. This method is useful for determining peak positions, and

measuring broad diffraction peaks. The method wn also be extended to three

dimensions, without an increase in data collection time.

In Chapter 6 we investigated the chemical ordering of an AlGaN layer. Both

statistical diffraction theory and the Williamson-Hall method were used to analyse

the experimental results. Both approaches pointed to the presence of anti-phase

domains within the ordered structure; however, statistical diffraction theory also

suggested that there are two lateral correlation lengths (lateral block sizes). After

annealing the AlGaN showed significant chemical intermixing, which could only be

described by the statistical diffraction theory.

In conclusion, statistical diffraction theory (SDT) is a flexible and powerful an-

alytical technique. We have applied SDT to Group III nitrides - identifying impor-

tant structure features in multilayer samples. Suggested extension to the modelling

approach provide a framework for establishing SDT as a quantitative analytical

technique for characterising Group III nitrides.
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APPENDIX A

The Wave Equation in Polarisable Media

In order to describe the electromagnetic wave inside a crystal we require the wave
equation formulated for a polarisable media. This treatment is given in many texts,
such as Jackson (1975) and Pinsker (1978). We begin with the Maxwell equations
(in Gaussian units)

V.E = 4irp

V.H = 0

V x E + - — = 0
c at

4TTJ

(A.I)

(A.2)

(A.3)

(A.4)c dt c

where E is the electric field vector, H is the magnetic field vector, j is the current
density, c is the speed of light, and p is the charge density. The current density is
written as

J =
at'

(A.5)

where P is the polarisation.
Substituting P = xE/4?r and assuming a harmonic time dependence, e'w(, we

rewrite Eq. (A.5) as

2=iuP = iu^. (A.6)

Taking the curl of Eq. (A.3) gives:

Vx(VxE) = = ~-4(V x H).cot
(A.7)
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Substituting from Eq. (A.4) gives:

V x (V x E) = — -

U)
2

(

A;2(l

Hence the wave equation is:

Ft(47rj)

d

V x (V x E) - fc2(l + x(r))E = 0

(A.8)

(A.9)

(A.10)

(A.ll)

(A.12)

(A.13)

(A.14)

The wave equation is used in Sec. 2.4 to derive the fundamental equations of the
dynamical theory of diffraction.
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APPENDIX B

Conversion of Angular Co-ordinates to Reciprocal

Space Vectors

Referring to Fig. 2.12(6) and using simple trigonometry we can resolve the qz and

qx components relative to the reciprocal lattice point. Starting with qz:

qz = — [k sin(02 + u>') + k sin(#i + a?) — k sin 92 — k sin 9\].

The qz vector is defined as pointing into the crystal, hence the first negative sign.

Using standard trigonometric identities, we write qz as

qz= —k{[sin62cosu' -f cosO2sinu/]

+ [sin 91 cos u + cos 9\ sin LJ) — [sin 02 + sin 9\ ]} .

Making the assumption that u and e are small (the validity of this assumption

depends on the size of the RSM), we set cosu; w 1 and sin a; « a;, whence

qz— — /c {[sin 92 cos a;' + cos 92 sin a;']

"1 — sin ^9}

Substituting <J — E—UJ (Eq. (2.129)), and using appropriate trigonometric identities

we obtain

qz = — A; {[sin#2 {cosecos(—u) — sinesin(—u>)}

4- cos ̂ 2 {sinecos(—LJ) + cose sin (—a;)}]

-\- LJ cos 9i — 9J

Substituting cose « cos a; « 1, sine « e, sin a; ~ u;, and ecu « 0:

2 = —fc [e cos {cos 6i — cos

Finally, substituting 9\ — 9B — tp and ^2 = 6B + ^ we arrive at Eq. (2.131)

fc = — k [e cos #2 + 2a; sin ^/j sin (p\.
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Starting from

qx = k cos(#2 + u>') — k cos — (k cos 02 — k cos

and using similar arguments as above, Eq. (2.130) can also be derived, i.e.,

qx = 2kuj sin QQ COS f — ke sin 92.
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GalnN is an important wide band gap material with applications in short wavelength optoelectronic
devices. The GalnN layer is often grown on a sapphire substrate, with low-temperature-cieposited
A1N and thick GaN used as buffer layers. The growth regime consists of many steps, each of which
contributes to the overall properties of the device. The aim of our high-resolution X-ray diffraction
experiments, conducted at the Photon Factory (Tsukuba, Japan), was to investigate the structural
quality of the A1N buffer layer, which affects the final properties of the device. Reciprocal space
mapping was used to study samples (having various layer thicknesses) from each stage of the growth
process. Analysis of the experimental data provides parameters such as mosaic block dimensions and
orientation, lattice strain distribution, and layer thickness.

1. Introduction
Group III nitride semiconductors have attracted sig-
nificant attention over the last several years, both for
optoelectronics and transistor technologies. Opto-
electronic devices utilizing this system cover almost
all of the visible and near UV spectrum. Furthermore
the strong bonding associated with nitrogen results
in high chemical and thermal stability.1 Development
of commercial devices using this system has been
hindered by the large lattice mismatch between the
nitrides (in particular GaN) and common substrate
materials (SiC or sapphire). This large mismatch re-
sults in defects within the GaN layer, with the forma-
tion of a dislocation net. The regions of the deformed
crystal between the dislocation lines can be modeled
as mosaic blocks. To overcome the lattice mismatch,
a lo\v-temperature(LT)-dcpositcd A1N (buffer) layer
can be inserted between the substrate (sapphire) and

the GaN layer.2 This buffer layer enables the produc-
tion of higher quality GaN by reducing the intcrfa-
cial energy between GaN and the highly mismatched
substrate lattice. To date most, if not &^i investiga-
tions have only considered the effect of various buffer
layers on the quality of the GaN laycr, without an-
alyzing the buffer layer itself. It is our objective to
characterize each laycr separately, and hence deter-
mine the effect of each layer on the crystalline quality
of the optoelectronic active layer.

High-resolution X-ray diffraction (HRXRD) is
frequently used to determine dislocation density and
strain profiles of epitaxial layers-3"5 Unlike transmis-
sion electron microscopy, HRXRD is nondestructive
and provides information on long-range ordering.
However, HRXRD data can be difficult to evaluate.
Various approaches have been used to analyze the
experimental data6 ; these include incasurcmcnt of
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rocking curve line widths and shapes" 10 and re-
construction of complete rocking curves through nu-
merical simulations.11 Most simulations are based
on the dynamical diffraction theory, developed by
Takagi12'13 and Taupin,14 adapted to elucidating epi-
taxial layers.15-16

One of the most informative HRXRD techniques
is reciprocal space mapping (RSM).17 This provides
information from a two-dimensional region of recip-
rocal space, and allows more accurate (less ambigu-
ous) determination of physical properties. In order
to achieve good resolution the detector must have
a small angular acceptance; hence an analyzer crys-
tal is used in the detection system in concert with a
highly monochromatic incident X-ray beam.

In this paper we report synchrotron experiments
on AIN/GaN multilayers (deposited on sapphire sub-
strates). RSM and rocking curve data were ana-
lyzed following the approach described by Metzgcr
et al.7 This method utilizes the broadening of the
rocking curves {9 - 26 and u> scanning regimes) for
the (0002), (0004) and (0006) symmetric reflections
in order to determine mosaic block size and disloca-
tion density. Measurements of this kind were ini-
tially performed by Gay et al.18 and Hordon and
Averbach19 for metals, using a double crystal ex-
perimental scheme. Ayers8 adapted this method to
semiconductors, with Metzger et al.7 utilizing it for
triple crystal diffractometry.

In our work we apply triple-axis HRXRD to in-
vestigate the quality of a LT-A1N buffer layer at var-
ious stages of the growth process.

2. Experimental

2.1. Sample preparation

Samples were prepared using organometallic va-
por phase epitaxy (OMVPE). All the samples were
grown on sapphire (0001) substrates. Figure 1 shows
a schematic of the growth process. The substrates
were kept at 1150°C for 5 min in a H2 environment
to clean the surfaces. NH3 flow was started when
the substrate temperature was lower than 800°C.
Growth was stopped at three stages during the
growth process, and samples removed in order to take
measurements. As shown in Fig. 1, the first stage was
just after the LT-A1N buffer layer was deposited at
400°C (sample A). The second stage occurred after
the sample was heated to 1100°C (sample B), and

H2 Annealing
at1150°C

NHa-Flow
Start

GaN growth at
1100°C

30nm \
•samples-C

-samples-B \
30nm

AIN Buffer Layer! . A

deposition [— samples-A
at400°C

Time

Fig. 1. Growth process for sample production. The ar-
rows with sample nurcbers indicate the time at which
the samples were removed from the growth chamber (af-
ter cooling). Note that three AIN buffer thicknesses were
used: 10, 30 and 70 nm.

the third stage was after the growth of a 30-nm-thick
GaN layer at the same temperature (sample C).

2.2. Characterization

X-ray measurements of all samples were performed
with synchrotron radiation using Bcamline 20B, at
the Photon Factory in Japan. The experimen-
tal setup consisted of a two-axis Hubcr goniometer
housed inside a large vacuum chamber. The double
bounce Si(lll) beamline monochromator produces a
beam with a wavelength resolution of ̂  = 4 x 10~4

and divergence of approximately 20 arcscconds (due
to dispersion). Hence a second Si("20) quadruple
bounce crystal was used as a monochromator to re-
duce the wavelength resolution to ^ = 7 x 10~5,
which corresponds to a divergence of less than 7 arc-
scconds. The entrance slit to the diffractomeler was
set to 0.5 x 2 mm for the samples without GaN
capping, which was increased to 1.0 x 2.5 mm for
the samples with GaN capping, to improve counting
statistics. The analyzer crystal was a double bounce
Si(220) crystal; a Radicon high count rate scintilla-
tion counter was used to record the X-ray intensity.
The whole arrangement is described by the following
orientation ( + , - , - , + , - , + , + , - , + ) . The Si(220)
crystals were designed for Cu KQ/ radiation; hence
this energy was selected for the synchrotron experi-
ments. The samples were mounted on a glass slide
using glue. The slide was attached to an aluminum
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tector

Si (111) Bcamline
Monochromator

Fig. 2. Schematic representation of the experimental
setup.

u - 29 - scan

- scan

surface

Fig. 3. Scan modes. Note that qz is directed into the
crystal.

post and mounted on the center stage of the goniome-
ter. The setup is shown schematically in Fig. 2.

The goniometer was recalibrated for each sample
using the strong sapphire (0006) peak as a reference.
The diffractometer was evacuated before scanning to
increase the signal-to-noisc ratio. Scans were per-
formed using the spec control software, and ranged in
time from several minutes for one-dimensional UJ and
w — 29 scans, to several hours for the two-dimensional
RSM scans (depending upon the scan range). Each
scan can be related to reciprocal space,17'20 as shown
in Fig. 3, i.e.

(1)
qx = 2k sin 9BU) COS ip — he sin 0-z,

q. = -2k sin 9BW sin if — ke cos 0?,

angle of the sample, and 9-± is the exit angle {6b + <p)
for the sample.

3. Results and Analysis

Three different buffer layer thicknesses were investi-
gated: 10 nm, 30 nm and 70 nm. Three samples,
type A, B and C (see Fig. 1), for each thickness were
investigated, in order to explore the evolution of the
layer properties during the growth process. It was
determined that the 30 nm buffer layer produced the
higher quality GaN top layer. Hence the analysis will
concentrate on these three 30 nm samples. Table 1
summarizes the parameters determined from RSM
experiments.

Sample A consisted of the 30 nm LT-dcpositcd
A1N layer on a sapphire substrate. The analysis
(which utilized data from 0002 and 0004 reflections)
shows that the layer had a dislocation density of
iid = 4 - 8 x 1011 cm" 2 , which corresponds to a
lateral mosaic block size of Lx = 10-15 nm.

Sample B was identical to sample A, except that
it was annealed at 1100°C, as shown in Fig. 1. The
RSM about the AlN(0002) reciprocal lattice point
indicates that two layers exist, as shown by the two
peaks in Fig. 4. The first layer produces a narrow
peak, indicating low mosaicity; it is also at the ex-
pected position for a relaxed A1N layer, which is
indicative of minimal strain. This layer was found
to be approximately 23 nm thick (based on thick-
ness oscillations). It has a lateral mosaic block
size of 84 nm, and an associated dislocation den-
sity of 1.4 x 1010 cm" 2 . The second layer pro-
duces a broad peak which indicates a larger mo-
saic spread, and hence higher dislocation density,
2.4 x 1011 cm"2; the corresponding lateral block
size was 20 nm. This layer is greater than 9 nm
thick. As A1N was the only deposited layer, it
can be concluded that the annealing process has
caused the A1N layer to split into two sublayers: a

Table 1. Summary of parameters.

where u> is the rotation angle of the sample, e is the
rotation angle of the analyzer, v? is the asymmetry

A
B

C

1: top (23 im)
2: bottom (>9 nm)
1: top
2: bottom

Lx (nm)

10-15
84
20

30--60
30-50

• I - I

1.4
2.4

0 . 1 -
0 .3 -

[cm-2)

5 x 1011

xlO1 0

x 10n

3 x 1O10

1 x 10u
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1112 - 1200
1025 - 1112
937.5 - 1025
850.0 - 937.5
762.5 - 850.0
675.0 - 762.5
587.5 - 675.0
500.0 - 5B7.5

-0.6

Layer B2
(Lower Quality)

Layer Bl
(Higher Quality)

(nrrf1)

Fig. 4. RSM about the AlN(0002) reciprocal lattice
point of sample B.

5486 - 1.2E4
- 5486

H46 - 2308
524.0 - 1146
239.5 - 524.0
109.5 - 239.5

Layer C2
(Lower Quality)

Layer Cl
(Higher Quality)

Fig. 5. RSM about the A1N(0002) reciprocal lattice
point of sample C. The black square indicates the ap-
proximate position of the A1N peak, which was only ob-
servable in the more precise w — 26 scan and D scan.

thin low quality layer immediately on the substrate
and a higher quality upper sublayer. We suggest, that
this process is important for producing a higher qual-
ity GaN layer. The bottom sublayer accommodates
the lattice mismatch between the substrate and the
A1N through a higher dislocation density, but. the
formation of the lower dislocation density A1N layer
allows the production of quality GaN.

Sample C was the same as sample B, except
that a 30 nm GaN layer was deposited on top
at 1100°C, as illustrated in Fig. 1. The exper-
imental data again shows two A1N sublayers of
different dislocation densities, although the peak
for the higher quality sublayer is absent from the
RSM (see Fig. 5). This is in part due to mask-
ing from the lower quality sublayer and also to
the necessarily coarse step size required to measure

the RSM in a reasonable time frame. However,
the second A1N peak was evident in the 6 — 20 scan
(with Au = 2uj — e = 0) and u> scan, with its position
shown in Fig. 5 as a black square.

The higher quality sublayer has been reduced in
thickness (with a subsequent increase in thickness of
the lower quality sublayer); it has a lateral mosaic
block size of 28-56 nm, and a dislocation density of
0.1 - 3 x 1010 cm"2. This is similar to sample B.
The lower quality sublayer, however, improved com-
pared to sample B, with lower dislocation density,
0.3 — 1 x 10 n cm"2, and larger lateral mosaic block
size, 30-50 nm. A comparison between sample B and
sample C shows that the low quality layer has an in-
creased tilt, as shown by the peak moving further to
the left in Fig. 5. This suggests that the dislocations
have migrated from the volume to the mosaic block
walls.21 This in turn decreases the volume dislocation
density, as evident from Table 1.

These changes in quality can be attributed to two
physical sources: increased time at high temperature
while GaN is deposited (i.e. further annealing of A1N,
allowing the migration of dislocations), and the pres-
ence of the GaN layer itself. An observable effect of
GaN on A1N is the strain. The calculated unstrained
position for the A1N peak is 18.002°. However, the
low quality layer of sample B appears at a mean po-
sition of 18.5°, and for sample C at 18.75°. These
correspond to compressivc stresses of A^x = —0.027
and ^ p = —0.040, respectively. For sample B the
strain is due to the mismatch between the A1N and
sapphire lattice constants. This mismatch causes a
lateral tensile strain, and hence a compressivc strain
perpendicular to the surface. This strain may be re-
duced by the higher quality layer. The increase in
the strain for sample C would, in part, be due to
the presence of GaN,22 as it also has a larger lattice
parameter than A1N.

The results for sample C with a 30 nm A1N layer
can be compared to the result for the sample with a
70-nm-thick LT-A1N buffer and GaN capping, shown
in Fig. 6. Here only a tilted A1N layer with a large
gradient of deformation is visible, i.e. there arc not
two layers with different dislocation density.

4. Conclusion

HRXRD studies were carried out on a scries of
GaN/AIN hcterostructures w'th different thicknesses
of LT-A1N buffer layers. It is found that a 30 nm

,
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S.4E4 - 6E4

4.BE4 - 5.4E4

4.2E4 - 4.BE4

3.6E4 - 4.2E4

3E4 - 3.6E4

2.4E4 - 3E4

1.8E4 - 2.4E4

1.2E4 - 1.BE4

6000 - 1.2E4

0 - 6000

2

3

4

-1.0 -0.5
qx (nm'1)

Fig. 6. RSM of sample with 70 nm AIN buffer layer.

AIN buffer layer increases the quality of the whole
hctcrostructurc. RSM shows that the 30 nm LT-AIN
buffer layer segregates into two sublayers. We conjec-
ture that the origin of the improvement in quality is
due to the "localization" of dislocations in the lower
part of the AIN buffer. It is also observed that a GaN
layer changes the structure of the AIN buffer; in par-
ticular it reduces the thickness of the high quality
upper buffer sublayer. Further synchrotron experi-
ments and TEM studies arc required to validate this
conjecture for a larger range of growth parameters.
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Collection of reciprocal space maps using
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Weissenberg screens and a translating cassette have been employed
to allow an imaging plate to collect 30 scans per readout. In this
configuration the imaging plate functions as a curved one-dimen-
sional position-sensitive detector and, by changing the sample angle
for each of the scans, two-dimensional images were produced in
reciprocal space. This method of data collection leads to a reduction
in scan time compared with methods based on a scintillation detector,
particularly for asymmetric reflections. The data-collection method
was tested using InGaN/GaN/AIN multilayers on sapphire substrates,
since these exhibit broad features in reciprocal space. The geometry
of the scans in reciprocal space required the data to be interpolated
onto a Cartesian grid. Several interpolation schemes were investi-
gated, with the results compared with the reciprocal space maps
collected using a triple-axis scheme with a point detector. The quality
of the interpolated reciprocal space maps depends upon the size and
shape of the feature in reciprocal space, the interpolation method
used, and the step size of the sample rotation. The method can
be extended to three dimensions without an increase in data-
collection time.

Keywords: reciprocal space maps; high-resolution X-ray
diffraction; triple-axis diffraction; imaging plates; position-sensitive
detectors.

1. Introduction

Synchrotron radiation is used to non-destructively characterize
semiconductor heterostructures that are an integral part of advanced
technology. In particular. X-ray diffraction provides important
information about the quality and structure of semiconductor mate-
rials, ranging from those composed of several layers with varying
composition to very complex multilayer structures, such as quantum
dots, wires and superstructures (Fewster, 1997). The advantage of
using synchrotron radiation derives from its high flux. However, even
with large flux, it can still take many hours to investigate the region
about a single reciprocal lattice point (RLP) as the layers are often
thin (nanometres to micrometres) and/or of low crystalline quality.
Since synchrotron beam time is limited, it is desirable to find ways of
decreasing the time required to collect reciprocal space maps
(RSMs), particularly as semiconductor structures become more
complex and require more detailed experimental data for full char-
acterization. Experimentally, it is necessary to examine a large region
of reciprocal space to determine Bragg peak positions and intensities.
However, to elucidate fine structure in the diffracted intensity

requires that small regions of reciprocal space be mapped at high
resolution about many RLPs.

Currently, point detectors (e.g. scintillation counters) and area
detectors (CCDs, imaging plates and film) are used for diffraction
experiments. When coupled with high-precision rotation stages and
high-quality analyser crystals in the triple-axis diffractometry (TAD)
scheme (Iida & Kohra, 1979; Fewster, 1997; Holy et al., 1999), point
detectors offer large dynamic range, ease of data extraction, flexibility
and very high angular resolution (several arcseconds). However,
data-collection rates are low because the sample and/or analyser/
detector position needs to be changed for each datum point. Position-
sensitive detector (PSD) schemes overcome this problem by sampling
extended areas of reciprocal space simultaneously. Unfortunately
these detectors have poorer spatial resolution, dynamic range and
signal-to-noise ratio than point detectors. Further, the analyser
crystal discriminates intensity based on angle, whereas a PSD
cannot distinguish between beams striking the detector at the same
position but from different angles (and hence from different parts of
the sample).

Selection of the detector and the diffractometer arrangement
depends on the sample type. Semiconductor heterostructures are
often grown as layers on thick highly crystalline substrates, which
requires Bragg diffraction geometry and a detector robust enough to
handle high-intensity beams diffracted from the substrate or thick
high-crystalline layers, while still being capable of measuring low-
intensity diffraction from thin layers. Since the individual layers are
often of high crystalline quality the diffraction distribution exhibits
fine structure, which should be measured with a high angular reso-
lution. Therefore RSMs of semiconductor heterostructures have been
routinely acquired using TAD because of the resolution and dynamic
range characteristics (Fewster, 1997; Holy et al., 1999).

As mentioned above the TAD method is slow, hence PSDs have
been used for the collection of RSMs that may be applicable to
characterizing semiconductor heterostructures. Gerhard et a!. (2000)
utilized a method whereby a ZnSe-based laser diode structure is
illuminated by a highly divergent X-ray beam (from a synchrotron
microfocus beamline). The diffracted intensity pattern is recorded on
an imaging plate (IP). The incident-beam divergence is equivalent to
rocking the sample during exposure to plane-wave irradiation. This
method is very fast and simple, although the spot size used is small
(10 um) to achieve the greatest incident wavevector range possible. A
small spot size avoids the various wavevectors being separated
spatially. Hence this method collects information from a very small
region of the sample, which can be an advantage or disadvantage
depending upon the sample and the information required. A dis-
advantage of collecting a range of incident wavevector angles
simultaneously is the integration of diffuse intensity within reciprocal
space. The integration length depends directly on the range of
wavevectors utilized. Gerhard et al. (2000) used a small wavevector
distribution range, and so avoided excessive integration. If wide scans
are required then it is necessary to use point (or one-dimensional)
detectors to avoid integration over a large region of reciprocal space.
Since one-dimensional detectors have a finite size they will also
integrate along one reciprocal space direction. However, the inte-
gration is not affected by the angular range of the scan. The range of
the integration can be reduced by using suitable slits to decrease
the angular acceptance of the detector perpendicular to the diffrac-
tion plane.

A number of authors (Kinne et al., 1998; Butler et al., 2000;
Welberry et al., 2003) have used IPs as one-dimensional detectors.
Weissenberg slits have been employed to mask the IP, which is
translated perpendicular to the plane of diffraction. Kinne et al.
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(1998) and Butler et al. (2000) report the collection of RSM data
acquired by translating the IP and rotating the sample simultaneously
to fill the entire detector area. Welberry ei al. (2003) use a similar
procedure except that the IP is stationary while being exposed. They
have collected up to 300 strips, each 0.5 mm wide, on one imaging
plate. Of these authors only Kinne et al. (1998) studied epitaxic layers
on substrates, the sample type in which we are interested, using an IP
detector in a one-dimensional mode. Butler etal. (2000) and Welberry
et al. (2003) studied small single crystals. These systems are simple to
set up compared with TAD, use a widely available PSD (IPs), and
have a reasonable resolution and dynamic range. The level of inte-
gration within reciprocal space is dependent upon the slit width and
can be made quite small. Each of these methods require angular
calibration of the image plates (Kinne et al, 1998; Butler et al., 2000;
Welberry et al., 2003). This was carried out using high-intensity well
known reflections from the sample. Welberry et al. (2003) also
required a calibration to account for the decay in the recorded
intensity with time over the duration of the scan.

Osborn & Welberry (1990) and Boulle et al. (2002) both describe
curved one-dimensional position-sensitive wire (or blade) detectors,
which allow many scans to be collected without the need to change
film or imaging plate. Although these detector systems allow high
resolution to be achieved, they are expensive and can be damaged by
synchrotron beam intensities. This is particularly true for samples that
exhibit strong substrate reflections. Hence, despite their advantages,
these detectors are not suited to our experimental work, which
uses synchrotron radiation to investigate epitaxic layers grown
on substrates.

Owing to the advantages outlined above, we used IPs and Weis-
senberg slits to collect RSMs. Unlike Kinne et al. (1998) we
performed our experiments at a synchrotron facility. In contrast to
Kinne et al. (1998), Butler et al. (2000) and Welberry et al. (2003), we
compare the results obtained with IPs to RSMs collected in a high-
resolution (TAD) mode using a point detector, and outline the
interpolation methods used. In brief, the organization of this paper is
as follows. In §2 we outline the mathematical relationship between
angular (real) space and reciprocal space, and detail the experiment
where RSMs were collected using IPs. §3 presents the results from the
experiment, with a discussion in §4.

2. Experiment

For clarity we begin by describing the geometry of the IP and TAD
methods in detail. Fig. 1 shows the experimental arrangement used to
collect RSMs in the TAD scheme. Figs. 2(a) and 2(b) show the
detailed diffraction geometry for angular and reciprocal space. The
angle designations are the same as those used by Nesterets &
Punegov (2000), where co and co are the angular deviations (from the
appropriate Bragg conditions) of the incident and diffracted waves,

Incident. Beam

Sample j

^ •

Figure 1
Geometry used in triple-axis diffractomctry (TAD) to collect high-resolution
RSMs. In a variant of the TAD scheme the detector is placed (with a narrow
slit in front of it) perpendicular to the di.fractcd beam.

respectively, and e is the angular deviation of the diffracted beam
from the initial Bragg condition for the analyser. The angle between
the surface of the sample and the diffraction planes (asymmetry
angle) is specified by <p. The vectors kg and kh are the incident and
diffracted wavevectors, with magnitude k = 2n/X; q, and q. are the
reciprocal space vectors in the x and z directions, respectively, as
shown in Fig. 2(b). The angles are related via the following equations.

(1)
(2)
(3)co = (E/2) + Aco.

The definition of (3) is applied such that Aco specifies the deviation
from the 9-26 scan. The reciprocal space diagram in Fig. 2(b) can be
produced from Fig. 2(a) by rotating the coordinate system until the
sample surface is horizontal. This is equivalent to a rotation angle of
co + 6B — <p. Hence the angle between the qt axis and the direction to
the detector slit position (or the middle of the angular window of the
analyser crystal) is given by

and hence

to' + 02 = 29B -f s - (co + 0B - <p)

= 0, + £ - to.

to = £ — CO.

(4)
(5)

(6)

To Slit/Analyser

RIJ

To Slit/Anulysor

T q,

Figure 2
Angle definitions for scans in (a) angular space and (/>) reciprocal space.
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The following equations are used to convert from angular space to
reciprocal space, assuming small deviations from the Bragg condition
(Nesterets & Punegov. 2000),

q, = 2kAco sin 0B cos <p — Are cos 0B sin <p, (7)

q. = —2k Aw sin 6B sin <p — ke cos 6B cos <p. (8)

For a symmetric reflection (<p = 0), q, is parallel to the Aco axis for
small values of Aco, and q. is antiparallel to the e/2 axis (see Fig. 3b).

Replacing the analyser crystal and the point detector in Figs. 1 and
2 with a one-dimensional PSD. and keeping co constant, the intensity
is now recorded along a circular arc in reciprocal space as shown in
Fig. "(a). A curved two-dimensional map in reciprocal space is
produced by collecting data from the PSD for several w positions. If
t'ke small-angle approximation is valid then the map is not curved,
and equation (3) can be rearranged to give

Aw = co - (e/2). (9)

For constant co the coordinate along the PSD is linear in e: in
(E/2)-Aco space the PSD produces scans at 45° to the e/2 axis, with
intercept to (see Fig. 3b). No assumptions have been made about the
size of co or e, hence the (e/2)-A(w representation is useful for
avoiding otherwise curved scans in q,.—q; space when the co and s
ranges are large. It is particularly important for the interpolation
described in §3.

Having described the geometry we now move to the particulars of
the actual experiment. All experimental work was performed at the

PSD

(a)

l'SD

Australian National Beamline Facility (ANBF) on beamline 20B. at
the Photon Factory, Tsukuba, Japan. The bending-magnet source
delivers radiation from 4 keV to 25 keV (~3-O.05 A), with a Si(lll)
channel-cut monochromator selecting the desired energy. The
monochromator can be de-tuned to reject higher harmonics.

The experimental hutch contains a large diffractometer (Barnea et
al., 1992; Garrett et al., 1995) which can be evacuated to 0.01 torr in
about 20 min. It houses a Huber 410 goniometer (co) and a Huber 420
rotation arm (20), which are mounted coaxially with the axis of
rotation horizontal. The IP cassette is centred on the co goniometer,
with radius 0.573 m, and covers ±160° in 26. The capacity of the
cassette is eight 400 mm x 200 mm IPs, with the long side oriented
along the circumference. Radioactive fiducial markers are installed in
the cassette to provide an angular standard on the IP. Weissenberg
screens can be installed so that only 4 mm of the plate is exposed at
one time. The IP cassette can be translated perpendicular to the plane
of diffraction (see Fig. 4) so that up to 30 exposures can be collected
on one plate, with a 1.5 mm gap between each exposed strip. The
rotation stages, IP cassette, slits and detectors are computer
controlled.

The IPs were scanned using a Fuji Film BAS2000 system, which
provides a dynamic range of 104 and an effective spatial resolution of
100 urn. This resolution equates to an angular resolution of 0.01c in
26. Software written in-house at the ANBF is available for angular
calibration of the IP using the fiducial marks, plate-rotation correc-
tion and for extracting individual strips from the scan. A high-count-
rate scintillation detector (Radicon) is used for double- and triple-
axis diffractometry.

The samples investigated in this experiment were InGaN/
GaN(2 jim)/AlN(30 nra) multilayers grown on sapphire substrates.
The A1N and GaN layers serve as buffers between the optoelec-
tronically active InGaN layer and the lattice mismatched sapphire
substrate. Three InGaN compositions (Ino^Ga^N, Ino^Gao^N and
In04:!Gaa<;8N) were used. The 5% In layer was 200 nm thick and the
other two layers were 20 nm thick. We have studied these samples at
the ANBF previously (Mudie et al., 2002, 2003), using a scintillation
detector for the collection of the RSMs in the TAD scheme. Although
high-resolution RSMs were collected in these earlier experiments,
data acquisition was time-consuming. We have therefore employed a
low-resolution scheme using a PSD, which is less time-demanding
than TAD. The low-resolution scheme can be used for our samples
because they exhibit no fine structure in the RSMs.

Si (111) Bcainline
Monochroiimtur

;i: Pliitc Ca.i
_ Min.-s III IUBI Out <>[ I

Figure 3
Symmetric reflection with a position-sensitive detector in (a) reciprocal space
and (b) angular space. 1 and 2 indicate two different a> positions of the sample. Figure 4
and show how the position-sensitive detector covers reciprocal space to Diffractometer configuration (side view) showing the location of the IP
produce an RSM. cassette.
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An incident wavelength of 1.54 A was selected and the mono-
chromator was de-tuned to reject higher-order harmonics. The
diffractometer entrance slits were adjusted to 4 mm x 0.1 mm (width
x height). This matched the beam to the width of the IP strips, and to
the spatial resolution of the IP. The sample stage was mounted on the
u> goniometer and the scintillation detector and slits were mounted on
the 20 arm. This configuration is shown schematically in Fig. 4.

The scintillation detector was used to align the sample and to
collect an RSM using ihe TAD scheme (see Fig. 1 and caption); a
0.5 mm-wide slit was used in front of the detector. The TAD RSM
was subsequently compared with RSMs collected using the IPs. The
detector was rotated to the bottom of the diffractometer during IP
collection, as indicated in Fig. 4, so as not to obscure the synchrotron
beam. The diffractometer was evacuated for the collection of all
RSMs to reduce air scatter.

The first strip on each IP was reserved for a crystal truncation rod
(CTR) scan [see Takeda & Tabuchi (2002) and references therein].
The CTR scan was collected by rotating the sample over the angular
region of interest, including the nearest substrate peak, pausing for
1 s at each co position to expose the IP strip. The CTR was used to
confirm the correct angular calibration of the plate. As only one IP
was used to collect an RSM, the number of co positions was restricted
to 29. and the 20 angular range to 40\ The 20 angular range is
superfluous, but was set by the IP size. To increase the number of co
positions the IP would need to have been changed every 29 scans.
Although this is possible, it would require the diffractometer to be
evacuated each time, significantly increasing the time required to
collect the RSM.

A software script was written by the authors to control the co stage,
the IP cassette and the shutter during collection of RSMs. Initially the
exposure time was varied to determine a suitable value for our
samples. Using the highest sensitivity on the scanner, a time of 45 s
per strip avoided overexposing the peak due to the thick 2 urn GaN
layer, while being long enough to collect peaks originating from the
thin 20-200 nm InGaN laver.

3. Results

Fig. 5 shows a section of an 'as collected' IP for the
A1N sample about the GaN(0004) reflection. The strips are clearly
identifiable near the peaks; however, within each strip the peak
intensity is not centred. This was corrected for later by varying the
off-plane angle of the sample. The strip on the far left is the CTR and
the bright spot on the extreme right is a fiducial mark. The IP scans
were converted into 30 one-dimensional scans using in-house soft-
ware. The software calibrated the s axis using the fiducial marks, then
integrated in the co direction across each scan to obtain the intensity.

The unprocessed data in Fig. 5 lie on a regular two-dimensional
Cartesian grid in co-(e/2) space. We can move to ACO-(E/2) space (see
Fig. 6) using equation (9) [and then to q t-q ; space using equations
(7) and (8)]: however, the grid formed is not regular along the Aco
axis. In order to plot the RSMs and extract profiles along various
directions, the data must be interpolated onto a regular (Cartesian)
grid. A number of interpolation schemes were implemented;
however, the simplest is to interpolate in the Aco direction. A cubic
spline interpolation was used, as it was easy to implement and
matches the data smoothly.

Fig. 6 shows the geometry of an entire scan after the unprocessed
data (shown in Fig. 5) has been transformed to angular coordinates
AaKf/2). Within reciprocal space the scan would be an arc (see
Fig. 3a), because the small-angle approximation breaks down owing
to the large angular range (i.e. 20= in e/2).

Fig. 7 shows a comparison of an RSM acquired with an IP ard the
TAD scheme. The scans are about the GaN(0004) peak and
encompass the In0-,Gao7N(0004) peak. The line profiles have been
extracted from the RSM, not collected separately. The background
has been subtracted and the scans normalized to the InGaN peak
height. The error plot (Fig. 1b) is given by

RSMEtTor = logl()(RSMIP/RSMTAD). (10)

An IP scan was also collected with half the step size in the co direction
(see Fig. 8). Only one IP was used, which covered half the area of
the RSM presented in Fig. 7. This results in the truncation seen in
Fig. 8(a). The data-collection time was identical to the lower-resolu-
tion scan shown in Fig. 7.

In Fig. 7 the step size in the Aw direction (as determined by the
interpolation of the IP RSM) was matched to that used for the TAD
technique. The small-angle approximation [equations (7) and (8)] was

CTR

r o

-3.6 -2.4 -1.2 0.0 1.2

Figure 5
Section of an unprocessed imaging plate for the InojGa^N/GaN/AIN sample
about the (0004) reflection.

-10 -

-15

-7.5 1S.5

Figure 6
Entire RSM from a single imaging plate after cubic spline interpolation for the
In,,3Ga07N/GaN/AIN sample about the (000-1) reflection.
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Comparison of triple-axis RSM and interpolated high-resolution IP data. (<i) Interpolated IP RSM, (/>) error plot, (c) triple-axis RSM, (rf) co-28 scan (extracted
from RSM), and (e) co scan (extracted from RSM). Note that a logarithmic venical axis is used for each plot. Full line: IP method with interpolation. Dashed line:
TAD technique.
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assumed in transforming from angular space [Aco-(£/2)] to reciprocal
space to avoid further interpolation.

Fig. 9 shows two plots around the (1124) reflection for different
samples.

All interpolation and analysis was performed using software
written in IDL 6.0 by the authors.

4. Discussion

The aim of this experiment was to utilize the IPs for collecting RSMs
rapidly. Superficially the IP method appears attractive, since z. scan
can be acquired in approximately 45 min, which includes evacuation
of the diffractometer chamber and readout of the IPs. A TAD scan,
covering the same peak features, requires 3-4 h depending upon the
region of interest and spatial resolution. However, before IPs are
adopted for routine reciprocal space mapping, it is imperative to
establish the suitability of the method for various scan types and to
validate the accuracy of the RSM data obtained in the present
experiments. These issues are addressed in the remainder of
the paper.

Fig. 7 indicates that there are significant differences between the
RSM data coliected using the TAD method and the IP with inter-
polation. In particular, the peak is substantially widened in the a)
direction (see Fig. le), and does not have the correct shape. The co-29
scan, however, is more accurate, showing all features of the TAD
RSM. This means that the IP method can be successfully used for
producing a>-2Q scans with an IP detector for Group III nitride
multilayer samples. It is difficult to specify a resolution for the IP
scans because the data are highly asymmetric. The spacing between
collected lines (see Fig. 3b) in the Aa> direction (before interpola-
tion), as determined by ajslep, is 0.18° for Fig. 7 and 0.09° for Fig. 8.
However, along the lines (see Fig. 3b) the step size is up to 20 times
smaller (i.e. 0.01°). Limiting ourselves to one IP has resulted in a low

-10

-3.0 -1.6 -0.5 0.8 2.0 -3.0 -1.8 -0.5 0.8 2.0

Ato(°)

spatial resolution compared with Kinne etal. (1998). The resolution
could be increased, using only one IP, if the Weissenberg screens are
made narrower and the IP cassette step size is reduced.

Fig. 8 shows that reducing the w step size by a factor of two
significantly improves the result, in both the ^ and q. directions. This
suggests that, for our sample type, 58 scans are sufficient to cover the
range of interest. This should be easy to obtain with some minor
modification to the IP system, namely slit and step sizes. The majority
of the scan collection time is spent evacuating the system and
handling/scanning the IPs Hence an increase in the number of strips
on one plate will not significantly change the scan collection time.
Note that information on the IP degrades with time, and can require a
correction as explained by Welberry et al. (2003). However, as we
collected a small number of scans, and hence achieved fast IP
throughput, this problem was avoided.

In attempting to cover an extended range in reciprocal space by
using a large wslcp (see Fig. 3L>), the interpolation procedure intro-
duces false peaks. These can be seen in the InGaN peak, and its
satellite in the co-2Q scan (see Fig. Id). Fig. 10 shows a schematic
illustration of this phenomenon for a peak elongated along the q.
direction (e.g. the InGaN peak). In Fig. 10(fl) the data points lying on

Interpolated Point

KxporimenUil I'oint

(a)

Profiles
Intensit v

Intensity

II

Figure 9
Plois of (1124) reflections. Note that axes are in angular units.

(b)

Figure 10
Schematic explaining the origin of peak splitting when a>,le[, is large, (a) Sketch
of the RSM showing the position of the experimental (filled circles) and
interpolated (open circles) points compared with the 'true' peak, and (ft)
profiles across the %truc" (dotted line) and interpolated (solid line) peaks, from
regions I, II and 111 indicated in (a).
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the peak are generated, via interpolation in the q, direction, from
widely spaced experimental points. In general, the experimental
points straddle the peak position and hence give a result less than the
true peak intensity. This situation is evident in region II in Fig. 10(a).
A profile of this region is displayed in Fig. 10(fc), which clearly
indicates that the interpolated scan has a lower intensity than the true
peak. Fig. 10(a) shows that the experimental points are arranged
obliquely to the peak direction. Hence some experimental points lie
closer to, or on. the peak leading to a more accurate peak intensity.
This is the case for region I where an experimental point lies exactly
on the peak. The resulting profile is shown in Fig. 10(6). Therefore a
translation in the q. direction produces a series of maxima as shown
for region HI. A similar problem arises for the GaN peak, which is
elongated in the qr direction, if interpolation is performed in the q.
direction. Therefore the result of interpolation depends on the
geometry, and in particular the width of the peak being interpolated
compared with the resolution (if a large wslcp is used).

Since no explicit smoothing has been applied (only that inherent in
the interpolation scheme), further improvement may be possible
through the application of suitable filtering: however, such a proce-
dure would require careful justification.

The IP scans were collected in approximately one quarter of the
time required for the TAD technique. Hence, subtracting every
second rctu ;;nd column reduces the TAD RSM to one that would
have been collected in approximately the same tame as the IP scans.
Fig. 11 compares the cross sections of the high- and low-resolution
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TAD RSMs with the interpolated IP scans. The low-resolution TAD
RSM was linearly interpolated onto the same grid size as the high-
resolution RSM. Comparing the sparse TAD scan with the IP scan
suggests that, for the region of interest, data of similar or better
quality can be collected in a comparable time using the TAD method
than with the IP method. The sparse TAD RSM is of a higher reso-
lution than the IP RSM because the sample spacing is less asym-
metric. However, the TAD method requires:

(i) Greater time for set-up;
(ii) A priori knowledge of the peak positions in reciprocal space.

This is problematic for unknown samples, especially for asymmetric
reflections (see Fig. 9) and requires long alignment times;

(iii) More complicated instrumentation, such as a second axis of
rotation for the detector/analyser.

The RSMs collected by the IP cover a much wider range than the
specific region of interest shown in Fig. 7, although much of this
extended region is featureless. However, there are specific cases
where the large region can be useful. For example. Fig. 12 shows a
scan where powder lines, possibly due to segregated In clusters, were
observed across the entire RSM. simultaneously with the Bragg and
diffuse peaks.

Fig. 9 shows two RSMs about (1124). RSMs of asymmetric
reflections must cover wide regions of reciprocal space, because the
peaks do not necessarily align with the qr or q. axes. Hence the ability
of the IP scans to cover a large region of reciprocal space in a short
period of time is very useful for scanning asymmetric reflections
(even with low resolution). The range along the Aw axis shown in
Fig. 9 is more than seven times wider than that shown for the
symmetric reflection in Fig. 7.

We have introduced integration in the qv direction by summing
across the strips. Summing in the q,. direction over a small range can
also introduce errors if the peaks in that direction have different
widths. It may be more valid to use the central line of pixels from the
strip, and hence remove any integration; however, this would require
that the scan be centred correctly on the strip. The TAD method also
integrates in the q,. direction (Holy etal.. 1999). Kinne etai (1998) fill
an entire IP by scanning it past a narrow slit, thereby avoiding the
need to integrate in the qv direction. However, we observed that very
bright features caused streaks on the IP in the Aw direction,
presumably because of saturation. Increasing the gap between strips
reduces the intensity of the streaks at the adjacent strip position on
the IP. No such gaps exist for the procedure adopted by Kinne el al.
(1998), although the lower count rale of the laboratory X-ray source
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Figure 11 A ( 0 ( '
Comparisor; of RSMs obtained using an IP, TAD and the reduced TAD Figure 12
method. Full line: IP RSM. Dashed line: resized standard RSM. Dot-dashed Powder lines collected across the whole imaging plate, possibly due to In
line: full standard RSM. segregation.

4 1 2 S. T. Mudle et al. • Collection of reciprocal space maps using imaging plates J. Synchrotron Rad. (2004). 11, 406-413



research papers

7
y

Figure 13
Angle designations for the three-dimensional diffraction geometry.

may have resulted in a less severe problem. The optimum detector for
this collection regime would have digital on-line readout, such as that
used by Boulle et al. (2002). but be capable of handling synchrotron
intensity, be vacuum stable, and have an appropriate dynamic range.
Such detectors are not readily available.

Experimentally we integrate over a small range of reciprocal space,
because of a number of instrumental effects (e.g. the slits are not
infinitely narrow). If the Weissenberg slits were removed, the lateral
direction would be available for detecting intensity. This direction
corresponds to qv, which for an incident plane wave is given by

qv. = k cos #> sin 03, 01)

where 92 and 0, are defined in Fig. 13. [Note that equations (7) and (8)
are not valid in the three-dimensional case.] Gerhard et al. (2000) use
this fact to collect their RSMs. Their results are similar to a CTR scan
(see e.g. Takeda & Tabuchi, 2002) with no Weissenberg slits installed.
Such a CTR is still integrated over the q,. range, determined by the co
limit selected, but now provides information from a two-dimensional
region of reciprocal space. The CTR projects the three-dimensional
RSM onto the q,.-q. plane, i.e. perpendicular to the RSM. Hence, by
collecting two-dimensional RSMs and two-dimensional CTRs, two
perpendicular planes can be gathered without the need to rotate the
sample about the q. axis between the two scans. This ensures that the
same region of the sample is investigated for both the q,.-q. and
q^-q. planes.

If only a small q,. range is required, and the incident beam has low
angular divergence in both the q, and q,. directions, then our tech-
nique can be used to produce a three-dimensional RSM. This is
achieved by simply using the profile across the strips, instead of
integrating. This cannot be easily achieved using other techniques,
except for that of Welberry et al. (2003), although in this latter case it
would have very limited range.

5. Conclusion

We have implemented a method for collecting reciprocal space maps
using imaging plates at the Australian National Beamline Facility. The
results indicate that for sparse da^ care must be taken when inter-
polating onto a regular grid. More: ̂ ecifically, peaks that are narrow
in the q. direction should be interpolated in the q, direction, and vice
versa, to avoid producing false peaks. For our sample type, and the
range required, we found that as few as 58 strips can produce
acceptable results. The IP method is very useful for scanning large
areas when the peak position and shape are not known exactly, which
occurs for asymmetric peaks; further, it does not require more
sophisticated equipment, such as analyser crystals and 20 arms.
Significantly, sample features of interest may only be observed
because of large angular range, such as powder peaks that suggests
cluster segregation or polycrystalline regions.

This work was performed at the Australian National Beamline
Facility with support from the Australian Synchrotron Research
Program, which is funded by the Commonwealth of Australia under
the Major National Research Facilities Program. The samples were
prepared by Professors H. Amano and I. Akasaki at the Department
of Materials Science and Engineering, Meijo University. The authors
would like to thank Dr Imants Svalbe. Professor Rob Lewis, Dr
Karen Siu and Professor Vasily Punegov for their valuable contri-
butions. STM acknowledges the support of an Australian Post-
graduate Award. KMP and MJM acknowledge the support of the
Australian Research Council.
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ABSTRACT

GalnN layers are often grown on a sapphire substrate, with a low-temperature-deposited A1N layer and a thick
GaN buffer layer. High-resolution X-ray diffraction experiments were conducted on BL20-B at the Photon
Factory (Tsukuba, Japan), to investigate the structural quality of the A1N and GaN layers. Reciprocal Space
Mapping was used to study samples at each stage of the growth process and for various layer thicknesses.

Two analysis techniques were compared. The first utilised broadening of reflections in reciprocal space, and the
second was based on Statistical Diffraction Theo^ (SDT). Both techniques yield information about the mosaic
blocks and layer thicknesses; however, simulations based on SDT give information on strain and tilt distribution
within the A1N layer, evident in off centre, non-symmetric, peaks. This suggests a possible mechanism by which
A1N buffer layers can be exploited to improve device characteristics. Our work also demonstrates the efficacy of
SDT for the analysis of these structures.

1. INTRODUCTION

Group III nitride semiconductors are important for optoelectronic and transistor technologies. They cover almost
all of the visible and near UV spectrum, and have good thermal stability [1]. Development of devices which utilise
this semiconductor system has been hindered because a suitable substrate (with matched lattice parameters and
thermal expansion) is ;iot available. Incorrect matching of the substrate (e.g., sapphire) to the semiconductor
results in the formation of a dislocation net. The regions of deformed crystal between the dislocation lines can
be modelled as mosaic blocks. A successful technique to reduce the dislocation density is the inclusion of a
low-temperature (LT) deposited A1N (buffer) layer between the substrate and the GaN active layer [2].

In a previous paper [3] we reported results of High Resolution X-Ray Diffraction (HRXRD) experiments to
characterise A1N (buffer) layers of various thickness, including the subsequent GaN layers deposited on top. The
analysis was performed following the approach used by Metzger et al. [4]. Here we present a more advanced
analysis, which utilises Statistical Diffraction Theory (SDT), and compare our results to the previous analysis.

Reciprocal Space Maps (RSMs) contain ? significant amount of information about the sample structure be-
cause they collect information from a two-dimensional region of reciprocal space. However, traditional analysis
techniques discard some of this information by only utilising one-dimensional rocking curves, (see e.g., [3] and
references therein). In order to maximise the information, a theory is required which treats both the coherent
and the diffuse scattering. We have applied Kato's statistical theory [5, 6] to achieve this goal. This theory
was developed to treat Triple-Crystal Diffractometry in both the dynamical [7] and kinematical [8] cases. A
redevelopment and simplification of the dynamical case for multilayer systems is in preparation for publication
[9], and has been previously used in the kinematical limit for the analysis of nitride samples [10]. Within this
redevelopment the intensity registered by the detector is given as:

Idc'(Q) = JdqhTR(qhx) [lc
h(qkx,Qz,Qz)+l£[qhx,Qx,Qz)] (1)

where Q is the scattering vector, R is the reflectivity of the analyser crystals, 1% and 1% are the coherent and



Si (111) Beamline
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Figure 1: Triple crystal set-up.

diffuse intensities respectively, and qhT describes the divergence of the diffracted beam.

Utilising the SDT, the epitaxial layer is modelled as an array of mosaic blocks. The traditional approach for
diffraction by mosaic blocks can be found in Zachariasen's book [11]; however, the present approach must be
formulated within the SDT framework in order to treat randomly distributed defects. Mosaic block models
are reported in the literature for SDT, including work by Nesterests and Punegov [8], Holy et al [12], Bushuev
[13, 14], and Kato [15]. Of these, Nesterests and Punegov's model [8] is the most general, since it considers
rotation and size of the blocks; further it more accurately describes real epitaxial layers by assuming the blocks
to be parallelepipeds (usually confirmed by TEM). Of the other models Holy et al. [12] assume the blocks to be
spheres, and Kato [15] and Bushuev [13, 14] assume laterally infinite blocks, with rotation of the blocks only in
one direction.

The work presented here utilises SDT in the kinematical limit with the model of Nesterests and Punegov [8]
describing the mosaic blocks. Mosaic block dimensions and orientation, lattice strain and layer thickness can
all be determined quantitatively. The kinematical limit is justified because the samples are thin and are of low-
crystalline quality. Investigation of the low-temperature deposited A1N buffer layer is reported, and compared
with previous analyses [3].

2. EXPERIMENTAL

2.1 Sample Preparation

The sample Preparation has been described elsewhere [3]. In brief, the samples were produced using organometal-
lic vapour phase epitaxy (OMVPE) on (0001) sapphire substrates. Three sample types were produced, from
different stages of the growth process:

• A: A1N buffer layer deposited at 400°C;

• B: A1N buffer deposited at 400°C and annealed at llOOX);

• C: GaN layer (30nrn) deposited at 1100qC on an annealed A1N buffer.

Three different buffer layer thicknesses were used; namely lOnm, 30nm and 70nm.

2.2 Characterisation

Triple Crystal Diffractometry (TCD) measurements were reported in an earlier paper [3]. The experiments
were conducted at the Australian National Beamline Facility (ANBF), on beamline 20B at the Photon Factory,
Japan. The set-up (see Fig. 1) utilised a Si(002) quad bounce crystal in addition to the regular beamline
monochromator. This configuration reduced the incident beam divergence (~ 7 arcseconds) and wavelength
dispersion (AA/A = 7 x 10~5). A Si(002) double bounce crystal was used for the analyser, which restricted the
angular range registered by the detector. A Radicon high count rate scintillation detector was used to record
the x-ray intensity. The analyser, detector and sample stage were mounted within a vacuum chamber to reduce
air scatter.

3. RESULTS A N D ANALYSIS

In what follows, layer refers to an entire epitaxial layer, whilst sub-layer refers to a stratum within a layer



Table 1: Parameters for the fitting routine

7 0 n m

3 0 n m

A

B

C

A

B

C

A1N:1
A1N:2
A1N:1
A1N:2
A1N:1
A1N:2

A1N:1
A1N:2
AlN:Top
AINrMiddle
AlN:Bottom
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defined by specific physical properties (e.g., strain).

Complete analysis was performed for the 30nm and 70nm samples only. The lOnm samples did not provide
enough intensity for acceptable RSM scans. The experimental data consisted of RSMs and one-dimensional
scans about the A1N(OOO2), and in some cases AlN(0004), reciprocal lattice points. The analysis was performed
using simulations written in the IDL programming language.

Two approaches were taken to fit the data. The first (I) was to assume that each sub-layer had a constant strain
value, and allows Lz (mosaic block size in z direction) to take any value, equal to, or smaller than, the thickness
of the sub-layer, in order to fit the peak width in the qz direction. In the second approach (II) L~ was set to the
thickness of the sub-layer (as is evident in TEM images for some systems) and a strain gradient was introduced
within the thickness of the sub-layer.

Table 1 shows the results of the simulations. Note that I is the thickness of the layer, Lx is the lateral dimension
of the mosaic blocks, A is the width of the orientation (Gaussian) spread of the blocks around the y-axis. and
the tilt is the rotation of the entire sub-layer about the y-axis. The simulation parameters are identical for
approaches I and II , except for I, L~, and the strain (although the average strain is the same). In the alternative
approach (II) / and L. are also indicated in Table 1. Note tha t the thicknesses reported were not measured
direcUy, because thickness oscillations were not observable. Hence layer thicknesses determined by the growth
regime were assumed correct, with simulations providing the ratio of sub-layer thicknesses.

Two peaks near A1N(0002) were apparent for sample type A . for both thicknesses, and type B for the 70nm
sample, suggesting that the A1N layer has segregated into two sub-layers. In the q~ direction one peak is much
wider than the other, as indicated by the L~ values. The average strain indicates that the thin sub-layer is
predominantly in compression and the other sub-layer in v_nsion. A compressive stress would be due to a
positive strain in the sub-layer parallel to the surface, with a concomitant negative strain in the perpendicular
direction and vice versa. It has been reported [16] that the A1N epitaxial layer is rotated 30° with respect
to the substrate. The alignment of the atomic sites produces a lateral compression (not tension as the lattice
parameters would suggest), and hence tensile strain in the z direction. Therefore the lowest quality sub-layer (in
tension) is likely in direct contact with the substrate. All peaks are broad in the qx direction, which indicates
either a large A, or a small Lx. Unfortunately the scans were noisy and not wide enough to determine the
contribution from each parameter. Hence Table 1 only indicates the maximum A and minimum Lx. For the
70nm annealed sample, an acceptable RSM is available for fitting - not simply one-dimensional scans. Hence
with additional work we could further constrain the parameters. This is a strength of this technique. However,
for all three samples (i.e., 70nm A and B . and 30nm A) the mosaic blocks are small.

For the 30nm sample type B , three layers were observed. Two of the sub-layers have similar characteristics to
those discussed above, i.e., exhibiting small mosaic blocks and large A. However, the third layer is significantly
different, with a much larger block size and reduced A. It is also effectively unstrained with no tilt. As larger
block sizes are synonymous with lower defect density, and because there is a small mis-orientation of tbe blocks,
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Figure 2: RSMs about the 30nm AlN(0002) reciprocal lattice point, (a) Experimental, (b) Simu-
lation: strain gradient, and (c) Simulation: no strain gradient.
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Figure 3: Scans (logarithmic scale) about the 70nm AlN(0002) reciprocal lattice point, (a) Exper-
imental RSM layer, (b) Simulation of RSM, and (c) Experimental CTR.

we can describe this sub-layer as almost perfectly crystalline. The analysis did not indicate which layer was on
top (a dynamical approach would be required), nevertheless it is indicative of a higher quality layer forming on
top of the lower quality layer, as indicated in Table 1.

The samples of type C, i.e., capped with 30nm of GaN, were characterised on a subsequent visit to the Photon
Factory, using a larger slit size. The increased incident intensity improved the counting statistics, and did not
seem to diminish the angular resolution. Figures 2 and 3 show the experimental and simulated data fo>. sample
C. A strain gradient was necessary to fit the 70nm sample, hence only approach II was utilised; I and Lz is not
reported for approach I in Table 1. A further extension to the model allowed the tilt to vary across the sub-layer
so that the complex peak shape could be fitted correctly. The strain and tilt profiles are shown in Figure 4a.
The oscillation in the tilt profile at zero thickness is due to experimental noise and the bump at about 60nrn is
due to the second layer.

Two broad A1N peaks were seen for the 70nm sample, showing a high level of strain. The GaN layer was also
observed. It has not been analysed, but it is more narrow in the q~ direction than in q~, suggesting minimal
strain, but some degree of mosaicity. The GaN layer was not tilted.

A tilt gradient (and hence strain gradient) was required for the 30nm sample (type C) simulation so as to
reconstruct the slight rotation of the peak in reciprocal space. If this rotation was ignored, the fit could have
been made with one layer, by decreasing Lz as indicated in Table 1 and shown in Figure 2c.

The 30nm sample (type C) contains two A1N layers - a higher quality layer and a lower quality layer. The higher
quality layer was not evident in the RSM, because the step size was too large to see the very narrow peak. The
peak was observed in the 6-28 scan. This layer has an even larger lateral block size than the uncapped layer
with a reduced A. It proved difficult to determine the relative thicknesses of these sub-layers (hence thicknesses
for this sample are not reported in Table 1), because the higher quality layer seems too thin. This suggests that
it may contain a high density of point defects. However, it appears that the lower quality layer is significantly
thicker than the higher quality layer.

Previous results [17] indicate that, of the thicknesses investigated, a buffer layer of 30nm produces the best
quality optoelectronic active layer. We conjecture that this is due to the high quality layer seen for the 30nm
sample, produced during the annealing of the sample. The same conclusion was reached in our previous work;
however, in that case only the dislocation density and the Lx size was explored, and only for the 30nm samples.
For sample type B the previously determined Lx sizes were 84nm and 20nm, which compares well to the lOOnm
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Figure 4: Distribution of strain {left.) and tilt (right) for sample type C: (a) 70nm and (b) 30nm thick A1N
layer.

and 30nm determined using SDT. The thickness values also compare favourably. However, for sample type A
and C the L~ sizes are different by a factor of 3-10. This discrepancy may be due to the inadequacy of the data
used (particularly sample type A), or problems with the previous model.

In addition to our RSM measurements, synchrotron Crystal Truncation Rod (CTR) data has been obtained
[17]. Sapphire and GaN peak positions agree (e.g., GaN peak at q~ = lnm"1 in Figures 3a and c), however,
discrepancies are seen for the position and width of the A1N peaks. As the A1N layer is of a low quality this
discrepancy may be due to spatial inhomogeneity of the sample, with different regions sampled for the two
experiments. However, in order to confirm this we compared the two-dimensional CTR data (see Figure 3c) to
the RSMs. We emphasise that these are not equivalent scans. RSMs are sensitive to variations in qx and CTR
in qy. Hence Figure 3a indicate a tilt of the entire layer about the y-axis (offset peak in RSM) but not the x-axis
(on axis in CTR, Figure 3c). This assumes the samples had the same orientation for both experiments.

It is difficult to indicate the uncertainty for the parameters simulated in this work, because of their interdepen-
dence. This is particularly true for A and Lx, and also for Lz and the strain distribution. In the former case,
analysis of a different set of data [10] showed that with a better signal-to-noise ratio, and a wider scan range in
Qx, the two parameters can be disentangled through their peak shape.

The problems in the present analysis highlight the difficulty in achieving high quality scans with very thin
samples. We are attempting to fit many parameters, and hence a large amount of data is required to ensure
that the solutions converge. However, RSMs about asymmetric reflections will give us information about the
strain in the lateral direction and help constrain the other parameters, particularly Lz. Additionally CTR scans
of different regions of the sample would determine the homogeneity of the material.

4. CONCLUSION

HRXRD studies were performed on A1N buffer layers deposited on sapphire substrates. RSM data was analysed
using the Statistical Diffraction Theory in order to determine relevant physical parameters. It was shown that
the buffer layers segregate into two sub-layers. For the 30nm sample it was found that one of these layers was
of a higher crystalline quality. This layer would be capable of supporting a high quality optoelectronic active
layer, effectively matching GaN semiconductor to the sapphire substrate. However, further synchrotron studies
are required in order to make more specific recommendations on the optimum growth parameters.
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