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Summary

Group I1I nitrides are direct bandgap semiconductors suitable for short wavelength
optoelectronic applications. By varying the composition, =, of ternary alloys, such
as AL, Ga;_N and In,Ga,_.N, emission is achieved across the electromagnetic spec-
trum from red to ultraviolet. Blue light emitters are utilised for producing full colour
semiconductor displays, while blue/UV emitters can excite phosphors at any visible
wavelengtl. GaN based light emitting diodes ave currently used in a wide range
of applications, such as traffic signals and document scanners. Violet laser diodes,
based on GaN, have also been commercialised. These devices will soon replace red
laser diodes currently used for .~ading and writing optical (DVD) media.

Optoelectronic devices are constructed by growing multiple layers of semiconduc-
tor material on a crystal substrate. The ideal substrate for GaN epitaxial growth is
bulk GaN. However, it is exceptionally difficult to grow bulk GaN, so alternative ma-
terials are used, typically sapphire and silicon carbide. The structural and thermal
praperties of GaN do not match those of readily available substrates. This causes
the GaN epitaxial layers to be highly strained, resulting in large dislocation densities
on relaxation. GaN epilayers are imaproved by employing an AIN buffer layer (grown
at low temperatures) between the substrate and the GaN epitaxial layer. Structural
characterisation of Group I1I nitride epitaxial layers, including buffer layers, impacts
on device development by facilitating optimisation of the growth process.

Triple axis diflractometry (TAD) is onc of a number of non-destructive techniques
suited to studying these materials. Using TAD tlie distribution of the diffracted
intensity about a reciprocal lattice point can be mapped (reciprocal space mapping).
Epitaxial layers of Group III nitrides have high defect densities that produce broad
X-ray diffraction peaks. Statistical diffraction theory can be used to describe the
diffracted inteunsity - with the defect structure characterised by the ensemble average
and spatial pair correlation function of the deformation in the crystal structure. The
principal aim of this thesis is to characterise the crystal structure of a GaN based
semiconductor multilayers, using TAD and statistical diffraction theory.
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Chapter 1 details the Group I11 nitride semiconductor system, including a de-
scription of the dominant defect structures in these materials. In particular the role
of low temperature deposited buffer layers in reducing the defect density of GaN
is discussed. In Chapter 2 we describe X-ray diffraction theory, including Takagi's
diffraction theory for deformed crystals, and Kato's statistical diffraction theory.
The kinematical limit to statistical diffraction theory is also presented, along with
the mosaic block model used to describe defect structures.

Triple axis diffractometry measurements on sainples of Group I1I nitrides are de-
scribed in Chapter 3. The samples were g wn using metal-organic chemical vapour
deposition (MOCVD), and are representative of the structure at several stages of
the growth process. The first sct of samples included 30 1im and 70 nm AIN buffer
layers deposited at 400°C (some of the samples were also annealed at 1100°C). The
second set of samples incorporated a 30 nm GaN overlayer on 30 nm and 70 nm
AIN buffer layers. The final samples incorporated a 30 nm AIN buffer, a 2 um
thick GaN buffer and an InGaN top layer. Three InGaN compositions were investi-
gated: InggsGaggsN, Ing.agGaoreN and Ing42GaesgN. The InGaN layer constitutes
the optically active material with the composition determining the wavelength of
the emitted light.

All TAD experiments were carried out at the Australian National Beamline Fa-
cility at the Photon Factory, Tsukuba, Japan. This beamline is a bending magnet
source, with the experimental end station housing a large diffractomicter that can
be evacuated to reduce air scatter. The first set of experiments utilised an addi-
tional monochromator {downstream from the beamline monochromator) to ensure
a very small beam divergence (& 7 arcseconds) with an analyser crystal restricting
the angular window of the detector. However, later experiments only employed the
beamline monochromator and a slit. Although the angular resolution for in the
latter experiment was not as higl, the larger X-ray intensity significantly increased
the signal to noisc ratio.

The diffracted intensity from the mosaic block modal was calculated using sta-
tistical diffraction theory. Chapter 3 describes the program written by the author
using IDL! to produce simulated scans. These were compared with the experi-
mental diffraction data collected using TAD. The model parameters include, the
mosaic block size, distribution of block tilt (misorientation), whole layer tilt, strain,
and layer thicknesses. FEach parameter was adjusted systematically to match the
simulated diffraction profiles to the experimental dat-.

"The Interactive Data Language (IDL) is produced by Research Systems Inc. (see e.p.,
http://www.rsinc.com)
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Chapter 4 presents the experimental X-ray diffraction profiles collected for each
of the samples. Analysis of the AIN buffers showed the as deposited layer formed
from two low quality sub-layers (i.c., small crystallites with random orientation).
Annealing the 30 nm buffer layer significantly improved one of the sub-layers, by
orienting the crystallites (perpendicular to the sample surface) and increasing their
size (parallel to the sample surface). This effect was not seen for the 70 nm buffer
layer. It has been reported in the literature {(Tabuchi et al., 2002) that an approxi-
mately 30 nm thick AIN buffer layer produces a better GaN crystal structure than
a 70 nm buffer layer. We suggest this is due to the high quality sub-layer (i.c., well
oriented and large lateral block size) observed for the annealed 30 nm AIN buffer.
The analysis of the diffraction profiles from the InGaN layers showed that the mosaic
block model is inadequate for matching the shape of the diffraction peaks originat-
ing from Ing49GagggN. This suggests that another defect structure is present, which
modifies the distribution of the diffracted intensity. We conjecture that clusters (of
In or InN) have formed within the InGaN layer, because InN is only completely
miscible in GaN at low concentrations (the equilibrium GaN rich concentration for
InGaN is 6% InN). Clusters were also expected for the Ing30Gag 70N layer; however,
there was no evidence of these clusters.

Chapter 5 describes a novel experimental technique for collecting reciprocal space
maps. This technique utilised an imaging plate, which acts as a one-dimensional
detector by masking the plate with Weissenberg screens. Careful interpolation of the
data. is required because the one-dimensional scans collected by the plates are not
parallel to the reciprocal space vectors. Additionally, the number of one-dimensional
scans is limited by the imaging plate size. It was shown that this teclmique is simple
to implement and increases the collection rate for RSMs, but because of the lower
spatial resolution it is best used to investigate broad diffraction peaks.

Chapter 6 describes an investigation of an Algsgs Gag.azgN layer grown by molecu-
lar beam epitaxy. The as grown AlGaN layer showed significant chemical ordering of
the Ga and Al species. This was deduced from the presence of forbidden reflections
in the X-ray diffraction patterns. However, after annealing at high temperature and
pressure, the ordering was destroyed, which suggests that the chemical ordering is
due to growth kinetics. A mosaic block model was used to describe these samples,
although some modifications to the formalism described in Chapter 2 were required.
In particular two different mosaic block sizes were used to account for the shape
of the ‘forbidden’ reflection peaks. The anncaled samples showed significant inter-
mixing of the layers, leading to a composition gradient through the sample. This
composition gradient modified the diffraction profile, requiring that a non-statistical




strain distribution be included in the defect model.

Finally, in Chapter 7 we summarise the principal results of the thesis and point
to future work. This includes the development of a more complicated mosaic block
model, specific to the Group III nitrides. Such a model would include rotation
of the blocks about the axis perpendicular to the sample surface (twist) and the
inclusion of hexagonal blocks. These theoretical refinements can be validated by
further experimental work, employing grazing incidence in-plane diffraction that is

sensitive to twist.
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CHAPTER 1

Introduction

Semiconductor technology is an integral part of modern society, with components
based on semiconductor materials found in nearly every appliance or device man-
ufactured. These components fulfill many roles, such as switching, logic control,
sensing, and display. The demand for enhanced capability and better performance
under more demanding conditions has motivated the investigation of a wide range
of material systeins.

A semiconductor system that has recently received much attention is the Group
III nitrides - in particular GaN and the ternary alloys, AlGaN ard InGaN. These
materials have many properties that make them useful in a wide range of appli-
cations, In particular, they have a wide bandgap, a large breakdown field, high
chemical stability (due to the strong bonding typical of nitrogen), and a high elec-
tron velocity (Ambacher, 1998; Burm, 1999). Figure 1.1 compares the electron drift
velocity as function of electric field for GaN, Si, SiC and GaAs.

These electronic and chemical properties make Group III nitrides an important
system for high power and high frequency transistors. An important example is the
high electron mobility transistor (Ambacher, 1998; Burm, 1999; Xing et al., 2001).
Figure 1.2 shows a schematic diagram of this transistor. The high electron mobility
transistor {(HEMT) exploits the properties of Group I nitrides, particularly a large
bandgap discontinuity that confines charge carries to a heterointerface (e.g., the
interface between the Al,Ga;_N and GaN layers), creating a 2-dimensional electron
gas (2DEG) (Redwing et al, 1996). The charge density in the 2DEG for GaN
based materials is large, even without doping, because of strong polarisation fields
in the heterostructures (Hsu and Walukiewicz, 2001). The electron mobility within
the 2DEG is much greater than in the bulk crystal. The high electron mobility
allows these devices to operate at high frequencies, such as found in microwave
applications. The high thermal stability of GaN is also important for high power
microwave applications.

The HEMT is not the only device that benefits from the physical properties
of GaN. For example, high electron velocities suggest improved performance for
integrated circuits, and good chemical/thermal stability leads to improved device
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Figure 1.1: Schematic plot of electron drift velocity at 300 K versus electric field
(after Ambacher, 1998).
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Figure 1.2: Schematic diagram of a high clectron mobility transistor (after Uren
et al, 2002). The 2 dimensional eclectron gas (2DEG) is formed at the interface
between the Al,Ga;_,N and GaN layers.

performance at high temperatures and under radiation exposure (Xing et al., 2001).

Although Group III nitrides have significant advantages in high frequency, high
power applications, it is their potential as an optoelectronic material that has driven
recent research efforts (Akasaki and Amano, 1997).

1.1 Optoelectronics

Optoelectronic devices emit or detect light by directly converting electricity to pho-
tons, or vice versa. The mnost basic optoelectronic device is the light emitting diode
(LED). As its name suggests, an LED in its simplest form is just a p-n junction.




The LED emits light when it is forward biased due to radiative electron-hole re-
combination. The charactcristic frequency of the emitted light is determined by the
bandgap of the material. A more sophisticated device is the laser diode. The popu-
lation inversion is achieved in this device by forward biasing the diode. By making
the recombination layer small and current large the radiative process exceeds the
absorption processes. The optoelectronic active region of the device is terminated
by reflective cleaved or etched interfaces, forming a cavity allowing laser action to
take place.

LEDs have several advaniages over traditional light sources. They are robust,
have a long life (lasting over 50,000 hows'), comparatively efficient, and small.
The long life and robustness is due to the device being completely solid state and
undergoing little heating in comparison to incandescent light sources. Two different
efficiencies are specified for LEDs, the internal and external quantum efficiency. The
internal quantum efficiency of the material is related to the fraction of excited carries
that recombine radiatively. The internal quantum efficienicy, M, is (Nakamura et al.,
20600),

Tﬂ'l"

_— 1.1
Tnr + Ty ( )

where 7,,, is the non-radiative lifetime and 7. is the radiative lifetime. As the name
suggests radiative process give rise to photons. The external quantum efficiency is a
measure of the total efficiency of the device, and includes absorption of the generated

M, =

photons by the material itself. This is the figure of merit for comparison with other
light emitters. The quantum efficiency and current density determine the brightness
of the device.

Although LEDs have been touted as very efficient light emitters, they are still ri-
valed by other sources, particularly fluorescent lighting in those situations requiring
white light. For example, a typical white LED efficiency? is 20 lumens/watt 3;
however devices are being manufactured that can deliver approximately 30 lu-
mens/watt 4, with compact fluorescent lights giving between 30 and 60 lumens/watt,
and 32 watt fluorescent tubes having up to 85 to 95 lumens/watt.> Hence for room

I'This number is determined as the estimated time required for the intensity to drop to 70% of
its original value (see http://www.lumileds. com/pdfs/AB17.pdf).

2See e.g., http://www.lumileds. com/pdfs/AB17, pdf

3Lumens/watt is a standard measure of light cfficiency.

iFor example, Nichia Chemical Company manufacture a LED that produces a typical flux
of 42 lumens for a voltage drop of 3.8 voit and forward bias current of 350 mA (sec e.g,
http://www.nichia.co.jp/product/led-smd-powarled.html).

58ce e.g., brtp://www.otherpover . com/otherpover_lighting.html
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lighting the finorescent light is more efficient, although the LED has a greater po-
tential for improvement. However, if the light must be of a particular wavelength,
an LED is much more efficient, since other sources must be filtered to produce the
required colour; this significantly reduces the efficiency of those light sources. Fur-
thermore, coloured LEDs are more efficient than white LEDs because the latter use
a phosphor to generate the broad spectrum light, thereby increasing power losses.

The comparatively high efficiency of LEDs stems from the direct conversion of
electricity to light. The major power losses for an LED include absorption by the
light emitting material itself and total internal reflection at the semiconductor/air
interface (Nakamura et al, 2000). The wavelength of an LED depends on the en-
ergy bandgap of the material, as well as other parameters such as strain, and spatial
confinement (Alferov, 2001). Spatial confinement is an area of particular intcrest
for LED and laser diode researchers. By confining the electrons to two-dimensions
{quantuin well}, one-dimension (quantum wire) or zero-dimension {quantuin dot),
the band structure becomes atom-like, allowing it to be tailored by the degree of
confinement. Traditionally the wavelength has been varied by alloying of the opto-
electronic materials.

1.1.1 The Blue LED

Until the mid 1990’s the utility of LEDs was severely limited because bright green
and blue emitters were not available. The blue LED is technologically significant
since blue light is at the upper photon energy. Consequently, they are capable of ex-
citing phosphors at any visible wavelength, and can be used to produce white light.
Although several semiconductor systems are theoretically capable of producing blue
light, such as the Group II-VI materials, ZnSe and SiC, it has been the Group III
nitrides that are the most successful. The first commercial (Nichia Chemical Indus-
tries) Group III nitride blue light emitting diode was released in 1993 (Nakamura
et al, 1994; Nakamura, 1999). These LEDs had a much higher luminescent output
than the SiC-based devices available at the time.

The Group I1I nitride based LED has paved the way for optoelectronic devices
to penetrate markets previously dominated by other technologies. Examples in-
clude display technologies (direct RGB display, and white LEDs for back lighting of
LCDs%), traffic signalling (Akasaki, 2002), and environmental lighting. Conventional
incandescent traffic lights are currently being replaced with LED technology. In this
role the LEDs use between 30% and 50% of the energy required for the equivalent

0See ¢.g., http://www.lumileds.com/solutions/solution.cfm?id=10
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incandescent Yight, while providing better visibility and an enhanced service life.”
Furthermore blue LED technology has been optimised through the variation of the
bandgap, by alloying, to produce a range of colours directly. The use of phosphors,
or multiple LEDs radiating at different wavelengths, has allowed white light emitters
to be produced.

Laser diodes have also been manufactured from Group III nitrides (Nakamura,
1999), with the violet laser diode commercialised in 1999 (Nakamura et al., 2000).
These devices have had a significant impact on optical data storage. Optical storage
media will soon (2005-2006) achieve increased data densities by replacing the current
650 nm red laser diode used in DVD technology with a blue (405 nm) laser diode.
Due to diffraction limits the pit diameter for an optical storage disc scales as wave-
length and hence the area scales as the square of the wavelength.® A consortium of
thirteen electronics and computer companics have developed the standard for a blue
laser diode based technology (called Blu-ray®), with a Sony Blu-ray recorder already
on the market in Japan; many other manufactures are also developing prototypes.
The Blu-ray discs will hold up to 27 gigabytes per layer (with two layers per side},
compared to a DVD which holds 4.7 gigabytes per laycr.®

1.2 Group III Nitrides

The advantages of the Group III nitrides, and in particular GaN, has been known
for a long time. Single crystal GaN was grown on a sapphire substrate in 1969
(Maruska and Tietjen, 1969), and shown to have a direct bandgap with an energy of
about 3.39 eV. This bandgap is significant for two reasons. First the energy equates
to a wavelength of about 500 nm (blue-green). Secondly GaN has a direct transition
bandgap allowing efficient light generation. Although some laboratory emitters were
constructed, commercial development was frustrated because of two major technical
issues; namely, the production of high quality material seemed impossible because of
poor matching of the substrate and epilayer, and it was difficult to produce p-type
doped crystals because of a high residual electron concentration (Akasaki, 2002). As
a consequence, much research was focussed on the Group II-V systems. However, in
the mid to late 1980°s Akasaki and Amano found solutions to both problems. They
discovered that growing a low temperature buffer layer on the substrate (before

"http://wwv.eurotechnology. com/bluelaser/blueslide3.html

Shtip://cnx.rice.edu/content/mi011/latest/

Swww.blu-ray.com

"%Another blue laser optical disc format, called HD-DVD, is being devel-
oping by Toshiba and NEC, but this technology is less mature, (sec¢ eg.,
http://wuw.nec.co.jp/press/en/0208/2901 . html).
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GaN growth) allows relatively high quality GaN layers to be produced (Amano
et al., 1986; Akasaki, 2002). Furthermore Low Energy Electron Beam Irradiation
(LEEBI) of Mg doped GaN was found to produce p-type doped material (Amano
et al, 1989; Akasaki, 2002). These findings, as well as the work by Nakamura (see
Nakamura et al. (2000) for a detailed description) lead to the commercialisation of
the first GaN based blue LED by Nichia Chemical Industries in 1993 (Nakamura
et al., 1994). It is interesting to note that the as grown Group II-VI materials have
a much lower (4 orders of magnitude) defect density than the Group 1II nitrides;
however, in operation the former have a very short lifetime. The fact that Group
IT1 nitrides are superior to Group II-VI materials is not fully understood. One
possibility is that the Group II-VI materials are far more fragile than structures
based on GaN materials, since they lack the strong bonding afforded by nitrogen
(Nakamura et al., 2000).

1.2.1 Band Structure

'The Group III nitrides have a direct transition bandgap as shown in Fig. 1.3. The
most probable transition in an intrinsic semiconductor is from the bottom of the
conduction band to the top of the valence band. In a direct transition bandgap the
minimum of the conduction band and the maximum of the valence band are both
at the same k-value, (usually k=0). For a radiative transition both the energy and
momentum need to be conserved. For a direct transition the change in momentum
is essentially zero. The magnitude of k-vector (momentum) of the photon is given
by 27/, and for visible wavelengths this is & 107 m ™!, which is small on the scale of
the band structure (= 10" m™1). Hence, most of the energy in a direct transition is
coupled into photon energy. For indirect transitions the minimum of the conduction
band and the maximum of the valence band are not at the same k-value. Hence
momentum needs to be transferred for the transition to occur. Usually this is to the
lattice in the form of phonons. In this situation less energy is released as photons.
The exception is when localised states are available (e.g., electron donors near the
conduction band edge, or acceptors near the valence band edge); localisation means
that the k-value is smeared within reciprocal space and hence transitions can occur
with little momentum change.

1.2.2 Crystal Structure

Group III nitrides can form three crystal structures: wurtzite, zincblende, and rock-
salt (Morkog, 1999). Rocksalt and zincblende can be present as a small fraction of
any Group III nitride material. Both of these polytypes can be exclusively grown
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Figure 1.3: Schematic of the band structure of GaN, showing the direct transition
bandgap (after Chuang and Chang, 1996a).

under specific conditions, i.c., selection of an appropriate substrate or growth pres-
sures. However, wurtzite is the thermodynamically stable structure for bulk AIN,
GaN, and InN. The work presented throughout this thesis considers the wurtzite
structure unless otherwise specified.

The wurtzite structure (Fig. 1.4) is formed from two interpenetrating hexagonal
close packed (hcp) lattices (each composed of a different atomic element) offset along
the c-axis (Morkog, 1999). The stacking order of wurtzite, which is important when
considering defects, is the same as hep. The stacking is shown in Fig. 1.4(a). Of the
three possible sites which could be occupied for a hexagonal or cubic close packed
structure only sites A and B are occupied by the Group III element/nitrogen pair.
Hence the stacking sequence is ...ABABABABAB... along the [0001] direction
(Northrup and Romano, 1999a; Takeda and Tabuchi, 1999; Leszczynski, 1999). The
C site is occupied for the zincblende structure (cf. hep and fee). The primitive
unit cell comprises 4 atoms with a pair at A and B, as indicated in Fig. 1.4(b).
The equilibrium positions of the atoms are (3,2,0) , (3,1, 3) for one element and
(5.%2) (3,1, 1) for the other element.

Three parameters are used to describe the (non-primitive) unit cell (as shown in
Fig. 1.4(b)); namely, the two hexagonal lattice parameters a and ¢, and the ratio,
u, of the hcp lattice separation (i.e., the ratio of the bond length in the ¢ direction
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" Figure 1.4: {(a) The stacking sequence for wurtzite and zincblende (after Northrup
and Romano, 1999a}, and (0) a 3D ball and stick representation of wurtzite.

to the ¢ lattice parameter).

Each atom is tetrahedrally coordinated to 4 other atoms of the opposite atomic
element. A wurtzite structure with equal bond lengths and angles has a ¢/a ratio
of 1.633 and an u-value of 0.375 {Leszczyvnski, 1999). Real materials deviate from
this ideal arrangement with the ¢/a and u values varying, e.g., AIN has ¢/a = 1.601
and u = 0.3821 (Leszczynski, 1999). Distortions of the structure occur in such a
way that the tetrahedral bond distances are kept approximately constant, with the
bond angles distorting to accommodate the changes. A correlation is seen between
the ¢/a ratio and the u parameter (Leszezynski, 1999).

Table 1.1 summarises some of the Group III nitride lattice parameters repoited in
the literature. A single set of parameters cannot be given for the bulk material, as it
is exceptionally difficult to grow bulk Group III nitrides. Most of the reported results
are for epitaxial layers. There are many techniques and conditions for epitaxial
growth, which accounts for the wide range of parameters.

1.2.3 Bulk Group III Nitride Growth

Group III nitrides are difficuli to grow as bulk materials, more so than other Group
ITI-V semiconductors. The main difficulty is that nitrogen is highly volatile. Fur-
thermore, as the bonding between nitrogen and Group III elements is strong, a high
growth temperature is required to produce high quality materials, further increasing
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Table 1.1: Lattice parameters for Group III nitride semiconductors.

Material  a (A) c (A) Comment. Relerence
GaN: 3.1876 5.1846 GaN:Mg, bulk Porowski (1998)
3.1876 5.1846 Undoped homoepitaxial GaN  Porowski (1998)
on GaN:Mg bulk
3.1881 5.1844 Undoped homoepitaxial GaN  Porpwski (1998)
Undoped GaN bulk
3.1881-3.1890  5.1856-5.1864 Undoped GaN bulk Porowski (1998)
3.189 5.185 - Morkog {1999}
3.1892 5.1850 - Pereira et al (2002)
3.1892 5.185 Chuang and Chang {(1996h)
3.1892 5.1850 Schuster et al (1999) and ref-
erences {herein
3.1908 5.1838 Measured from (00.2) and O’Donnell et al (2001)
(10.5) reflections
3189 5.186 Zielinska-Rohozinska ¢t  al
(2001}
Average  3.189 5.185
AN 3112 4.982 Morkog (1999)
3.1106 4.9795 Bulk Crystal Leszczynski et al (1999)
3.1130 4.9816 Powder Angerer ¢t al. {1997)
3.110 4.980 Layer on SiC Leszezynski et gl (1999)
3110 4,980 - Amano and Akasaki (1999)
Average:  3.111 4981 -
InN:  3.548 5.760 5.760 seeins erroncously large Morkog (1999)
3.5378 5.7033 - Pereira et al (2002)
3.544 5718 Park and Chuang (1999)
3.540 5.700 - Schuster et al (1999)
3.536 5,709 - O'Donnell et al {2001)
3.538 5.703 ] Zielinska-Rohozinska et al
(2001)
Averapge:  3.511 5716

the nitrogen partial pressure (Stringfellow, 1998). This combination of high tem-
perature and high pressure results in a high nitrogen vacancy concentration in the
material. The nitregen vacancies possibly act as electron donors, producing the high
n-type carrier concentrations observed; however, there is still some conjecture in the
literature concerning the source of the carriers (Van de Walle et al, 1999; Morkog,
1999). Although bulk GaN has been grown (see e.g., Porowski, 1998), to date there
are no comnnercially available bulk Group III nitride crystals.

1.2.4 Epitaxial Growth

Many optoelectronic and electronic devices utilise layers of semiconductor material.
These epitaxial layers are grown using a variety of techniques. The most important
epitaxial growth techniques for Group III nitrides are metal-organic chemical vapour
deposition (MOCVD) and molecular beam epitaxy {MBE),
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1.2.4.1 Epitaxial Growth Techniques

MQCVD, also known as organo-metallic vapour phase epitaxy (OMVPE)!, is well
suited to the chemistry of nitrogen and aluminium, and can be readily scaled up
to grow commercially viable batches (see e.g., Stringfellow, 1999). This technique
is also used to grow Group II-VI semiconductors (e.g., ZnS or ZnSe), as well as
Group I1I-V semiconductors (e.g., GaAs, InP, and the Group III nitrides). The
science of growth by MOCVD is complex, incorporating thermodynamics, hydrody-
namics, kinetics, chemistry, and surface science. However, from a broad viewpoint
the technique is simple. Precursors of the constituent atomic species of the desired
compound semiconductor are carried to a heated substrate in a vapour stream where
they decompose under the action of heat. The liberated metallic cations (Group II
or IIT) react with the anions (Group IV or V) to forin the epitaxial layer on the
substrate.

The common Group III precursors are metal complexes (the metal-organics).
‘The ligands generally bonded with the Group III metal are short hydrocarbon
chains. For a methyl ligand the precursors are trimethylgallivm (TMGa), trimethy-
laluminium (TMAL), and trimethylindium (TMIn). TMGa and TMAI are liquids
at room temperature (TMln is a solid). These metal-organics are admitted to the
growth chamber in a carrier gas (H;) by passing the gas through the liquid precur-
sor. NHj is normally used as the precursor for nitrogen, which is admitted to the
growth chamber directly as a gas. There are a number of parameters that can be ad-
justed to alter the growth. These include the substrate temperature and the relative
pressures of the gases. The relative gas pressures will impact on the stoichiometry
of the layers. Typically for GaN growth the reaction chamber is near atmospheric
pressure and the substrate is at a temperature of approximately 1,000°C.

Another important growth technique is molecular beam epitaxy. It differs from
MOCVD in several ways. First the growth chamber is under ultra high vacuum,
and generally the constituent atoms are delivered to the substrate as atomic or
molecular fluxes. Conventionally the sources for MBE are Knudsen effusion cells
(Farrow, 1995). The source elements or compounds (solid or liquid} are radiatively
heated in a crucible, which increases the vapour pressure inside the cell. The pressure
difference between the cell and the growth chamber leads to effusion, producing a
beam of molecules or atoms. The cell is designed so that the beam uniformly covers
the substrate. The pressure in the cell, and thus the beam flux, is varied by changing

TMOCVD and OMVPE are also known as MOVPE and OMCVD. Although these acronyms
refer to essentiall: the same technique, the term epitaxy is usually reserved specifically for thin
crystal growth, where the layer replicates the crystal structure of the substrate (Thompson, 1997).
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:' Table 1.2: Physical parameters for the substrates.

E

Latiice Parameter Thermal BSxpansion Coef. Thermal Conductivity

: Substrate A 1076 K1 Wm™! K-?

: a-AbO;  a  4.758° a  4.3%0.92° 46° (near room temp.)

c  12.9%° c  3.9% 9.3

i 6H-8iC a  3.0806¢ a 3.2°,492 490® (near room temp.)

1 ¢ 1511739 c 320 40°

ot %Takeda and Tabuchi (1999).

. bBulk crystal, 300-350 K, Krukowski et al (1999).
) °Bulk crystal, 700-750 K, Krukowski et al (1999). o
4Hanser and Davis (1999). 1
3 the temperature. Therefore the stoichiometry of the grown layers is determined, in

part, by the temperature of the Knudsen cells. Ns cannot be used directly for nitride

;E growth, as it is too strongly bonded. Thus it must be dissociated before reaching

: the substrate. This is achicved using a plasma, although attempts have been made

b to dissociate Ny or NHj at the substrate, using high temperature (see e.g,. Yoshida

A

et al., 1983; Morkog, 2001).
1.2.4.2 Epitaxy of Group III Nitrides using OMVPE

Growth of epitaxial layers requires a substrate material on which the layer is de-

posited. Usually the layers are grown on a native substrate, i.e., a substrate with the

same, or similar, chemical composition and structure as the layers. However, as no

viable native substrates are available for Group 1II nitrides, alternatives have been

sought. To date the most important substrates are sapphire (Al,O3), particularly

the (0001} face (a-sapphire), and silicon carbide (SiC), particularly the hexagonal

polytype 6H-SiC. A summary of the physical parameters for these substrates is given

in Table 1.2; the appropriate nitride parameters given in Table 1.3 for comparison. ;
For high quality epitaxial layers the lattice parameters and coeflicient of thermal

expansion of the substrate must be clesely matched to the overlayer. Hence an ini-

e BT B A R Y e T S ATt et i it SR o R S

tial measure of substrate suitability is the mismatch of these two parameters along

g the interface (i.e., perpendicular to the growth direction). The coefficient of thermal
5 expansion is important as the laycrs are always grown at elevated substrate temper-
‘1 atures, hence any difterences in this parameter will produce strain (or damage) in
'Z the layer upon cooling. :
j; Consideration of thermal expansion and thermal conductivity is also important g

in high power applications, since matching the thermal expansion of the substrate
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Table 1.3: Physical parameters for Group 11 nitrides.

Lattice Parameter ® Thermal Expansion Coef. ® Thermal Conductivity ©

Nitride A 10~k -1 Wm~1 K1
GaN a 3.189 a 319.62°¢ 1.37
c  5.185 c 284, 6.1° 1.7 9
AIN a 3.111 a 299,13° 2.85 (300 K)
¢ 4.981 c 349,107 0.96 (600 K)

0.48 (1000 K)

¢Averages from Table 1.1.

bKrukowski et al. {1999).

‘Krukowski et al. (1599).

9Bulk crystal, 300-350 K.

Bulk crystal, 700-750 K.

/Measured from layers grown on sapphire substrate.
9Powdered crystal, 300 K.

%600 K (Morkog, 1999).

and epilayers impacts on the stability of the system, particularly in situations in-
volving thermal cycling. In many applications a SiC substrate is more suitable than
sapphire.

To correctly determine the lattice mismatch it is critical to know the orientation
of the layer with respect to the substrate. Figure 1.5 shows the orientation of GaN
(or AIN) with respect to a-sapphire. Sapphire exhibits hexagonal symmetry, but
it is not a wurtzite structure. The nitride overlayer rotates 30° with respect to the
substrate in the manner shown in Fig. 1.5, thus redu~ing the lattice mismatch. The
mismatch in the lattice parameter can be determined from the data in Tables 1.2
and 1.3. Simple geometry shows that the oxygen spacing for the sapphire layer is
a.a1,0,/V3. Comparing the oxygen separation with the atomic separation in the
layer along the [2110] direction for GaN, which is parallel to the [1100} direction for
Al2O3, we have (at room temperature) (Morkog, 1999),

1
Can ™ 73AA120, 3.189 — 2.747

—\%a;.,boa 2.747

= (.16 or 16%.

In a similar manner upon substituting for AIN gives a mismatch of 13%.

This significant mismatch in lattice parameter between sapphire and Group 111
nitrides, as well as poor matching .»f thermal expansion coefficients, induces a large
density of defects in epitaxial layers. The driving force creating the defects is strain
relaxation. Consequently, GaN layers grown directly on an a-sapphire substrates
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AIN [2170]
Al O4{1700]

2A1,0,

AN

Figure 1.5: Orientation of AIN/GaN epitaxial layers on an «-sapphire substrate.
The closed circles () represent the Group IIT or nitrogen sites at the interface and
the open circles (o) the oxygen positions for sapphire (Takeda and Tabuchi, 1999).

are usually highly deformed. They exhibit rough surfaces, doniinated by hexagonal
hillocks (Ambacher, 1998; Akasaki et al., 1989; Akasaki, 2002}, significant cracking
(Amano et al, 1986; Itoh and Rhee, 1985), and a dislocation density greater than
10*! cm~2 (Akasaki, 2002). Amano et al (1986) demonstrated that higher quality
GaN could be grown, using OMVDPE, by first depositing a 50 nm AIN buffer layer
on the sapphire substrate. (Yoshida et al., 1983 showed similar effects using MBE).
Initially they deposited the AIN at between 800-1000°C, however, for subsequent
experiments this temperature was reduced to 600°C, with the GaN layer deposited
at 1000°C(Akasaki ef al., 1989). GaN layers grown on the buffer layers had a smooth
appearance that was free of cracks or pits, and a dislocation deusity of between 10°
cm~2 to 10'° em™2. (Buffer layers have been used with other substrates, see e.g.,
Einfeldt et al, 2003 for 6H-SiC substrates, and growth techniques, see e.g., Ebel
et al., 1999 for Molecular Beam Epitaxy).

The growth of semiconductor materials is complicated, with a number of param-
eters requiring optimisation. Low-temperature (LT) buffer layers (both AIN and
GaN) grown by OMVPE continue to be the subject of rescarch (see e.g., Zhang
et al., 2004; Sumiva et al., 2003; Gonsalves et al., 2002; Cho et al, 2001; Figge et al.,
2000; Kobayashi ct al, 1998; Hersee et al., 1997). The buffer layer parameters inves-
tigated in the liorature include: layer thickness, growth temperature and pressure,
and Group V-IH ratio during growth (i.e., the ratio of nitrogen to the Group II1
species in the chamber). Other conditions pertinent to growth are annealing of the
substrate {including nitriding) before buffer Iayer growth, and annealing of the buffer
layer under various atmospheres. Buffer layer annealing is unavoidable because the
substrate must be heated for growth of the GaN layer. Kobayashi et al. (1998) have

o
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shown that LT-GaN buffer layers are unstable at elevated temperatures, because
the vapour pressure of Ny is several orders of magnitude larger for GaN than for
AIN. Hence, a Ny atmosphere is required when annealing GaN buffer layers. The
quality of the buffer layer can be studied by techniques such as X-ray photoelec-
tron spectroscopy, X-ray diffraction, transmission electron microscopy, atomic force
microscopy, =nd luminescence. In situ techniques, such as reflection high-energy
electron diffraction and shallow angle reflectance are used to characterise the buffer
and overlayers. It has been found that there is an optimum thickness for the LT-AIN
layer in order to produce the highest quality GeN {: 2e e.g., Ito et al, 1999; Tabuchi
et al., 2002; Zhang et al., 2004). The actual .- ~%ress depends on the preparation
of the substrate before deposition. Tabuchi e - (2002) investigated buffer layers
grown at 460°C with and without a nitridation process. The layers investigated were
10 nm, 30 nm, and 70 nm thick. Using crystal truncation rod scattering and X-ray
reflectivity experiments, it was shown that samples produced without nitridation
of the substrate had a poorer GaN overlayer structure on a 70 nm buffer than on
a 30 nin buffer layer. However, the opposite was found when the substrates were
nitrided. In this thesis we extend the work by Tabuchi et al (2002}, by carrying out
a more thorough analysis of samples that do not have a nitrided substrate.

A number of authors have discussed the mechanism by which the buffer layer
improves epilayer growth in OMVPE. Akasaki ef al. (1989) gave a simple descrip-
tion of the growth mode, while Hiramatsu et ai. (1991) provided a more complete
description. The latter investigated GaN/AIN/a-sapphire structures using trans-
mission electron microscopy (TEM) and scanning electron microscopy {SEM). In
this work the 50 nm thick AIN layers were deposited at 600°C and the GaN layer
at 1030°C. Cross-sectional TEM showed three regions in the GaN layer. The region
closest to the AIN shows a fine contrast indicative of a high density of defects. This
region is approximately 50 nm thick, and is termed the ‘faulted zone’. The next
region, the ‘semi-sound zone’, exhibits trapezoidal crystals (confirmed by SEM to
be pyramidal mesas). This region is approximately 150 nm thick and has a much
lower defect density. The remaining region has a much lower defect density, partic-
ularly for layers thicker than 300 nm. This is the ‘sound zone’. It was also shown
that the AJN layer consisted of columnar fine crystals, with a diameter on the order
of 10 min. Hiramatsu ¢t al. (1991) suggested that the AIN layer is amorphous-like
at the deposition temperature (600°C), but that it is crystallised into the columnar
structure upon heating to 1030°C for GaN growth.

The growth mechanism suggested by Hiramatsu et al. (1991) is summarised in
Fig. 1.6. After anncaling, the AIN layer has a columnar structure (Fig. 1.6{(a)) that
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(a) v s T nReE s 1T ) AIN buffer or nucleation layer grown at 600-
| ALO, J 700°C. Typical thickness 25-80 nm.

(b) (1 f
| ﬂf‘nﬂﬁmmmim}mﬁm F | Nucleation of GalN at 950-1050°C.

Geometric selection {GaN thickness 50 nm).

Island growth of GaN.

Lateral growth (GaN thickness 200-300 nm).

2D-growth (GalN thickness >300 nm).

Figure 1.6: Schematic of the growth process proposed by Hiramatsu et al (1991).
After Ambacher (1998) and Hiramatsu et al. (1991).

provides a high density of nucleation sites for the GaN layer (Fig. 1.6(3)). The GaN
columnar crystals will be randomly oriented; however, the fustest growth direction
is perpendicular to the substrate. Those crystals that have their c-axis directed
perpendicular to the substrate will grow fastest; this is geometrical selection (Fig.
1.6(c)). Eventually trapezoidal crystals, with c-faces, are formed on the columnar
crystals (Fig. 1.6(d)). These islands grow preferentially, covering smaller islands.
The trapezoidal crystals grow at a higher rate in the lateral direction (Fig. 1.6(e))
and hence begin to coalesce. Continued growth produces a smooth face because each
of the islands grow with a similar orientation. Subsequent growth is in a uniform
layer by layer manner, producing the ‘sound zone’ (Fig. 1.6(f)). In summary the
low-temperature buffer layer works by supplying nucleation centres with the same
orientation as the substrate, and by promoting lateral growth of the GaN film by
decreasing the interfacial free energy between the film and the substrate (Ambacher,
1998).

Although a GaN layer grown with a LT-AIN buffer layer has a much lower defect
density (and a higher quality surface), than GaN grown directly on sapphire, it still
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has a high defect density compared to other semiconductor systems, such as GaAs.
It appears that although the crystallites coalesce, the film is still a polycrystal, not
a single crystal (Hersee ¢t al., 1997). This structure is also referred to as a mosaic,
with each crystallite known as a mosaic block. Figure 1.7 shows the variation of the
orientation within the GaN mosaic. The misorientation of the mosaic blocks can be
described by their ‘tilt’ (rotation of the c-axis from the vertical) and ‘twist’ (rotation
of the block about the c-axis) (Chierchia et al., 2001). For thick films the GaN (sound
zone) crystal quality within each block is high, suggesting that the dislocations
are concentrated at the boundaries between the two blocks. For the threading
dislocations normal to the surface, tilt is associated with screw type dislocations,
and twist with edge type dislocations (Lafford et al, 2003a; Heinke et al., 1989).
Characterisation of mosaic structure (and dislocation density and types), is usually
achieved using TEM, or X-ray diffraction. TEM allows the dislocations to be imaged;
however, the field of view is small and the technique requires significant sample
preparation, which causes damage. X-ray diffraction is less direct, and has the
advantage of averaging over a larger sample volume; this technique requires minimal
sample preparation and it is non-destructive. For a mosaic crystal the width of a
Bragg reflection, measured using high resolution X-ray diffractometry (HRXRD),
depends on the crystal size, twist, tilt, and heterogenecous strain (Heinke et al., 1999;
Metzger et al., 1998). In order to disentangle these different contributions of the peak
width a number of techniques have been employed. The most common technique is
Williamson-Hall analysis (Williamson and Hall, 1953; Metzger ¢t al., 1998). This was
originally formulated for cold worked metals, but later extended to semiconductor
systems (Ayers, 1994). This method relies on the relative contributions to the peak
width changing for different reflections. Otlier mnethods use complicated diffraction
theories (based on dynamical diffraction), such as that presenied by Brandt ef al.
(2002) specifically for Group III nitrides. In this thesis the full diffraction profiles are
modelled using the statistical diffraction theory originally formulated by Kato (see
c.g., Kato, 1976a, 19804a,b). Variants of this theory have been used to successfully
study other semiconductor systems, but this approach has been rarely applied to
Group III nitrides. (Although Fewster, 1999, 2003; Fewster ct al, 2001 has used
a similar theoretical frame work to study Group III multilayers). The statistical
diffraction theory is discussed in Chapter 2.

The optoelectronic active layer for Group III nitrides is normally based on the
ternary alloys Al;Ga;_,N or In,Ga,_,N. By varying the composition of the ma-
terial, £, the bandgap, and hence the emission wavelength, can be adjusted. The
bandgap is also affected Ly strain within the material. Determination of the strain




Figure 1.7: Schematic diagram of the mosaic structure of GaN showing the tilt and
twist of the mosaic blocks. Rotation of *h2 c-axis from the vertical is called ‘tilt’;
rotation of the block about the c-axis is called ‘twist’ (fizure provided by Dr L.
Kirste, Fraunhofer Institut fiir Angewandte Festkorperphysik).

and composition of Group III nitride ternary alloys is commonly achieved using X-
ray diffraction techniques (see e.g., Vickers et al.. 2003; Schuster et al., 1999; Pereira
et al, 2002; Herres et al, 2002; O'Donnell et «l, 2001). Changes in strain and
composition modify the spacing of the atomic planes, and hence change the Bragg
peak positions. The simplest way of determining the strain and compositional com-
pouents is to measure the position of symmetric (i.e., (00./)'? type reflections) and
asymmetric Bragg reflections (combined with a knowledge of the elastic stiffness
constants of the material).

1.2.5 Dislocations

As has been highlighted above, Group III nitrides exhibit high dislocation densities.
There are three types of dislocation: edge, screw and mixed (Northrup and Romano,
1999a). They can be discriminated from each other by their Burgers vector, b, and
dislocation line. An edge dislocation is easiest to visualise, and helps clarify the
notion that a disiocation is a 1-dimensional defect. Figure 1.3 shows a schiematic of
an edge dislocation. The end-on view (Fig. 1.8{a}) shows that the dislocation can be
considered as an extra half plane of atoms above the slip plane. The termination of
this extra half plane of atoms defines the dislocation line, which runs perpendicular
to the plane of the paper. The oblique view (Fig. 1.8(%)} shows the full line. If
the crystal is subjected to a shear stress the dislocation will move perpendicular to
the dislocation line. The movement of the dislocation is associated with an atomic
displacement below the slip plane. This displacement is the Burgers vector, b, The

BThe ¢ signifies the redundant Miller index




Figure 1.8: An edge dislocation. (a) End on view, and (b) oblique view. The shaded
arca in (b) indicates the extra half plane associated with the edge dislocation.

Burgers vector can also be determined by taking a closed path in the crystal (without
a dislocation), and then placing a single dislocation within the region bounded by the
path. The path will no longer be closed - the difference is the Burgers vector. This
is shown in Fig. 1.9. Hence an edge dislocation is one where the dislocation line and
Burgers vector are perpendicular. For a screw dislocation the Burgers vector and
dislocation line are parallel, and for a mixed dislocation the angle between them is
intermediate (i.c., a mixture of an edge and screw dislocation). Visualising a mixed
dislocation is difficult, so a diagram is not given; however the screw dislocation is
shown in Fig. 1.10. These examples are all perfect dislocations. It is also possible
to have partial dislocations where the magnitude of the Burgers vector is less than
a lattice vector.

Group IH nitrides can exhibit all three types of perfect dislocation, with b =
1/3(1120), (0001), or 1/3 (1123),'® where the dislocation line can be along any di-
rection. The most common dislocation observed in a sample depends on the growth
process. However, for high defect densit; material (> 10" em=?) grown on a-
sapphire, the most common dislocation is an edge dislocation, with its line directed
perpendicular to the (0001) growth plane (Romano, 1999). Such dislocations are
termed threading dislocations. As was discussed in Sec. 1.2.4 Group III nitrides
have a very hign dislocation density when compared to many other semiconductor
materials.

13The notation { ) indicates a family of directions, i.c., all directions indistinguishable from the
one given,
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Figure 1.9: Determining the Burgers vector. (a) A closed path about an edge
dislocation, and (b) a closed path in a perfect crystal. The arrows indicate the

number of unit cells traversed in that direction. The difference between the two
paths is the Burgers vector, b.

Figure 1.10: Screw dislocation.

1.3 Summary and Scope of the Thesis

Group III nitride semiconductors have been introduced as exhibiting key charac-
teristics that make them useful for a wide range of applications, particularly in
optoelectronics. Unfortunately there are significant difficulties in producing these
materials, because there are no commercially available substrates that are matched
(thermally and structurally) to the Group III nitrides. This leads to significant
defect densities within the as grown layers. Methods for growing quality layers on
mismatched substrates include the use of low temperature deposited buffer layers.
Althrough these buffer layers have becn in use for nearly two decades, work continues
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for determining the growth conditions that produce optimum structural and optical
characteristics.

The aim of this thesis is to characterise the defect structure of a series of Group
1 nitride samples. These samples encompass the structure of buffer layers of various
thickness, and InGaN layers of various compositions. The materials are characterised
using X-ray diffraction, specifically triple axis diffractometry (TAD) for collection
of reciprocal space maps (RSM). The X-ray difiraction profiles are analysed using
statistical diffraction theory. Chapter 2 presents a summary of X-ray diffraction
theory, with the statistical diffraction theory presented in Sec. 2.8. The defect
structure of the Group III nitrides are described by a mosaic blocks model, which is
introduced in Sec. 2.9. The mosaic block model is characterised by the size of the
blocks and their misorientation. The mosaic block size is an indication of the extent
of the short range order, and gives a measure of the disiocation density.

In Chapter 3 synchrotron X-ray diffraction experiments are reported, and the
modelling techniques described The results and analyses are presented in Chapter
4. The significance of the results are discussed, as well as discrepancies between the
experimental data and the theoretical formalism.

In Chapter 5 a data collection method, based on imaging plates, to reduce collec-
tion time, is described. Scans collected iusing this technique are compared o scans
collected using conventional triple axis diffractometry. The relative merits of this
data collection technique are discussed.

Group IIT nitrides can exhibit chemical ordering of the metal cations within the
structure. This has implications in terms of the optical and electrical properties
of material. Ordering is explored in Chapter 6, by examining an AiGaN layer be-
fore and after annealing. Statistical diffraction theory and Williamson-Hall analysis
are used to characterise the mosaic structure of the layer. A comparison of the
Williamson-Hall and statistical diffraction theory is ulso made. The final Chapter
summarises the key results and discusses possible extensions to the research pro-
gramme.
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X-ray Diffraction Theory

X-ray diffraction from crystalline materials was discovered in 1912 by von Laue
et al (1912, 1913). The interaction of X-rays with crystalline materials is strong
because the X-ray wavelength is comparable to the spacing between atomic planes
within the crystalline lattice. Analysis of diffraction patterns can reveal information
about the internal structural ordering of a sample with minimal or no damage to the
material. Furthermore, as the bean can have a large extent, X-ray diffraction reveals
structural information over a much larger characteristic length than is capable with
pther techniguies, such as transmission electron microscopy. Additionally the large
beam size can be used to determine parameters averaged over a large sample volume.

2.1 X-ray Sources

X-rays may be produced by the Bremsstrahlung mechanism from an X-ray tube, or
via synchrotron radiation from a bending magnet (or insertion device).

2.1.1 X-ray Tubes

Radiation is generated in X-ray tubes by accelerating electrons at a metal anode
(e.g., Cu). The electrons are decelerated when they hit the anode, producing a
continuous spectrum of X-ray photons, known as Bremsstrahlung (breaking radia-
tion). Bremsstrahlung has a definite minimum (cut off) wavelength due to complete
conversion of the electron energy into X-.::y photons. Superposed on this spectrum
are a number of sharp peaks - the characteristic radiation. These peaks are due
to electron transitions from higher energy states to lower energy states that have
been vacated through collisions with incident electrons. Characteristic radiation
is far more intense than Bremsstrahlung. By filtering the output from an X-ray
tube the characteristic radiation can be isolated and used for experiments recuiring
monochromatic radiation. X-ray tubes are very inefficient (< 0.3%) (Holy et al.,
1999). The intensity can be increased through improved cooling, beam focusing,
and utilising a rotating anode system. The latter can accommodate a higher cur-
rent because the electron beam is spread over a larger area of the anode.
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2.1.2 Synchrotron Radiation

Synchrotron radiation is generated when relativistic charged particles {(e.g., electrons
or positrons) are accsierated by a magnetic field. The relativistic charged particles
(usually electrons) circulate within an c¢vacuated ‘storage’ ring; resonant cavities
replenish the kinetic energy lost by electron to synchrotron radiation on each orbit.

The storage ring of a synchrotron is not circular, but rather it is formed fro:n
a lattice consisting of straight and curved sections (the number and length of these
sections depend on the facility). Bending (dipole) magnets positioned at the curved
sections produce a radiation spectrum that is continuous over a large energy range,
with a brightness far exceeding an X-ray tube (Wiedemann, 2003). Insertion devices
are used to increase the brightness of the X-rays in a particular direction by several
orders of magnitude; these are placed in the straight sections of the storage ring.
There are two types of insertion device; wiggler and undulator (Wiedemann, 2003).
Roth undulators and wigglers subject the electrons to a periodic transverse magnetic
field (rather than just the simple dipole field), causing the electrons to oscillate back
and forth perpendicular to their direction of travel. Each magnetic pole acts as
a bending magnet, producing a beam of radiation; however, the photon flux is
determined from the sum of the amplitude or intensity of the radiatiou from cach
of the poles. Furthermore, the magnetic field is not restricted by the geometry of
the storage ring, as there is no net deflection of the electron beam by the insertion
device,

The principal difference between wigglers and undulators is the maximum an-
gular deviation of the electron’s direction of motion from the undulator axis (Als-
Nielsen and McMorrow, 2001). This depends on the amplitude of the oscillations,
which in turn depends on the strength of the magnetic field and the magnetic period
(spatial period of the magnetic poles) of the undulator or wiggler. The maximum
deflection angle, 8,,0¢, is given by (Duke, 2000)

K
Oax = — 2.1
. (21)
where
K = 93.4ByXg (units of Tm)
and 1

T = 7

2
v
1-%

By is the maximum magnetic field in the undulator or wriggler, Ay is the magnetic
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period, v is the electron velocity, and ¢ is the speed of light. For undulators K is
typically on the order of unity, and > 1 for wigglers. Hence undulators employ a
weaker magnetic field, or shorter magnetic period, than wigglers. For small values
of K the transverse motion of the electrons is approximately non-relativistic and
sinusoidal. As such the clectron behaves as a dipole oscillator and the radiation
emitted for one oscillation is coherent with the radiation from the next oscillation.
Hence the amplitudes of emitted waves add (with the intensity the square of the
sum of the amplitudes). As the magnetic ficld strength is increased the transverse
motion becomes relativistic and hence non-sinusoidal. The emission spectrum then
exhibits a number of harmonics. The number of harmonics depends on the field
strength. Wigglers operate at high field strength and longer pole separation (large
K), such that the harinonics overlap creating a smooth, broad energy spectrum.
Additionally for wigglers the waves from each oscillation are not in phase, hence the
intensitics add (not the amplitudes). Therefore the radiation delivered by a wiggler
is incoherent and broad spectrum, while the radiation from an undulator is coherent
and quasi-monochromatic {Als-Nielsen and McMorrow, 2001).

The electrons travel around the ring in bunches at relativistic speeds (several
picoseconds long, and several nanoseconds apart). Relativistic effects (i.e., Lorentz
contraction) ensures that the radiation emitted by the particles is confined to a
narrow cone parallel to the direction of motion. The particle beam will decay over
time continuously reducing the radiation intensity. The lifetime of the particles
depends upon the quality of the vacuum system. The problem of finite beam lifetime
can be ameliorated using ‘top-up’, in which electrons are injected into the accelerator
in a quasi-continuous manner (Emery and Borland, 1999).

Synchrotron beams are classified by their brilliance or brightness {Als-Nielsen
and McMorrow, 2001), defined by
Number of photors per second
mrad? x mm? x 0.1%bandwidth
The brilliance is the number of photons emitted in 1 second from a source area
of 1 mm? into a cone defined by 1 mrad® and normalised to a spectral bandwidth

of 0.1%. Brightness is defined by replacing the source area with the beam current
(Holy et al., 1999),

Brilliance =

(2.2)

Number of photons per second
mrad? x mA? x 0.1%bandwidth
Some authors interchange the above designations (see e.g., Duke, 2000). As un-
dulators have a smaller spectral bandwidth than wigglers, they have the highest
brilliance (or brightness) of the sources described.

Brightness =

(2.3)
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2.2 X-ray Scattering

A major focus of this thesis is the interaction of X-rays with crystalline materi-
als. X-rays are a form of electromagnetic radiation with a wavelength on the order
of angstroms. The interaction of X-rays with matter is mediated by the electric
and magnetic fields. However, as the interaction of the magnetic ficld with matter is
neglected compared to the electric field, except in specific circumstances not encoun-
tered in our work, it is neglected throughout this treatment. Furthermore, since the
amplitude of a scattered electromagnetic wave is inversely proportional to the mass
of the scattering particle, scattering from atomic nuclei can be negligible compared
to scattering from electrons. In order to present the theory in a systematic manner,
we begin by considering the interaction of X-rays with a single electron.

A free electron exposed to an X-ray beam will oscillate due to the force exerted
by the sinusoidally varying electric field. Classically the oscillating electron will ra-
diate an electromagnetic field with the same frequency as the incident X-ray. This
is an elastic process (Thomson scattering). However, a treatment of this process
using quantum electrodynamics (QED) shows that scattering from a free electron
is in fact inelastic (Compton scatterit:' {Guinier, 1994). Therefore the scattered
wave has a reduced energy, and hence lower frequency, than the incident wave. The
change in energy for the wave is due to the acceleration (recoil) of the electron. In
X-ray diffraction the measured intensity is due to interference, which can only occur
if there is a definite phase relationship between scattered waves. However, since
there is a change in frequency between the incident and scattered waves, the phase
relationship is destroyed, the scattering is incoherent, and interference cannot occur,
i.e., interference can only occur if the X-rays are scattered elastically. Elastic scat-
tering is observed for bound electrons (i.e., atomic electrons) because the electrons
have discrete energy levels.

Although elastic (Thomson) and inelastic (Compton) scattering are properly
treated within the framework of quantum electrodynamics (see e.g., Greiner and
Reinhardt, 1994), the classical treatment provides several important results.

2.2.1 Thomson Scattering

The following treatment is based on that presented by Warren (1969). Consider a
linearly polarised X-ray beam incident upon a single electron located at the origin,
O (see Fig. 2.1). The incident electric field, E = Eqc*“'*3) is perpendicular
to the beam propagation direction (z), and can be resolved into two components,
E, = Eg, %) and B, = Egxe' %9, The co-ordinate axes are chosen such that
the observation point P is in the 2z plane and the line OPF is of length R and makes

e LA e sfan el

R




. | ..
| f'

3
4
i
3
g

g

S

bk o

Figure 2.1: Classical X-ray scattering from a single free electron (after Warren,
1969). The electron is located at the origin, O, with the incident X-rays, with
intensity Jp, directed along the z axis. The scattered radiation is observed at point
P, which is in the zz plane. The line OP has a length R, and makes an angle o to
the z-axis. The incident, Ey, and observed, E,, electric field amplitudes are resolved
into two components, Ey;, Ey,, and E,;/, B, respectively.

an angle a with the z-axis, as depicted in Fig. 2.1. The acceleration of the electron
due to the z-component of the electric field is:

£x lelBox ik
_ e e e ——— w -~ .4

where e and m are charge and rest mass of an electron, respectively. Then the
magnitude of the field at P, due to the acceleration of the electron, ay, is given by
(Warren, 1969)

le|a, cos a
Rc?
where a, cos « is the projection of the acceleration perpendicular to the vector con-

Epy = (cgs units), (2.5)

necting the charge and P, as shown in Fig. 2.2. As is common in theoretical treat-
ments of X-ray diffraction we adopt cgs (Gaussian) units (see e.g., Pinsker (1978)).
a,
a, cos R P

: b

O Z

Figure 2.2: The projection of the acceleration perpendicular to the vector connecting
the charge at the origin, O, and the observation point P.




e
g

Taae Ly
FRITHEANES

kit
L ey s
HA PP

g

.

B

R T ey
AR e R

I R T R
ST Rl s S N e T R

AR

ARV

R

o T e i b e e

Lt AR AR R Byl e

R T e 1

s

7
<y,
B
b
g
it
ks -
#
Y
e
U
s
(X ¥

Substituting Eq. (2.4) we find:

2 2R o
e*Epzcosa ;0 4 Sl —tke e*Fp, cos
Epy = ___T_n_ég?___et(wt z) . EPO::’C‘(w Lz), Epoy = ___;.n._._._;___ (2.6)

where the direction of Ep, is shown in Fig. 2.1. The Eqy-component of the field at
the origin leads to the following amplitude at P:

2 E, ]
Epy - ea_ﬁ%%et(wt—kz) (27)
Finally the total field at P is given by:

9 2
e nl
(Ep)? = (Epg)? + (Epy)Y = [-————q} [Egz cos’ a + bgy -~ (2.8)
mRc?
If the initial beam was unpolarised, an average over the possible orientations would

be required, i.e.,

(Eoy) +{Ba:) = (Eg)=1Io

(B2) = (ER)=HED) =il
(1% = (1) [m§62]2[1+§°52“] (2.9)

Equation (2.9) represents Thomson scattering for a free electron. As previously dis-
cussed, scattering from a free electron is inelastic, however the 'Thomson scattering
equation describes an clastic process. From QED the inelastically scattered inten-
sity (Compton scattering) from a free electron is given by the Thomson equation
multiplied by a factor of (-':7')3 where v and ¢/ are incident and scattered photon
frequencies respectively (Guinier, 1994). For bound electrons the total scattered
intensity, Zeon + fincon» 18 given by the Thomson equation (2.9).

2.2.2 Scattering from an Atom

From quantum theory the squared modulus of the wave function, ¥, gives the prob-
ability density for locating a particle in a particular volume element dv. For an
electron the charge density may be written as

p(r) = —Jel ¥(r)P (2.10)

A charge element at any r is given by d@ = p(r)dv. Hence, an X-ray scattered by
a. charge element has an amplitude p(r)dv times that scattered by a single electron
(Guinier, 1994).
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Figure 2.3: Illustration showing the phase difference between two waves scattered
from the origin, O, and the charge element at r. The unit vectors sq and s point in
incident and scattered directions respectively.

Figure 2.3 illustrates the path difference between waves scattered from the origin
and a charge element at r. The incident and scattered directions are specified by
the unit vectors s and sg respectively. The phase difference between the two waves,
¢, given by

277 - (80 — 8)
¢= N :

Consider an atom with a single electron. This electron is not localised, rather
it, is described by the charge density p(r). Therefore the wave amplitude scattered
from a single atomic electron, Fyec, is given by

(2.11)

Eclcc = chloc
fo = /-p(';')ci‘f’ dv (2.12)

wher(;\ Eyoc is the amplitude of the wave scattered by a single localised electron, and
f is called electron scattering factor. The integral in Eq. (2.12) is over the volume
of the atom where g is not zero. The coherent scattering intensity from a single
atomic clectron is

Icoh = I’T‘llomlfeP . (213)

where Iyom is the intensity scattered from a single localised electron, as given by the
Thompson equation (2.9). The modulus, |f.|* arises because the electron scattering
factor is generally complex.

The intensity scattered from an atom is then calculated by summing over all
atomic electrons (Guinier, 1994), whence we obtain,
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Z 2
Low = |D fe| Le=1iPL
where =
fo = f pi(r)e® du (2.14)

Here p; is the charge distribution for the j*" electron, and f is the atomic scattering
factor {or form factor). In general the atomic scattering factor is complex. The imag-
inary components are introduced via the electron distribution (unless it has spherical
symmetry), and the dispersion corrections. The determination of the atomic scat-
tering factor above assumes that the electrons are not bound. However, the atomic
electrons are bound to atoms, with the most tightly bound electrons having binding
energies of a similar order as X-ray photon energies. Hence the oscillatory response
of these tightly bound electrons to the electric field is damped, thus modifying the
atomic scattering factor. The change in atomic scattering factor is denoted f’. At
energies corresponding to the absorption edge of the atomic element, a resonance
in the value of f/ is observed. Associated with the resonance is a phase lag, which
is incorporated as an imaginary component, f”, of the atomic scatting factor. The
values f and f” are called the dispersion corrections. Incorporating these terms,
the atomic scattering factor becomes

F=fot £ +if", (215)

where f is the atomic scattering factor for unbound electrons, and f' and f” are
tabulated for several X-ray energies in the International Tables of Crystallography
C (Prince, 1999).

A collection of atoms (e.g., a molecule or crystal lattice) is treated in a similar
fashion as electrons in an atom; the amplitude is determined by sumnming the con-
tributions from each atom, with the phase factor accounting for interference effects.
Here we find the scattered intensity,

Icoh = IFIQIe (216)
(2.17)

where N
F =Y fie? (2.18)

where F is called the structure factor.
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Figure 2.4: Diffraction from a grating: sp and s, are unit vectors in the incident
and diffracted wave directions respectively. T'he propagation direction of the incident
i wave make an angle 8; to a line normal to the grating, and the diffracted wave make
an angle 8, to the incident wave direction.
2.2.3 Geometrical Diffraction from Perfect Crystals !
E
} We will now consider diffraction from a periodic array of scattering centres, e.g., i
. atoms in a crystal. Figure 2.4 shows a one dimensional row of scatters (i.e., a '
diffraction grating) illuminated by a plane coherent electromagnetic wave. If a 1
; is the vector connecting nearest equivalent points on the diffraction grating (the s
period of the diffraction grating is Jal}, then the scattering power can be written ‘

P(x) = P(x + ma) where x is the position along the grating, and m is an integer.

;: Constructive interference will occur when the path length difference between
; the two rays shown in Fig. 2.4 is equal to an integer multiple of the wavelength, ;
r; (Zachariasen, 1967),
a-{(sp—8y) = mi (m=+£1,£2,+3, ...) (2.19) f
b
a-{kn—ko) = 2mm, (2.20) !
where ko and k;, are the wavevectors, defined by ;

|

2 s 5

ko = —— (2.21a) ;

oS

kyn = B (2.21b)

A

where 8¢ and s, are the directions of the incident and diffracted wavefields respec- ‘
]
tively. ;
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Figure 2.5: The scatter geometry applicable to Bragg's law {after Zachariasen
(1967)). The incident, ky, and diffracted, ky, wavevectors make an angle 6 to
the atomic planes. The diffraction vector, h, is the change in the wavevector be-
tween the incident and diffracted waves and d is the plane spacing. The diffraction
condition is determined from the path length difference for the two rays labelled 1
and 2).

A more general case, applicable to crystals, is a three-dimensional grating. The
scattering power is written as P(r) = P(r +mya; + moas + mzag), where a1, ag,
and ag are the repeat vectors (analogous to a for the one dimensional grating) in
three non-coplanar directions, m;, ms, and m; are integers, and r = zay +yas+z2ag
is the position in the grating. Setting any two of m;, mq, and m3 constant will give
the one-dimensional grating equation. Hence:

ay - (kn—ke) = 2mmy (2.22)
az: (kn — ko) = 27mo m; = £1,+2,+3,..{=1,2,3) (2.23)
as - (kn — ko) = 2mms, (2.24)

which are the Laue equations (von Laue et al, 1912, 1913). These can be written
in a more compact form as:

kp — ko = Gpn , (2.25)
where G, = mygy + Mmage + Mizgs; ¢1,92,gs Are reciprocal to a,, agz, and ag,
satisfying
where §;; is the Kronecker delta symbol. This will be discussed further in the Sec.
2.3.

An alternative way of describing diffraction is Bragg’s law (Bragg and Bragg,
1913a; Bragg, 1913b). Consider Fig. 2.5, which shows diffraction from parallel

planes within a crystal. Here we assume that the incident and diffracted rays both
make an angle € to the diffracting planes. Assuming that the planes are separated
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by a distance d (the d-spacing) the difference in path length, A, for rays 1 and 2
(see Fig. 2.5) is given by:
A =2dsinf . (2.27)

By varying # we can determine the diffraction angle corresponding to a particular
d-spacing, i.c., the angle which will make the path length an integer multiple of the
wavelength, A. This is called the Bragg angle, 85, and is determined from Bragg’s
law (Bragg, 1912; Bragg and Bragg, 1913a; Bragg, 1913,b):

mA = 2dsinfg m=1,2,3,... (2.28)

The d-spacing for the Bragg reflection associated with the (hkl) plane (where
hkl are the Miller indices) is

a? ,
d= \/m for a cubic crystal (2.29)
(2.30)
and 1
d= for a hexagonal crystal, {(2.31)

V3 ) s

where a and c¢ are the lattice parameters.

2.3 Reciprocal Space

X-ray diffraction is strongly determined by the geometry of the crystal lattice, and
hence constructions that simplify or clarify the geometry are essential. The recipro-
cal space representation is a particularly useful tool for describing X-ray diffraction.

A crystal is a periodic structure that is constructed from a repeating basic unit
(the unit cell) in three dimensions. The periodicity is utilised to describe the crystal
in reciprocal space. Within a crystal any two-dimensional plane of atoms will repeat
with a particular spatial period (lattice periodicity). The planes can be described
by normal vectors to the plane, with spatial frequency 27 /d, where d is the spacing
between the planes in the normal direction. These vectors lie in reciprocal space.
For a particular crystal structure the complete set of these vectors defines the re-
ciprocal lattice. The utility of this construction is apparent when one considers the
wavevector k (c.f. Eq. 2.21a). The wavevector describes the X-ray plane wave in
the same way that the reciprocal lattice vectors describe crystal planes, i.e., directed
normal to the planar wavefronts (in this case the direction of propagation) with |k|=
2w /. Hence the wave can be described in the same space as the crystal lattice. An
important construction in reciprocal space is the Ewald sphere (Ewald, 1913, 1916a).
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Figure 2.6: (a) The Ewald sphere construction and () diffraction from a plane. The
symbols kp and kp, are the incident and diffracted wavevectors respectively, Gy, is
the diffraction vector, O is the origin of reciprocal space, &5 is the Bragg angle, and
q. and q, are the reciprocal space vectors perpendicular and parallel to the sample
surface.

Figure 2.6(a) shows a two-dimensional reciprocal space lattice. O is defined as the
origin of the reciprocal lattice, with ko denoting the wavevector of an incident plane
wave. The Ewald sphere (circle in 2-dimensions) has a radius of ks = |ko|, and is
centred on the origin of the incident wavevector. From Eq. (2.25) diffraction occurs
when the triangle of vectors ko, kp and G}, is closed, i.e., when ko + G, = kp. As-
suming that the wavelength of the X-ray is not changed during diffraction, kj has
the same length as ko and hence kg + G'p must lie on the circle of radius kg = kj.
This does not imply that there is diffracted intensity in every direction as Gy, is
restricted. Specifically it must describe the family of diffracting planes, i.e., it is a
vector from the origin to a reciprocal space lattice point. Therefore diffraction will
only occur if there is two or more reciprocal lattice points lying on the Ewald sphere,
with one being the origin, and the other describing the diffracting planes.

An alternative description of the diffraction condition is shown in Fig. 2.6(b),
where g, is perpendicular to the sample surface (defined positive pointing into the
crystal). This diagram readily shows the Bragg angle and diffraction vector, and is
important when discussing reciprocal space maps (see Sec. 2.10).

2.4 Dynamical Diffraction Theory - Perfect Crystals

In Sec. 2.3 we introduced the kinematical theory of diffraction, which provides an
understanding of diffraction maxima in reciprocal space. However, to determine the
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relative diffraction peak intemsities, or indeed peak shape, requires a more sophisti-
cated treatment of diffraction. In what follows we describe the dynamical diffraction
theory for perfect and deforrmed crystals. This theory provides an accurate frame-
work for calculating the diffracted intensity.

The different variants of the dynamical diffraction theory were originally intro-
duced by Darwin (1914a,b), Ewald (1913, 1916a,b, 1917), and von Laue (1931).
Our treatment will follow that by Authier (1996a, 2001), Pinsker (1978), Holy et al.
(1999), and the review paper by Batterman and Cole (1964).

Although the kinematical theory determines the X-ray diffraction peak positions
quite well, the calculation of peak intensities using a kinematical model is simplistic,
with only the scattering power of the scattering centres and their relative positions
being taken into account.

A full treatment of the diffraction process - the so called dynamical diffraction
theory, requires that Maxwell’s equations be solved inside the crystal. The properties
of the medium are incorporated into Maxwell’s equations via the electric current
density. More specifically using the equation

. oP

i=3 (2.32)
where P is the polarisation and j is the current density. In a vacuum the polarisation,
and hence the current density will be zero; however, in a medium the action of
the incident radiation causes the charges to oscillate, polarising the material. The
polarisation is determined by the dielectric susceptibility (also referred to as the
polarisability), x, and the eleciric field vector, E. For an isotropic homogeneous

medium we write (Pinsker, 1978)

X = il%}?- =¢—1 {cgs units), (2.33)
where ¢ is the relative permittivity of the material. It is assumed that the dielectric
susceptibility is a continuous function of position and is proportional to the charge
density (von Laue, 1931). The response of the crystal to the external clectromagnetic
field is entirely described by the susceptibility. An alternative approach due to Ewald
(1916a) is to model the crystal as many dipoles that are excited by the electric field of
the incident X-ray beam. Each oscillating dipole emits a spherical wave (‘wavelets’)
hat affects the oscillation of the other dipoles. The wave that interacts with each
vipole is the superposition of the wave incident on the crystal and the spherical
waves from each of the other dipoles.

Maxwell’s equations within the crystal can be reduced to a single wave (propa-

gation) equation. The derivation of the wave equation is presented in Appendix A,
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with the following result (see Eq. (A.14)}):
Vx(VxE)-k1+xE)E=0. (2.34)
Using a vector identity’ the wave equation can be rewritten as
V(V.-E)=V%E - 21+ x(T)E=0. (2.35)

In the present formalism we assume that the divergence of E is approximately zero.
This is equivalent to the transversality condition? in which E is perpendicular to
the wavevector, k; we implicitly assume a harmonic time dependence E = Ege®?,
where w is the spatial frequency.

The dielectric susceptibility is a three-dimensional periodic function, with the
same period as the crystal lattice, and can be expressed as a Fourier series:

X=_ xnexp(—ih 1), (2.36)
h

where h is a reciprocal lattice vector. The Fourier coefficients, x}, are proportional
to the structure factor, i.e.,

T()/\:"Fh
ol (2.37)

where V is the volume of the unit cell, r¢ is the classical radius (Thomson scattering
length) of the electron, A is the wavelength of the incident radiation, and Fj, is the
structure factor defined in Eq. (2.18). In an absorbing crystal the susceptibility has
real and imaginary components, which have the same periodicity as the full complex

Xh =

susceptibility.
A solution to the wave equation is sought in the form of a Bloch wavefunction
(also known as an Ewald wave):

E(r) = exp(-iKo - 1) > Epexp(-ih-r) . (2.38)
h

Defining Ky, = Ko + h, we can write Eq. (2.38) as

E(r) = Z En exp(—iKy, 1), (2.39)

IV x(Vxa)=V(V-a)-Via
2Using the ansatz E = Ege** for the electric field, we have

V- E={(V-BEg)e*" +ik-E.

Since By is independent of position, V- Eg = 0, which implies k-E = 0 for V- E = ¢ and therefore
E is transverse to k.
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where K; and ¥Kj, are the wavevectors corresponding to the incident and diffracted
wavefields inside the crystal.

The wavefield is a sum of an infinite number of plane waves, with amplitudes
E;, and wavevectors K},. Each of the wavevectors, Ky, are defined by a reciprocal
lattice point in reciprocal space (see Sec. 2.3). To determine the amplitudes of
the waves corresponding to each of the wavevectors, Eq. (2.36) and Eq. (2.39) are
substituted into the wave equation (2.35) (with V-E = 0} to obtain (Authier, 2001):

KZEnm) — k2B,
12 = ; Xh-—h"Eh' (240)

where Eyp) is the component of electric field vector Ey, perpendicular to the wave
vector K),. However, invoking the transversality assumption, V - E = 0, Ey, is
perpendicular to Kn and hence Epp) = En. Therefore Eq. (2.40) can be written as:
k2

Eh = m ; Xh—h’Eh’ (241)
These are called the fundamental equations of the dynamical theory. Equation (2.41)
relates the amplitude of one of the waves in the wavefield to all other amplitudes. In
principle this equation cannot be solved because it incorporates an infinite number

%
called the resonance factor, is very large for a small subset of wavevectors, i.e., those

.y e . . .2
of terms (describing an infinite set of wavevectors). However, the factor Fé‘:ﬁ,
h

approximately equal to k (the vacuum wavevector). Geometrically the resonance
factor is large for terms associated with reciprocal lattice points close to the Ewald
sphere. Only the wavevectors (or equations) for which the resonance factor is large
need to be included when finding the solution of Eq. (2.41). This allows Eq. (2.41)
to be solved for specific situations.

2.4.1 Two Wave Approximation

Equation (2.41) can be written as 3p scalar equations, where p denotes the number
of terms for which the resonant factor is large (number of points near the Ewald
sphere). However, as we have assumed that V. E = 0 there is no component of E
parallel to the wave vector, hence we can reduce it to 2p scalar equations. To solve
Eq. (2.41), we must restrict the number of terms, p, considered. Assuming that
there is only one non-zero term (i.e., one large resonance factor) then we have the
one-wave (one-beam) approximation. This applies far from the Bragg conditions,
i.e.,, no diffracted wave is present. Hence, there is only one reciprocal lattice point
near the Ewald sphere; that associated with the incident wavevector. In the two-
wave (two-beam) approximation there are two equations for each polarisation. The
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Figure 2.7: Schematic diagram illustrating dynamical diffraction. The incident
X-ray beam, with wavevector kg is diffracted into the direction of the diffracted

wavevector k. The beam travelling in the &, direction can diffracted a second time
(re-diffraction) so that the beam is travelling in the &y direction.

two-wave approximation describes the usual diffraction conditions, i.e., it includes
the incident and diffracted waves, labeclled with subscripts 0 and h, respectively.
Decomposing Eq. (2.41) into two parts gives (for one polarisation state),
K- k*
12
K2 -k
1.2
Equations (2.42) and (2.43) are coupled, because the field amplitudes for a beam

Ey = xoEo+ xiEn (2.42)

Eyn = xoEn+xuko. (243)

travelling in either direction depends on the amplitude of both beams. The coupling
terms are the Fourier components of the susceptibilities. Specifically yo describes
the photoelectric absorption, x) corresponds to the strength of the diffraction of
the incident beam into the diffracted beam direction, and yxj, can be associated with
the strength of the diffraction of the diffracted beam back into the incident beam
direction (see Fig. 2.7). Therefore the energy is transferred from the incident beam
to the diffracted beam and back, all the while being absorbed by the crystal. This
leads to the phenomenon of extinction (Darwin, 1914a,b, 1922); as the incident beam
traverses the cryst::! its power is reduced as energy is transferred into the diffracted
beam direction.

Non-trivial solution to the homogeneous Eqs. (2.42) and (2.43) requires that the
secular determinant vanishes, i.e.,

1{2_k2___k‘2 2 __kQ -
oTE TEXTEXR =0, (2.44)
=K xn K — Kk~ kX0
This determinant can be simplified via the following identifications:
2%k = K2 — k% — K*xo (2.45)
2ké, = K — k* — k*xo . (2.46)
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The first of these equations can be written as
2k = (K3 — k(1 + x0) (KD + k(1 + x0)?]. (247)

Assuming that k& & Ko (a good approximation since the refractive index of a crystal
is very close to unity for X-rays) gives

2hto ~ 2k [(K3)* = k (1+ 3x0)] (2.48)
and likewise for Eq. (2.46)
1 .
2k€), = 2k [(K,f) -k (1+ %xo)] : (2.49)
Hence we have:
g ~ (KD — k(1 +1ixo) (2.50)
& ~ (KB~ k(1 +ixo) - (2.51)

Therefore the scalar determinant in Eq. {2.44) reduces to

2kEo2kEr — kK'xrxn = 0 (2.52)
1
&obp = ZkQXEXh . (2.53)

All of the terms on the right hand side of Eq. (2.53) are constants, thus &é), is a
constant. Therefore this equation is in the form zy = ¢ and describes a hyperbola.
The transformation of the fundamental equation into the form given in Eq. (2.53)
allows a geometric interpretation to be developed - the dispersion surface, from
which solutions can be found (see e.g., Batterman and Cole, 1964).

2.4.2 Dispersion Surface

The Ewald sphere is shown in Fig. 2.6. Usually this sphere is constructed such
that the radius of the sphere is the vacuum wavevector k. However, the average
refractive index of X-rays within materials is slightly less than unity. If this is taken
into account, the wavelength of the radiation within the material will be slightly
longer, and the wavevector shorter than in the vacuum, since Kjpsige = k(1 + %xg).
Hence the radius of the Ewald sphere will be smaller. Figure 2.8(a) shows an Ewald
sphere, of radius k(1 + -% Xo), with its centre labelled Q. If the Ewald sphere had a
radius of % its centre would be have been situated at L (the Lave point). The distance
between Q and L has been exaggerated in Fig. 2.8(a). A geometrical construction
equivalent to the Ewald sphere, also shown in Fig. 2.8(a), is to draw two spheres,
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Figure 2.8: (a) Correction of the Ewald sphere for the refractive index of the medium
and (b) the dispersion surface construction (after Batterman and Cole (1964)). Q
is the centre of the Ewald sphere in the medium (and equivalently Q is the point
of intersection for spheres centred on the origin of reciprocal space (000) and the
reciprocal lattice point (RLP}). In a vacuum the centre of the Ewald sphere would be
at L (the Laue point). The hyperbolae in () are the dispersion surfaces (solid lines
represent g-polarisation and dotted lines w-polarisation). The point A is distance &
from the sphere about {000) and distance §, from the sphere about the reciprocal
lattice point. Any point on the dispersion surface, such as A, is called a tie-point.

about the origin and the diffraction reciprocal lattice point, using Ki,qq. as the
radius. These two spheres intersect at the origin of the Ewald sphere, as shown.
The region of intersection is shown in Fig. 2.8(b).

A point in the vicinity of the centre of the sphere, say A, can be chosen such
that the wavevectors Ko and Ky, satisfy Eq. (2.53). By definition (i.e., Eqs. (2.50)
and (2.51)), & and &, are the perpendicular distances from the spheres (about the
origin and reciprocal lattice point) to point A. This point will be close to the spheres
allowing them to be approximated as straight lines, as shown in Fig. 2.8(b). The loci
of all points that satisfy the Eq. (2.53) form the hyperbolae shown - the dispersion
surface. The asymptotes to the hyperbolae are the spheres about the origin and
reciprocal lattice point. Note that in Fig. 2.8 the solid hyperbolac are for the
o-polarisation state, and the dotted hyperbolae are for the m-polarisation state.

Since £ is dependent upon the structure factor, it may be complex, with the
imaginary part related to absorption. The real part of & and £, has been plotted in
Fig. 2.8. & and &, are used to determine the ratio of the electrie field amplitudes
appearing in Eqs. (2.42) and (2.43). From the secular determinant (2.44) and the
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approximations (2.50) and (2.51) the following ratio can be obtained:
Eh 2&0 . kCXh

Zh o = , 2.54
B FOxi | % (254)
where C is the polarisation state, defined by
C = 1 : foro polar%sat%on (2.55)
cos 28 : for w polarisation.

This is by no means a complete treatment of the dynamical diffraction theory for
a perfect crystal, however, it does provide a good starting point for developing the
specific theories that are required. The samples investigated in this thesis are far
from perfect crystal structures, so it is necessary to consider the dynamical theory
for deformed crystals.

2.5 Dynamical Diffraction Theory - Deformed Crystals

Henceforth any local structural or chemical change to an ideal crystal will be referred
to as a defect. A defect present within a crystal destroys the strict three-dimensional
periodicity of a perfect crystal, whence the dielectric susceptibility is not strictly
periodic.

Although several authors have cousidered dynamical diffraction from deformed
crystals (e.g., Penning and Polder (1961); Kato (1963, 1964a,b); Afanas’ev and Kohn
(1971)), the most successful and widely used dynamical diffraction theory applicable
to deformed crystals is due to Takagi (1962, 1969) and Taupin (1664). The result-
ing ‘Takagi-Taupin’ equations have been used as the starting point for discussing
diffraction from imperfect crystals (including the statistical diffraction theory pre-
sented below). More recent theories, based on quantum electrodynamics, have been
developed that require fewer assumptions than the Takagi approach, however, they
suffer from being complicated and less useful in practice (Hartwig, 2001).

The treatment in this section draws from Takagi (1969), Authier (1996b), and
Authier (2001). We begin by considering defects that modify the position of the
atomic species, (i.e., a deformation). The deforination generated by the defect is
quantified by the vector, u(r), defined as:

r' =r+u(r), (2.56)

where r is a vector to an atom in the perfect crystal, and r’ is the vector to the same
atom after deformation. Assuming the deformation is small, that is

a‘U,g
oz, < (2.57)

e A S AL i te e e e e L




TR

T T

40

where 4,7 = 1, 2, and 3, and r = (z;, 2, Z3), then we can make the approximation
r=r —u(r)>~r-ulr). (2.58)

Substituting Eq. (2.58) into Eq. {2.36) gives

X = > xnexp{—ih-(r-u(r))}
h

= Z Xy, exp{—ih - r} (2.59)
where h

f

X, = xnexp{th-u(r)}.

In this case we seek a solution to the wave equation of the form

E =) En(r)exp(—iKy 1) . (2.60)
h

This equation differs from the solution (2.39), used for the perfect crystal, as the
amplitudes vary with position. (In fact there is another formulation where the
wavevector is also position dependent (Hértwig, 2001)). However, it is assumed
that En(r) and its first derivative are slowly varying functions of position such that
the second derivatives (V?En(r}) can be neglected. Therefore the solution is a sum
of ‘gently’ modified plane waves. In the Takagi formalism (Takagi, 1969), there are
two field variations in the crystal; the microscopic variation of the wavefield itself,
and a macroscopic variation on the order of the extinction length. An example of
the later is the Pendelldsung effect (Batterman and Cole, 1964). The restriction
that the deformation of the crystal is small ensures that the typical length of the
macroscopic variation is much larger than the wavelength.

Inserting Eqgs. (2.59) and (2.60) into the wave equation (2.35) produces a set of
partial differential equations. In the two beam case we have (Pinsker, 1978)

220 () + Ox ) B) (261)
_igagzir) {(xo(r) — ap)Ep(r) + Cx,,(r)Eo(r) (2.62)

where sy and s;, are coordinates in the direction of the incident and diffracted waves,
respectively, and oy, is a measure of the deviation from the Bragg condition. These
are the ‘Takagi- Taupin’ equations, written in a similar form to Eqs. (2.42) and (2.43)
for the perfect crystal. In the two beam approximation, the differential equations
describe the co-dependence of the amplitudes for the incident and diffracted beams.
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Specifically Eq. (2.61) describes the change in the beam amplitude in the incident
direction and Eq. (2.62) describes the amplitude in the diffracted beam direction.
The susceptibility terms have the same interpretation as for Eqs. (2.42) and (2.43).
The first term on the right hand side of Eq. (2.61) determines the change in the am-
plitude of the incident beam, because of absorption and refraction, the second term
describes the change in the incident beam by the diffraction of the beam travelling
in the s, direction into the s¢ direction. The first term on the right hand side of
Eq. (2.62) describes the change in the diffracted beam amplitude by absorption, re-
fraction, and the crystal angular position, and the final term determines the change
due to the diffraction of the incident beam.

The deviation term, ay,, arises from the restriction that the vector triangle must
be closed within the crystal, i.e., ki — ko = h; as the incident vector, ko, is rotated
the diffraction vector, ky, is also modified at fixed h.

The Takagi equations can be solved analytically for particular cases, such as for
a perfect crystal (with u(r) = 0). In this case we reproduce the results given in Sec.
2.4. Analytical solutions can also be obtained for constant strain gradients (as well
as other more ‘exotic’ strain functions). However, numerical methods are required
to solve more complicated systems.

2.6 Kinematical Theory of X-ray diffraction

The kinematical theory of diffraction can be derived in two ways; directly from
the structure factor, or as a specific case of the dynamical theory, under certain
restrictions concerning the crystal.

A straightforward way to reproduce kinematical theory is to use the Takagi equa-
tions (2.61)} and (2.62) in the two-beam approximation. The key approximation of
the kinematical theory is that the re-scattering (re-diffraction) term (see Eq. (2.61))
is zero. That is the diffracted beam is not re-scattered into the incident direction,
and the incident and diffracted beams no longer form a coupled system. This is a
strong approximation; however, it makes the solution easy to determine. It is gener-
ally valid when the diffracted beam is far less intense than the incident beam; such
an approximation is valid when the crystal is thin, or highly deformed. For deformed
crystals re-scattering is less likely because a diffracted X-ray must encounter a region
of the crystal with the same orientation and d-spacing as the region from which it
was diffracted. Although the kinematical theory requires a strong approximation it
is applicable to many crystal systems studied using X-ray diffraction. However, it
needs to be emphasised that this approximation violates energy conservation, since

f T N VU
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the diffracted beam intensity increases without any reduction in the incident beam,

i.e., extinction is not treated.

2.6.1 Derivation of the Kinematical Theory from Structure Factors

The kinematical theory can be derived without recourse to the dynamical the-
ory. This derivation begins with Eq. (2.18) and assumes that the total amplitude,
diffracted from the entire crystal, is the summation of the contributions from each
unit cell (accounting for the phase differences).

We take the distance from a crystal to the observation point, R, to be large
compared to the crystal size. The vector that describes the position of any other
unit cell is:

Tm = My a1 + Moy + Tzag (2.63)

where {m,,mg, mg} = 0,£1,£2,23,... and {a1, a2, a3} are the basis vectors for the
unit cell of the crystal. Therefore the scattered electric field amplitude for a crystal,
E.q, is (Zachariasen, 1967):

Eq = FEaeF) e (2.64)

Ni=-1 Nyp—1 Ny-1
E :eth-rm — § :esmnh-aq § :e:mzh-az § :e:m;;h»as ’ (265)
m my =0 my=0 ma=0

where F,ec is the scattered field amplitude due to a single electron, N;, N,, and
N3 are the number of unit cells in the crystal in @4, a3, and ag directions, respec-
tively. The total number of unit cells in the crystal is N = Ny No/N;. Utilising the
observation that each of the lattice sums in Eq. (2.65) is a geometric series, we have

Ni-1
Z eim1h-a1 — (e(ih'ﬁ-l)Nl _ 1)/(eih°al — 1) (2.66)

my=0
with a similar expression for the other two lattice sums. Hence Eq. (2.65) can be
written as

Z cih-rm _ (e(ih-al)N1 _ 1)/(eih-a1 . 1)
m

w (e(ih-ag)Ng _ 1)/{(3:'!;412 _ 1)
% (e(ih'a.a)Na _ 1)/(eih-as _ l) ]
Finally, from Eq. (2.64) we write the diffracted amplitude as
3 (e(ih-aj)Nj . 1)

Exl .

o1
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Multiplying Eq. (2.67) by its cornplex conjugate, we obtain the equation for inten-
sity3, for the case of a polarised incident beam:

-I:rt
IThom

— (2

3 .21
2 sin ENjh - a;
Fl II sinfih-a; (2:69)

Jj=1

where Itwom is the intensity scattered from a single localised electron, as given by
the Thompson equation (2.9). This equation has a maximum when h - a; = 2am;
(for all j), where m; are zero or integers. The maximuin intensity is determined
using L'Hopital’s rule, i.e,,

201
i SR GNT) e (2.70)
z—2mm sin®(3x)
Hence the maximum diffracted intensity is I5*® = [C?|F,[2N?%, where N is the
number of unit cells and F}, is the structure factor for the reflection.

The intensity determined by Eq. (2.69) does not consider attenuation (absorp-
tion) of the incident or diffracted X-ray beams by the crystal. Clearly X-rays will
be attenuated as they propagate through a crystal medium. The processes for at-
tenuation are photoelectric absorption, Compton scattering, and extinction. For
photoelectric absorption the X-ray photons are absorbed by atoms with the energy
converted into the kinetic energy of an ejected electron, leaving the atom in an
excited state. For Compton scattering, as introduced in Sec. 2.2, the scattered X-
ray photons have a reduced energy (frequency) compared to the incident photons,
because the scattering electrons recoil. These photons cannot contribute to the
diffracted intensity because they do not have a fixed phase relationship with other
photons (because the frequency has changed). Extinction, as noted in Sec. 2.4.1, is
the reduction of the incident beam intensity by diffraction (elastic scattering). In
other words part of the incident beam is transferred to the diffracted beam. Clearly
this will be most evident when the diffraction condition (see e.g., Eq. (2.27)) is sat-
isfied. The photoelectric absorption and Compton scattering can be incorporated
into the kinematical theory using (Zachariasen, 1967)

I{z) = e ™™ (2.71)

3Using the following identity:

(e — 1)(e™™® — 1) = "¢ — (&' + ¢7F) + 1 = 2 — 2 cos(x) = 45in’ (-g-) (2.68)
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where I; is the incident intensity and g is the linear absorption coefficient and z is
the path * 1gth through the crystal.® However, the dynarmical diffraction theory is
required to describe extinction.

For an ideal crystal the assumption that attenuation processes are negligible will
depend upen the size of the crystal. From Eq. (2.71) if gz is much less than one, then
I ~ I, and hence attenuation of the incident beam via photoeleciric absorption and
Compton scattering is small. Crystal imperfection does not impact significantly on
these two processes, since they depend on the electron density and the thickness of
the crystal. The degree of attenuation via extinction is determined by the strength
of diffraction, which is specified by Eq. {2.69). From this equation it is evident
that a small crystal (i.e., small N} will exhibit a smaller diffracted intensity, hence
less attenuation of the incident beam by extinction. Crystal imperfections will also
reduce the diffracted intensity. Thus for highly disordered samples attenuation due
to the photoelectric effect and Compton scattering may be considered, however
extinction can be safely ignored. Finally, the measured intensity can differ from the
theoretical prediction, due to a non ideal incident beam (e.g., non-monochromatic
and non-planar), and a finite detector aperture size.

2.7 Mosaic Crystals

Darwin (1914a,b) categorised two forms of extinction: primary and secondary. For
perfect crystals primary extinction describes the attenuation of the incident beam by
diffraction, as described in Sec. 2.4.1 and 2.6.1. Secondary extinction was introduced
with the mosaic crystal model. The mosaic crystal model was introduced by Darwin
(1914a,b) to address the discrepancies between experimental data and results of
(kinematical) theory for X-ray diffraction. A mosaic crystal is formed from many
small crystallites, called mosaic blocks. Fach of the blocks is a perfect crystal,
however the crystals arc misaligned with one another. Usually the displacement
between the blocks is large compared to X-ray wavelengths so that there is no
definite phase relationship between the beam diffracted from each block. Therefore,
the intensity scattered from each block is added to find the total diffracted intensity.
The X-ray intensity incident on a block within a mosaic crystal will be reduced
by diffraction from blocks closer to the surface of the crystal. This is secondary
extinction. Since there is a degree of misalignment of the blocks, not all blocks will
be in the Bragg condition at the same time, hence not all blocks that are traversed
by the X-ray beam will contribute to the secondary extinction. Primary extinction

*This is commonly called the Lambert-Beers or Beers-Lambert Law (Hsich, 2003).
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can be considered to occur within the mosaic blocks.

2.8 Statistical Diffraction Theory

Although the Takagi equations can be used to determine the intensity from deformed
crystals (assuming the differential equations can be solved), they e only applica-
ble when the deformation can be specified as a function of position, (e.g., a bent
crystal). However, many structural defects are statistically distributed throughout
a crystal. Furthermore, the size or orientation of the defects may also be statistical
in nature. This requires a ‘statistical’ theory of X-ray diffraction. The original work
in this area was performed by Kato in a series of papers (see e.g., Kato, 1976a,b,
1980a,b). The original formalism focussed on linking primary and secondary ex-
tinction, within one theoretical framework. Before this work, primary extinction
was addressed using wave equations, and secondary extinction was treated using
energy transfer equations. Guigay and Chukhovskii (1992, 1995), Chukhovskii and
Guigay (1993), Davis (1991, 1992, 1993, 1994), Kulda (1987, 1988a,b), Becker and
Al Haddad (1990, 1992), Holy et al. (1993a,b, 1994), Punegov (1991b, 1993, 1994),
Bushuev (1989a,b}, and Pavlov et al (1995) among others, have also addressed
X-ray diffraction from crystals containing statistical defects. Work in this area has
included re-formalisation of Kato’s original theory to improve its accuracy and range
of application (see e.g., Becker and Al Haddad, 1990, 1992; Guigay and Chukhovskii,
1995) typically by relaxing some of his strong approximations. However, some au-
thors have explored alternative theoretical approaches, (see e.g., Kulda, 1987; Davis,
1991; Holy et al, 1993a). Kulda (1987) treats the crystal as consisting of elastically
deformed domains (rather than the usual Darwin (1922) model of mosaic blocks).
A further example is due to Davis (1991), who describes the ‘motion’ of a point
on complex reflectance plane as determining the propagation of the X-ray in the
crystal, with the diffraction from imperfect crystals described by a Fokker-Planck
equation. Holy ef al (1993a) uses the notion of a mutual coherence function, which
is related to the spatial correlation function. In the kinematical approximation the
integral of the mutual coherence function over volume is the Fourier transform of
the dielectric susceptibility (Holy et al, 1999).

The following treatment of statistical diffraction theory is based on Kato’s orig-
inal papers (Kato, 19764,5, 1980¢,b), Kato (1996) and Authier (2001). The exact
formalism used for analysis of our samples is given in Sec. 2.8.3.

The statistical dynamical diffraction theory can be derived from the Takagi equa-
tions; it is assumed that the deformation vector, defined in Eq. (2.56), can be split
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into two components, i.e., the average deformation and a statistical fluctuation:
u(r) = (u(r)) +du(r) , (2.72)

where the {-) denotes an ensemble average and du is the fluctuation about (u).
The ensemble average is the average value of u at r over all defect arrangements.
Incorporating this deformation into the phase factor,

® = exp(zh - u), (2.73)
means the phase factor can be also be split into two factors
® = (D) + &0. (2.74)
It is also postulated that the total intensity is given by
[ =(E*E) = (E*ME)+ (§E*6E) =I°+ I (2.75)

The term {E*}{E) is called the coherent intensity, /¢, and the term (§ E*§E)} is called
the incoherent intensity, I*.

There are twu approaches to developing the appropriate equations - an integral
approach and a differential approach. The integral formalism is more descriptive,
although it was developed for a point-source. The differential formalism is mathe-
matically more simple for a plane-wave approach.

2.8.1 Kato’s Integral Formalism

The integral approach is formulated for a point source on the crystal surface. We are
interested in determining the wavefield at some observation point. The wavefield
is considered to be formed from a sum c¢f ‘wavelets’, each of which can take a
particular route through the crystal. Each wavelet will follow a zigzag path (see
Fig. 2.9) through the crystal by changing from the incident beam direction to the
diffracted direction (labelled as the 0 and h directions) and vice versa, from the
entrance to the observation point. Each change in direction is an h or b reflection.
The point where the propagation direction changes is called a kink (see Fig. 2.9). If
there are an even number of kinks from the entrance point to the observation point
the wavelet adds to the wave intensity in the 0 direction, an odd number of kinks
adds to the wave intensity in the h direction. The wavelet is modified in two ways:
at each kink, the amplitude is changed by the couplinig constant (i.e., the Fourier
component of the susceptibility, as described by Eqgs. (2.61) and (2.62)), and the
pbase is modified by the phase factor. The phase factor will depend on the local




47

E,

S
E, 1
i <

: “— 5§, —»

e T B ST e S e

i

o P ‘.u;'.;_;,r b i 2

LT

Figure 2.9: Schematic of wavelets ‘zigzagging’ through a crystal. The squares repre-
sent kink points where the wavelet is transferred from the incident (0-) direction to
the diffracted () direction (filled squares) or vice versa (open squares). Note that
an even number of kinks results in a beam in the @ direction and an odd number
of kinks results in a beam in the h direction. The encircled kink points are called a
kink pairs, and the single kink points, isolated kinks (after Kato, 19986).
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deformation at the kink. In this representation the 0 direction wave becomes (Kato,
1996),

i s AT

Eo(s0,80) = 5(81:)'**2 S XnPrixa®s - - xR (2.76)
Eh(sl)ssh) == Z S2r IZM‘I’I?Xh‘I’g iXh‘I);rH- (2-77)
r=0

where ®; is the phase factor at kink j. The first term on the vight hand side of
Eq. (2.76) is the incident beam. The symbol S,, is the sum of the wavelets over
all possible paths having 2r kinks within the region of the crystal enclosed by the
vectors (sg,s5) and the entry and observation points. To determine the coherent
waves we take the ensemble average of Egs. (2.76) and (2.77) to give

B e R S A

(Bo(so, 1)) = O(sn) +Z S, (=) (@185 @3,) (2.78)

i R IR e

(En(s0,51)) = zx:.z SM1 @D, (2.79)

where y = xpxz. Here the statistical description of the deformation must be intro-
duced. The deformation is contained entirely within the phase factors ¢;. However,
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the phase factors are only known in a statistical sense. The advantage of this the-
ory is that a statistical description of ihe deformation is all that is required. The
ensemble average on the right of Egs. (2.78) and (2.79) contains many correla-
tions between the phase factors. In this framework only the first and second order
statistical parameters are considered. These are the ensemble average,

f= (), (2.80)

which is real if spatial homogeneity and isotropy are assumed, and the spatial pair
correlation function (Kato, 1996),

G(2) = (D*(r)®(r +2z)) = (P*(r){P(r + 2)) + {(§P*(r)dQ(r + 2)). (2.81)

The statistical ensemble average, f, is the value of ® at r averaged over all defect
configurations, and z is a vector between neighbouring kink points. Here, f is called
the static Debye-Waller factor, which is analogous to the usual temperature Debye-
Waller factor that describes the effect of temperature on the diffracted intensity.
The static Debye-Waller factor indicates how the ‘average’ atoms is displaced from
its ideal position. It is a measure of the deviation from long range ordering within
the crystal. The pair correlation function measures the correlation between the
deformation field et r and r + z. If they are in the same deformation state then
coherency is maintained and they are perfectly correlated. It is usual to define the
intrinsic correlation function, g(z), such that

G(z) =+ (1~ fAg(z) , (2.82)

where we have assumed f is real. This allows the correlation length to be defined
(Kato, 1996):

= fo Clo()dz. (2.83)

where spatial homogeneity and isotropy has been assumed, thus g is real and depends
only on the separation z of the kink points. The correlation length characterises the
short range perfection of the crystal.

Figure 2.9 shows two types of kinks; namely, ‘isolated kinks' and kink pairs
(enclosed by an ‘ellipse’). If an isolated kink occurs at a point in the lattice that
1s statistically deformed (i.c., has a §® component), then the wavelet does not add
to the coherent wavefield because there is no fixed phase relationship between this
wavelet and those in the coherent wavefield. The two kinks involved in a kink pair
both have the same deformation component in their phase factor; the second kink
effectively undoing the phase shift of the first kink. The characteristic distance
between two kinks in a kink pair is determined by the correlation length.
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2.8.2 Kato’s Differential Formalism

The differential approach, first reported by Kato (1980a), starts by rewriting the
Takagi equations {2.61) and (2.G61) in the following form (Kato, 1980a):

an i
—é"s"o— = "’X(I)XhEh (2.84)
OF, K1
— = =D, Ey. 2.85
Taking the statistical average of these equations gives
8(E0) i
= =i {DE), 2.
Aol = XH(PER) (2.86)
8<Eh) T
—— = i=—xp{®" Ey). ]
o, Xt (®* Ey) (2.87)

The average wave amplitudes are associated with the coherent part of the intensity.
It is necessary to determine the form of ($FE,) in Eq. (2.86):

(q)Eh-) = (q))(Eh>+ <6(I)Eh)

Sh
— (@B + x| OB Eolso, sn—))dn
0

7'r Sh

+i—Xth (6D (s0, $n)0Q" (S0, 51 — 1) Eo(s0, s — 7)) (2.88)
0

A similar derivation can be done for (®*Ep). In writing Eq. (2.88) we utilise the

integral solution to the Takagi’s equation, i.e.,

K o
En(sq, sn) = ty Xh f ®*(50, 88 — 1) Eo(s0,3) — n)dn . (2.89)
0

Since (§®) = 0 we only retain the second order correlation, (§®6®*), at neighbouring
kinks; neglecting the any extrinsic correlation, such as between 6$ and Ey, we obtain

(PEL) = (D) En) + i—;—xh /:h {6D(s0,5,)069" (0,50 — 17)){Eo(s0, 5n — 1)}dn . (2.90)

The first term on the right hand side of Eq. (2.90) is associated with an isolated
kink, and the correlation within the integral is a paired kink. The definition of the
spatial pair correlation function (2.81) and the intrinsic correlation function (2.82),
allow us to replace (3®(so, $,)0®*(sq, 5 — 7)) in Eq. (2.90) with (1 — f3)g(2). If we
assume that the variation of (£} is small over the correlation length, 7, then (E)
can be removed from the integral giving

(©Fn) = (B)(E) +iTx(1 = PUE [ gl (2.91)
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Finally recognising that the remaining integral is the correlation length (2.83) we
obtain for the coherent amplitude (Kato, 1996)

aéf:} B "f\T"X’*f<E°> - (;)2 (1= /) xxn7(En) , (2.92)

where f = (@) is the static Debye-Waller factor {2.80), and 7 is the correlation area
(see Eq. 2.83). A similar expression is found for Ej

H Eo)
880

= xaf (B = (3) (1= Poxar (o) (2.93)

Since I§ = (Eg)(Bo) then 38 = (E3)ZE 4 (Eo) %58} (and likewise for I).
Hence the partial differential equat.lons for I§ and I; can be found from Eqgs. (2.93)
and (2.92), Ey and Fy, and the appropriate complex conjugates, as follows ({Kato,
1996)):

ars . 2 .
L = X fESNER) - (5) (1~ fxnxar I+ ce (2.94)
s A
oI¢
ast = %:mf (Ep{Eo) — ( A) (1= PxnxaTI + cc (2.95)

where cc denotes the complex conjugate of all the terms displayed on right hand side
of the equations. The cc designation is used in a number of the following equations.
As was introduced in Eq. (2.75) the total intensity can be given by the sum of
the coherent and incoherent intensities. Written for the diffracted intensity, I, this

is given by:
nL,=I+1 (2.96)

where If is the coherent diffracted intensity and I} the incoherent (or diffuse)
diffracted intensity. The coherent part,

Iy = (B, (2.97)
is related to the primary extinction, and the incoherent part
= |0 E[* (2.98)

is related to the secondary extinction (see e.g., Authier, 2001).

Beginning with the Takagi equations (2.84) and (2.85) the differential equations
for the total intensity can be found using similar approaches as used for the coherent
intensities (see e.g., Kato, 1980a). Under the assumption that the variation of E,
and F}, is negligible within a correlation length and that the correlation length for
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the incident and diffracted waves are identical, the partial differential equations are
(Kato, 1996)

dlp

o = il E) - (—) xxi(1 = £2)(Io)
( )2| AT + ce, (2.99)

_g.s% = i-Xth(E,’:Eo)—- ('X) xuXi(1 — f2)7(In)
+ (;\’.)2|Xh|2(1— £2)7(Io) + cc. (2.100)

The differential equations for the incoherent intensity can be determined by sub-
tracting the coherent terms from the total intensity terms (see e.g., Kato, 1980a):

8.[6 _ T " T\ 2 12 _§2 c
e = iyl BB+ (3) bal L= /7i

” ('})2"&?@(1 =l + (3;_)2 bal® (1= frIE+cc, (2101)
oI}
ES’_; = Ath<6Eh(sE0) + ( ) IXhl (1 _ f2)TIO

- (;) xnxi(1 = f2)7I, + (;\-) l? (1= )l +ec. (2102)

2.8.3 Statistical Kinematical Diffraction Theory

The samples used in this thesis were composed of very thin, deformed layers. Hence,
the kinematical theory is valid (see Sec. 2.6), and a statistical kinematical diffraction
was utilised. The theoretical formalism is found in Nesterets and Punegov (2000)
and is based on the more general dynamical treatment by Pavlov and Punegov
(2000). A significant feature of this theory (Nesterets and Punegov, 2000) is that
it. is directly applicable to triple crystal diffractometry, which is the experimental
technique used to study our samples.

The derivation begins with the two-beam Takagi equations (2.61) and (2.62);
however, the re-scattering term is neglected:

AOE,
-2 25lt) ;;E) — oBa(r) (2.103)

).aEh( )

71' sy,

(xo(r) — an)En(r) + Cxa(r) expfih - u(r)]Eo(r) (2.104)

This allows the partial differential equation (2.103)(with respect to the 0 direction)
to be solved directly, as it is independent of the second equation (2.104). The
solution to Eq. (2.103) is of the form
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Ey(r) = Ep(z — cotbz,y,0)¥o(r), (2.105)

where

do(r) = exp {z/ ooz + cotfi{s — 2), y, s]ds} ,
0

where op(r) = mxo(r)/(Aye) with vy = sin(fg ~ ) (¢ is the asymmetry angle, i.e.,
the angle between the crystal surface and the diffracting planes). The solution to the
second equation (2.104) can also be found analytically. For example, using Bragg
geometry the amplitude at the top surface (z = 0) of the crystal (Nesterets and
Punegov, 2000) is:

oo

t o0
Bty 2 = 0) = Enlgnayz =)+ G/2m) [ a2 [ oo [
0 —co ~00
xop(r) exp{—i[gr + hu(r)]} Po(r)Pr(r) Eo(z — cot b1 2,3,0).  (2.106)

where q = {qy, gy, ¢} is the reciprocal space vector, ox(r) = wxa(r)C/ Ay, (with y, =
sin(@p + ¢)), and ®u(r) = exp {ib J; oolx — cotfa(s — 2),y, slds}. The reciprocal
space vector q defines any point in reciprocal space, whereas the diffraction vector
h defines the reciprocal space point corresponding to the Bragg reflection. The
first term on the right hand side of Eq. (2.106), £, (s, gy, 2 = 1), is the amplitude
coming from the bottom of the crystal (z = ). £ indicates that the amplitude has
a specific normalisation. In practice this term describes the amplitude diffracted
from the substrate material for a layered sample; it can be calculated by dynamical
diffraction theory, or simply neglected if the Bragg angle for the layer significantly
differs from that for the substrate.
The coherent amplitude is given by

BE() = (Bu(@)) = Bilges 2= D)+ (/2m) [z [ [ agonte)
X f(r)®o(r)®y(r) exp{ —i[qr + h{u(r)}}} Fo(z ~ cot 8, z,y,3)2.107)

where f(r) = (exp[—ihdu(r)}) is the static Debye-Waller factor introduced in Sec.

2.8.1. The coherent intensity is defined as I£(q) = |E£(q)|%. The incoberent intensity

(also known as the diffuse intensity) is the difference between the total intensity and
the coherent intensity, i.e., I¢(q) = (Ex{(q) En{q)) — (Ex(a)H{EL(Q)).
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Substituting Eq. (2.106) into the definition of I¢(q)} gives (Nesterets and Pune-
gov, 2000),

Iiq) = Adz[+w dx _+oody|ah(r)|2[l —~ FA(@)]r{r,q)

v u]

X exp {— f (u[z + cot 81 (s — 2), v, 8] + bulz — cot B2(s — 2),y, 2]) ds}
0
x Io{z — cot 12,9, 0). (2.108)

where u = 2I'm{op) is the photoelectric absorption coeflicient (with Im(op) denoting
the imaginary part of og), and 7 is the correlation volume defined by

) = e [ " dpa(r, p) exp (~i{qp + hi{u(r + p)) - M}
x expli(1 + b)oo(r)p:], (2.109)

where p=r —r' and g(r, p) is the intrinsic correlation function (2.83)) given by

(exp{—éh[Su(r + p) — Su(r)]}) — F3(r) o
= . 2.110
g(r:p) l—fz(r) \ )
Here the correlation volumc corresponds to three-dimensional resolution in re-
ciprocal space. The triple-axis diffractometry setup (described in Sec. 2.10) has a

two-dimensional resolution in reciprocal space. In this setup the correlation volume

is transformed to a corrclation area. This is obtained by integrating over the q,-
axis, because the analyser crystal usually does not have high resolution in the q
direction, i.e.,

+o0
7(r;¢eq:) = / dg,r(r, q)

= apm) [ o, [ dpuel-itaup + o)
x expli(l + boy(r)p]
x exp{—~h[{u(z + pz, y, 2 + pz)) — (u(x))]}
X g(r; pz, 0, p2)}. (2.111)

Equations 2.110 and 2.111 provide the theoretical framework for calculating the
diffracted intensity, however, a model for the correlation function is required. The
mode] defines the deformation vector u(r), which depends on the form of the crystal
defect. In this way the theory can be used to describe various different defect
structure, by including the appropriate correlation function.
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2.9 Models for Crystal Defects

There are a number of defect models described in the literature that are amenable
to analysis using the statistical diffraction theory. For example Holy et al (1993a)
uses spherical mosaic blocks and Nesterets and Punegov (2000) describes models for
spherical amorphous clusters with various strain distributions in the surrounding
crystal matrix. Paviov and Punegov describe several models for spherically sym-
metrical defects (Punegov and Pavlov, 1996; Pavlov and Punegov, 1996, 1997). The
correlation function for a mosaic block was determined by Kato (1982); Bushuev
(1989a,b); Holy et al (1993b). The model used in the present work assumes par-
allelepiped mosaic blocks (see Fig. 2.10), characterised by their lateral extent, I,
height, I,, their misorientation, A,,, and average strain parallel and perpendicular to
the sample surface (Nesterets and Punegov, 2000; Pavlov et al., 2004). The misori-
entation is a measure of the width of the Gaussian distribution of the rotation of the
mosaic blocks, a. These parameters are shown in Fig. 2,10(q). The mosaic block is
otherwise assumed perfect. Referring to Eq. (2.110), the first st« i Jetermining
the correlation function is specifying the fluctuation du. For this - toksramasion model
the blocks can only be rotated; a lattice position in the perfect crvwstal is rotated
by an angle o about the centre of the block to its position in the deforimed crystal.
This is shown in Fig. 2.10(4). Further we assume that the average block orientation
is the same as for the perfect crystal. Referring to Fig. 2.10(}), the deformation
vector is given by:

r = rcosf, z=rsin
ou;, = rlcos{f —a) — cos ] = rlcos fcosa + sin Fsina — cous 5]
zlcosa — 1] + zsina (2.112)
du, = risin(8 — @) — sin B] = r{— cos Bsinx + cosarsin B — sin )
= z[cosa— 1] — zsina (2.113)
du = (bug,du,) (2.114)
~ (az, —az). (2.115)

Equation (2.115) is only valid for @« <« 1. Taking ¢ as the angle between the
sample surface and the diffracting planes, the diffraction vector, h, can be written
as h = —h{sin ¢, cos ). Hence, h- du is

héu = h(—azsin g, arcosp). (2.116)

If we assume that f = 0, which is equivalent to saying that there is not a long
range ordering between the different blocks (there is no phase correlation between
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the waves diffracted from each block), then the correlation function can be written
as (Nesterets and Punegov, 2000):

g(p) = p(p) cmdo:l/V (o) expliha(p, siny — p; cos )] (2.117)

—0
where p(p) is the probability that two points separated by the vector p are within the
same mosaic block, and W{¢) is the misorientation distribution. The probability,
p(p), is given by p(p) = p-(p=)py(py)P:(p2), where

1= |eil/l, o)l <4 1=2,Y,2
pi(p,-)={ PATRTY y 2.118)

0, otherwise.

The misorientation distribution is assumed to be Gaussian, and is normalised to
have an area of unity, so that the integral Eq. (2.117) gives the average value from
the ensemble. Different forms for W{(«) may be adopted. For example Nesterets
and Punegov (2000) use

W(a) = y/log, 2/m(1/A,;) exp[— log, 2(c*/ A2)], ' (2.119)
while Pavlov et al. (2004) use
W) = (1/Am) expl—r(a?/A2)] (2.120)

Both forms of W(a) have a normalised area; however, W(a) defined in Eq. (2.119)
has a half-width-at-half-maximum equal to 4A,,, whereas the normalisation in Eq.
(2.120) does not. Nesterets and Punegov (2000) integrate Eq. (2.117) analytically
with respect to « to obtain

g(p) = p(p) exp{[—h*A2 (p. sin ¢ ~ p; cosp)?] /41og, 2} (2.121)

Upon substitution into Eq. {2.111), one can numerically integrate over p, and p, to
determine the correlation area and subsequently the diffuse intensity.

In contrast Paviov et al. (2004) substitute Eq. (2.117) directly into Eq. (2.111),
integrate analytically over p, and p, to obtain

3 g-ralbm 9 , i ,
7=/~ 1) /dﬂf A L% (1 4 il — ™) (1 — cos(ifly)),
(2.122)
where
P = @q,— hasing (2.123)

f = g:—hacosy. (2.124)
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Figure 2.10: (a) Schematic of mosaic blocks, indicating the block orientation, ¢,
and the size perpendicular, [,, and parallel, I, to the sample surface, and (b) the
construction of the deformation vector. An atom at position P (specified by a
vector r, which makes an angle § with the x-axis) in a non-deformed crystal is
rotated through an angle o to point P? in the deformed crystal. The deformation
translates the atom by du.
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The correlation area, and hence the diffuse intensity, is found using numerical
integration of Eq. (2.122). The advantage of this second method is that the numer-
ical integration is over a single coordinate, which should reduce the computation
time compared to a numerical integral over two coordinates. Equation (2.122) is the
basis of the analysis of our data.

2.10 Reciprocal Space Mapping of Crystal Structures

Section 2.3 described a perfect, infinite, crystal in terms of its reciprocal lattice. The
reciprocal lattice consists of a three-dimensional array of points. However, deviations
from the perfect lattice cause the diffraction peaks at the reciprocal lattice points to
be shifted and broadened. The specific shape of the broadening is indicative of the
departure from a perfect lattice. Although we can determine the gross structural
type of the sample from low resolution diffraction experiments, by deterniining which
reciprocal lattice points are observable, in order to determine defect structure we
must collect information fromn a small region of reciprocal space about a number of
lattice points. Data collected in two or three dimensions in reciprocal space is called a,
reciprocal space map {RSM) (lida and Kohra, 1979; Fewster, 1993, 1997). Typically
triple axis diffractometry (TAD) (lida and Kohra, 1979) is employed to gather RSMs,
as it provides good resolution in reciprocal space. The TAD arrangement is shown
in Fig. 2.11, where w is the angul:r deviation from the sample Bragg condition and
g is the deviation from the Bragg condition of the analyser crystal. We have the
following the equivalence between the Bragg angle 85 and the asymmetry angle ¢
(see Fig. 2.12):

8, =6p— ¢ (2.125)
02 65+ ¢ (2.126)

where 8, is the angle between the sample surface and the incident ray, and 6, is the
angle between the sample surface and the diffracted ray.

The size of the region in reciprocal space that is both viewed by the detector
and illuminated by the source is called the instrumental function. The detector
will integrate the intensity over this region, and hence it needs to be kept small.
The purpose of the analyser crystal is to restrict the angular range of the intensity
collected by the detector, which in turn improves the resolution in réciprocal space
compared to just the detector with a narrow aperture. The monochromator reduces
the region of reciprocal space illuminated by the source. This is why TAD has such
good resolution. (If no analyser crystal is used € is the angular deviation of the
detector from the Bragg condition for the diffracted beam from the sample).
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Figure 2.11: Schematic diagram of the triple axis diffractometry experiment, where w
is the angular deviatiou of sample from its Bragg position and € is angular deviation

‘ of the analyser crystal from its Bragg position. The monochromators reduce the
angular divergence and wavelength dispersion of the incident X-ray beam and the
e analyser crystal reduces the angular window viewed by the detector.

(a) (b)

RLP 1

To Sliv/Analyser

To SlitAnalyser

Sample Surface

Figure 2.12: Angle definitions in (a) angular space, and (b) reciprocal space.

Figure 2.12 shows the experimental arrangement in more detail. Here 65 is
the Bragg angle for the particular reflection under investigation, «/ is the angular
deviation from the Bragg condition of the diffracted beam striking the analyser
crystal at fg,, ..., and @ is the asymmetry angle for the sample. The introduction

of Aw (shown in the real space construction in Fig. 2.12(a)) allows us to write

w=Aw+z. (2.127)

This is a convenient relation, as Aw describes the angular deviation of the sample
from the § — 28 scan. The importance of Aw will be revealed below.

Rotating the whole sample until it is horizontal, and replacing the incident and
diffracted rays with their appropriate wavevectors results in the arrangement shown
in Fig. 212(4). The required rotation is w + 85 — ¢. Hence the angle between
the qy-axis and the direction to the middle of the angular window of the analyser




crystal is given by

whence
w o= e-w. (2.129)

To calculate the magnitude of the reciprocal space vectors, (relative to the re-
ciprocal lattice point being investigated) from the angle of the sample and analyser,
we utilise {Nesterets and Punegov, 2000)

gz = 2kwsinfgcosp — kesin,, (2.130)

g. = —2kwsin@psin — kecosbs. (2.131)
This means the origin of the ¢, - g, coordinate system is taken as the reciprocal
lattice point (RLP) being studied. However, the origin of reciprocal space is taken
as the RLP (000). The shift of the ¢, - g. coordinate system relative to reciprocal
space origin is

Qshiee = k{cos(0p + @) — cos(fp — ¢))ax — k(sin(0s + @) + sin(05 — ©))q,, (2.132)

where G, and g, are the unit vectors:

~ qx

Qx = —, 2.133
o] (2.133)

_~ q-

§ = = (2.134)
|4z

The derivation of Egs. (2.130) and (2.131) is achieved using simple geometric con-
siderations, ond assumes that w and € are small. The full derivation is given in
Appendix B. Substituting Eq. (2.127) for w in Eqgs. (2.130} and (2.131) gives

gr = 2kAwsinfpcosp — ke cosfpsing, (2.135)

g: = —2kAwsinfgsinp ~ kecosfgcose. (2.136)
For symmetric reflections, ¢ = 0, ¢, and ¢, reduce to

¢ = 2kAwsinbp, (2.137)
g = —kecosfp. (2.138)

Equation (2.137) indicates that for symmetric reflections, ¢, is proportional to Aw,
and ¢, is proportional to £. Note that this is only true for small angles.
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Figure 2.13: Various scan directions in reciprocal space. The w— 28 scan is collected
by rotating the detector at twice the rate of the sample. The w scan is collected
by rotating the sample while keeping the detector position fixed, and the & scan
by keeping the sample position fixed and rotating the detector. These scan allow
different profiles of the (hkl) refection can be collected.

Several different one-dimensional scans are used to measure intensity profiles
through reciprocal space with the three most common depicted schematically in
Fig. 2.13. The w — 26 scan is achieved by rotating the analyser at twice the angular
rate of the sample. [f w is equal to /2 (i.e., Aw = 0) then this scan (specifically
referred to as a § — 26 scan) points from the origin of reciprocal space to the centre
of the reciprocal lattice point. For symmetric reflections this is along the g,-axis.
When w and e are small the w — 26 scans are approximately parallel (to the 6 — 26-
scan).

The w scan is collected by rotating the sample without changing the analyser
setting (or detector position if there is no analyser crystal), i.e., Aw is varied but ¢
is kept constant. For symmetric reflections (and small angles) this scan is parallel
to the gx-axis. Relaxing the assumption of small angles, the scan is a circular arc
of radius 2ksin(fy + £/2), centred on the origin of reciprocal space. The 8 scan
is periormed by holding the sample position fixed and rotating the analyser. For
symmetric reflections (and small angles) the scan is approximately a straight line
that makes an angle 85 to the q,-axis. Relaxing the small angle assumption the
scan is a circular arc with radius k. The tangent to the curve at the g.-intercept is
still 6.
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Collection of two-dimeygonal RSM data is usually acconplished by making a
series of w — 26 scans for & ynge of Aw values. In this way a two-dimensional patch
of reciprocal space can b€ ggvered. I the same set of ¢ positions are used for each
scan, and the Aw step siZq j5 kept congstant, then for small angles the scan lies on
a. regular cartesian grid wityyn Feciprocal space. However, for large angles the scans
are not parallel, and the Ry covers @ vegion of reciprocal space roughly trapezoidal
m shape.

Another scan regime Copmonly Used is the crystal truncation rod (CTR) scan
(sec e.g., Tabuchi et al., 2002), I this mode a position sensitive detector (usually an
imaging plate) is used to Wygystre the diffracted intensity. The detector integrates
the intensity at each angle while the sample ( angular) position is oscillated (i.e.,
rocked back and forth). Thigcauses the intensity to be integrated in the gx direction.
A CTR scan is parallel to § g — 20 sCan,

In Chapter 3 we describ, ghe sambles investigated in this thesis and the experi-
mental techniques utilised. The modelling procedure, based on the theory presented
in this chapter, is also explyjped.
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CHAPTER 3

Experimental and Modelling Techniques

This thesis utilises high resolution X-ray diffractometry to investigate the structural
characteristics of Group Il nitride semiconductor multilayers. In the present chapisr
we detail the experimental and analysis techniques used to characterise a series of
In,Ga;_oN/GaN/AIN layers grown on a-sapphire substrate. These samples are from
various stages of the growth process. Other ancillary experiments are presented
in later chapters. Specifically Chapter 5 details an experiment to determine the
suitability of imaging plates for the rapid collection of RSMs, and Chapter 6 an
investigation of chemical ordering in AlGaN layers.

3.1 Group III Nitride Samples

The InGaN/GaN/AIN multilayer samples were grown on a-sapphire using metal-
organic chemical vapour deposition (MOCVD) {see Sec. 1.2.4) by the group headed
by Professors H. Amano and 1. Akasaki in the Department of Materials Science and
Engineering, Meijo University, Japan. The growth regime is shown in Fig. 3.1.
Initially the sapphire substrate was annealed at 1150°C in a hydrogen atmosphere.
After annealing the substrate was cooled, with ammonia (NHj) fiow initiated once
the substrate temperature was below 800°C." Low-temperature (LT) deposited AIN
buffer layers were grown on the sapphire substrates at 400°C. Three different thick-
nesses were investigated for the LT-AIN layer: 10 nm, 30 nm, and 70 nm. The
first set of samples (labelled ‘A##’} were removed from the growth chamber at this
stage. The substrate temperature was then increased to 1100°C in preparation for
GaN growth. This procedure effectively anncaled the AIN layers. The second set of
samples (labelled ‘B##’) were removed just prior to GaN growth. The GaN buffer
was then grown on top of the annealed LT-AIN layer, with the third set of sam-
ples (labelled ‘C##’) removed after deposition of 3¢ nm of GaN. The remainder of
the GaN layer was deposited (total thickness 2 pum) before reducing the substrate
temperature to 800°C for InGaN deposition. Three different InGaN layers were
produced; a 20 nm thick Ing¢5GagosN layer, & 20 nin thick Ing30Gag.7oN layer, and

"This is not the nitridation process discussed in Chapter 1, in that case the ammonia flow is
initiated at 1150°C during aunnealing.
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Figure 3.1: Schematic diagram of the Group III nitride sample growth regime. ;
Samples were removed from the chamber at various stages denoted by A, B, ¢, and
D. Table 3.1 provides details of the sample at each of these stages..
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a 200 nm thick Ing42Gag 5sN layer. These compositions are only a rough estimate
provided with the samples. The InGaN layers were only grown on samples with
30 nm LT-AIN and 2 g GaN buffer layers. These were our final set of samples
(labelled ‘D##’). The sample designations and parameters are summarised in Table

S el

sl S S

3.1. All thicknesses presented in Table 3.1 were determined by the growth times,
using growth rates previously determined for the MOCVD system utilised. These
values were deemed accurate enough for our purposes.

Each of the samples was approximately square, with an edge of about lcm, and 4
; approximately 2mm thick. All samples were transparent, with a mark scored on the
bottom of the substrate so that the top and bottomn surfaces could be distinguished. J
3.2 Synchrotron Experiments 3
Triple axis diffractometry was introduced briefly in Sec. 2.10; this technique was &
used Lo characterise the samples. A synchrotron facility was required to collect

data with good counting statistics because some of the sample layers were very thin
(nanometre scale) and highly deformed and hence exhibited low diffracted inten-
sity. All experiments were performed at the Australian National Beamline Facility
(ANBF). This facility is located on beamline 20B at the Photon Factory, Tsukuba,
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Table 3.1: Sample designations used in the present work.

Layer Parameters

AIN GaN InGaN
Sample Thickness Annealed Thickness Composition Thickness
(nm) (nm) (%InN) (nm)
A10 10 X — — —
A30 30 X — — -
A70 70 % — — —
B10 10 v — - -
B30 30 v — — —
B70 70 v — — -
C10 10 v 30 — —
C30 30 v 30 —— —
C70 70 v 30 — -
DO5 20 v 2000 5 20
D30 20 v 2000 30 20
D42 20 v 2000 42 200
Japai.

3.2.1 Beamline Specifications and Equipment

Beamline 20B is a bending magnet source producing radiation from 4 keV to 25
keV, corresponding to a wavelength range of ~ 3 A- 0.5 A. The pertinent beamline
cquipment is shown in Fig. 3.2. The beamline monochromators are situated 10.85
metres down stream from the storage ring, with the centre of the diffractometer
3.08 metres further. Two monochromators are available, a water cooled channel cut
Si(111) moﬁochromator, which can be de-tuned to reject higher harmonics, and a
sagittally focusing Si(111) monochromator (Foran et al, 1998; Creagh et al., 1998).
The X-ray flight tube terminates in the experimental hutch wall with a Kapton®
window. Immediately inside the hutch is a goniometer head mounted on vertical
and horizontal translation stages. The goniometer head is mounted vertically with
its axis of rotation oriented horizontally; it accepts standard 10 mm posts. Following
this is a set of aluminium attenuators, a large (0.6 m radius) diffractometer, and
finally an optical bench. The optical bench is primarily used for X-ray absorption
spectroscopy experiments, but can be used for'a variety of purposes. A laser is also

- mounted on this stage to help locate the X-ray beam path through the apparatus.
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Figure 3.2: Photographs of the various components used for the experiments at the ANBF. The approximate beam path

is shown as the white line. The X-rays enter from the left hand side.

diffractometer chamber.

The photograph shows the vertical plane of the
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The diffractometer (Barnea et al., 1992; Garrett et al, 1995), used for all our syn-
chrotron experiments, is also shown in Fig. 3.2. It has a vertical plane of diffraction
and is housed in a large stainless steel enclosure, allowing the diffractometer to be
sealed and evacuated. The chamber pressure can be reduced to 0.01 torr in about 20
minutes. The whole chamber is mounted on jacks so that its height can be adjusted
with a pin dial used to measure height changes. The entrance and exit ports of the
chamber, shown in Fig. 3.2, have Kapton® windows to transmit the X-ray beam.
The entrance has motorised slits to restrict the physical size of the beam. Three
aluminium foils, of increasing thickness, are also avaiiable for attenuating the X-ray
beam. FEach attenuator could be used independently, or in combination, to reduce
the count rate. The attenuators were moved using vacuum actuators. The diffrac-
tometer can be configured for a number of different experiments, such as powder
diffraction and high resolution diffractometry. It houses a Huber 410 goniometer
and s Huber 420 rotation arm, which are coaxially mounted at the centre of the
diffractuineter, with the axis of rotation oriented horizontally. The goniometer head
incorporates an r — y translation stage with a 10 mm circular mount. The rotation
arm is a standard optical rail, allowing a range of equipment to be installed and
rotated about the centre of the diffractometer. An optical rail also runs horizontally
across the back of the diffractometer to allow other components to be installed, e.g,,
an inn chamber (as shown in Fig. 3.2). An imaging plate cassette is installed around
the circumference of the chamber. The cassette has a radius of 0.573 m and covers
£160° in 28; it can be translated perpendicular to the plane of diffraction. The
imaging plate system is discussed in more detail in Chapter 5, where we describe
the collection of reciprocal space maps using the imaging plate system.

Most of the diffractometer functions and ancillary equipment are controlled
from a Linux based computer running spec?. This includes tuning the beamline
monochromator to a particular energy, rotating the Huber goniometer and rotation
arnm, setting slits widths and positions, inserting and removing attenuators, opening
and closing shutters, setting detector voltage parameters, and reading count rates
from detectors. The spec software has a macro language that includes looping and
conditional statements, thereby allowing experimental scans to be automated. The
scans were performed in a stepwise manner by driving the appropriate stages to
their starting positions, counting for a specified dwell period, and then moving to
the next position. This process can be repeated, with the stage positions and photon
counts recorded to a log file on the computer.

25pec is an instrument control and data acquisition software package by Certified Scientific
Software. See e.g., http://www.certif .com/

A 2 Sk . S i i

P L Ty T e

AR

g i g




67

3.2.2 Experimental Arrangement for Collection of Reciprocal Space Scans

The diffractometer at the ANBF has the necessary rotation axes for triple axis
diffractometrv, and it can be evacuated to reduce air scatter and hence background
noise. The high X-ray flux on BL20B is necessary for Group III nitrides, which
have large defect deussities thereby reducing the diffracted intensity. This situation
is exacerbated when thin layers are studied.

Triple axis diffractometry (TAD) utilises three diffraction elements; the monochro-
mator, the sample, and an analyser crystal. However, the specific experiinental ar-
rangement can have many forms. In the present work two different experimental
arrangements were used for the characterisation of the samples. These are shown
schematically in Fig. 3.3.

etector
Si (111) Beawdine Si (220
Monmhronmtor Mon: wmator Si (220)
Analyser

Samplr-

Col]nnntmg Slits

Detecior

Munochromator

Si (E11) Bemmnline (

>
Sumple  w

Collimating Slits

Figure 3.3: Schematic of the triple axis diffractometry experimental arrangenents.
(a) Configuration used in the first and second set of experiments, and (&) configu-
ration used in the final experiments.

The arrangement shown in Fig. 3.3(a) was adopted in the first two experi-
mental visits to the Photon Factory. On these visits sample types A, B, and C
were investigated. In this arrangement a four bounce Si{220) channel cut crystal
was mounted on the goniometer at the exit of the flight tube. This served as an
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additional monochromator, reducing the incident divergence to approximately 7 arc-
seconds and the wavelength dispersion, AM/ ), to 7 x 1073 (Mudie ¢t al., 2002). A
silicon{220) two bounce channel cut crystal was used as an analyser to reduce the
angular range registered by the Radicon® high count rate scintillation detector. The
analyser crystal was mounted on a high precision rotation stage so that it could be
brought to its Bragg position. The detector and analyser system (crystal/rotation
stage) was mounted on the 20 rotation arm of the diffractometer, with the spacing
between them as small as possible to minimise background radiation reaching the
detector. Lead shielding was also positioned about the detector aperture to reduce
the background count rate. A feature of this setup was that the experimental broad-
ening was exceptionally low, and hence very high resolution scans were able to be
collected. However, this was at the expense of intensity, because the X-ray beam
underwent nine reflections en route to the detector. It was also difficult to set up,
because many crystals had to be aligned; it was also necessary to lower the diffrac-
tometer because the secondary monochromator reduced the beam height. Since each
of the crystals were symmetrically cut the laser could be used in this case to check
alignment (because the specular and Bragg reflections were identical).

The first two experiments were only two months apart, and the experimental
design was not modified in that time. However, after analysing the experimental
data it was decided that the signal to noise ratio needed to be improved for a more
accurate analysis. Since the resolution of the system far exceeded that required
to measure the broad diffraction peaks produced by our samples the secondary
monochromator was not installed, and the analyser crystal was replaced with slits
for the final experiment. This significantly improved the counting statistics. Since
no analyser crystal was used. this was not a triple axis arrangement; however, the
angular acceptance of the slit could be made very small and hence it was a good
approximation to a TAD experiment.

The sample holder used in the experiments is shown in Fig. 3.4. The cutout and
stub were made from aluminium. The 10 mm diameter stub is standard for matching
to goniometer heads. A glass microscope slide was attached to the aluminium cutout
with epoxy glue. The slide was the only component of the holder to be illuminated
by the beam, keeping spurious X-ray scattering low. The cutout was designed so that
when the sample was attached to the slide, its surface was at the centre of rotation.
If this was not the case, different regions of the sample would be illuminated as it
was rotated. A bead of glue was run along the edge of the sample to attach it to the
slide. A glue was chosen that dried quickly, but remained rubbery so that it could
be removed easily.
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Microscope Slide

Aluminium Cutoul

« — Aluminium Stub

Figure 3.4: Diagram of the sample holder. The sample was attached to the micro-
scope slide using a bead of glue. The cutout was designed so that the sample surface
was positioned at the cenfre of rotation. The stub was cylindrical with a diameter
of 10 mm to match the goniometer mounts.

3.2.3 Experimental Method

Apart from the different beamline configurations all experiments were performed in
a similar manner. The beamline monochromator was adjusted to give a wavelength
corresponding to copper K,, radiation, (i.e., 1.5406 A), without higher order har-
monics being present. This wavelength was chosen because previous X-ray work
on these samples was done using a copper anode laboratory source. Furthermore,
the secondary monochromator and analyser crystals were designed to work at this
wavelength. The absorption edges of the sample materials were not in the vicinity
of this X-ray energy.

Before installing the samnple holder the 8§ goniometer (see Fig. 3.2) was rotated to
its zero angle position. A spirit leve] was used for an initial horizontal alignment. A
sample was then glued to the microscope slide so that the X-ray beam would strike
near its centre. The first sample examined on cach visit to the Photon Factory
was used to align the centre of rotation of the sample stage with the centre of the
X-ray beam. The sample holder geometry ensure this was equivalent to bringing
the sample surface, when horizontal, to the centre of the X-ray beam. In order
to do this the sample holder was translated completely out of the beam and the
20-arm rotated to be horizontal. The X-ray intensity was then measured using the
detector (aluminium attenuators were used to prevent saturation of the detector
in the direct beam). The sample holder was then translated into the beam until
the count rate dropped to approximately half. It was then rotated approximately
+1° to find the maximum intensity. Rotating the holder to the maximum intensity
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angle brought the sample surface parallel to the beam, i.e., exactly horizontal. The
holder was then translated further into the beam to once again reduce the count
rate to half the unobscured beam intensity. At this point the sample surface was at
the centre of rotation. The alignment was confirmed by rotating the sample holder
180° and checking the count rate, which should not have changed. For convenience
the spec command chg_dial was used to change the reported angular position of
the # goniometer to 0°. The chg_dial command only replaces the motor position
stored within spec (without moving the motor), regardless of the encoder position.
This procedure was required only once during each visit to the Photon Factor, as
the goniometer was not translated during the experiments (only rotated) and the
sample holder remained in the goniometer at all times.

Next a strong substrate Bragg peak was sought, in this case the sapphire (0006)
reflection. The sample and detector were rotated to the appropriate angles. The
exact peak position was determined by making w, 6, and 8 — 28 scans to find the
maximum count rate. Once the detector and sample were positioned at the peak
position, the chg_dial command was invoked to set the reported # goniometer and
26-arm positions to those expected for sapphire (0006). In this way the diffrac-
tometer was calibrated to a standard within the sample, namely the sapphire. This
assumed that the substrate was essentially perfect, i.e., it had not been strained or
damaged during the growth of the epitaxiu! layers. In general this is a good as-
sumption because the substrate is much thicker than the epitaxial Group 111 nitride
layers.

At this point the diffractometer was evacuated for approximately 20 minutes to
produce & vacuum pressurc of 0.01 Torr. After evacuation the substrate peak posi-
tion was re-checked, as vibration from the vacuum pump can affect the position of
the rotation stage. If there had been movement the rotation axes were re-calibrated
by locating the peak and using chg_dial.

As many different scan parameters werc used only a general overview of the
procedures and methodology can be given here (see Chapter 4 for details of the
scan parameters). Several reflections were scanned for each sample, usually (0002)3,
(0004), and (1124). To scan a particular peak, the sample and detector were rotated
to the expected peak position, with the precise peak position determined using the
same technique as used to find the substrate peak. Once located, several scans were
made (see Sec. 2.10 for a description of the different types of scans). High resolution
8 — 20 scans were collected for each reflection. The three epitaxial layers (see Table

3The Group III nitrides studied here have a hexagonal (wurtzite) structure, hence there are
four Miller indices.
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3.1) used have very similar lattice parameters, thus their peak positions are simi-
lar. Hence for sample types C (two different epitaxial layers) and D (three different
epitaxial layers) the range of the & — 28 scan, for a single reflection, was chosen to
include the peaks from all of the layers. In several cases the range of the 8 — 26 scan
for the symmetric reflections was chosen to incorporate the sapphire (0006) peak.
This peak was then used to check the calibration of the scans during the analysis of
the data. The angular position of the sapphire (0006) peak is intermediate to the
(0002) and (0004) peaks from the epitaxial layers. w scans were also collected for
most of the observed peaks, including any satellites. The w scans were collected by
rotating the sample and detector to the maximum peak position, and then rotating
only the sample while recording the intensity. # scans were only used to calibrate
the detector position, and not for data collection.

Reciprocal space maps (RSMs) were also collected for each reflection by perform-
ing a number of w — 26 scans, with the Aw offset changed for each scan. A spec
macro was used to antomate the collection of the RSMs. The RSMs collected were
of a lower resolution than the 9 — 28 or w scans, because even at low resolution each
of the RSMs required 3-4 hours to collect.

Measurement of the asymmetric reflections proved problematic, especially for
the RSMs. This is because strain parallel and perpendicular to the sample surface
modifies the peak position, and hence can be outside the range chosen for the RSM.
(For symmetric reflections the strain parallel to the sample surface does not affect
the peak position). Hence, the optimum range and position of an experimental
scan was hard to determine accurately, and some features in reciprocal space were
missed.

3.3 Simulation of Diffraction Profiles

This section details the computer program and analysis techniques used to gener-
ate the simulated scans. In Chapter 4 we will analyse the experimental results by
comparison with the simulated scans. The simulations were based on the kinemat-
ical statistical diffraction theory introduced in 2.8.3 using the mosaic block model
introduced in 2.9. There were two types of parameters required for generating the
simulated scans: material specific values that are model independent (susceptibility,
Bragg angle etc), and model parameters (such as block size and orientation). The
goal is to find the optimum model parameters so that the simulated scans match the
experimental data. Specific approaches and strategies for determining the optimum
model parameters are explained in Sec. 3.3.2.
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3.3.1 Modelling Software

All simulations were performed using software written by the author using IDL
(Interactive Data Language®) and Microsoft® Excel. IDL was chosen as the main
programming language because it has a f{ully featured programming environment
with debugging and program flow control; it also provides access to many routines
in Numerical Recipes.® The user interface was an Excel workbook, which allowed the
output from a set of simulations to be saved in one file, compete with the simulation
parameters. This file also included plots for comparison of the experimental data

with the simulation results. The following sections describe the Excel interface and
IDL code.

3.3.1.1 Excel Interface Code

Figure 3.5 shows the input Excel worksheet for the simulation software. The scan
parameters are inserted at the top left hand corner. The parameters include the X-
ray wavelength, beam polarisation (C), the number of layers used in the simulation,
the scan ranges and the number of data points in the Aw and w directions, the epsilon
change for minimisation, and a switch for indicating if the weighting between layers
was used. To the right of the scan parameters is a cell that indicates the reflection
being simulated. In the case shown two reflections are available, (0002) and (0004).
If (0002) is entered into the cell the simulation parameters from the ‘Simulation
parameters 0002’ worksheet (as displayed) are used, however, if (0004) is entered
the parameters from the ‘Simulation Parameters 0004’ worksheet are used.

The material parameters used for the simulation appear in the table at the
bottom of the interface. The case shown in Fig. 3.5 utii.sed a large number of
layers, however, in many cases there were only 2-3 layers (2-3 rows of data). The left
section of this table contains the parameters which were not modified in fitting the
data. This includes the 000, hkl, and hkl Fourier components «f the susceptibilities,
the Bragg angle, 8, and the asymmetry angle, . The right hand section, which
extends far beyond the edge of Fig. 3.5, contains the model fitting parameters that
are varied to fit the scan to the experiment. This includes the layer thickness, layer
tilt, lateral and perpendicular mosaic block dimensions, mosaic block misorientation
width, strain perpendicular and parallel to the sample surface, and a weighting value
for each layer. For each of these parameters there are three input values - an upper
and lower bound and an initial value. The bounds were required by the minimisation

4IDL is a prodact of Research Systems Inc. See http://wuw.rsinc.com
®The Numerical Recipes are a set of standard mathematical programming routines appearing
in Press (1592). Seec also http://www.nr.com/
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procedure explained in See. 3.3.1.2.

In order to populate the cells, values were entered directly (or as a formula).
A formula was used if a particular trend was required from one layer to the next,
or calculated from some other piece of data. The rest of the worksheet was used
for making calculations, plotting charts, inserting notes, e.g., see cells E6 to HY
(partially obscured by a label) in Fig. 3.5.

Besides the ‘Simulation Parameter’ sheets, three other worksheets were used by
the software for each reflection; namely the ‘Experimental Data’, ‘Simulated Data’,
‘Minimised Parameter’ sheets. The experimental data for the appropriate scan was
entered on the ‘Experimental Data’ sheet. When the simulation was complete the
final minimised parameters (or simply the initial values if the minimisation routine
was not used) appear in the ‘Minimised Parameter’ sheet, while the simulated scan
appeers in the ‘Simulated Data’ sheet.

The antomation of Excel and interfacing to IDI. were achieved using Visual Basic
for Applications (VBA). VBA is a programming language built into all Microsoft®
Office Applications. A VBA program was written to allow Excel to communicate
with IDL via ActiveX.® The ActiveX conirol provided by IDL is called IDLDrawWid-
get. The IDLDrawWidget allows data to be transferred between the host code and
IDL, as well as the execution of IDL functions and display of IDL graphical output.
The VBA program copied all of the simulation parameters from the Excel spread-
sheets, as well as the experimental data, and passed it to IDL via ActiveX and
IDLDrawWidget. The data was stored within a ‘structure’.” The VBA program,
ActiveX, and IDLDrawWidget were also used to return the simulated data back into
Excel, along with the minimised simulation parameters.

The VBA program was built into a form as shown in Fig. 3.6. This form has
two main options and the IDLDrawWidget container. The two options were for
starting the simulation or exporting parameters to an external file. The external
file can be read into IDL using = her procedure, so that the simulation can be
executed without Excel. The IDLDrawWidget displays graphics generated by any
IDL routine. This allowed us to indicate the progress of the simulation by plotting
the squared difference between the simulated scan and the experimental scan (this
is described in more detail in Sec. 3.3.1.2).

6 ActiveX is software protocol for allowing seftware components written in different programming
languages to interact. It uses an object-oriented approach. "The ActiveX object (or control) allows
information to be passed between the host code and the external program.

7A ‘structure’ is a group of variables stored under one name. A structure can contain variables
of different data types (e.g., integers, floating point, strings) simultaneously.
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Figure 3.6: Visual Basic for Applications simulation interface; the black square is the
IDLDrawWidget container, which displays graphical output from the IDL routine
called via the IDLDrawWidget. In this case the container shows the progression of
the sum of the squared differences between the simulated and experimental profiles
(the simulation has looped 200 times).

3.3.1.2 Simulation Code

Here we describe the IDL code used to caiculate the diffracted intensity, according
to the statistical kinematical statistical theory (using a mosaic block model), for
the supplied scan and mode] parameters. Figure 3.7 shows a simplified fowchart
of the program. The input parameters for the simuiation program were stored in
an IDL ‘structure’ by the interface program. All non-model parameters, such as
the wavelength and Bragg angle, are available to all parts of the code. The model
parameters, however, are mediated by a minimisation routine. The minimisation
routine was used to optimise the model parameters automaticaily (i.e., determine
the closest fit possible between the simulated and experimental data) for a single
scan, by minimising the sum of the squared differences between the experimental and
simulated scans. The minimisation routine made use of the IDL Constrained_Min
procedure. This procedure solves optimisation problems of the form® Minimise or
maximise g,(X), subject to

glb; < gi(X) < gub; fori=0,.., nfuns-1,i#p
(3.1)
alb; < xj < wub; for j = 0,..., nfuns-1,

8From page 217 of the IDL Reference Guide for IDL Version 5.4 .
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where X is a vector of nvars variables, xo, ..., Tnvars — 1, gub; and glb; are the upper
and lower bounds for the function g;, zub; and «xib; are the upper and the lower
bounds for parameter z;, and g, is the function out of g; that is being minimised
or maximised. Additionally the vector of nfuns functions g, ..., Gntuns — 1, which all
depend on X, is labelled G. In other words this procedure finds the minimum (or
maximum) of a function by systematically adjusting certain variables upon which
the function depends. The variables are bounded, as are any number of ancillary
functions that also depend on these variables. The routine uses the generalised
reduced gradient method to approach the minimum (or maximum) (Lasdon et al,
1978). This method uses the first partial derivatives of the each function g; with
respect to each variable z;. These are calculated by the routine using a finite
difference approximation.

The Constrained_Min procedure takes as input an nvars-element array con-
taining the initial values for each of the variables, z;, a 2 X nvars array containing
the lower, zlb;, and upper, zub;, bounds of the variabies, and a 2 x nfuncs array
with the lower, glb;, and upper, gud;, bounds of the ancillary functions, G. The
functions, G (which includes the function to be minimised), are all calculated by
a user supplied/written IDL routine. This routine accepts an nwars-element array
as input (i.e., the values of z; for the current minimisation step), and returns an
nfuncs-element array with the values of each of the functions for the z; input. The
name of this function is supplied to the Constrain_Min procedure as well as the
subscript, ¢ = p, of the function from within G, that is to be minimised.

For the simulations described here there are no ancillary functions, only the
target, function, and seven variables (layer thickness, layer tilt, mosaic block size
parallel and perpendicular to the sample surface, mosaic block misorientation, and
strain parallel and perpendicular to the sample surface). Hence, the model param-
eters (the initial value and bounds) are passed directly from the input structure to
the Constrained_Min procedure. The function being minimised is the sum of the
squared differences between the simulation and experimental scans. The variation
of this value with changes in the model parameters is tracked by the minimisation
routine. The minimisation is determined to converge when the fractional change in
the function is less than a specified value, ¢, for a particular number of iterations
(usually 3). Hence, to find the best fit the simulation is automatically run a number
of times, by Constrained_Minm, for a variety of different parameter settings. The
first set of variables is the initial values recorded in the Excel interface. If no min-
imisation is required, then the upper and lower bounds are both set equal to the
initial value, forcing the simulation to run only once.




78

The first part of the IDL function called by the minimisation procedure (i.e.,
Constrained_Min) for generating the simulated profile initialises the variables and
arrays, and calculates the reciprocal space coordinates for the scan. The reciprocal
space coordinates are calculated from the angular range of the scan, the number of
data points required, and the Bragg angle of the reflection being investigated. The
Bragg angle will depend on the material being studied, hence the reciprocal space
coordinates are calculated with respect to the expected peak position for a reference
layer (generally chosen to be the thickest epitaxial layer). I.e., the expected Bragg
peak position for the reference layer is at (g.,g.) = (0,0).

The diffracted intensity is calculated for each layer in turn and then summed to
give the full diffraction profile. As shown in Fig. 3.7 the code used to calculate the
simulated intensity is executed once for each layer using a loop statement. The first
task within the loop is to calculate the layer dependent parameters from the input
parameters. The calculations made inside the loop are independent for each of the
layers except for the reciprocal lattice offset and beam attenuation. The reciprocal
lattice offset is the g-vector translation between the reciprocal lattice point of the
current layer and that of the reference layer. If only one material type is used then
there will be no offset for any layer. However, if more than one material is used
these values are used to offset the results from each layer so that they are in the
correct relative positions in reciprocal space. The beam attenuation accounts for
photoelectric absorption by reducing the diffracted intensity by a factor related to
the imaginary part of the zeroth order Fourier component of the susceptibility and
the thicknesses of the layers above the current layer. The code is written to calculate
from the top layer of the sample to the bottom, accumulating the beam attenuation.
Dynamical effects, such as extinction, were not included.

The correlation area (Sec. 2.9) and hence the diffuse intensity, are functions of
the g-vector. To calculate the simulated profile two, nested, loops were used; the
outside loop over ¢, and the inside loop over q,. When simulating an w — 26 scan
there is only a loop over g, the coordinate and for an w scan only a loop over the
gr coordinate (small angles were assumed, meaning the Aw-axis is parallel to the
Qx-axis as discussed in Sec. 2.10). For RSMs the code loops more than once for
both ¢, and ¢.. Inside the loops the g-vector is determined from the loop numbers
(subscripting the arrays containing the reciprocal space coordinates of the scan) and
the offset between the expected Bragg peak position for the current layer compared
to the reference layer. The correlation area can be found using Eq. (2.122), repeated
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here:

+54Am c—ﬂ(ﬂ/Am)2 9

F¢=[1/(1 — f2 do -~ 1 4 ihl, — e*¥%) (1 — cos(ifly)),
/=) [ da T T (b — ) (1~ cos(fl)
(3.2)
where
Y = gq.+hasing (3.3)
B = g;— hacosyp, (3.4)

where [, and [, are the mosaic block sizes parallel and perpendicular to the sample
surface, f is the static Debye-Waller factor, A,, is the FWHM of the Gaussian dis-
tribution of block orientation, and ¢ is the asymmetry angle. In order to determine
the correlation area from Eq. (3.2) a numerical integration over the mosaic block
orientation, «, is required. Thig is achieved using the IDL qsimp routine. This rou-
tine, from the Numerical Recipes (Press, 1992}, performs a numerical integration of
a user defined IDL function using Simpson’s rule. The user function must accept
a single value as input (the variable of integration} and return a single value (the
ordinate result for the input variable}. The gsimp routine begins by calculating the
integral using three, evenly spaced, points from the function. Using this resuit, and
the values of two more points (spaced between those already used) the integral is
recalculated. The routine continues by refining the integration by adding additional
points in between those already calculated. Each iteration calculates n — 1 more
points, spaced between those already computed, where n is the total nnmber points
calculated across the function at the previous iteration. When the fractional change
in the integral from one iteration to the next is smaller than a specified value (usu-
ally 1 x 107%), the gsimp routine terminates, returning the final calculated integral
as the result. The integration is performed in this way to improve efficiency.

An IDL function calculating the integrand of Eq. (3.2) was written, which takes
the block orientation, «, as input. All cther variables were passed to the function
using ‘Common Blocks’.? The range of the integration is set when the qsimp routine
is called. In this case it is plus or minus five times the width of the Gaussian profile
describing the misorientation (i.e., 4: 5A,,), because W(ja| > 5A,) is essentially
zero. If ¢ or 8 is zero then the denominator in Eq. (3.2) becomes zero hence
conditional statements are required to check for this possibility to aveoid an overflow

%Common Blocks, once defined, allow variables to be accessed by any procedure or function
that references the block. The specific variables that need to be accessed must be specified in the
Common Block definition.
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error. After the correlation areca was determined the diffuse intensity was calculated,
again using the gsimp routine, via the integral of Eq. (2.108).

IDL is designed to work efficiently with arrays. Therefore the gsimp routine
was modified by the author to use arrays to reduce the number of loops within the
code. In order to do this the user supplied function (for calculating the integrand)
is required to accept and return arrays.

Having determined the intensity for all scan coordinates, the ¢, and ¢, loops ter-
minate and the calculations for the next layer are commenced. The total diffracted
intensity is the sum of the intensity from each of the layers. in order to determine
how close the simulated scan matches the experimental data, the sum of the squared
differences is computed. For this to be done without interpolation, the simulated
profile is calculated for the same g-vectors as the experimental scan. The code
allowed the sum of the squared differences to be determined using the raw exper-
imental and simulated intensities, or the logarithm of the intensities. The former
places more emphasis on fitting the peak, while the latter increases the importance
of the wings (or thickness oscillations, see Sec. 4.4.1), which can be several orders of
magnitude smaller than the peak. If the fractional change of the sum of the squares
is less than the ‘eprilon change for minimisation’ specified in the Excel interface
worksheet for three consecutive iterations, the minimisation routine terminates, and
returns the parameters and simulated profile to the Excel spreadsheet.

Two important options in our code are the ability to weight the various contri-
butions to the intensity from different layers, and to simulate the effects of instru-
mental broadening. In the former case the intensity from each layer is multiplied by
a weighting factor before the total is computed. This allows distributions of strain
to be simulated (see Sec. 3.3.2). In the latter case the code allows the intensity to
be calculated for a large slit size in front of the detector with no analyser crystal.
A detector with a wide slit will integrate over a line in reciprocal space that makes
an angle 85 to the q.-axis (it is in fact the same line as the & scan described in
Sce. 2.10). The program integrates the intensity along this line. Again the gsimp
routine was used to carry out the numerical integration; however now there is a
double integral, over the g-vector and a. The integral over «, and the calculation
of the diffracted intensity were described above.

3.3.2 Techniques for Optimisation of Model Parameters

This section provides an overview of the techniques and extensions to the model that
were used to fit the data. The experimental and simulation results are described in
the next chapter.
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It was important to understand how the parameters of the defect model impact
on the diffracted intensity, so that the fitting procedure can be approached intel-
ligently. For the model presented here there are three parameters for the mosaic
blocks: the mosaic block size parallel and perpendicular to the surface, and the
mosaic block misorientation. Reducing the mosaic block size perpendicular to the
sample surface caused the peak to be broadened in the q, direction; likewise reduc-
ing the block size parallel to the surface caused the peak to be broadened in the
qx direction. Finally, increasing the misorientation increased the width of the peak
in the direction perpendicular to the diffraction vector. For symmetric reflections
the misorientation and parallel block size caused broadening in the same direction.
However, varying the misorientation had a greater effect at the centre of the peak,
while the block size has a greater effect at the wings of the peak.

There were four other parameters available for fitting the data; namely, the layer
thickness, the homogenous strain parallel and perpendicular to the surface, and
rotation (tilt) of the whole layer. However, these parameters are non-statistical.
The thickness of the layer determines the overall intensity diffracted from the layer
and impacts on peak shape; in a perfect layer this parameter would affect the period
of thickness fringes, however, in this treatment it is the perpendicular block size
that does this. Strain moves the peak position by changing the layer d-spacing
homogenously, and the rotation (tilt) causes the peak to move in the q, direction.

Although the three mosaic block parameters allowed a large degree of control over
the peak shape and size, this model was not capable of reproducing the peak shape
for every case. In particular the mosaic block model does not address heterogeneous
strain {which causes broadening in the q, direction), even though it is evident in
high defect concentration materials. An attempt to include it in the analysis was
made by varying the strain from the top to the bottom of a layer, giving a strain
gradient. This is achieved by dividing each of the layers (which describe the physical
epilayers of the structure) into several partitions and varying the strain for each
of the layers. We introduce the term partition instead of layer or sub-layer to
prevent confusion, however these partitions can be considered as thin layers. The
total thickness of these partitions should sum to the total thickness of the epitaxial
layer they are describing. This model is shown in Fig. 3.8, where the strain in
this example changes from maximum positive at the top of the layer to maximum
negative at the bottom of the layer. However, in order for a correct profile to be
produced the mosaic block height generally needed to be larger than the thickness of
each partition (it was usually chosen to be the full thickness of the epitaxial layer).
Physically this means that the strain within the block varies from the top to the
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Figure 3.8: Schematic of the strain gradient model. The strain gradient model
considers the epitaxial layer to be formed from multiple layers (partitions), each
with a different strain. Thus the strain varies from the top to the bottom of the
layer, as shown in the schematic plot. This implies the strain varies within a mosaic
block.

bottom. In terms of the simulation, the parameters for each partition are included
by increasing the number of layers simulated. An alternative interpretation is to
consider the layer to be formed from a mixture of mosaic blocks with a range of
homogeneous strain states. The strain distribution is determined by weighting the
influence from each block type, which in effect specifies the volume fraction of each
strain state. The parameters for each set of blocks are entered as separate layers
as before (and again termed partitions), however each of these layers is set to the
thickness of the epitaxial layer. The volume fraction of each type of block was set by
the weighting parameter, and the intensities summed, as described in Sec. 3.3.1.2.
Note that for both models, other block parameters (except the perpendicular block
size) can be varied along with the strain. These two models (i.e., strain gradient
and weighted volumes) result in the same intensity distribution. These models are
discussed in more detail in Chapter 4.

It was not a trivial matter to find the best model parameters. For simple one-
dimensional scans with a small number of parameters (i.e., when a strain distribu-
tion was not required, or when only one peak was evident) the minimisation routine
could be used to determine the fitting parameters quickly and accurately. However,
it was not appropriate for more complex analyses {including RSMs}, since the time
required to fit the data was excessively long and the results were not always physi-
cally meaningful. It is also necessary to ensure that the one set of parameters fitted
all reflections for a single sample. This requirement also reduced the utility of the
minimisation routine, because an optimised set of parameters for one reflection may
not be appropriate for the other reflections. Further development of the minimi-
sation routine to allow it to handle multiple reflections, and other more complex
analyses, would be advantageous, as it would allow the analysis to be completed
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much quicker. In our case most of the parameter fitting was done by varying the
parameters by hand, and judging the effect by comparing the experimental and
simulated data graphically.

To ensure efficiency when fitting the data it was important to follow a standard
procedure, otherwise it was very easy to spend much time fitting a particular fea-
ture, only to find the parameters were not appropriate for a different scan type or
reflection. In all cases the fitting was initially done using the high resolution one-
dimensional scans (not the RSMs), because it is difficult to compare two-dimensional
scans graphically, and the lower resclution RSMs can miss some features, such as
very narrow peaks. However, after the fitting was finished (and during the fitting
process to confirm that the results were converging) the simulation and RSM were
compared. One-dimensional scans were extracted from the RSM, and fitted, to elu-
cidate certain diffraction features not covered by the dedicated @ — 26 and w scans.

Initially the simplest model was assumed correct {one layer per peak) to keep
the number of fitting parameters to a minimum. The strain required for each layer
to give correct peak positions was determined. If thickness oscillations were evicent
(see Sec. 4.4.1) they were used to find the perpendicular block size; however, if no
oscillations were observed the peak width in ¢, direction was used because the per-
pendicular block size has a strong impact on the peak width in the g, direction. The
peak width and shape in the q, direction (or more correctly the w scan direction),
were used to find the parallel block size, the misorientation width, and the tilt of the
whole layer. Althovgh each parameter affects the shape of the scan in a different
way, they are not completely independent, particularly when using a wide slit. For
example, many of the parameters also affect the overall intensity of tue peak. If
there is more than one peak then this is an important consideration. Hence, each of
the parameters had to be varied many times before the parameters that produced
the simulated profile closest to the experimental data were determined. If more
than one reflection was recorded for a particular sample, all reflection were checked
at each stage of the fitting procedure. In order to achieve the best overall fit for
all reflections {(as determined by comparing the experimental and simulated scans
graphically, using linear and logarithmic intensity scales), the quality of any individ-
ual fit may not be as high as could be achieved in isolation (i.e., some compromises
were required to ensure reasonable matching of the simulations to all experimental
data).

If a diffraction peak could not be fitted by assuming a single layer, then the
inhomogeneous strain model was implemented, adding more and more partitions
until a suitable fit could be achieved. In this situation the strain and weighting
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parameters were chosen so that a graph of strain versus weighting was similar to
the experimental intensity profile. This served as a starting point for the fitting
procedure. It was also found that some peaks had a slight rotation in the g,-
g. plane. This could be simulated using the strain-weight model by introducing
a tilt distribution, where each partition had a different tilt. To help keep track
of the fitting process, the results from each simulation were recorded within the
Excel spreadsheet, hence the variation of the simulation with respect to different
parameters could be charted. However, this approach became somewhat unwieldy
once many simulations had been completed thus slowing progress.

Further discussion of the modelling process is made in the next chapter where the
results and analysis for the structural characterisation of the In,Ga;_.N/GaN/AIN

semjconductor samples is presented.




CHAPTER 4

Results and Analysis of In,Ga;_,N/GaN/AIN
Samples

4.1 Introduction

Tabuchi et al. (2002) used crystal truncation roed (CTR) measurements to show that
without substrate nitridation, better quality GalN layers are grown on a 30 nm buffer
layer than on a 70 nmn buffer layer. This is consistent with Ito et al. (1999), where a
buffer thickness of 20 nm was determined to be optimal for GaN growth on the AIN
buffer layer. Furthermore Zhang et al (2004) investigated the effect of AIN buffer
thickness on the structural and luminescence properties of the GaN epitaxial layer.
It was shown that 20 nm - 30 nm thick buffer layers produced the best properties. In
order to investigate the effect of buffer thickness we completed TAD experiments for
samples with 10 nm, 30 nm, and 70 nm thick LT-AIN buffer layers. These samples
were grown by the same research group as those studied by Tabuchi et al. (2002),
and were similar in composition. This investigation encompasses sample types A,B,
and C.

We investigated three In,Ga,_.N layers of different compositions, z, grown on a 2
pm GaN layer with a 30 nm LT-AIN buffer. The In,Ga,_.N layer is the active layer
for optoelectronics, with the composition (among other factors) determining the
bandgap and hence the emission wavelength. The composition In,Ga;_.N (0 < z <
1) almost covers the entire visible spectrum (plus a segment of the ultraviolet region).
However, the InN/GaN alloy has a large miscibility gap! preventing growth of all
compositions (Ho and Stringfellow, 1996). Two of the In,Ga,_,N alloys used here
have an InN composition below the value at which segregation becomes dominant,
and one above. These samples were labelled type D in Chapter 3.

Throughout this discussion four mosaic block parameters are referred to exten-
sively; the perpendicular, {,, and lateral, I, block sizes, the misorientation, A,,, and
the tilt. In this thesis the misorientation value is the width of the Gaussian profile
describing the orientation distribution of the mosaic blocks (it was defined in Sec.

1 A miscibility gap refers to the range of compositions for which an alloy is unstable, decomposing
into two or more alloys with stable compositions.




2.9). The tilt is the rotation of the entire layer {or sub-layer).

4.2 Sample Series A and B: LT-AIN Buffer Layers

This section presents the results for samples of type A and B. These samples consist

of only a low temperature deposited AIN buffer layer on an «-sapphire substrate.
After AIN growth the type A samples were cooled (from the growth temperature of
400°C) and removed from the growth chamber; however, the type B samples were
heated to 1100°C before cooling. Table 4.1 summarises the experimental parameters
used in conducting the TAD experiments for both the type A and type B samples.
The results presented in this section were published in Mudie et el (2002, 2003).
The TAD arrangement used for these sampies incorporated two monochromators
(the beamline monochromator and a monochromator mounted inside the experimen-
tal hutch) and a double bounce analyser. This ensured Very high angular resolution.
However, the monochromator and analyser crystal significantly reduced the X-ray
intensity, leading to a poor signal to noise ratio. Useful results could only be col-
lected for the AIN(0002) reflection for samples 430, B30, A70 and B70, and even for
this reflection the scans were noisy. Higher order reflections were too weak to be
detected, as were all reflections from the 10 nm layer of samples 410 and B10. Only
three scans were collected for each sample: a 8 — 26 scan, an w scan, and an RSM.
The scan and angle labels used throughout this chapter were described in Sec. 2.10.

The experimental scan parameters are summarised in Table 4.2 for samples A30
and A70. There are several pararneters for each scan: the type of scan, the step
size or resolution of the scan, and the background count. The experimental profiles
are shown in Figs. 4.1 and 4.2 for A30 and A70, respectively. The RSMs are not

Table 4.1: Experimental parawmeters for samples of type A and B.
Parameter Value

Wavelength 1.5406 nm
Entrance slit vertical size 0.5 mm
Entrance slit horizontal size 2.0 mm
Vertical divergence at sample = 7 arcseconds®
X-ray count rate at sample Unknown?®
Count time per point 7 seconds

2 The divergence was not measured. The value quoted here was calculated (see Mudie et ai,
2003).
*Intensity was too large to measure with a photon counting detector.
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Table 4.2: Experimental scan parareters for samples of type 4.

Sample

Scan Type

Parameter

Value

AIN3)nm &-—246

Step size (in )

Background count

50 arcseconds for 16.0°-17.2°
20 arcseconds for 17.2°-21.0°
76 counts/second®

26 position
Step size (in )
Background count

26 = 36.5°
120 arcseconds
76 counts/second®

RSM

€ step size
Aw step size
Background count

1 [«]
120 arcseconds
76 counts/sec?

AIN 70 nm

Step size (in 8)
Background count

20 arcseconds
66 counts/second?®

28 position
Step size (in 8)
Background count

20 = 36.74°
100 arcseconds
66 counts/second®

RSM

¢ step size
Aw step size
Background count

0.7°
151 arcseconds
66 counts/sec?

%As approximated from the 8 — 28 scan.
b Assumed value since the experimental conditions were the same as for the & — 28 scan.

presented for this sample as they are of a very poor quality and do not assist with

the analysis.

The shape of the § ~ 26 scans, shown in Figs. 4.1{a) and 4.2(a), arises from

a broad peak superposed on a parrower peak (although both peaks extend over
several degrees, indicating poor sample quality). The broad peak extends past the
low angle extreme of the scan, with the narrower peak centred at approximately
18.3° for both samples. This scan shape is indicative of the sample having two
distinct vertical correlation lengths (or a strain distribution). If the layer is assumed
to be laterally homogeneous then the sample can be considered to have two sub-
layers, with the narrow peak associated with a smaller defect density, or narrower
heterogeneous strain distribution, compared to the broader peak. Alternatively, the
material could have one layer, with a more complicated strain distribution. However,
for our purposes we describe the system as having two sub-layers with one sub-layer
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Figure 4.1: One-dimensional scans of sample 430. (a) § — 20 scan, and (b) w scan
at 260 = 36.5°. The circles (o) are the experimental data points. The solid (—)
and dashed (——) lines are the simulated profiles using the homogeneous model and
strain distribution model, respectively. The experimental parameters are given in
Table 4.2 and the simulation parameters are shown in Tables 4.3 and 4.4. The strain
profile and weighting are shown in Fig. 4.3.
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Figure 4.2: One-dimensional scans of sample A70. (a) 6 — 2§ scan, and (b) w scan
at 20 = 36.74°. The circles (o) are the experimental data points. The solid (—)
and dashed (——) lines are the simulated profiles using the homogeneous model and
strain distribution model, respectively. The experimental parameters are given in
Table 4.2 and the simulation parameters are shown in Tables 4.5 and 4.6. The strain
profile and weighting are shown in Fig. 4.4.

associated with the narrow peak and the second sub-layer with the wider peak.
These designations are used in the tables and the text. The narrower peak is more
prominent for A70.

The w scans (Figs. 4.1(b) and 4.2(b)) were collected at the position of the
narrower peak. Although both scans are noisy, & broad peak centred about Aw =~
—1° can be identified. The Aw offset suggests the entire layer is tilted with respect
to the substrate. I cannot be determined whether the two individual sub-layers
identified above make different contributions to the w scan. Hence, a definitive
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Figure 4.3: (a) Strain weighting, and (b) associated depth profile uscd for simulating
sample A30.

conclusion cannot be drawn about the nature of the individual sub-layers from this
scan, other than that at least one of the sub-layers has a high defect density and

mosaicity.
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Figure 4.4: (a) Strain weighting, and (b) associated depth profile used for simulating
sample A70.

Two approaches were used to fit the experimental data. The first approach only
considered the two sub-layers to be homogeneous; the second approach allowed for
a strain distribution by partition the sub-layer as described in Sec. 3.3.2. In the
second approach all parameters were assumed constant for each partition, apart
from the strain. This kept the number of fitting parameters to a minimum. The
AIN layer was modelled as two sub-layers in order to generate the two peaks seen in
the # — 28 scans (Figs. 4.1(a) and 4.2(a)). The fitting parameters for samples A30
and A70 are given in Tables 4.3 - 4.6 for both the homogeneous and strain models.
The strain quoted in approach two (strain distribution) was an average over the
sub-layer. The strain distributions are shown in Figs. 4.3 and 4.4. The simulated
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scans are plotted together with the experimental results in Figs. 4.1 and 4.2; the
dashed line indicates the results of the simulation based on a strain distribution,
while the solid line is based on homogeneous sub-layers (i.e., no strain distribution).

The variation of the strain is shown in Figs. 4.3 and 4.4. Figures 4.3(a) and
4.4(a) plot a histogram of strain versus weighting in which each data point represents
a separate partition of the layer used in the simulation. Figures 4.3(d) and 4.4(b)
consider the strain as varying through the sub-layer. The thickness of each partition
is determined by multiplying the fuli layer thickness by the partitions weighting.
The plot is shown for a cumulative depth (i.e., adding the thickness associated
with each partition). The simulation was insensitive to the depth of the sub-layer.
Therefore the depth profile is based on the assumption that the strain would be a
continuous function. Even with this assumption the profile (for either sub-layer)
could be reversed.

The strain distribution broadens the scan in the q, direction, as does a smaller
perpendicular block size. The main difference between the fiting parameters for the
two approaches was a smaller perpendicular block size for the homogeneous model.
There was little to distinguish between the two simulated  — 20 scans (see Figs.
4.1(a) and 4.2(e)). The average strain was similar to the single homogeneous strain,
which is expected since this determines the peak position in the # - 28 scan. The
layer thicknesses were also similar between the two models; giv ... that the scans
are noisy, and thus the fitting is subjective, they are in reasonable agreement. The
total thickness of the AIN layer (bi-layer) was assumed to be the nominal value
determined by the growth procedure, and has not been measured. The simulation
does not give an indication of the layer thickness in this case. The simulated average
(homogeneous) strains are very similar for the two samples, confirming that the
peaks are at the same positions. For the thinner sample (A30) the ratio of the
sub-layer thicknesses is approximately 1:4 (higher quality sub-layer: lower quality
sub-layer), and for the thicker sample (A70) the ratio is 1.6:4 (higher quality sub-
layer: lower quality sub-layer). This suggests that relative rate of growth for the
higher quality sub-layer with respect to the lower quality sub-layer increases with
thickness. Although the simulations cannot determine which sub-layer is on top
(they are too thin for any appreciable photoelectric absorption), it is reasonable
to assume that the lower quality sub-layer has grown directly on the substrate,
and hence must accommodate a large strain. It appears the thinner sub-layer has
relaxed (minimal strain) and has grown on top of the lower -mality sub-layer. This
suggests that the low temperature deposited AIN might accommodate the strain
due to the mismatch with the substrate in a region close te the substrate surface,




Table 4.3: Simulation parameters for sample A30 (without strain distribution).

Layer Parameters Block Parameters
Sub-Layer Material Thickness Tilt Perp, Strain  Lat. Size Perp. Size Misorientation
No. (nm}) (deg) (nm) (nm} (deg)
1 AlN 5 -1 -0.013 30 4 8
2 AIN 25 -1 0.05 30 1.2 8

Table 4.4: Simulation parameters for sample A30 (with strain distribution). x

Layer Parameters Block Parameters
Sub-Layer Material Thickness Tilt Perp. Strain Lat. Size Perp. Size Misorientation
No. (hm)  (deg) (nm) {nm) (deg)
1 AIN 6 -1 -0.013 30 6 8
2 AIN 24 -1 0.12 30 20 8

Table 4.5: Simulation parameters for sample A70 (without strain distribution).

Layer Parameters Block Parameters _
Sub-Layer Material Thickness Tilt Perp. Strain  Lat. Size Perp. Size Misorientation . i
No. (nm) {deg) (nm) (nm) (deg) =
1 AIN 22 -0.9 -0.016 30 4.2 6
2 AIN 48 0.9 0.06 30 1.5 G

Table 4.6: Simulation parameters for sample A70 (with strain distribution).

Layer Parameters Block Parameters
Sub-Layer Material Thickness Tilt Perp. Strain  Lat. Size Perp. Size Misorientation
No. {(nm) (deg) (nm) {nm) (deg)
1 AIN 20 -0.9 -0.016 30 20 6

2 AIN 20 -0.9 0.06 30 50 6
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thereby allowing higher quality GaN overlayers to be grown. This conjecture will
be discussed in more detail after the results for sample series B and C have been
presented.

The broadening of the peak in the q, direction, shown in the w scans (Figs.
4.1(b) and 4.2(d)), is specified by the misorientation and lateral block size. The
misorientation and lateral block size can both be extracted from an w scan because
they affect the peak shape in different ways. However, to a large extent these effects
were masked by the excessive noise in the w scan; hence there is & large uncertainty
in the parameters quoted for this sample. Nevertheless the « scans for the two
samples were broad, implying a large misorientation and small lateral block size.
The misorientation width is smaller for sample A70, suggesting that it is of slightly
higher quality than A30.

A parameter commonly reported as a measure of epitaxial layer quality is the
threading dislocation density. As discussed in Chapter 1, Group III nitride ma-
terials have a typical threading dislocation density between 108 em=2 to 10'%cin—2
depending on growth conditions. Assuming there is one threading dislocation per
vertical wall of the mosaic block, and that the mosaic block has a square base, the
threading dislocation density is twice the inverse of the block aréa in the plane. The
latera) block size was determined to be 30 nm for both samples. This equates to a
dislocation density of 2 x 10''em~2. However, only one w scan Was collected at the
narrower peak position, and hence separate parameters for the two layers could not
be determined for the qx direction. Finally, as only one reflection was available for
analysis, the accuracy of the simulations could not be definitively tested. Sections
4.3 and 4.4 discuss the importance of using multiple reflections.

The experimental parameters for samples of type B are shown in Table 4.7. Again
only three scans were collected for each sample. Samples B30 and B70 were identical
to A30 and A70, except that their temperature was raised to 1100°C before they were
removed from the growth chamber. As the samples were similar, it is not surprising
that the & — 26 scans for samples B30 and B70 (sce Figs. 4.5(¢) and 4.6(a)) were
similar to the scans for the type A samples. The experimental data was less noisy
for the B samples, which is difficult to explain since the maximum count rate did
not increase. The narrow peaks are more prominent for both tybe B samples than
for the type A samples. This suggests that the sub-layer producing this peak is of
a higher quality or thicker than for the type A samples. The peak positions have
not changed by a significant amount in either the # — 26 or w scans. However,
the annealing process seems to have produced a third layer (labelled sub-layer 3 in
Tables 4.8 and 4.9) for the 30 nm sample. Evidence of the third sub-layer is the




93

very sharp peak seen in the w scan (Fig. 4.5(b)) and the RSM (Fig. 4.9). This peak
is not obvious in the 8 — 28 scan, possibly because the scan, or experimental peak,

had a slight Aw offset, and hence the peak was missed because it is very narrow in

the gx direction. The shape of the third peak suggests that the sample has a thin

sub-layer with a very low mosaicity and low defect density. This scan shape has

been reported previously for low temperature deposited AIN and GaN buffer layers

(Hersee et al., 1997); it has been attributed to an increase in preferred orientation

within the layer (i.e., reduced misorientation).

The simulations were carried out in the same manner as for samples A30 and A70.

However, the model for sample B30 required a third sub-layer. The peak associated

Table 4.7: Experimental scan parameters for samples of type B.

Sample Scan Type Parameter Value
AIN3Onm 6-26 Step size (in §) 15 arcseconds for 17.225°—17.725°
and 18.725°—20.8°
5 arcseconds for 17.725°—18.725°
Background count 66 counts/second®
W 26 position 36.54°
Step size (in 6) 100 arcseconds
Background count 66 counts/second’
w 28 position 36.32°
Step size (in 9) 100 arcseconds
Background count 66 counts,/second®
RSM € step size 300 arcseconds
Aw step size 196 arcseconds
Background count 66 counts/sec’
AIN70nm 6&-28 Step size (in 6) 50 arcseconds
Background count 50 counts/second®
w (From RSM) 26 position 37°
Step size (in 6) 120 arcseconds
Background count 50 counts/second®
RSM € step size 1°

Aw step size
Background count

120 arcseconds
50 counts/sec”

¢As approximated from the plot of the 8 — 28 scan.
*Assumed value since the conditions were the same as for the 8 — 26 scan,
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Figure 4.5: One-dimensional scans of sample B30. (a) 6 — 26 scan, and (b) w scan
at 26 = 36.54°. The circles (o) are the experimental data points. The solid (—)
and dashed (——) lines are the simulated profiles using the homogeneous model and
strain distribution model, respectively. Experimental parameters are given in Table
4.7 and the simulation parameters are shown in Tables 4.8 and 4.9. The strain
profile and weighting are shown in Fig. 4.7.
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Figure 4.6: One-dimensional scans of sample B70. (a) # — 20 scan and () w scan
at 26 = 37.0°. The circles (o) are the experimental data points. The solid (—)
and dashed {(——) lines are the simulated profiles using the homogeneous model and
strain distribution model, respectively. Experimental parameters are given in Table
4.7 and the simulation parameters are shown in Tables 4.10 and 4.11. The strain
profile and weighting are shown in Fig. 4.8.
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with the third sub-layer was narrow, and hence the sub-layer was considered to be
homogeneous (no strain distribution). The simulation parameters for samples B30
and B70 are shown in Tables 4.8 -~ 4.10. The simulated profiles and RSMs are shown
together with the experimental data in Figs. 4.5 and 4.9, respectively.

For sample B30 the homogeneous simulations show layers 1 and 3 to be of a
similar thickness, with sub-layer 2 being significantly thicker, but of worse quality.
The peak positions in the § — 26 scan are determined by the Bragg angle and the
strain parallel to the surface of the sample. The strain determined for sub-layer 3
is approximately the same as sub-layer 1 for sample A30, and hence are at the same
peak position. Furthermore these sub-layers have the same thickness. It is possible
that on annealing, an as grown thin higher quality layer (sub-layer 1 for sample
A30) is significantly improved. The improvement includes a drastic reduction in
mosaicity and a large increase in lateral block size. Consequently the sub-layer is
almost perfect in the lateral direction. The perpendicular block size is restricted by
the thickness of the sub-layer. The annealing seems to cause part of the low quality
interface layer to improve (possibly through some interaction with the high quality
top layer). It is assumed that sub-layer 3 is at the surface of the structure, and
sub-layer 2 is located on the substrate. The quality of sub-layer 2 has also improved
through annealing, with a reduction in mosaicity and whole layer tilt.

Similar conclusions can be drawn from the simulations using a strain distribu-
tion. However, the evidence is not as strong, with the simulation suggesting the
thicknesses for sub-layer 1 for sample A30, and sub-layer 3 for sample B30 are dif-
ferent from one another (6 nm and 4 nm, respectively}. The parameters suggest the
lower quality region of the sample consists of two equally thick sub-layers.

The simulations for sample B70 provide very similar results to sample A70, apart
from a reduction in misorientation and tilt, and a slight change in the strain for
each of the layers, The only conclusion that can be drawn from this sample is that
the quality has increased by a srnall amount. The B70 sample does not exhibit the
sharp peak in the w scan, seen in sample B30; hence it does not have preferential
alignment of crystallites after annealing. This is probably the reason why Tabuchi
et al {2002) and Zhang et ol (2004) found that GaN epilayers grown on 70 nm
LT-AIN buffer layers are of a lower quality than those grown on 30 nm buffer layers.
It is unclear why the 70 nm layer does not show the same preferred orientation as
the 30 nm layer.




Table 4.8: Simulation parameters for sample B30 (without strain distribution).

Layer Paraneters Block Parameters
Layer Material Thickness Tilt Perp. Strain Lat. Size Perp. Size Misorientation
No. (nm) {deg) (nm) (nm) (deg)
1 AIN 6 -0.6 -0.032 30 6.0 9
2 AIN 19 -0.6 0.03 30 1.5 5
3 AIN 5 0 -0.008 280 D 0.01

Table 4.9: Simulation parameters for sample B30 (with strain distribution).

Layer Parameters Block Parameters
Layer Material Thickness Tilt Perp. Strain Lat. Size Perp. Size Misorientation
No. {nm) (deg) {nm) (nm) {deg)
1 AIN 13 -0.6 -0.032 30 13 ]
2 AIN 13 -0.6 0.03 30 13 §
3 AN 4 v -0.008 280 4 0.01

Table 4.10: Simulation parameters for sample B70 (without strain distribution).

Layer Parameters Block Parameters
Layer Material Thickness Tilt Perp. Strain Lat. Size Perp. Size Misorientation
No. {(nm) {deg) (nm) {nm) (deg)
1 AIN 18.7 -0.65 -0.027 30 4.8 5
2 AIN 51.3 -0.65 .06 30 1 5

Tuble 4.11: Simulation parameters for sample B70 (with strain distribution).

Layer Parameters Block Parameters
Layer Material Thickness Tilt  Perp. Strain Lat. Size Perp. Size Misorientation
No. {nm) (deg) (mn) (nm) {deg)
1 AlIN 18.7 -0.6 -0.028 30 18.7

[ty e |

2 AN 51.3 -0.6 0.078 30 51.3
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4.3 Sample Series C: GaN on a LT-AIN Buffer Layer

The type ¢ samples include a 30 nm layer of GaN on top of the AIN buffer. These
samples allow us to investigate the nature of the initial GaN growth and its effect on
the crystal structure of the AIN buffer. There were two samples: €30, a multilayer
with a 30 nm LT-AIN buffer capped by a 30 nm GaN layer, and €70, a multilayer
with a 70 nm LT-AIN capped by a 30 nm GaN layer. The experimental parameters
used for scanning the samples are given in Table 4.12.

The only experimental change from the measurements made on sample types A
and B was an increase in the size of the entrance slits from 0.5mm({V)x2.0mm(H)
to lmm(V)x2.5mm(H). This improved the signal to noise ratio, and hence the
experimental data was of higher quality. The intensity registered by the detector
comes from a region of reciprocal space. The size of this region is determined by
the divergence of the incident beam and the size of the angular window of the
analyser crystal. The larger the region the poorer the resolution of the apparatus.
For this experiment the divergence of the incident beam was very low because two
monochromators were used. Increasing the slit size would not have significantly
increased the divergence, and hence does not degrade the resoiution. Widening the
slit does increase the area of the sample illuminated by the X-ray beam. Therefore
the resulting diffracted intensity is from a larger volume of the sample.

The specific scan parameters for €30 are summarised in Table 4.13. In order
to compare of the various scans, each scan was normalised to the maximum count
rate of the (0002) reflection in the # — 28 scan. The incident beam intensity was
uot known for the experiment; Lence the simulation of the (0002) reflection in the
6 - 26 scan was normalised to a peak of height of unity (thereby the simulated
and experimental peak heights are both unity for this scan). All other simulations

Table 4.12: Experimental parameters for samples of type C.

Parameter Value
Wavelength 1.5406 nm
Entrance slit vertical size 1.0 mm

Entrance slit horizontal size 2.5 mm

Vertical divergence at sample = 7 arcseconds®

Count rate at sample Unknown®

Count time per point 7 seconds (unless otherwise specified)

,The divergence was not measured. The value quoted here was calculated (see Mudie et al,
2003).
“Intensity was too large to measure with a photon counting detector.
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Table 4.13: Experimental scan parameters for sample C30.

Sample Scan Type

Parameter

Value

AIN 30 nm 6~ 26 (0002)

Step size (in )
Background count

50 arcseconds
20 counts/second®

w 26 position 36.11°
Step size (in §) 50 arcseconds
Background count 20 counts/second”
w 20 position 38.25°
Step size (in 9) 50 arcseconds
Background count 20 counts/second®
RSM (0002) e step size 432 arcseconds
Aw step size 288 arcseconds
Background count 20 counts/sec®
¢ — 260 (0004) Step size (in 8) 50 arcseconds
Background count 91 counts/second®
w 26 position 78.4356°

Step size (in §) 288 arcseconds
Background count 91 counts/second’

®As approximated from the # — 28 scan.
®Assumed value since the experimental conditions were the same as for the § — 26 scan.

adopted the same normalising factor.

For sample €30, a large peak was observed at 26 = 38.25° and a small peak at
20 =~ 36.1°; the 6 — 20 scan about AIN(0002) is shown in Fig. 4.11. On cursory
inspection one might assume that one of the peaks originates from the GaN layer
and one from the AIN layer. However, since the unstrained peak position is at
20 =~ 36.03° for AIN and at 26 ~ 34.57° for GaN, it is possible that the small peak
at 20 = 36.1° originates from an unstrained AIN layer. If this was the case the larger
peak would also arise from the AIN layer because GalN has a smaller 20 peak position
(larger d-spacing) than AIN. In this model the AIN layer consists of two sub-layers
with different strain states, defect densities, and mosaicities. The difficulty with this
model is that if both peaks are due to AIN there would be no evidence of the GaN
layer in any of the (0002) scans. This is not likely since the GaN layer is the same
thickness as the AIN layer and should diffract at least as strongly. This demands a
closer examination of the experimental data.
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Figure 4.11: 6 — 20 scans for Sample €30. (a) (0002) reflection, and (b) (0004)
reflection. The experimental data is denoted by circles (o). The solid line (—) is a
fit based on the homogeneous model and the dashed line {(——) represents the results
for the strain distribution model. Experimental scan parameters are given in Table
4.13, with the simulation parameters reproduced in Tables 4.14 and 4.15. The strain
profile and weighting are shown in Fig. 4.14.
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Assuming that the large peak is due to the AIN layer, we can determine the a
and c lattice parameters (Ggirained aNd Curainea) from the peak position, according to

— ===, (4.1)

where Acyp = Curained — Cos Ay = Ggpained — 0p, C13 and ¢z are elastic stiffness
constants, and ¢g and ag are the relaxed lattice parameters. The ¢ lattice parameter
is determined to be 0.4702 nm (nominally the AIN(0002) d-spacing is 0.4982 nm)
and the a lattice parameter is 0.3400 nm (nominally 0.3112 nm). The ¢;3 and ¢33
parameters used were 120 GPa and 395 GPa, respectively {Amano and Akasaki,
1999).

The ¢ lattice parameter for coherently grown GaN (the same a lattice parameter
as the underlayer) can be determined using Eq. (4.1), and the clastic stiffness
constants for GaN (¢y3 = 103 GPa and ¢33 = 405 GPa). The result is a = 0.4980
nm, which gives a (0002) peak position of 28 = 36.04°. This agrees with the small
peak position, and suggests strongly that the two peaks are indeed strained GaN
and AIN.

As discussed in Sec. 1.2.4 the a latiice parameter for AIN is smaller than that
for sapphire; however, the orientation and specific coordination of the atoms at the
interface results in a compressive strain parallel to the surface. Furthermore the
coeflicient of thermal expansion for sapphire is larger than AIN (Sec. 1.2.4), hence
it will shrink more than the epitaxial overlayer, again creating a compressive strain
parallel to the surface. This compressive strain will expand the layer perpendicular
to the surface (i.e., enlarge the ¢ lattice parameter), displacing the AIN peak to
lower 26 angles. This is contrary to the experimental results where the AIN peak
has clearly shifted to a larger 26 angle, suggesting a tensile strain paraliel to the
surface. In order to validate that the AIN layer is under a tensile strain in the
plane, it is important to check the peak positions for the 8 — 26 scan about the
AIN(0004) reflection. The 8 — 28 scan about the AIN(0004) reciprocal lattice point
has a lower intensity, and hence a worse signal o noise ratio than the AIN{0002)
scan. Nevertheless, it also exhibits two peaks at 26 = 78.4356° and 26 = 73.1022°.
However, the d-spacings associated with these peak positions do not agree with those
in the scan about AIN(0002). In fact the position of the smaller peak seems to agree
with the relaxed positica for GaN (20 =~ 73°). Although the peak positions do not
agree with the (0002) peak positions, the angular separation of the peaks do match.
Possible explanations for the positions of these peaks are some form of calibration
error, drift of a rotation stage from its nominal position, or a different part of the
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28 = 78.4356° scan was simulated at 81.86° to match the simulated peak position
(see text for details). The experimental data is denoted by circles (o). The solid line
(—) is a fit based on the homogeneous model and the dashed line (—-) represents
the results for the strain distribution model.
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Figure 4.13: w scan of the GaN peak for sample C30.

sample being illuminated for the (0002) and (0004) reflections (although this final
suggestion is unlikely to cause such a large change in peak position). The (0002)
reflection data was collected before the (0004) scan, with an RSM requiring over
three and half hours of data collection. Therefore the (0002) scan is more likely to
be calibrated correctly. More importantly the (0002} scan included a substrate peak
(i.e., Al;O3 (0006)) at the correct position, confirming that the scan was calibrated
correctlv. Despite a compressive strain paraliel to the surface being the usual strain
state for AIN epilayers on a-sapphire, the c lattice parameter of the AIN layer has
been reduced relative to the fully relaxed material. The origin of the tensile stress
(in the plane) is unknown, but has been seen before for GaN on a-sapphire grown
using MBE (Leszczynski et al., 1999). It might have its origin in some form of defect

structure, or possibly the GaN top layer, which has a larger lattice parameter than
AlN.
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Table 4.14: Simulation parameters for sample C30 (without strain distribution).

Layer Parameters Block Parameters
Material Thickness Tilt Lat. Strain  Perp. Strain Lat. Size Perp. Size Misorientation
{nm) (deg) {nm) {nm) (deg)
AIN 30 -1.16 — -0.0605 10 5.5 2.3
GaN — 0.0 — -0.044 400 15 0.01

Table 4.15: Simulation parameters for sample C30 (with strain distribution).

Laver Parameters Block Parameters

Material Thickness Tilt Lat. Strain DPerp. Strain Lat. Size Perp. Size Misorientation
(nm) (deg) {nm) {nm) (deg)

AIN 30 -1.26 — -0.064 10 30 2.3

The peak positions for the (0004) scan can be corrected against the positions
in the (0002) scan. The corrected profile is plotted in Fig. 4.11(b). Having re-
calibrated the (0004) experiinental scan, the 26 position of the w scans (near the
(0004) peak) also had to be corrected.

The w scans of the two peaks (Figs. 4.12 and 4.13) show the smaller peak to have
a very narrow width in the qy direction, and the larger peak to be very broad. This
is confirmed by the RSM in Fig. 4.19(c), where the smaller peak is unobservable
because the step size in the qx direction is too large.

The simulations were undertaken using homogenous layers and inhomogeneous
layers, in a similar manner to sample types A and B. For the inhomogencous layer
model the strain and tilt was varied across (or within) the layer. It proved impossible
to fit both peaks simultaneously. The small (GaN) peak is very narrow in the qy
direction (Fig. 4.13), and hence the misorientation is small and the lateral block size
large. With these parameters the simulation produces a very intense peak because
the layer is diffracting alimost like a perfect crystal. The simulated peak intensity can
be reduced by decreasing the layer thickness; however, if the layer is made too thin
the peak becomes too wide in the q, direction. Therefore the small peak was not
included in the simulated profiles shown in Fig. 4.11. The simulation parameters
that give the correct peak shape and position for GaN {determined by ignoring the
AIN peak) are given in Table 4.14.
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Figure 4.14: (a) Strain weighting, and (b) associated depth profile used for simulat-
ing sample C30.
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Figure 4.15: Tilt distribution profiles used for simulating sample C30. (a) Tilt versus
strain, and (b) tilt versus depth.
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Figure 4.16: Misorientation, A, distribution profiles used for simulating sample
€30. (a) A versus strain, and (b) A versus depth,
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The RSM shown in Fig. 4.19(a) appears to be slightly rotated in the ¢,-g, plane
(this is shown more clearly in Fig. 4.17). In order to simulate this, a distribution
of layer tilt angles and strains was incorperated within the simulation (as well as a
distribution of the misorientation A,,). Plots of the strain, tilt, and misorientation
distributions are shown in Figs. 4.14, 4.15, and 4.15. Although a tilt and strain
distribution can rotate the peak in the ¢,-¢. space, it is also possible that the rotation
could be due to one of the experimental components drifting out of alignment, since
the RSMs were collected as a series of w — 28 scans each covering the same 20
range. Peak rotation is indicative of the peak appearing at a different 26 value for
each scan, which is what would be seen if the reported position of the detector was
changing slightly for each scan. As the RSM was collected the AIN peak shifted
toward smaller 24 values, again agreeing with the shift in the 26 peak positions from
the (0002) to (0004). The peak shifts 0.5° from the start to the end of the RSM.
However, the 8 — 26 scan collected before the RSM more closely matches the w ~ 26
scan at Aw = 0°, not the scan collected first (Aw = —3°) as would be expected if
the peak shift was caused by drift. We therefore ‘conclude’ that a mechanism, such
as tilt distribution, caused the peak rotation.

In general both simulations (with and without a strain distribution) fitted the
experimental data well for the AIN peak, particularly about the {0002) reflection as
shown for the § — 26 scan and w scans in Figs. 4.11 and 4.12. The RSM contour map
in Fig. 4.17 shows the peak rotation for the experimental RSM. It also shows that
the rotation is quite small, suggesting that it could be neglected, allowing the data
to be fitted with a single layer. The RSMs and profiles in this section were plotted
on a linear intensity scale. On a logarithmic scale the strained version appears to
fit the peak shape far better because the homogeneous layer simulation produces
large side lobes. These are thickness oscillations, (see Sec. 4.4). If the roughness of
the interface was included in the model then these oscillations would not appear in
the simulation of a homogeneous layer, and the data would be better matched on a
logarithmic scale.

Figure 4.18 shows an w — 28 scan extracted from the RSM. As expected the
peak position was better matched by the simulation using a tilt distribution. The
fit between the experimental and simulated 8 — 28 profiles for the (0004) reflection
is good, especially using the single layer model (no strain distribution}. The w scan
of the GaN reflection produced a narrow intense peak, which was not reproduced in
the simulated profile.

The physical interpretation of the strain distribution was discussed in Sec. 3.3.2.
The strain weighting and associated depth profile sliown 4.14 have been used to
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Figure 4.17: Reciprocal space map for sample C30. indicating rotation of the
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Figure 4.18: w — 28 scan for sample €30 about AIN(0002), with Aw = -1.08°. The
experimental scan, denoted by circles (o), was extracted from the RSM shown in
Fig. 4.19(a). The solid line (—) is a fit based on the homogeneous model and the
dashed line {(——) represents the results for the strain distribution model.
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for matching the (0002) reflection.
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describe the variation of strain (as explained in Sec. 4.2). For sample C30 the
weighting profile was modelled as a Gaussian, which matched the experimental peak
shape reasonably well. The tilt distribution (Fig. 4.15), is plotted as a function of
the strain and depth. The misorientation was also varied for this sample, as shown
in Fig. 4.16. The average strain, tilt and misorientation is given in Table 4.15. As
is expected these awverage values agree with those used for the single layer model.
The lateral block size for the two models is also the same. On the other hand the
perpendicular block size is quite different. This is a consequence of the nature of
the two models. The perpendicular block size for the strain distribution model was
set to the thickness of the layer, with the peak width determined by the strain. The
perpendicular block size for the single lay-er model was necessarily small in order to
match the width of the peak in the q, direction. The lateral block size suggests a
large dislocation density of 2 x 10'2 em™2. The w scan for the smaller peak can be
fitted using a lateral block size of 400 nm. This gives a dislocation density of 1 x 10°
cm™2.

The experimental scan parameters for sample C70 are summarised in Table 4.16.
The {0002) reflection for sample C70 has a complex profile. The 8 — 26 scans, shown
in Fig. 4.20 exhibit a small, narrow peak centred at 20 =~ 34.6° and a large, very
broad peak extending from 20 = 36° to =~ 39.4°. Inspection of the broad peak
suggests that it is composed of two overlapping peaks. Other scans confirm this
conjecture. In particular the 6 — 26 scan of the (0004) reflection (see Fig. 4.20(b))
shows two individual peaks; two peaks should be evident in the scan of the (0002)
reflection. The two overlapping peaks in the 8 — 26 scan of the (0002) reflection
are centred at ~ 36.6° and ~ 38.2°. The former peak is more intense. The peak
positions suggest that the broad double peak is from the AIN layer, and the narrow
peak at 20 =~ 34.6° is from the GaN layer.

The broadening in the q, direction was simulated by using a strain distribution
(and also including a distribution of tilt and misorientation), thereby increasing the
number of fitting parameters. Even allowing for this additional flexibility it was not
possible to fit the experimental data very well. Two sets of simulated profiles are
shown, together with the experimental resulis (see Fig. 4.20) in order to demonstrate
the variation with the mosaic block model parameters. One set of parameters fits
the (0002) scan closely, the other fits the (0004} scan. These fitting parameters are
reproduced in Tables 4.17 and 4.18, and the strain distributions in Figs. 4.21 and
4.22.

The AIN peak position for the w— 26 scan with a Aw offset of -1.42° (Fig. 4.23) is
different to the & — 26 scan. This suggests that the peak is rotated in the g;-¢, plane
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Table 4.16: Experimental scan parameters for sample C70.

Sample Scan Type

Parameter

Value

AIN 70 nm & — 26(0002)

Step size (in 4)
Background count,

50 arcseconds
29 counts /second®

28 position
Step size (in 8)
Background count

36.6386°
144 arcseconds
29 counts/second’

28 position
Step size (in )
Background count

38.4167°
144 arcseconds
29 counts/second®

26 position
Step size {in )
Background count

34.5556°
144 arcseconds
29 counts /secong

24 position
Step size (in )
Background count

—

34,3611°
48 arcseconds
29 counts/second”

RSM (0002)

€ step size
Aw step size
Background count

300 arcseconds
288 arcseconds
29 counts/sec?

9 — 26(0004)

Step size (in 4)
Background count

50 arcseconds
70 counts/second®

28 position
Step size (in 8)
Background count

74.8244°
144 arcseconds
70 counts/second?

28 position
Step size (in 6)
Background count

76.3800°
144 axcseconds
70 counts/second’

26 position
Step size (in §)
Background count

78.13°
144 arcseconds
70 counts/second®
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Figure 4.20: 8 — 28 scans for sample C70. (a) (0002} reflection, and (b) (0004)
reflection. This experimental data is denoted by circles (o). The solid line (—)
is the simulated profile optimised to fit the (0004) refiection, and the dashed line
(—=) is the simulated profile optimised to fit the (0002) reflection. Experimental
and simulation parameters are given in Tables 4.16 and 4.17, respectively. The strain
profile and weighting are shown in Fig. 4.21.




iR

R T

T

i

<t
i WAL,

st

(a)

Q.05 3 ! T !

0.04F Eal N 000\ ]

E. : .. : u‘ Lq-' 'ooo-..... :

£ 0.03F : v . . o 0.02} .

S : . . . 4 Towe ]
] - L]

3 - toe » I J

i e , § 004 ]

E * °o w :

0011 . -0.06+ .

0.00: " . . e -0.08 . . , :

-0.08 006 -004 -0.02 0.00 0.02 0 20 40 60 80
Strain {ad,/d,) Depth (nm})

Figure 4.21: {a) Strain weighting, and (b) associated strain depth protile, optimised
for the (0004) reflection. These were used for simulating sample type C70.
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Figure 4.23: w — 20 scan for sample C70 about AIN(0002), with Aw = -1.42°. This
experimental scan, denoted by circles (o) was extracted from the RSM shown in
Fig. 4.19(d). The solid line (—) is the simulated profile optimised to fit the (0004)
reflection, and the dashed line (——) is the simulated profile optimised to fit the
(0002) reflection.
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Table 4.17: Simulation parameters for sample C70, optimised for the (0004) refiection
in the # — 26 scan (with strain distribution).

Layer Parameters Block Parameters
Material Thickness Tilt Lat. Strain Perp. Strain Lat. Size Perp. Size Misorientation
(nm) (deg) (nm) (nm) (deg)
AIN GO -1.28 — -0.018 100 G0 2
AN 10 -1.45 — -0.053 100 10 2
GaN — -0.18 — 0 30 30 1

Table 4.18: Simulation parameters for sample €70, optimised for the (0002) reflection
in the § — 20 scan (with strain distribution}).

Layer Parameters Block Parameters
Material Thickness Tilt Lat. Strain Perp. Strain Lat. Size Perp. Size Misorientation
{(nm) (deg) (nm) (nm) (deg)
AN 40 -1.39 — -0.024 100 49 2
AIN 30 -1.37 — -0.050 100 30 2

(as was observed for sample C30). The RSM for sample C70 (Fig. 4.19(<d)) confirms
that the peak is rotated. The peak rotation is probably due to the structure of the
sample, not an instrumental effect. The § — 20 scan collected before the RSM, and
the 6 — 28 scan extracted from the RSM, match one another. Furthermore the GaN
peak was not rotated in the ¢.-q, plane. These observations rule out experimental
drift as the cause of the peak rotation (the same conclusion was reached for sample
C30).

The {0002} simulation (dashed line) matches the 8 — 26 (Fig. 4.20(a)) and w—20
(Fig. 4.23) scans closely, as do each of the w scans near the (0002) reflection (Fig.
4.24(a),(b), and (c)). The RSM has also been reproduced (Fig. 4.19(c) and (d)).
However, this simulation produced a peak too wide for the (0004) scan (see Fig.
4,20(b)). A similar effect was seen for sample €30, where the simulation used a strain
distribution that was too wide for the (0004) scan. This suggest that reconstructing
peak widths in the q, direction, using only the strain distribution described in Sec.
3.3.2, cannot fit two different reflections simultancously.

A 6 — 28 scan of the (0004) reflection shows that the two AIN peaks are clearly
resolved (see Fig. 4.20(d}). The simulation, optimised to fit the (0004) reflection,
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shows two separate peaks for both the (0002) and (0004) reflections. The w scans
for the (0004) reflection are not fitted well, particularly the large AIN peak (see
4.24(e)). However, the small AIN peak is matched well by the simulated scan (see
4.24(f)). A poor fit to the w scan for the (0004) reflection was also seen for sample
€30. The reason for this is unclear.

The GaN peak has been fitted well for both the w and & — 26 scans as shown in
Figs. 4.24(d) and 4.20(a), respectively. However, in order to fit this peak relative to
the peak AIN the GaN layer necds to be made exceptionally thin in the simulation,
thinner than the perpendicular block size required to generate the correct peak width
in the 8 — 28 scan. This effect was also scen for sample €30, and is not understood.
The simulation parameters for GaN are given in Table 4.17.

The peak position for both the (0002) and (0004) reflections is determined by
the atomic plane spacing perpendicular to the sample surface. Hence there is a fixed
relationship between the peak position for the (0002} and (0004) reflections, namely

90004 = Sil’l_l(‘z Sin(eooog)) ) (42)

where 20po02 and 26p004 are the 20 positions of the Bragg peaks for the (0002) and
(0004) reflections, respectively. However, the peak positions observed for the 8 — 26
scan of the (0004) reflection did not match the positions from (G002) scan (a similar
cffect was seen for sample C30). The shift was approximately 3.1° in 20 (for C30 it
was about 3.5°). The origin of this shift is unknown, and is possibly due to some
calibration error.

Two sub-layers were utilised in modelling the AIN layer for C70 (whereas €30 used
only one). The strain-weight distributions (Figs. 4.21 and 4.22) show two separate
peaks; the discontinuity in the strain-depth profile indicates the interface between
the two layers. The average strains and tilts are reported in Tables 4.17 and 4.18.
As is expected these are the same for the two simulations. The major difference
between the model optimised for the (0002) and (0004) reflections is the relative
thicknesses of the two sub-layers. The model optimised for the {0002) reflection uses
similar thicknesses for the two sub-layers, which leads to two peaks with similar
intensities. This produces the broad double peak observed for this reflection in
the 8 -~ 26 scan (see Fig. 4.20). The model optimised for the (0004) reflection
used very different layer thicknesses, in order to produce two peaks with different
intensities. Interestingly, the dislocation density is 2 x 10%cm~2, which is two orders
of magnitude smaller than for the C30 sample.

This sample highlighted the importance of measuring multiple reflections for one
sample. The affect different mosaic block parameters have on the peak shape varies
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Figure 4.24: w scans for sample type C70. (a) 20 = 36.6368°, (b) 28 = 37.167°,
(c) 20 = 38.4167°, (d) 26 = 34.5556° (the GaN peak), (e) 20 = 74.8244°, and (f)
20 = 78.13°. The circles (o) represent the experimental data. The solid line (—)
is the simulated profile optimised to fit the (0004) reflection, and the dashed line
(——) is the simulated profile optimised to fit the (0002) reflection.

depending on the reflection being investigated. By simultaneously fitting multiple
reflections there is a tighter constraint on the fitting parameters.
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4.4 Sample Series D: InGalN Grown on GalN/AIN Buffer
Layers

X-ray diffraction measurements on InGaN allow the layer composition and strain
to be determined (see c.g., Fewster, 1996; Schuster et al., 1999). These important
parameters directly impact on the bandgap and hence affect the emission wavelength
of the semiconductor {O'Donnell et al, 2001). Various methods for extracting the
strain and composition using the peak positions of symmetric and/or asymmetric

- reflections have been reported in the literature (sce e.g., Krost ei al., 1999; Schuster

et al, 1999; O’Donnell et al., 2001; Vickers et al., 2003).

Here we describe the analysis for the type D samples. Each of these samples had
a 30 nm LT-AIN buffer layer and a 2 um GaN buffer layer. Three different InGaN
top layers were investigated: 20 nm Ingos5GagesN, 20 nm Ine30Gag 70N and 200 nm
Ing 12GagssN. Table 4.19 summarises the scan parameters for the type D samples.

The statistical diffraction theory is used in conjunction with a mosaic block model
to probe the defect structure of the material. The statistical diffraction theory,
developed in Sec. 2.8.3, can also be used to model the strain and composition.
However, it is simpler to calculate the strain and composition directly from the peak
positions using the elastic stiffiness constants, and use statistical diffraction theory
to calculate the statistical parameters (i.e., mosaic block size and misorientation).
The strain quoted in the statistical diffraction analysis assumes the composition of
the layer is equal to its nominal value, and hence it incorporates the peak shift due
to strain and composition.

The experimental scans collected for the type D samples have much improved
signal to noise ratio compared to the other sample types. This can be directly
attributed to the increased X-ray intensity due to the absence of the analyser crystal

Table 4.19: Experimental scan parameters used for samples of type D.

Parameter Value
Wavelength 1.5406 nm
Entrance slit horizontal size 2.0 mm
Entrance slit vertical size 0.2 mm

Detector slit horizontal size 10 mun
Vertical divergence at sample 20 arcsecond
Raw count rate at sampie Unknown®
Count time per point 1 second

s TP

“Intensity was too large to measure with a photon counting detector.
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and secondary monochromator. A slit system was used in front of the detector to
restrict the angular range. The horizontal size of the slit was 10 mm. Three different
vertical slit sizes were used during the experiment: 0.5 mm, 1 mm, and 10 mam. This
equates to an angular window of approximately 0.08°, 0.15°, and 1.5°, respectively
(for a sample-to-detector distance of 0.37 m). The angular window of the analyser
crystal used with the previous samples was = 9 arcseconds; hence the increased
signal to noise ratio comes at the expense of angular resolution. However, as the
reflections are very broad it was decided that an increased count rate was more
important than high angular resolution.

Throughout the following sections ‘narrow slit’ refers to the 0.5 mm slit, and
“wide slit’ refers to the 10 mm slit. The 1 mm slit was only used for selected scans
about the (11.4) reflection and is referred to explicitly when used.

The maximum intensity of the diffraction peaks was several orders of magnitude
larger than the features of interest in the wings of the diffraction profile (such as
the thickness fringes). However, the dynamic range of the detector system was not
adequate to collect all of the data in one scan. In a number of cases several scans were
collected for a single reflection and scan type, using various beam attenuators. Beam
attenuation was achieved using different combinations of three aluminium filters of
various thicknesses. The thicknesses of the aluminium filters were unknown, and
could not be measured directly because they were installed in a sealed unit. The
scans collected using different filters were matched empirically when they overlapped.
This process involved plotting multiple sets of data on the same axes and applying
a multiplying factor to the ‘attenuated scan’ until it matched the base scan in
the region where the two scans overlapped. If the overlapping region was near
the background level of one of the scans, an approximate background count was
subtracted (in most cases this was not critical), so that the scans fitted together
correctly. Care was needed when matching scans in regions where the intensity was
close to saturating the detector because the count rate was not linear. Typically
filter #1 reduced the incident intensity by a factor of 3.5, filter #2 by a factor of
40, and filter #3 by a factor 900. These values were determined by comparing scans
with various combinations of filters.

An example of a composite scan is given in Fig. 4.25. The different colours
represent separate scans. The peak region (red and black) was coliected using two
different filter combinations to prevent saturation. There is an abrupt change in
peak shape where the green and red scans meet, which suggests an error in the
matching of the scans. However, as the inset in Fig. 4.25 shows, the red scan
matches the green scan throughout this region, hence the discontinuity at 26 = 35°
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Figure 4.25: An example of a composite scan. The blue and green scans were
collected using a non-attenuated X-ray beam; the red and black scans used different
combinations of filters, and hence had to be normalised to the other scans. The
inset shows the overlap region for the green and red scans, with the green scan
deliberately offset so as to clearly se+: the shape of both scans.

is due to the sample and instrumental effects.? The green scan in the inset was
offset vertically for clarity. Note that the red scan becomes constant at about 26
= 37.7°, unlike the green scan. This is because the background noise generated in
the detector electronics (i-e., background not due X-rays) is a larger fraction of the
count rate for the red scan, than for the green scan.

The experimental scans collected using a filter had to be scaled by the attenua-
tion factor for the appropriate filter, or combination of filters. (The values quoted
above were used if the experimental evidence did not suggest otherwise}. Most com-
posite scans were already based on a non-attenuated beam intensity, and hence were
not modified. After the attenuation was taken into account the experimental and
simulated scans were normalised in two different ways. For the first normalisation
method an experimental peak was chosen and normalised to a height of unity. All
other experimental scans were then normalised using the same factor (thus ensui-
ing the relative peak heights were preserved). Then a simulated profile was chosen
and normalised to an experimental peak, with all other simulated scans normalised
with the same factor. Hence the relative peak heights are also preserved for the
simulated profiles thereby allowing the scans to be assessed relative to each other.

2The scan in Fig. 4.25 was collected using a wide (10 mn) detector slit. The discontinuity is
due to the very intense Bragg peak from the 2 pm GaN layer. This causes the rapid increase in
intensity. The shoulder to the right of the discontinuity is the AIN peak.

| A et et =
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This was done separately for each sample and slit width. For the second normalisa-
tion method the simulated profiles were normalised for each scan separately - thus
allowing the peak shapes to be assessed.

An important {eature seen in the diffraction profiles is the so called thickness
fringes. For perfect lavers these fringes originate from interference of the beams
diffracting from the top and bottom surfaces of a layer of crystal. Oscillations of
this kind indicate high quality paralle] interfaces. Since our samples have high defect
densities it is not likely that the interference is between the beams diffracting from
the top and bottom of the layer, but rather from an object thinner than the layer.
For the mosaic block structure assumed for our samples (see Sec. 2.9), the simulated
oscillations are determined by the mosaic bleck size perpendicular to the sample sur-
face. The oscillations generated by the simulation have a greater amplitude than
is evident in the experimental scans because for real samples the blocks are not all
the same size and the top and bottom of the blocks are not be perfectly parallel.
Including these imperfections would dampen the oscillation. It is possible to incor-
porate a distribution of block sizes into the simulation, however, this significantly
increases the execution time for the simulation, and is of limited utility because a
distribution of block sizes is not solely responsible for dampening the oscillations.
Including additional parameters to improve the fit without a well founded empirical
reason does not benefit the analysis. The oscillations were dampened for the scans
collected using a wide detector slit because of the inherent averaging over a large
region of reciprocal space. In fact the presence of thickness fringes can be expleited
to allow the mosaic block size perpendicular to the sample surface to be determined
quickly and accurately.

For thick layers (or mosaic blocks) the thickness fringes will have a very small
angular period. This imposes limits on the minimum angular resolution required
of the detector system. It is possible that thickness fringes from the GalN layer
may have been present, but not observed. The 2 um layer thickness equates to a
fringe period (in ¢ - space), of approximately ¢ = 2x/2000 = 0.003 nm~!, whence
the angular spacing (for A = 1.5405 A) is 8 arcseconds (if the height of the mosaic
blocks was the full thickness of the layer). This is at the limit of our high resolution
apparatus (which is & 7 arcseconds), which was used for sample types A and B. If
the mosaic block height was smaller, then the fringes may have been observable with
the high resolution system, and would have assisted in determining the mosaic block
size perpendicular to the sample surface.

The background count was a function of the slit size, filters, and the angular
position of the detector. For each scan this was either determined by observing the
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peak shape and noting if a constant value was reached at the extremities (for wide
scans), or by fitting the peak wings with a Lorentzian profile. In many cases the fea-
tures of interest were of sufficient intensity that the background could be neglected.
Where the background count was significant a constant value was added to the sim-
ulated scan, rather than subtracted from the experimental profile. Subtracting the
background from an experimental scan accentuates noise when plotting on a loga-
rithmic scale. The background will mask any oscillations that would otherwise have
been apparent, and on a logarithmnic scale adding a background to the simulation
scan does likewise.

The 8 — 20 scans, w scans, and RSMs, displayed throughout this chapter use a
logarithmic scale for the ordinate axis (i.e., X-ray intensity). This accentuates the
peak shapes and allows low intensity features to be displayed simultaneously.

4.4.1 Sample D05: 20 nm IngosGaggsN

Sample DO5 was the same as sampie €30 except that the GaN layer was 2 pm thick
and a 20 nm top layer consisting of InggsGagezN was present. The low InN content
ensured that the InGaN layer would be of a relatively high quality, and its peak is
expected to be close to the GalN peak. In fact, as shown in FFig. 4.26 the GaN and
InGaN peaks overlapped, although their different peak shapes cnsured they could
be distinguished from one another.

The experimental scan parameters are given in Table 4.20. In addition to the
earlier specifications, the versical size of the slit in front of the detector, and the
combination of filters used to attenuate the incident beam are included in the table.
Table 4.21 summarises the composite scans constructed from those in Table 4.20.

A large amount of data was collected for sample DOS, encompassing three reflec-
tions: (0002), (0004), and (1124). The 6 ~ 20 scans were collected with a 10 mm
and 0.5 mm wide vertical slit in front of the detector; the w scans and RSMs used
a 0.5 mm slit only. The scans collected with the 10 mm slit were normalised to
the GaN(8002) peak in the 8 — 20 scan. The scans collected with the 0.5 mm wide
slit were normalised to the InGaN(0002) peak in the 8 — 28 scan. For this sample
only homogenecous layers were considered in the simulation, i.e., no strain, tilt, or
misorientation distributions were required to fit the data.

Figures 4.26 and 4.27 show the 8 — 26 scans for the (00.7) reflections.® A reliable
composite profile for the (0002) reflection was impossible to produce using the # —28

%The notation (00.1) means the scans of type (000!) where ! is any integer. For the Group III

nitrides the reflections for {=o0dd are forbidden (not present). The (00.1) reflections are also known
as symmetric reflections.




Table 4.20: Experimental scan parameters for sample D05. This sample includes a
20 nm thick Ing osGagesN layer.

Sample Reflection  Scan Type Detector, slit {vert.) Filter Step size Range
No. {mm)} (arcsecond) (deg)
D051 {0002) 020 10 #1,4#2 26: 108 28: 31.0-41.5
D05:2 0 — 20 10 #1,#3  26: 108 20: 32.4-36.0
D05:3 o - 20 10 #1,#3  26: 108 20: 41.5-42.0
DO5:4 0~ 20 10 #1,#3  26: 36 28: 41.542.0
DO5:5 620 10 Mone 26; 108 2¢: 28.0.33.9
DO5:6 o-20 10 None 20: 108 20: 35.341.0
DO5:T 0~28 0.5 #3 20. 108 20: 26.0-37.4
D58 e -20 0.5 None 28: 108 2¢: 26.0-28.0
DO5:9 ¢ —20 0.5 None 20: 108 20: 37.4-40.0
D05:10 w (20 = 32.3058°) Q0.5 None w: 36 A £13
Do5:11 w (20 = 32.8212°) Q.5 None w: 36 Ay £1
D03:12 w (26 = 33.1852°) 0.3 None w: 36 Awr £1
D05:13 RSM 0.5 None ¢ 109 £ +20p:28.0-37.4
Awr 113 Aur; +0.345
D05:14  (0004) 0— 20 10 #1.#3 108 20: 34.0-81.0
D05:15 g - 20 HH #1,#3 108 28: 66.0-78.0
Do5:16 w {20 = 6B.9BG®) 0.5 None w: 36 Aur £1
D03:17 w (20 = 68.257°) 0.5 None wi 36 Awr 1
Do4:18 w (28 = 67.771°) 0.5 None w: 36 Aw: 11
DO5:1% RSM 0.5 None € 219 € + 20:62.0-75.0
w: 113 S £0.345
D05:20  (1124) g-~29 10 #1 20: 216 26: 94.9548
-103.9548
no56:21 o~ 20 10 #3 20: 208 26: 99,3548
-101.9548
D05:22 w (20 = 99.9548%) 10 #3 Awr T2 Aw: 1
D05:23 RSM 1 #3 g: 216 £+ 20;5:89.9548
-101.9548
w: 144 Auw: —1.5-05

Table 4.21: Summary of the composite scans for sample D05. The supplementary

scans arc multiplied by the attenuation factor to match them to the base scans.

Base Scan Supplementary Scan
No. Scan No.  Filter  Scan No. Filter Atten. Factor
D05:C1 D05:5,D05:6 None D05:1 F#1,#2 75
D05:2,D05:4  #1,#3 3150
D05:C2 D05:13 None D05:7 #3 900
D05:.C5 D05:20 #1 D05:21 #3 800
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Figure 4.26: Experimental profile (o) and simulated profile (—) for the § — 26 scans
for sample D05 using a narrow (0.5 mm) slit. {(a) (0002) reflection, and (b) (0004)
reflection. The {0002) profile is a composite scan (D05:C2) from Table 4.21. The gap
in the (0002) experimental profile at approximately 26 = 34° is due to the detector
saturation. The (0004) profile is scan D05:19 from Table 4.20.

scans collected nsing the narrow slit because the region immediately cither side of
the GaN peak was not covered adequately. Specifically the non-attenuated scans
(D05:8 and D05:9) did not extend clos: enough to the GaN peak, and the central
scan {D05:7) was too severely attenuated in that region. The attenuated scan shows
the periodic noise described in Sec. 4.6. A composite profile was constiucted (see
Fig. 4.26(a)}), using the central line from the RSM collected for the (0002) reflection
(see Fig. 4.28(a)) and the attenuated scan. However, there is a small angular
range (at about 26 == 34°) for which the detector was non-linear {due to saturation),
and the attenuated scan was at the background level. This is observed as a gap

T T e s 2 L
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Figure 4.27: Experimental (o) and simulated (—) profiles for 8 — 26 scans about
the (0002) reflections for sample P05 using a 10 mmn slit. The experimental profile
is the composite scan D05:Cl1 in Table 4.21. The narrow peak at approximately 26
= 41.5° is the sapphire {0006) reficction.

in the experimental scan in Fig. 4.26(a). The (0004) scan in Fig. 4.26(b) was
extracted from the RSM collected about the (0004) reflection (Fig. 4.28(¢)) because
no dedicated 6 — 26 scan was collected with a narrow slit about the (0004) reflection.
The & — 28 scans, collected about the (00002) reflection using a wide slit in front of
the detector are a composite of several scans (see Fig. 4.27).

A closer examination of the two 8 — 28 scans, collected using the narrow slit (Fig.
4.26), shows four features of interest: an intense narrow peak at 26 = 34.6° for the
(0002) reflection and 72.8° for the (0004) reflection, a wider peak at 26 & 34.2° for
the (0002) reflection or 72° for the {0004) reflection (overlapping with the narrow
peak), a shoulder to the right of the narrow peak (only seen in the (0002) scan at
about 26 = 36°), and small oscillations to the left of the wider peak. The narrow
peak is undoubtedly due to the GeN layer, which is comparatively thick. The peak
immediately to the left of the Galv peak is the InGaN peak. This is confirmed by
its position in the & — 26 scan. The InGaN layer is two orders of magnitude thinner
than the GaN layer, hence the peak is far wider. The shoulder to the right of the
GaN peak is the AIN peak, which is also confirmed by its peak position. Finally,
the oscillations seen to the left of the InGaN peak are thickness fringes arising from
the InGaN layer (they would also appear to the right of the InGaN peak, however
thay are obscured by the GaN peak).

Each of the four featurcs has been fitted approximately by the simulations (see
Fig. 4.26). The peak positions, as well as the period and maximum intensity of
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Figure 4.28: Reciprocal space maps for sample D05, (a) Experimental RSM. and
' {0) simulated RSM about the GaN(0002) reflection: (¢) experiinental RSN and (d)
simulated RSA about the GaN(0004) refiection. The sitmulated RSMs have been
scaled so that the InGaN peak heights match the experimental data.

the thickness fringes, agree well with the simulated data. It is encouraging that
the simulated [nGaN peak height agrees with the experimental data for the (0004)
' reflection, because it suggests that the simulation correctly determines the change
m diffracted intensity between the different reflections. However. there are some
notable discrepancies between the experimental and simulated data, e.g.. the ‘bulge’
on the right hand side of the GaN{0002) peak (at about 28 =34.8°). the height of
the GaN peak. the amplitude of the thickness oscillations, and the shape of the
AIN peak. The ‘bulge’ in the peak shape at 34.8° is discussed below. The GaN
peak is narrow and very intense, thus detector saturation and/or a large step size
{(compared to peak width) may have prevented the true peak height from being
measured. The origin of the large amplitude thickness fringes was discussed in the
previous section. Apart from not matching the thickness fringes correctly. the large
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oscillations strongly distort the appearance of the AIN layer peak.

The § — 28 scan for the (0002) reflection collected using the wide (10 mm) slit has
a different shape to the data obtained with the narrow slit (Fig. 4.27). In particular
the GaN peak is much wider, and the InGaN peak cannot be resolved. However,
the AIN peak and the thickness oscillations originating from the InGaN layer are
apparent. An interesting feature of Fig. 4.27(a) is the very sudden drop in intensity
on cither side of the GaN peak. These abrupt changes (also seen in the simulated
scans) <7 due to the very sharp (in reciprocal space) GaN peak entering and leaving
the ~iev of the detector. This allows the angular window of the slit system to be
a = oy determined from the experimental scan (this point is elucidated in Sec.
4.4.2). The 6 — 26 scan for the (0004) reflection provided very little information
because the filter attenuated the beam too severely; a plot has not been included.

The simulated 8 — 26 scan matches the low intensity features of the # — 28 scan
for the (0002) reflection well. In particular the thickuess oscillations agree with
both the amplitude (at least near the peak) and period of the experimental data.
Also the AIN peak shape is matched closely, unlike the narrow slit scan, because
the simulated thickness oscillations have been damped by integration over reciprocal
space. However, the full GaN peak shape has not been properly matched; the width
at the base is correct, but the peak height as well as the width near the top of the
peak are incorrect. For  — 20 scans collected using an X-ray source with a small
divergence and a detector with a small angular window (e.g., when an analyser
crystal is employed) the peak width depends on the mosaic block size perpendicular
to the sample surface and a distribution of strain or composition. However, when
a detector with a wide angular window is employed, the detector integrates along
a line in reciprocal space that is obtuse to the q,-axis. Therefore the peak width
also depends on features that affect the width of the peaks in the Aw {g,) direction
(misorientation and lateral block size), and also the size of the detector slit (refer to
Sec. 4.4.2 for a discussion of the effects of the detector slit width). The simulated §—
20 scan may match the experimental data more closely by narrowing the simulated
GaN peak in the Aw direction by reducing the misorientation, or increasing the
mosaic block size parallel to the sample surface. Usually the misorientation or lateral
block size is determined by simulating the w scans and comparing with experimental
profiles. However, a suitable dedicated w scan was not available, and the GaN peak
was saturated for the RSM (see Fig. 4.28(a)). Another scan that is influenced by
the width of the GaN peak is the w — 26 scan (for Aw = —0.345°) shown in Fig.
4.29. This scan was extracted from the RSM shown in Fig. 4.28(a¢). The rclative
intensity of the GaN and AIN peaks in this scan is determined, in part, by their
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Figure 4.29: w — 28 scan for sample D05 near Ga(0002). The experimental data
(o) was extracted from the RSM for the (0002) reflection (sec Fig. 4.28(a)). The
solid line (—) is the simulation profile normalised using the same factor as for Fig.
4.26(a), and the dashed line {——) is the simulation profile normalised such that the
experimental and simulated AIN peaks heights are the same.

width in the Aw scan. By decreasing the misorientation, or increasing the lateral
block size (for the GaN layer) the relative intensity of the AIN peak in the w — 28
scan increases. A compromise was required for the misorientation and block size so
that the simulations of the w—20 scan (Fig. 4.29) and the 8 —26 scan collected using
the wide shit {Fig. 4.27) were in reasonable agreement with the experimental scans.
If we were to ignore the w — 26 scan the model parameters could be adjusied so that
the simulated 8 — 26 scan (with the wide detector slit) is in better agreement with the
experimental data. In fact all experimental scans could matched more accurately
by the simulated profiles if the parameters are optimised for each scan individually.
Matching all scans simultaneously allows a more correct set of parameters to be
determined for the sample.

The § — 20 scans show a very sharp GaN peak, which suggests a high quality
layer. The presence of thickness oscillations suggests that the InGaN layer is of
reasonable quality because flat parallel interfaces are required for these oscillations
to be produced. The AIN layer has the poorest quality since it produces a broad
peak without thickness fringes. All three peaks are close to their relaxed positions,
implying that only small strain is involved. The simulated scans for the (00.)
reflections are strongly dependent on the mosaic block size perpendicular to the
sample surface, the relative layer thicknesses, and the strain perpendicular to the
surface. (For the wide detector scans the other fitting parameter have some effect as
well, because the results are averaged over a large region of reciprocal space). The
fit to the data suggests that the specific parameters used are reasonably accurate.
These parameters are summarised in Table 4.22. The perpendicular mosaic block
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Table 4.22: Simulation parameters for sample DO05.

Layer Parametlers Block Parameters
Material Thickness  Tilt  Lat. Strain  Perp. Strain  Lat. Size Perp. Size  Misorientalion
{nm) (deg) (nm} (nm) (deg)
InGaN 20 -0.02 0.0 0.0025 400 15 0.1
GaN 2000 o 0.005 0.015 6C0 1500 0.35
AIN 30 -0.03 — 0.035 40 10 0.7

size for the InGaN layer is particularly accurate because it is determined from the
period of the thickness oscillations.

Several w scans were collected near the Ga(0002) and Ga{0004) reflections. These
scans were used to investigate the three spurious peaks seen in the RSMs for this
sample (see e.g., Figs. 4.28(a) and (¢)). The origin of these peaks is unknown
and they have not been simulated. The w scans for the (0002) reflection also give
information about the layers of interest and are shown in Figs. 4.30(a)-(c}. Only
the peak about Aw = 0 has been simulated. The dedicated w scans for the (0004)
reflection only show the spurious peaks and have not been reproduced here. Several
w scans were extracted from the RSM, for both the (0002) and {(0004) reflections, in
order to compare against the simulations. These arc shown in Figs. 4.30 (d) - (f)
and in Fig. 4.31. The w scans at 28 = 32.3058°, 32.8212°, 33.1852°, and 33.8826°,
provide a measure of the width of the InGaN peak in the g, direction. These scans
confirm that the InGaN layer is of a reasonable quality, with the peak width much
narrower than those seen for the AIN layers investigated earlier, The w scan at 26
= 36.0052° has two superposed peaks. The narrower peak is from the InGaN layer
and the broad peak from the AIN layer. This demonstrates that the AIN layer has
a high mosaicity.

In general the w scans collected about the (0002) reflection have been fitted well
(ignoring the spurious peaks, which have not been simulated). The exception is
the scan collected with 20 = 34.853° (see Fig. 4.30(¢)). This scan corresponds to
the ‘bulge’ to the right of the GaN peak in the experimental 4 — 26 scan for the
(0002) reflection (Fig. 4.26{e). This ‘bulge’ was not seen in the simulated 8 — 26
profile. There are two components to the peak shape in Fig. 4.30(¢); a narrow
peak centred at approximately Aw = 0.02° and a broad low intensity profile. The
narrow peak is likely due to the InGaN layer, since the layer tilt and peak width
(in the Aw direction} are the same as for the other peaks that are attributed to
InGaN. However, the position (in the 8 — 28 scan) and intensity of the ‘bulge’ rule
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Figure 4.30: Experimental profiles (o) and simulated profiles (— and ——) for the w
scans near the GaN(0002) reflection for sample DO5 {using a narrow slit). The solid
line (—) uses the same normalisation factor as Fig. 4.26(a); the dashed line (—--)
is normalised to the experimental peak height. The 26 positions for the scans are:
(a) 32.3058°, {b) 32.8212°, (c) 33.1852°, (d) 33.8826°, (e) 34.853°, and (f) 36.0052°.
Scans (a)-¢) were collected as dedicated w scans using a narrow (0.5 mm) slit, and
scans (d)-(f) were extracted from the RSM shown in Fig. 4.28{a).




(a) (b)
0.010- ,'.—‘\‘ . E
h) \
v \
> 0,001 A > i\ e
B w L B E 4 '
$5 S5 K/ |
£ x : £3 Y L
732 . % £ 0.001 . °’.' ‘\\ I
L F 1 L 1 - = o 1 L 4 i M e ‘j
03 02 01 00 01 02 03 03 02 01 0.0 01 02 03
Aw (deg) Aw (deg)
(c) . (d) ,
{: v s S . oy
nr \‘ o . . , .. gf’° .\‘9 . + . .
’é‘ : ‘\ ° é‘ * ° !' \\ ° * . °
g gootny, .- ; &€ £ 0.001; J " ]
LS Y ‘\ .Qg ?_\ ’ .
c N -5 ,’ \
>.< 4, \\\ )"( ,’ \\
.01 ,fi . I s s
03 02 01 00 0¥ 02 03 03 02 01 00 01 02 03

Ao (deg) A (deg)

Figure 4.31: Experimental profiles (o) and simnulated profiles (— and ——) for the
w scans near the GaN(0004) reflection for the sample D05 (using a narrow slit). The
solid line (—) uses the same normalisation factor as Fig. 4.26(a); the dashed line
(—~~—) is normalised to the experimental peak height. The 20 positions for the scans
are: (a) 71.355°, (b) 71.7802°, (¢) 72.3878°, and (d) 73.542°. These scans were
extracted from the RSM shown in Fig. 4.28(c).

it out as being a part of the main InGaN layer peak or a thickness oscillation. The
discrepancy may be due to detector saturation, or some feature of the sample that
has not been taken into account.

The two simulated w scans near the GaN{0004) reciprocal lattice point have the
correct shape and relative intensity; however they are slightly offset in the Aw di-
rection. This is a minor effect that has not been explored. It is possibly a slight
calibration problem resulting from drift during the experiment, or perhaps it arises
from a change in the average tilt. The latter can result when the size of the illumi-
nated region decreases as we change from the {0002) to {(0004) reflection.

Tiie RSMs for the (06.1) reflections are shown in Fig. 4.28. The most obvious dif-
ference between the simulation and experiment is the increased range and amplitude
of the thickness fringes. A constant intensity has been added to each of the simu-
lated RSMs to match the background intensity of the experimental data, and the
simulations have been truncated to emulate the effect of detector saturation. This
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Figure 4.32: Experimental (o) and simulated (—) profiles for the (1124) reflection.
(e) 6 — 26 scan and (b) w scan.

ensures the simulated RSMs have the same ‘dynamic range’ as the experimental
RSMs, allowing the relative peak heights to be compared.

Figures 4.32(a) and 4.32(b) show the # — 20 scan and w scan for the (1124)
reflection, respectively; the RSMs shown are shown in Figs. 4.33 and 4.34. The
RSM in Fig. 4.33{a) wes collected using the technique described in Sec. 2.10.
Figure 4.34 was collected using a different technique as described in Chapter 5.
There is only one peak visible near the GaN(1124) position. This suggests that the
InGaN and the GaN peaks are completely superposed. (The AIN peak is too weak
to be seen in these contour plots). In order for these peaks to be superposed there
must be stress parallel to the surface of the sample for at least one of these layers.

The fit to the data for the asymmetric (1124) reflections was very poor. The
simulated scans were too wide and the InGaN peak too preminent in the § — 26
scan. Although the fit could be improved somewhat if these scans were considers:
in isolation, the correct peak shape could not be reproduced for any combination
of fitting paramecters. This suggests that there is a discrepancy between our medel
aad the actual defect structure. This point is discussed in more detail in Sec. 4.7.

Despite the differences between the simulated and the experimental data the
(1124) scans allowed the lateral strain to be determined. Strain in the crystal will
change the ratio ¢/a from its relaxed value and move the diffraction peak in reciprocal
space. For relaxed crystals with the same ¢/a ratio, the asymnetric reflections with
the same asymmetry angle lie along a line at an angle ¢ with respect to the q,-axis.
Increasing the c/a ratio shifts the pcak above the line and vice versa. The strain
perpendicular to the sample surface was determined using the (00.) reflection data.
The strain parallel to the surface was determined from the position of the (1124)
reflection. Figure 4.33 shows that the simulated peak positions are correct for both
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Figure 4.33: Reciprocal space maps of the GaN(1124) reflection for sample D0S. (a)
Experimental RSM, and (b) simulated RSM.
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Figure 4.34: Reciprocal space map of the GaN{1124) reflection for sample D05,
collected using the imaging plate technique described i Chapter 5.
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Figure 4.35: Reciprocal space construction showing the origin of the streak due to
mosaic block misorientation.

scans. This is demoastrai«d more clearly in the RSMs shown in Fig. 4.28, where
both peaks are at the same position; the InGaN peak is superposed on the GaN
peak.

Although the simulated and experimental RSMs, for the (1124) reflections, are
not identical they have several features in common. In particular both RSMs ex-
hibit peaks with streaks parallel to the g, direction; also both show streaks running
approximately 40° to the gx-axis (althougl in the simulation the stresk is concen-
trated at the centre of the peak, while for the experimental data it occurs at the
extremities of the peak). The simulated scan also displays a streak parallel to the
q. direction. The streaks perpendicular and parallel to the q, and g, directions
are due to the geometry and extent of the mosaic blocks. In effect they represent
a diffraction pattern (or power spectrum) of a rectangular aperture. The streak at
40° to the gx-axis is due to the misorientation of the mosaic blocks. For a crystal
consisting of an infinite array of mosaic blocks illuminated by monochromatic plane
waves, and a detector with a J-function response in reciprocal space, broadening
of the diffraction peak will be due solely to the rotation of the blocks. This is the
same as a perfect crystal illuminated by a divergent source. Figure 4.35 illustrates
this situation in reciprocal space. Rotating the crystal surface by a small angle
(corresponding to having many crystallites with different orientations), or rotating
the incident wavevector causes the diffraction vector to sweep out a path that is
perpendicular to the line from the origin to the reciprocal lattice point. For larger
angles the path is an arc in reciprocal space. For symmetric reflections the streaks
due to the lateral block size and the misorientation are superposed and cannot be
easily distinguished from one another.
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There is a second peak in Fig. 4.34 at about g, = 9 nm™' The origin of this peak
has not been identified; however, the peak appears to be at the correct g, position
for AIN. A very large strain parallel to the crystal surface would be required for the
peak to be at that position. Further analysis of this peak has not been completed.

Assuming that the InGaN layer has grown pseudomorphically on the GaN layer,
the composition of the InN composition is found to be 5%=%1%. This agrees with
the expected value of 5%, which is estimated from the growth parameters. The
strain components are (2.8 - 0.4) x 10~3 and (—=5.4 £0.8) x 10 perpendicular and
parallel to the (0001) plane, respectively. The perpendicular strain agrees with the
value determined from statistical theory (see Table 4.22). The strain parallel to
the (0001) plane was not determined from statistical diffraction theory because the
InGaN peak is broad and close to the GaN peak position (no high resolution w scan
was collected).

The growth procedure used for sample C30 was identical to the initial stages of
the growth for of sample DO5. Sample €30 was removed from the growth chamber
after the LT-AIN buffer layer and only 30 nm of GaN had been deposited. Comparing
the results for samples C30 (see Sec. 4.3) and D05 allows us to identify the changes
in the LT-AIN buffer layer during the growth of the GaN and InGaN layers. The
mosaic block parameters determined for the AIN and GaN layers for sample C30 are
reported in Table 4.14, with the mosaic block parameters for sample DO5 given in
Table 4.22. The AIN layer in sample D05 was improved over that seen for sample €30,
displaying a much smaller misorientation and tilt. The block size, however, is close
to that seen for sample C30, indicating a similar dislocation density of 1.2 x 1¢'?
em~2. The GaN layer is 70 times thicker than that used for €30, and hence its
parameters are expected to be very different.

The InGaN layer is of a good quality considering that it is very thin. This is
because it is grown on a thick good quality GaN layer. The InGaN layer has a,
very low InN content so it has similar lattice parameters and coefficients of thermal
expansion as the GaN layer on which it is grown. The dislocation densities of
the GaN and InGaN layers are 5.6 x 10 cm™2 and 1.3 x 10% cm~?, respectively.
These dislocation densities are two orders of magnitude smaller than for the AIN
layer. Hence, the AIN layer appears to be accommodating the lattice and thermal
mismatch. However, these dislocation densities are still orders of magnitude larger
than many other optoelectronic systems 4.

4GaAs is typically grown with a dislocation density of 10* em™2 to 105 em~=2 (sec e.g.,
http://parts. jpl.nasa.gov/mmic/3-1.PDF)
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4.4.2 Sample D30: 20 nm Ing3,Gag 0N

The ‘active’ layer for sample D30 was nominally Ing3Gag7N. The InN content is
much larger than for sample D05. The experimental parameters are summarised
in Table 4.23 and the scans are shown in Figs. 4.36 - 4.41. For this sample the
experimental scans were normalised to the GaN peak in the 8 — 20 scan (about
the (0004) reflection). The simulations were performed in a similar fashion as for
DOS, with no distribution of the strain or any other block parameter included. The
normelisation for the simulated scans was based on the InGalN peak in the ¢ — 26
scan of the (0004) reflection. The experimental and simulated scans for a wide
detector slit were normalised against the InGaN(0002) peak.

The # — 260 (0002) scan for the (0002} reflection (Fig. 4.36(a)), has a very low
intensity since it was collected using the most attenuating filter. (The central RSM
scan, shown in Fig. 4.41(a), gave the same result because it was also collected with
the same filter). Since the InGaN layer has a much greater InN content than was

Table 4.23: Experimental scun parameters for sample D30. This sample includes a
20 nm thick InzeGazgN layer.

Sample Reflection Scan Type Delector slit {vert.) Filter  Step size Range

No. (mm) {arcsecond} (deg)

D301 {0002) 0—20 10 #1442 20: 108 20: 28.0-41.5

1230:2 09— 20 10 None 20: 108 20: 28.0-41.0

D36:3 8- 28 0.5 #3 2¢: 108 20: 26.0-37.4

D30:4 w (20=34.56°) 0.5 #1,#3  wr 55 Aw: 1

D30:5 w (20==34.56°) 0.5 #£3 w: 108 Aw: 13

D36 w (20=33.592°) 0.5 #1L#2 w48 Agr £1

D30:7 w {20=33.592") 0.5 None  w: 108 Awr 23

D30:8 w (20=32.632°) 0.5 #1,#2  w: 48 Aw: E1

D30:9 w (20=32.632°) 0.5 None w: 108 A £3

D30:10 w (20=31.968%) 0.5 #1,H#2  w: 48 Awr 1

D30:11 w (20=31.968°) 0.5 None w: 108 Aur £3

D30:12 RSM 0.5 #3 e: 5.6 €+ 205:28.0-37.4
Aur 113 Awr 20.345

D13 (0004) 0-20 10 #5#3  20: 108 2¢: 66.0-78.0

D30:14 ¢ - 20 10 #1 2¢: 108 20. 33.0-81.0

D30:15 w (20=72.814°) 0.5 #3 w: 108 Aw: +3

D30:16 w (20=70.372°) 0.5 None w: 108 A 3

D30:17 w (20=69,288°) Q.5 Noue w: 108 A £3

D30:18 RSM 0.5 None = e: 109 £+ 20p:62.0-75.0
Aws 113 Aw: £0.345

D30:19  (1124) 0 - 20 10 #1 20: 216 20; 89.9548-101.9548

D30:20 6—120 10 #3 20. 216 20: 89.9548-101.9548

D30:21 620 1 None 20: 216 2¢: 89.9548-101.0548

D30:22 w 10 #3 ar 30 Awitl

D30:23 RSM i None & 216 € + 204:89.9548

-101.9548

Aw: 109 Aw: -1.5-0.5
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Table 4.24: Summary of the composite scans for sample D30. The supplementary
scans are multiplied by the attenuation factor to match them to the base scans.

Sample Base Scan Supplementary Scan

No.  Scan No. Filter Scan No. Filter Atten. Factor
D30:C1  D30:2 None D30:1  #1,#2 85
D30:C2 D30:5 #3 D30:4  #1.#3 10
D30:C3 D30:7 None D30:6  #1,#2 85
D30:C4 D30:14 #1 D30:13  #1,4#3 900
D30:C5 D30:19 #1 D30:20 #3 200

Table 4.25: Simulation parameters for sample D30.

Layer Parameters Block Parameters
Material Thickness Tilt  Lat. Strain Perp. Strain Lat. Size Perp. Size Misorientation
{nm) (deg) (nm) (nm}) {deg)
InGaN 20 0 -0.025 0.001 170 14.8 01
GaN 2000 0 — 0.0025 500 2000 0.12
AIN 30 0 — 0.008 15 6 0.7

present in the D05 sample, the InGaN and GaN peaks do not overlap to the same
extent; they are clearly resolvable in all & — 26 scans. The thickness oscillations are
very well defined, particularly when using the narrow slit (see Fig. 4.36(8)). This
indicates smooth parallel interfaces. The AIN peak is only seen in the two scans
collected with a wide detector slit (see Fig. 4.37). For the (0002) scan (which was
collected with a Aw offset of 0.16°) the left hand side of the AIN peak is obscured
by the GaN peak, in a similar fashion as for the wide slit 8 — 28 scan collected from
sample DO5. The AIN peak is also evident as a slight ‘bowing’ of the profile centred
at 20 ~ 76° in the § — 26 scan shown in Fig. 4.37(b).

The w — 26 scan shown in Fig. 4.37(a) was intended to be a 8 — 26 scan; however,
an error was made using the chg_dial command that resulted in the reported angle
for w-axis being incorrect by a constant factor (0.16°). Figure 4.37(d) is a standard
¢ — 26 =zan.

It should be pointed out that the peak positions observed for the § — 28 scans
collected using the narrow slit about (0002) do not exactly agree with the (0004)
peak positions. This is evident in the slight translation of the simulated profile with
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Figure 4.36: Expertmental profile (o)} and simulated profiles (— and ——) for the
6§ — 26 scans for sample D30 using a narrow (0.5 mm) slit. (a) (0002), and (b) (0004)
reflections. The solid line (—) is normalised to the InGaN(0004) peak for {a) and
(0); the dashed line (——) in (a) is normalised to the InGaN(0002) peak.

respect to the experimental data in Fig. 4.36{a). The origin of this shift is likely due
to a slight calibration problem. Although this was not an important consideration, a
small modification to the strain values for the layers was required for the simulation;
hence the peak positions for both the (0002) and (0004) simulations did not agree
exactly with the experimental profiles. As a consequence of this calibration error
the simulation of the w scan for the GaN(0002) peak was based on the simulated
peak position, rather than on the experimental data (i.e., at a 26 value of 34.477°
rather than 34.56°).

The simulation parameters are shown in Table 4.25. The simulated w — 26 and
@ — 26 scans are in excellent agreement with the experimental data. The simulated
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Figure 4.37: Experimental profiles (o) and simulated profiles (— and ——) for sample
D30 using a wide (10 mm) slit. Figure (a) is an w—28 scan about the (0002) reflection
with Aw = 0.16°, and () is a 8~ 20 scan about the (0004) reflection. The solid line
(—) is normalised to the InGaN(0004) peak for (a) and (b); the dashed line (——)
in () is normalised to the InGaN(0004) peak.

scans in Figs. 4.36 and 4.37 reproduce all the features in the experimental data.
After accounting for the calibration error the simulated profiles were found to be in
good agreement with the experimental profiles; this highlights the sensitivity of the
analysis routine. Furthermore the quality of the fit for the wide slit data shows that
the instrumental function (i.e., the area of reciprocal space that is simultaneously
illuminated by the incident beam and accepted by the detector - also known as a
resolution element (Holy et al., 1999)) can be easily accounted for in the simulation.
This is a distinct advantage of the present analysis technique.

The peak shape and oscillations for the InGaN layer have been matched ex-
tremely well by the simulation, especially for the (0004) scan collected using the
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Figure 4.38: Experimental profiles (o) and simulated profiles (— and ——} for the
w scans for sample D30 using a narrow (0.5 mm) slit. The solid line {(—) uses the
same normalisation factor as Fig. 4.36(d), with the dashed line (——) normalised to
the experimental the peak height. The 26 positions for the scans are: (o) 31.968°,
(b) 32.632°, (c) 33.592°, and (d) 34.56°.

narrow slit (see Fig. 4.36(d)). The GaN peak has also been matched very well.
A compromise was required for the AIN layer parameters since the simulated AIN
peak is pronounced in the (0004) scan, but these parameters provide a reasonable
fit to the peak in the (0002) scan (Fig. 4.37). A better fit might be possible if the
thickness of the AIN layer is reduced; however, varying the layer thicknesses was
avoided to minimise the number of fitting parameters.

The w scans about the (0002) reflection are shown in Fig. 4.38. Each of the scans
are reasonably narrow, indicating low mosaicity, with no evidence of the whole layer
tilting. Figures 4.38 (a) and (b) show the two lower order thickness fringes from the
InGaN layer; Figs. 4.38 (¢) and (d) show scans across the InGaN and GaN peaks,
respectively. A small amount of detector saturation was observed at the peak of
the w scan for GaN. Several of the w scans presented are composite scans (see
Table 4.24). An experimental peculiarity was evident in the composite scan at 26 =
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Figure 4.3%: Experimental profiles (o} and simulated profiles (— and ——) for w
scans for sample D30 using a narrow (0.5 mm) slit. The solid line (—) uses the
same normalisation factor as Fig. 4.36(b), with the dashed line (——) normalised to
the experimental peak height. The 26 position for the scans are: (a) 69.288°, (b)
70.372°, (¢) 72.3878°, and (d) 72.814°.

34.56° (see Fig. 4.38(d)). Three sets of data were available to produce the peak: a
scan extracted from the RSM with filter #3 inserted, and two dedicated scans one
with both filters #1 and #3 inserted, and one with filter #3 only. Comparing the
two dedicated scans suggests that filter #1 reduces the intensity by a factor of 10.
However, a comparison of count rates of the scan collected using filters #1 and #3
and the RSM (which was collected with only filter #3 insert) suggest that filter #1
reduced the intensity by a factor of at most 5. The plot given in Fig. 4.38(d) used
the two dedicated scans (not the scan extracted from the RSM) and an attenuation
factor of 10, as these scans covered a far wider range of angles.

The w scans collected near the (0004) reflection are displayed in Fig. 4.39. Figure
4.39 (a) shows the lowest order thickness oscillation from the InGaN layer, while
Fig. 4.39(b) shows the main InGaN layer peak. Figure 4.39(¢) was extracted from
the RSM on the low angle side of the GaN peak (the significance of this scan is
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Figure 4.40: w — 20 scan for sample D30, with Aw = 0.345°. The scan was extracted
from the RSM for the (0004) reflection (see Fig. 4.41(c)).

discussed below), and Fig. 4.39(d) was collected across the centr of GaN peak.
The scan in Fig. 4.39(c) was extracted from the RSM and it has a much smaller
range than the other scans; consequently, an accurate comparison with the other
scans is precluded. The profile shown in Fig. 4.39(d) has a higher noise level because
it was collected using a filter to reduce the intensity. As with the (0002} reflection
these scans are indicative of reasonably low mosaicity and no tilt.

The w scans in Figs. 4.38 and 4.39, have been reconstructed accurately by the
simulation (particularly the peak shapes), although some of the amplitudes relative
to the narrow slit scan of the {0004) reflection are incorrect. The fact that the
shape of the simulated w scans agrees with the experimental data suggests that the
misorientation and lateral block size have been accurately determined.

Comparison of the simulated scans with the experimental data shows that the
diffraction features due to the InGGaN layer agree particularly well with the simulated
profiles. This includes the w scans in Figs. 4.38(a), (b), and (¢} and 4.39(a) and
(b}, as well as the InGaN peak and oscillation fringes in Figs. 4.36 and 4.37. This
suggests that the mosaic block model is well suited to describing the crystal structure
within the InGaN layer.

Figure 4.40 shows an w — 26 scan with a Aw offset of 0.345°. This was extracted
from the RSM in Fig. 4.41(c). This scan shows the base of the GaN peak to be
quite wide compared to the other peaks. In fact the simulated GaN peak is far too
narrow. Increasing the misorientation distribution width for the GaN layer improved
this fit; however, the fit to the w scan across the GaN peak (see Fig. 4.39(d)) was
worse. The GaN peak shape can also be seen clearly in the RSM in Fig. 4.41(c¢).
Decreasing the mosaic block size perpendicular to the sample surface would increase
the width of the peak in the g, direction, thereby improving the accuracy of the
simulation of the w — 2@ scan; however, the ¢ — 20 simulation would be incorrect.
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Figure 4.41: Reciprocal space maps for sample D30, (a) Experimental RSM, and
(b) simulated RSN about the GaN(0002) reflection: (¢) experimental RSAI and (d)
simitlated RSM about the GaN(0004) reflection. The simulated RSMs have been
scaled so that the InGaN peak heights match the experimental data.

Figure 4.41 shows the RSMs for the (00.7) reflections. Apart from the base of the
GaN peak, the simulated scans are well matched to the experimental data (ignoring
the spurious peaks seen at approximately ¢. = 1 nm~}. ¢, = 0.0075 nm~").

Figure 4.42 shows the one-dimensional profiles for the (1124) reflection. The
RSAMs for this sample (see Figs. 4.43 and 4.44) highlight an interesting feature of
these samples. In particular Fig. 4.44 shows the InGaN and GaN layers to be
at the same g, position. This means that the InGaN layer has grown ‘coherently’
on the GaN layer (sec e.g., Amano and Akasaki. 1999; O'Donnell et al.. 2001). In
this situation the a lattice parameter is identical for the two layers. Therefore the
InGaN has been compressively strained parallel to the surface, and hence there is a

tensile strain in the perpendicular direction. The peak position for the ternary alloy
layer can be used to determine the composition of the layer. We use the following
relationship ((Amano and Akasaki, 1999):
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Figure 4.42: (a) 8 — 26 scan, and (b) w scan about the (1124} reflection for sample
D30. The circles (o) denote the experimental data, and the solid lines (—) represent
the simulation.

Ao _ _,a888% (4.3)
Co C33 Qg

where Ac¢y = Cmeas - €0, &g = QGaN - G0, Cmeas 15 the lattice constant inferred from
the peak position, and ey and ¢y are the relaxed lattice constants for the ternary
layer, determined using the relaxed lattice parameters for GaN and InN. Assuming
Vegard’s law (Vegard, 1921), and knowing the elastic stiffness constants, ¢;3 and ¢33
for the ternary layer, which are also determined from the InN and GaN values using
Vegard’s law, we can solve for the layer composition. The elastic stiffness constants
are 1z = 103 GPa and ¢33 = 405 GPa for GaN and ¢;3 = 92 GPa and ¢33 = 224
GPa for InN (Pereira et al, 2002). Substituting the appropriate lattice pararneters
into Eq. (4.3), we obtain a layer composition of 17%=1% InN. Although this differs
significantly from the nominal value of 30% InN, our coilaborators noted® that the
nominal valie is an estimate and is very imprecise. We are confident that 17% is
accurate. The strain determined using this composition was (1.02 £ 0.04) x 1072
perpendicular to the surface, and (—1.88 & 0.08) x 1072 laterally. These strains
are much larger than those quoted in Table 4.25 where a composition of 30% was
assumed. In terms of the simulation the composition of the InGaN layer only impacts
on the reported strain - it has no bearing on the peak shape.

The dislocation densities determined from the lateral block size were 8.9 x 10!
em™? for the AIN layer, 6.9 % 10° cm™2 for the InGaN layer and 8.0 x 108 ¢m ™2 for
the GaN layer. The InGaN and GaN layers were of a much higher quality than the
AIN layer. This is because the AIN layer has been grown directly on the sapphire
substrate, and hence was highly strained during growth. The dislocation densities

SPrivate communication, Tabuchi 2004.
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Figure 4.43: (a) Experimental and (&) sitnulated RS\Is about the (1124) reflection
for sample D30. The simulated scan in (&) has a different scale to the experimental
data shown in (a) so that it can be compared with the scan in Fig. 4.44.

agree with those quoted in the literature for Group III nitrides e.g., Akasaki (2002)
quotes a dislocation density of > 10" em~? for GaN grown directly on sapphire and
10% em™? = 10" em~? on a LT-AIN buffer laver.

The width of the detector slit impacts on the broadness of the GaN peak for
the & — 26 scans collected with the wide (10 mm) slit. This is because the mtensity
registered by the detector changes abruptly as the centre of the GaN peak enters and
leaves the ‘field of view’ of the slit system. It is these rapid changes in intensity that
confirm the GaN peak width for the wide slit scans. The detector window makes
an angle of 45° to the § — 28 scan. The extent of the detector in the ¢ direction (¢
was defined in Sec. 2.10 as the angular deviation of analyser crystal from its Bragg
condition) is 0.7 times the detector angular extent. Treating the GaN reflection as
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Figure 4.44: Reciprocal space map collected about the (1124) reflection using the
imaging plate technique deseribed in Chapter 5.

a é-function (i.e.. no instrumental effects). and the slit aperture as a rectangular
function. the detector width is given by:

width (in 28) of the base of the GaN
2 x Q.7 )

(4.4)

A Detter model would consider the true shape of the GaN reflection and the
aperturc function. In the present case the width of the slit was determined by fitting
the simulated scan. This accounts for the actual peak shape, but still assumes a
vectangular slit. A trapezoidal aperture function was also used to describe the slit.
but this made negligible difference to the scan profile. The slit size used during the
simulation (for all three type D samples) was 1°, whereas the nominal slit size was
approximately 1.5°. This value was determined from the D30 wide slit scans. which
could not be fitted correctly until the assumed slit size was reduced.

The detector slit width was 5. + by the computer system by using encoder pulses
from the motors to measure the movement of the slits. The slit width was not physi-
cally measured (apart from indirectly in these experiments), and hence it is possible
it was not the same as reported by the software. Additionally the sample-detector
distance was not measured, but was estimated by checking photographs of the ex-
periment and taking approxinmate measurements on a subsequent visit to the facility.
The difference in slit width between the nominal value and the value based on simu-
lations is greater than the uncertainty in the sample-to-detector distance; however,
it may be accommodated by combining the uncertaintyv in the actual slit width,
the sample-to-detector distance. and the uncertainty obtained from the simulations.
If we assume the slit width is correct (i.e.. 10 mm) we find a sample-to-detector
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distance of 0.573 m (the approximate distance was 0.37 m). A sample-to-detector
distance of 0.573 m gives an angular window for the narrow slit of 0.05° (the nom-
inal value was 0.08°). For consistency 0.05° was used for the simulations, although
changing this to 0.08° had a negligible effect on the simulated diffraction profile.
The simulations for the (1124) reflection do not fit as closely as the (00.1) data
(this observation was also made for sample D0S). The RSMs in Figs. 4.43 and
4.44 show the peak positions to be correctly determined; however their shape, and
in particular the width of the GaN peak has not been reproduced correctly. The
simulated GaN peak once again shows streaks due to the misorientation and finite
size of the mosaic blocks, as described for sample D05. However, for sample D30 the
experimental data only displays a streak in the qyx direction; this indicates lateral
size broadening. (The apparent striping directed approximately 45° to the q.-axis
in Fig. 4.44 is an artifact of the experimental technique, as is the splitting of the
InGaN peak. These are discussed in Chapter 5. The absence of a misorientation
streak does not imply that there is ro crystallite tilting within the sample, since the
peak is quite broad.




4.4.3 Sample D42: 200 nm Ing4,GagssN

The thickness of the InGaN layer for sample D42 was 200 nm, which is ten times the
thickness of the InGaN layer in samples DO5 and D30. The InGaN layer consisted of
42%InN, which is higher than that normally used because segregation can become an
issue (see e.g., El-Masry et al., 1998). The experimental scan parameters are shown
in Table 4.26, with the composite scans summarised in Table 4.27. Figures 4.45 -
4.55 show the scans collected using the narrow slit, normalised to the InGaN(0002)
peak in the w — 28 scan, with offset Aw = 0.181°(see Fig. 4.47). The scans with the
wide slit were normalised to the GaN(0002) peak. Again the simulations assumed
homogeneous layers, although two InGaN layers were used (see below).

The € — 26 scans are shown in Figs. 4.45 and 4.46. It is apparent that the
thickness fringes are absent, suggesting that the layer is of considerably lower quality
than the previous samples. As the InGaN layer is ten times thicker thap the previous
two samples (D30 and D70), it is possible that the thickness fringes have a much
shorter period (since the period is inversely proportional to the perpendicular mosaic
block size), but certainly not beyond the resolution of the detector system. The

Table 4.26: Experimental scan parameters for sample D42. This sample includes a
200 nm thick Iny,GaggN layer.

Neo. Reflection  Scan Type Det. slit (vert.) Filter Step size Range
{(mm) (arcsecond)  (deg)
D42:1 (0002) 6~ 20 10 #L,#3  20: 108 20; 31.0-42.0
1342:2 0 — 20 10 #1,#2  28: 108 26: 31.0-11.5
D42:3 & - 20 10 None 20: 108 26: 28.0-32.0
D42:4 0—20 10 None 20: 108 20: 35.3-41.0
D42:5 00— 29 0.5 #1,43  20: 29 20: 34.025-34.825
D42:6 w— 20 (Dw = -0.18°) 0.5 #1,23  20: 107 20: 28.0-37.4
D42:7 w {20 = 33.1029°) 0.5 None w: 108 Awr 3
D42:8 w (20 = 34.53°) 0.5 #3 w: 108 Aw: £3
D42:9 RSM 0.5 #1 e: 109 £+20pg: 28.0-37.4
Aur: 113 Aar 10345
D42:10  (0004) o-20 10 #1,#3 108 20: 34.0-81.0
1242:11 8- 28 10 #1,#3 108 20: 66.0-78.0
D42:12 w {20 = 72.8°) 0.5 #3 w: 108 Apr +3
D42:13 w {20 = 69.4°) 0.5 None w: 108 Aw: £3
D42:14 RSM 0.5 None e: 219 € +20p: 62.0-75.0
Aw: 113 Aw: 10345
D42:15  (1124) 020 10 None 20: 216 20: 89.9548-101.9548
D42:16 f-20 10 #3 20: 216 20: 98.9548-101,9548
D42:17 w 10 #3 w: 36 Sun £1
D42:18 RSM 1 Notie e: 216 £+ 20R: 89.9548
-101.9548

w: 144 Aw —1.5— —0.5




Table 4.27: Summary of the composite scans for sample D42. The supplementary
scans are multiplied by the attenuation factor to match them to the base scans.

Base Scan Supplementary Scan
No. Scan No.  Filter Scan No. Filter Atten. Factor
D42:C1 D42:3,D42:4 None D42:1  #1,#3 3190
D42:2 #1342 85
D42:C2 D42:9 41 D425 #1,#3 1550
D42:C3 D42:9 #1  D42:6 #1143 600

Table 4.28; Simulation parameters for sample D42,

Layer Parameters Block Parameters
Material Thickness Tilt ILat. Strain Perp. Strain Lat. Size Perp. Size Misorientation
(nm) (deg) (nm) (nm) (deg)
InGaN:1 100 -0.27 -0.02 0 12 20 1.3
InGaN:2 80 -0.27 -0.02 0.005 12 20 1.3
GaN 2000 -0.2 -0.005 0 500 2000 0.12
AIN 30 0.1 — 0.001 10 15 1

InGaN peak also has a different shape than seen in the previous samples.

The simulation parameters are summarised in Table 4.28. Two InGaN sub-
layers, with slightly different thicknesses and d-spacings (but otherwise identical),
were used to produce the simulation profile for the InGaN peak . The inclusion of
two sub-layers reduced the amplitude of the thickness oscillations and the overall
intensity of the InGaN peak. However, this is only an ed hoc attempt at fitting
the peak shape. It is more likely that the peak shape is due to a different defect
structure (probably InN clusters as discussed below); hence it is not appropriate to
use a more refined fitting procedure based only on a mosaic model. An attempt
to reproduce the peak shape using a strain gradient (as for sample C70) was made,
and although initial simulations suggested that a better fit could be achieved for the
& — 26 scan, a strain gradient could not produce the peak shape observed in the w
scan.

The InGaN layer was not fitted as accurately as the other two type D samples
because the shape of the InGaN peak does not match the peak shape generated by
the mosaic block model. This is most obvious in Fig. 4.45, where on a logarithmic
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Figure 4.45: Experimental profiles (o) and simulated profiles (—) for the § — 20
scans for sample D42 using a narrow (0.5 mm) slit. (a) (0002) reflection, and (b)
(0004) reflection. The (0002) experimental profile is the composite scan D42:C2 and
the (0094) experimental profile is the composite scan D42:14 (see Table 4.27).

mntensity scale the experimental peak is more ‘triangular’ than predicted by for the
mosaic block model; at the top of the peak the simulation is too wide, but at the
base it is too narrow.

An w — 28 scan about the (0002} reflection is reproduced in Fig. 4.47, (with
a Aw offset of -0.18°). This scan is very similar to the & — 26 scan for the (0002)
reflection, apart from a reduction in overall intensity.

The w scans are shown in Figs. 4.48 and 4.49. The w scan at 20 = 33.1029°
(Fig. 4.48(a)) exhibited detector saturation; however, the peak height could be
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Figure 4.46: Experimental profiles (o) and simulated profiles (—) for the ¢ — 20
scans for sample D42 using a wide (10 mm) slit. (a) (0002) reflection, and (b)
(0004) reflection. The (0002) experimental profile is the composite scan D42:C1
and the (0004) experimental profile is composite scan D42:11 (see Table 4.27). The
narrow experimental peak at 28 = 41.5° is the sapphire (0006) reflection (from the

substrate).

approximated {rom a § — 28 scan where a filter was employed. Comparing the peak
shape of the w scan with the equivalent scan for the (0004) reflection Fig. 4.49(a)),
and matching the peak shape of the non-saturated part of the scan suggests a peak
profile of the form

I = Aexp(—0,|Aw — Aw)), (4.5)
where A is the height of the peak, 0., is a width parameter, and Aw, is the centre
of the peak. Equation (4.5) is used to generate the ‘experimental’ profile shown
in Fig. 4.48(a). On a logarithimic scale this profile exhibits a ‘triangular’ shape,
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Figure 4.47: w — 26 scan for sample P42, with a Aw offset of -0.18°. This scan was
collected near the Ga(0002) reflection. This experimental profile is the composite
scan D42:C6 (see Table 4.27).

which agrees with the InGaN(0004) peak shape. The peak height does not match
the value determined from the w — 26 scan, although it was within about 25%. The
peak profile given by Eq. (4.47) is not differentiable at Aw = Aw,, and hence should
be smoothed to reproduce the empirical line shape. This peak shape is very different
to that obtained for samples D05 and D30.

The one-dimensional profiles about the (1124) reflection are shown in Fig. 4.50.
Reciprocal space maps (Figs. 4.51 and 4.52) indicate that the InGaN layer did not
grow coherently on the GaN layer, as the InGaN and GaN peaks have different g,
coordinates. The InGaN peak lies approximately on the line connecting the origin
of reciprocal space to the GaN peak position, and hence it is almost completely
relaxed. In this case relaxation occurs because the InGaN layer is much thicker
(200 nm compared to 20 nm), which drives the relaxation process. Further, the
higher InN concenfration produces a greater lattice parameter mismatch between
the two layers, also driving relaxation. The InGaN peak is very broad indicating a
large degree of mosaicity and high defect density. This is typical of relaxed layers
because dislocations are generated to accommodate the strain. If we assume that the
material has no strain then the composition can be easily determined directly from
the measured lattice parameter ¢. The composition is then found to be 42% + 2%,
which agrees with the value estimated from the growth process.

Again the (1124) simulations do not match the experimental data very closely
(see Figs. 4.50, 4.51 and 4.51), although the peak pcsitions have been reproduced
reasonably accurately. Figure 4.53 shows an RSM for sample D42 that covers a large
angular range; this data was collected using the imaging plate technique described
in Chapter 5. A series of horizontal lines are clearly visible in the RSM. These lines
suggest a polycrystalline structure. A crystal truncation rod (CTR) scan, covering
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Figure 4.48: Experimental profiles (o) and simulated profiles (— and ~ ~) for w
scans for sample D42 using a narrow (0.5 mm) slit. The solid line (—) uses the same
normalisation factor as Fig. 4.45(b), while the dashed line (~ —) is normalised against
the experimental peak heighi. The 26 positions are: (2) 33.1029°, (b) 34.0038°, (c)
34.53°, and (d) 35.9142°.

the region 20 = 2.7°to 124°, was collected for this sample (see Fig. 4.54). The CTR
also shows the peaks from the polycrystalline structure. The lowest angle peak is
associated with a d-spacing of 10.5 A, which is much larger than the Group III
nitride planar spacings. Sapphire does have plane spacings of this order, but it is
very unlikely that these peaks could be arise from the substrate.

A defect structure capable of producing different line shapes (and possibly the
powder diffraction pattern) is InN segregation. InN segregation was first, reported by
Osamura. ¢t al. (1975) at annealing temperatures of 600-700°C; these temperatures
are common during the growth of Group III nitride semiconductors. Segregation

occurs because of the large difference (=11%) in interatomic spacing between GaN
and InN (El-Masry et al., 1998) leading to a miscibility gap. The equilibrium sol-
ubility of InN in GaN at 800°C is approximately 6% for a GaN rich alloy (Ho and
Stringfellow, 1996). El-Masry et al. (1998) investigated InGaN layers using XRD
and TEM, with concentrations up to 50% InN and grown by MOCVD. They found
that all samples with < 40% InN demonstrated single InGaN peaks. However, those
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Figure 4.49: Experimental profiles (o) and simulated profiles (— and —-) for w
scans for sample D42 using a narrow (0.5 mm) slit. The solid line (—) uses the
same normalisation factor as Fig. 4.45(}), while the dashed line (——) is normalised
against the experimental peak height. The 20 positions of the scans are: (a) 69.4°,
and (b) 72.8°.
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Figure 4.50: (a) 6 — 20 and (b) w scans about the {1124) reflection for sample D42.
The circles {o) represent the experimental data and the lines (—) the simulated
profiles.

greater than 40% InN showed several InGaN peaks due to regions of different com-
positions. TEM confirmed that a layer with 49% InN had spinodally decomposed.
Selected area electron diffraction showed peak splitting (indicative of phase separa-
tion) for InN compositions >28%. It was suggested that the phase separated volume
was too small to be detected by XRD for InN compositions between 28% and 40%.
XRD on samples grown using MBE also showed phase separation above 30% InN
(Singh e al, 1997). Compositional Auctuations liave been observed for even lower
compositions (=10% InN) using Raman scattering (Behr et al., 1998). Silveira et al
(1999) reported that the InN rich phase had an InN content of 2280%, regardless of
the composition of the original material. Ho and Stringfellow (1996) calculated the
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Figure 4.51: (e) Experimental RSM. and (b) simulated RSM. about the (1124)
reflection for sample D42.
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Figure 4.52: Reciprocal space map about the (1124) reflection for sample D42. col-
lected using the imaging plate technique described in Chapter 5. This scan indicates
that the Ing ;»Gag s has not grown coherently on the GaN buffer (the peaks are
not at the same ¢, value}. Furthermore the Ing 12Gag 53 peak is very broad indicating
strain relaxation.

thermodynamically stable InN rich layer to be 95% InN. Phase separation normally
proceeds via a spinodal decomposition, which leads to non-randomn fluctuations in
composition (although no long-range order). However, many authors have reported
that the phase separation can also produce almost pure InN clusters {quantum dots)
in the nGaN active layer of quantum well structures (Martin et al.. 1999; O'Donnell
et al, 1999; Yang et al. 2002). Some authors also suggest that the excellent per-
formance of devices based on InGaN is due to quantum confinement of excitons by
the InN dots (O'Donnell et al., 1999). Sample D42 is very different to the samples
described in these papers; the latter has a thick InGaN layer (200 nm), while the
former quantum well structures typically have an InGaN thickness of only several
nanometres. However., Nistor ¢t al. (2000), however. report observations whereby a
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Figure 4.53: An RSM collected using the imaging plate method described in Chap- f_
ter 5. Streaks are observed, which have the appearance of powder diffraction lines.
These streaks suggest that a random polycrystalline material is present in the sam-
ple. Note that this RSM is plotted on angular axes (not reciprocal space).
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Figure 4.54: Crystal truncation rod scan for sample D42, showing many diffraction -
peaks. These peaks suggest that a random polycrystalline material is present in the S
sample.
280 nm thick InGaN layer exhibits InN quantum dots 1.5 nm—3 nm in size, with j |
the luminescence from the material attributed to these dots.
Our results tentatively support the conclusion that InGaN segregates for com- RIS
positions greater than 40%. However, our scans do not show the InGaN peaks, 1 ’
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Figure 4.55: Reciprocal space maps for sample D42. (a)} Experimental RSM. and
() simulated RSM about the GaN{0002) reflection; (¢) experimental RSA, and (d)
simulated RSA! about the GaN{0004) reflection. The simulated RSMs have been
scaled so that the InGaN peak heights match the experimental data.

observed by El-Masry et ol (1998). which are indicative of spinodal decomposition.
[nstead we observe InGaN peaks whose shapes suggest the defect structure within
the InGaN has been modified. and many peaks in the CTR that suggest another
crystal structure (or multiple structures) is present. The InGaN peak shapes in Figs.
4.45. 4.48(a). and 4.49(a). point to the formation of InN clusters or quantum dots.
which broaden and modify the shape of the InGaXN peak. Nistor et al (2000) showed
that the InN quantum dots had a lattice parameter similar to. but slightly larger.
than the surrounding InGaN matrix: this is expected if the material precipitated
in its bulk (wurtzite) structure. Such clusters/quantum dots could not produce the
many peaks seen in the CTR (Fig. 4.54). Kandalam et al. (2002) have presented
calculations for Al,N, . Ga,N,,. and In,N, (n = 4.5.6) clusters. The lowest energy
confhigurations of the clusters are not the same as the bulk. Hence. formation of
noit-bulk ryvpe clusters may produce the CTR scan in Fig. 4.54. particularly if there

is some form of ordering.




156

Incorporating a cluster defect structure into the simulation, in addition to the
mosaic block model (we assume that both defect structures would coexist), would
assist in clarifying whether clusters are present. Nesterets and Punegov (2000)
calculated the correlation function for several types of amorphous clusters. Although
incorporating a cluster defect into the mosaic block model may allow the InGaN peak
shape to be reproduced, it will not account for the many peaks seen in the CTR
scan, as the simulation will only generate Bragg reflections for the wurtzite crystal
structure. TEM may be required to elucidate the origin of the peaks in the CTR
scan.

The composition of the InGaN layer was the same as expected by the growth
parameters. However, one would expect the composition to be smaller if InN segre-
gated from the alloy. If the layer was not fully relaxed then the composition of the
InGaN layer would be smaller than that quoted. Therefore, either the fraction of
InN segregation is small, or the laver has not completely relaxed.

It is interesting to note that the scans collected using the wide open slit, (Fig.
4.46) match the experimental data. Even the InGaN peak, which has a broad flat
top, has been correctly fitted by the model (apart from the small secondary peak).
The simulation correctly reproduces the peak shape because using a wide slit meaus
the detector integrates over a region of reciprocal space. This integration causes
the InGaN peak to be flat at the top because the peak is very broad in both the
ax ond g, directions; this is correctly modelled by the simulation. Although the
correct peak shape was not produced by this model, the correlation lengths based
on the mosaic block dimensions are likely to be reasonably accurate. This assertion
is supported by the accurate fitting of the 8 — 28 scans collected using the wide
slit. Since the defect structure probably includes clusters, in addition to the mosaic
block arrangement, these will also broaden the peaks and thus the mosaic block sizes
reported would be a lower limit. The dislocation densities derived from the lateral
mosaic bock sizes was 1.4 x 10'2 em™? for the InGaN layer, 8.0 x 10 cm™2 for the
GaN layer, and 2.0 x 10'2 cm™? for the AIN layer. The defect densities for GaN and
AlIN agree with those from samples D05 and D30.




4.5 Comparison of Statistical Diffraction Theory and
Williamson-Hall Analysis

The Williamson-Hall technique is described in Chapter 6. This technigque is com-
monly used to determine parameters similar to those specified by the mosaic block
model. Although the experimental data was collected for analysis using the statis-
tical diffraction theory, a brief analysis of the InGaN peaks for the D type samples
was completed. The results are summarised in Table 4.29.

The mosaic block size, misorientation, and heterogeneous strain are determined
from the graph of peak width (in the gy and g, directions) squared against peak
position squared (in reciprocal space). However, since data was only collected for
two different symmetric reflections, the Williamson-Hall analysis should only be
treated as an indicator of the correctness of the mosaic block model. The block size
for sample D05 and the lateral block size for sample D30 are minimum values. An
upper bound could not be obtained because the intercept was negative. Similarly
the lateral block size for sample D42 could not be determined because its intercept
was also negative. Heterogeneous strain was not included because the appropriate
gradients were negative. (The gradients were very small and it is assumed that the
heterogeneous strain was essentially zero).

Considering that only two reflections were considered, there is a reasonable agree-
ment between the statistical diffraction theory (using a mosaic block model) and the
Williamson-Hall analysis. ‘The misorientation matches particularly well, as does the
perpendicular block size for samples D30 and D42.

Table 4.29: Summary of material parameters for the InGaN layer for sample type D
using Williamson-Hall (WH) analysis and statistical diffraction theory (SDT) using
a mosaic block model.

Sample Analysis Perp. block Size Lat. Block Size Misorientation Heterogencous Strain

Type (nm~1) (nm™~1) (deg)

DOS WH >46 >196 0.13 £ 0.02 0.0105 £ 0.0005
SDT 15 400 0.1

D30 WH 16 £+ 2 > 826 0.12 £ 0.02 <0.005
SDT 14.8 170 0.1

D42 WH 19.3 £ 0.5 Indeterminant 2.19 £ 0.07 Indeterminant

SDT 20 12 1.3
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Figure 4.56: Periodic noise observed in the background intensity for the RSMs and
6 — 28 scans for the three samples of type D. The upper three curves were generated
by summing together each of the w — 28 scans making up the RSMs about the
(0002) reflection. The bottom scans are portions of the & — 20 scans, collected using
a narrow slit from samples DO5 and D30 {as indicated).

4.6 Periodic Noise and Spurious Peaks

A periodic profile was observed in the background of those experimental scans ac-
quired at a low count rate (i.e., with filter #3 inserted, or with a narrow slit in
front of the detector). By integrating across a RSM in the Aw direction (i.e., by
adding together the w — 26-scans that form the RSM) the periodic profile was clearly
revealed. Integrating in this way reduced any statistical noise. The integrated scans
about the (0002) reflection are shown in Fig. 4.56 for all three type D samples. The
background fluctuations were extracted from the experimental scan by subtracting
the average profile. The average profile was generated by smoothing the scan using
an eleven-point Savitzky-Golay method.® For clarity the scans have been separated
vertically in Fig. 4.56. No other processing (normalisation or horizontal translation)
has been performed. The bottom two scans are portions of the 8 — 28 scans collected
using a narrow slit.

The vertical bars in Fig. 4.56 highlight the periodicity evident in the scans. A
periodic profile was also seen for the (0004) reflection. The periodic pattern has a
form similar to thickness fringes, or more specifically interference from a multilayer
structure. Initially this was thought to be the origin of the periodicity observed here.
However, each of the scans shown in Fig. 4.56 displays the same pattern despite the

6To determine the smoothed value at each point the Savitzky-Golay method performs a re-
gression of a specified number of data points (eleven in this case) centred on the data point in
question,
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fact that a range of samples was used. If the periodicity is due to the sample then it
_ must arise from the GaN layer, because the InGaN layers are very different for the
three samples. In this case the fringe spacing must be due to a layer much thinner
' than the GaN layer, whence the GaN would be composed of sub-layers. The chance
of a sub-layer structure being identical across three samples is unlikely, particularly
as sample D42 had a much thicker InGaN layer deposited on the surface, and hence
was at an elevated temperature longer. Figure 4.57 shows scans for each sample that
suggest the fringe amplitude doesn’t change with count rate. If the fringes were due
: to the sample then it is expected that the fringe amplitude would be directly related
; to the count rate. Figure 4.57(a) shows two scans for sample DOS near the (0002)
reflection. Filter #3 was used to reduce the intensity for the left hand scan (< 37.5°),
but not for the right hand scan (> 37.5°). The greater intensity for the latter scan
results in the GaN peak still being apparent between 37.5° and 40°. However. fringes
are not present, or at least they have not increasesd in amplitude. Figure 4.57(d)
shows two scans for sample D30 about the (0004) reflection. The blue scan was
collected using filters #1 and #3, and the red scan with filter #3 only. In this
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Figure 4.57: Profiles demonstrating the independence of the noise amplitude with

count rate. (a) Sample DOS, (&) sample D30, and {¢) sample D42. See text for

details.
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case the average intensity has been subtracted so that both scans are superposed.
Again the increase in intensity has not significantly changed the amplitude of the
fringes. The scans collected at low intensity are truncated at zero intensity, and
there is also a translation of the profile between the two scans. The flattening at
zero intensity suggests that the mechanism causing the ‘noise’ can also reduce the
delected intensity. The reason for the translation is unclear. The position of the
GaN peaks in both scans agree, and hence the shift is not due to a calibration error.
Figure 4.57(c) shows the (0004) reflection for sample D42. The bottom scan in Fig.
4.57(c) was collected with filters #1 and #3 and a 10mm detector slit. The top scan
in Fig. 4.57(c) had a 0.5mm slit and no filters. Again the larger intensity scan does
not show fringes (on a logarithmic intensity scale). Hence all of the evidence suggests
that the fringes are due to some noise introduced by the apparatus that is correlated
with sample or detector position. The actual cause has not been determined.

Another feature common to samples DO5S and D30 was three spurious peaks, to the
right of the Aw = 0 axis, as seen in the RSMs shown in Figs. 4.44, 4.41(c), 4.28(a,c)
for samples DO5 and D30. As these peaks appear in exactly the same position for
two different samples it is very difficult to suggest a possible origin. Possible sources
for the peaks are impurities introduced during growth, some form of experimental
electrical noise (and hence not seen for sample D42 because the thicker InGaN layer
masks the peaks), substrate damage particularly if the two samples came from the
same part of the sapphire wafer, or possibly a defect in the GaN layer. Particularly
perplexing is that not only can the peaks be attributed to the same d-spacing for each
sample and scan, but they are also offset in the Aw direction by similar amounts.
‘The former point effectively rules out the possibility it is some form of noise spike,
because the peaks are correlated with d-spacing not angle. If the peaks are due to
an impurity, it must have some a preferred orientation with respect to the substrate
(or overlayers) so as to ensure the same Aw offset was obtained for both samples. It
is likely that the peaks are due to damage to the substrate as this would ensure the
orientation is the same for each sample, if they are from similar parts of the sapphire
wafer. However, the d-spacing does not agree with any sapphire reflections, and as
the peaks are very narrow in the q; direction it is unlikely the crystal material they
originate from is strained. An impurity compound may be formed during growth;
however, as the peaks are very narrow the region they originate from must be thick,
which is unlikely for an impurity compound.




4.7 Asymmetric Reflections

The (1124) reflection was not fitted as accurately as the (00.0) reflections for each of
the samples. The simulated peaks did not have the same shape as the experimental
profiles, and generally were too narrow at the base. The reciprocal space maps indi-
cate that the simulated intensity did not have the correct distribution in reciprocal
space. Specifically the simulated intensity was concentrated in two strong streaks in
the g, and q, directions; however, the experimental scans showed the intensity to
be more uniformly distributed about the peak. As discussed briefly in Sec. 4.4.1 the
two perpendicular streaks are due to the geometry of the mosaic block. A streak in
the q, direction is observed even for high quality crystalline samples because real
samples always have a surface; since the diffraction volume is not infinite the streak
is associated with the crystal truncation rod. The streak in the qy direction is due
to the finite size of the coherent region perpendicular to the surface. The § — 20
and w scans collected for the (00.1) reflections are essentially parallel to the g, and
Qx directions, respectively, and measure the intensity distribution along the streaks
in those directions. However, for the asymmetric reflections the § — 28 and w scans
are not parallel to the q, and q, directions, and do not measure the inter:iiy along
the streaks. The peak shape in the simulated RSMs show that the scans crossing
the peak, (but not directly along the qx or q, direction) will be narrower at the
base than those in the q,. and q, directions. If a background count had not been
added to the simulated asymmetric scans, they would have covered more orders
of magnitude (in intensity) than any of the experimental scans (or the simulated
symmetric scans). These observation suggest there is a deficiency in the model for
this class of material. Wurtzite has a hexagonal symmetry, and real mosaic blocks
are likely to have a hexagonal base. This will modify the intensity distribution in
Gy-q: Space. However, in g,-q, space, the mosaic blocks still have rectangular sym-
metry, and hence the diffraction peak will still have the same general shape. The
theoretical model described in Sec. 2.9 includes the size and shape of the mosaic
block in the probability function. Modification of the probability function to accom-
modate a hexagonal block has negligible effect on the simulated intensity pattern.
Another possibility is twisting of the mosaic block about the z-axis. This has no
affect on the diffraction vector for (00.1) type reflections. For asymmetric reflections
with [ # 0, twisting the block will cause the diffraction vector to rotate about the
g.-axis. For small rotation angles this will have a negligible effect on the compo-
nent of the diffraction vector in ¢,-¢, space. For larger angles the diffraction vector
will have a significant component directed out of the ¢.-g. plane, and hence the
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diffracted intensity will not reach the detector. Hence twist does not affect the peak
shape for these reflections. However, for scans in ¢,-g, plane (¢ scans), and grazing
incidence in-plane X-ray diffraction (GIIXD), twisting is the predominant cause for
peak broaderning of | = 0 type reflections. Additions to the model which may im-
prove the fitting of the asymmetric scans would include distribution of block size,
interfacial roughness and point defects.

4.8 Summary of the Results

4.8.1 Comparison of Buffer Layers

Diffraction peaks were observed for the as grown 30 nm and 70 nm LT-AIN buffer
layers, showing that they have crystallised. The peaks were broad, indicating that
the layers were of very poor quality (i.e., small crystallites /grains randomly orien-
tated). These observations agree with the results reported by Takeda et al (2003)
and Tabuchi et al (2002), for samples identical to ours. However, contrary to these
authors our results suggest that there are two distinct correlation lengths (two dif-
ferent grain/mosaic block sizes) perpendicular to the surface. We conjecture that
these regions are sub-layers within the material. In this model the lower quality sub-
layer (smaller block size) has grown immediately on top of the sapphire substrate,
with the higher quality layer (larger block size) on top. The lower quality layer has
a tensile strain perpendicular to the substrate, with an in-plane compressive strain,
as expected for AIN on sapphire. The higher quality layer is essentially relaxed (it
has very small tensile strain in the plane). This suggests that the layer has reached
a critical thickness for relaxation (about 25 nm). The misfit between the substrate
and the AIN is accommodated in the bottom sub-layer.

For the 30 nm LT-AIN buffer, the annealing process drastically improved the
higher quality sub-layer. Annealing increased the lateral block size and induced
a very small misorientation, with no full layer tilt. The lower quality layer was
almost identical to the material before annealing. The annealing process only slightly
affected the 70 nm buffer layer. Tabuchi ef al. (2002) reported that a 30 nm LT-AIN
buffer layer produced better quality GaN/InGaN overlayers than a 70 nm buffer.
We suggest that it is the high quality sub-layer incorporated in the 30 nm buffer
layer that leads to the higher quality overlayers, compared to those grown on the 70
nm buffer layer. In general, deposition of GaN on a high quality AIN will result in
a low quality GaN layer because of the lattice mismatch. However, since the high
quality AIN sub-layer observed for the 3¢ nm LT-AIN buffer layer is very thin, it
should be easily deformed to accommodate the GaN layer. The improvement in the
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GaN overlayer is due to the high quality AIN sub-layer providing a regular, correctly
orientated, nucleation layer. For the 70 nm buffer layer the GaN layer will nucleate
on a highly misoriented layer, which is tilted with respect to the substrate. The
reason annealing produces the high quality sub-layer for the 30 nm AIN buffer and
not for the 70 nm buffer is unknown.

After deposition of a 30 nm GaN layer the high quality AIN sub-layer component
of the 30 nm LT-AIN buffer was no longer observable. However, the lower quality
material was very similar to that observed before GaN deposition (in fact any dif-
ferences are smaller than the uncertainty due to the noise present in the scans for
sample B30). This implies that the deposition of the GaN layer disrupted the high
quality layer (as described above). 1t also suggests that any modification of the AIN
due to annealing occurred before the GaN layer was grown. The peak positions
indicated that the GaN layer grew coherently on the (lower quality) AIN layer.

Significant changes to the experimental X-ray diffraction profiles for the 70 nm
AIN buffer layer occurred during deposition of the GaN layer. Before annealing
there was a broad peak, superposed on a narrower peak (in the 8 — 26 scan). After
annealing there were also two peaks, however, they were of similar widths and
completely separated in the (0004) scan. This could have been due to the longer
time spent at high temperature (during the deposition of GaN) and/or some strain
transfer from the GaN layer. The AIN layer appeared to be under tensile strain in
the plane. Kim et al (1999) investigated the effects of strain transfer between an
AIN buffer and a GaN layer, and showed that the GaN and AIN layers have the
same in-plane lattice parameter up to a critical thickness (about 5 nm). Even if this
was the case, the amount of strain would not be enough to cause the observed peak
shift. Furthermore, the samples investigated by Kim ef al. (1999) were grown using
molecular beam epitaxy, and with AIN buffer layer approximately ten times thinner
than those we have studied here (see Kim et al., 1996).

The thin GaN layer deposited on the 30 nm buffer layer had a large lateral block
size, very small misorientation, and was orientated perfectly with the substrate.
This would be due to the high quality AIN surface on which it was nucleated. The
layer was strained, having grown coherently on the lower quality AIN sub-layer.
The GaN layer grown on the 70 nm buffer layer was relaxed. Hence, the diffraction
peak was much broader than for the GaN layer grown on the 30 nm buffer layer.
Furthermore, the mosaic block were not exactly orientated with the substrate.




4.8.2 Variation of InGaN Layers with Composition

The 20 nm thick In,Ga;_zN layers (z < 0.3) were accurately fitted using the mo-
saic block model. These layer grew coherently on the AIN buffer layer, as shown
by the position of the (1124) diffraction peak. The composition of the nominally
Ing 3Gag 7N layer was found to be Ing,7Gagg3N. However, the nominal composition
was determined by the growth conditions and was very inaccurate. The 30% InN
composition was actually an upper limit, which gives us confidence in our value of
17% InN.

The 200 nm thick Ing 40Gag 58N showed significant InN segregation, as is evident
in the change in the shape of the diffraction peaks. The layer was relaxed, with
the peak positions indicating that the layer composition is in agreement with the
expected value based on the growth conditions. This suggests that only a small
fraction of the InN had segregated.

Pereira et al. (2002) demonstrated that multiple peaks can originate from a single
InGaN layer. The position of these peaks in reciprocal space indicates variation
in strain or composition. In particular when the InGaN layer reaches a critical
thickness, the strain begins to relax. This relaxation may occur for just part of
the layer, broadening or splitting the Bragg peak. Qur samples only exhibited one
InGaN peak. The 20 nm thick InGaN layer for samples DOS and D30 was completely
strained, having the same lattice parameter, a, as the GaN buffer layer. The 200
nm InGaN layer for sample D30 was also completely relaxed. This suggests that the
critical thickness for relaxation is greater than 20 nm but less than 200 nm. The
typical critical thickness from the literature is about 75 nm (O’Donnell et al., 2001).
The larger InN composition would also have increased the strain (by increasing the
lattice constant), thus increasing the driving force for relaxation.

4.8.3 Dislocation Densities

The dislocation densities for these samples were calculated in a simple manner (i.e.,
assuming one dislocation per mosaic block wall). Despite this the values determined
for the samples are of the correct order i.e., the AIN layers were found to have
a typical dislocation density of 10" ¢cm™%, the GaN layers a typical dislocation
density of approximately 10% cm™2, and the InGal layer between 10° cin™2 and 101°
cm™2 (except for sample D42 which had a considerably higher dislocation density for
the InGaN layer, 10'2 em~2, because of strain relaxation). Akasaki (2002) quotes
dislocation densities of >> 10! cm~2 for GaN grown directly on sapphire (this agrees
with our value for AIN), and 10° cm™2 to 10'° em~2 for GaN grown on an AIN buffer
layer. Lester et al (1995) reports a dislocation density of 2 — 10 x 10'® cm™? for
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InGaN layers.

The determination for the dislocation densities could be improved by considering
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the specific types of dislocation present and the effects they would have on the ;
diffraction profile (see e.g., Metzger et al, 1998). |
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CHAPTER 5

Development of an Imaging Plate Technique for
Rapid RSM Collection

5.1 Overview of RSM Collection with Position
Sensitive Detectors

The experimental procedure described in Chapter 3 utilised a scintillation detector
with an analyser crystal (or slit} to improve the angular resolution. This arrange-
ment is capable of very high resolution scans (the smallest angular window used
was 7 arcseconds). However, collection of reciprocal space maps is time consuming,
because each datum point is collected individually, with sample/detector movement
required for each datum. The reciprocal space maps collected using the techuique
detailed in Chapter 3 (and presented in Chapter 4) typically required 3-4 hours to
collect. In general several maps are required for every sample and if numerous sam-
ples are to be investigated, the total scan time can become prohibitively large. This
is especially true for synchrotron experiments, where experiment time is limited.

Collection time can be reduced by using a position sensitive detector (PSD).
PSus sample extended areas of reciprocal space simultaneously. Unfortunately these
detectors have poorer spatial resolution, dynamic range, and signal to noise ratio
than scintillation detectors. Further, the analyser crystal discriminates intensity
basced on angle, whereas a PSD cannot distinguish between beams striking the de-
tector at the saine position but from diflerent angles (and hence from different parts
of the sample).

PSDs are used routinely for collecting reciprocal space maps; however, not all
techniques are suitable for investigating semiconductor heterostructures. 1t is impor-
tant that the detector is able to handle the high intensities diffracted from substrates
(or thick high quality layers) without being damaged. They must also have a large
dynamic range so that the peaks and any oscillations in the wings of the main peaks
can be detected simultaneously.

Gerhard et el (2000) studied ZnSe-based laser diode structure by illuminating
the sample with a highly divergent X-ray beam (from a synchrotron microfocus
beamline). The diffracted intensity pattern was recorded directly in two dimensions
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on an imaging plate (IP). The divergence of the incident beam is equivalent to
rocking the sample during exposure to plane wave irradiation. This method is very
fast and simple, although the spot size must be small (10 gm) in order to achieve
a large range of incident wavevectors. Using this method information is collected
from a very small region of the sample, which can be advantageous depending upon
the sample and the information required. A disadvantage of collecting a range of
incident wavevector angles simultaneously is that the intensity is integrated over
reciprocal space . The range of the integration depends directly on the range of the
incident wavevectors. Gerhard et al (2000) used a small wavevector distribution
range, and so avoided excessive integration. If wide scans are required then a point
or one-dimensional detector can be used to avoid integration.

A number of authors (see e.g., Kinne et al, 1998; Butler et al, 2000; Welberry
et al., 2003) used IPs as ~r-2-dimensional detectors. Weissenberg slits are employed
to mask the IP, which is translated perpendicular to the plane of diffraction. Kinne
et al. (1998) and Butler et al. (2000) collected RSMs by translating the IP and
rotating the sample simultaneously to fill the entire plate area. Welberry et al. (2003)
used a similar procedure except that the IP was stationary while being exposed.
They collected up to three hundred strips, each 0.5 mm wide, on one imaging plate.
Of these authors only Kinne et al. (1998) studied epitaxial layers on substrates, the
sample type in which we are interested. Butler ¢t el (2000) and Welverry et al
(2003) studied small single crystals. These systems are simple to set up compared
to triple axis diffractometry (TAD), use a widely available PSD (IPs), and have a
reasonable spatial resolution and dynamic range. The amount of integration over
reciprocal space is depends upon the slit width. Each of the above methods require
angular calibration of the imaging plates (Kinne et al., 1998; Butler ¢t al., 2000;
Welberry et al, 2003). This was achieved using high intensity reflections from the
sample. Welberry et al. (2003) also required a calibration to account for the decay
of the intensity recorded on the IP with time over the duration of the scan.

Osborn and Welberry (1990) and Boulle et al. (2002) both describe curved one
dimensional position-sensitive wire (or blade) detectors, which allow many scans to
be collected without the need to change the film or imaging plate. Although these
detector systems allow high spatial resolution to be achieved, they are expensive
and can be damaged by synchrotron beam intensities. This is particularly true for
samples that exhibit strong substrate reflections. Hence, despite their advantages,
these detectors are not suited to our experimental work.

This chapter describes a set of experiments exploring the capabilities of the
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imaging plate system at the Australian National Beamline Facility for collecting re-
ciprocal space maps for Group III nitrides. Our approach differs from other authors.
For example, unlike Kinne et al. {1998) the work was carried out at a synchrotron
facility, and in contrast to Kinne et al. {1998); Butler et al {2000); Welberry et al.
(2003) the RSMs were compared directly with our TAD results. The results of this
chapter have been published in Mudie et al. (2004).

5.2 Reciprocal Space Geometry for Collecting RSMs
using Imaging Plates

The angular representation for reciprocal space and reciprocal space scans were
described in Sec. 2.10. However, if we replace the analyser crystal and the point
detector from the TAD technique with a one-dimensional PSD, (keeping w constant),
the intensity is now recorded along a circular arc in reciprocal space (see Fig. 5.1(a)).
A curved two-dimensional map in reciprocal space is produced by collecting data
from the PSD for several w positions. If the small angle approximation is valid then
the map is not curved.
Equation (2.127), repeated here for convenience,

w= Aw+-;-, (2.111)
can be rearranged to give
Aw =w — g | (5.22)

For constant w the coordinate along the PSD is linear in ¢; in £/2 — Aw space
the PSD produces scans at 45° to the &/2-axis, with intercept w (see Fig. 5.3(b)).
No assumptions have been made about the size of w or ¢, hence the £/2 — Aw
representation is useful for avoiding otherwise curved scans in ¢, — ¢, space when
the w and £ ranges are large. It is particularly important for the interpolation scheme
described in Sec. 5.3.

5.2.1 RSM Collection Method

As mentioned in Sec. 3.2.1 the diffractometer has a radins of 0.573 m and in-
corporates an imaging plate cassette that covers £160° in 28. The cassette can
accommodate up to eight 400 x 200 mm IPs, with the long side oriented along the
circumference. Radioactive fiducial markers are installed in the cassette to provide
an angular reference on the IP. Weissenberg screens can be installed so that only 4
mm of the plate is exposed at one time. The IP cassette can be translated perpen-
dicular to the plane of diffraction on linear bearings, so that up to 30 exposures can
be collected on one plate, with 1.5 mm between each 4 mm strip.
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Figure 5.1: Symmetric reflection with a position sensitive detector. (a) Reciprocal
space representation, and () angular space representation. (1) and (2) indicate two
different w-positions of the sample, and show how the position sensitive detector
covers reciprocal space to produce an RSM.

The IPs are scanned using a Fuji Film BAS2000 system, which provides a dy-
namic range of 10? and a spatial resolution of 100 xm, which equates to an angular
resolution of 0.01° in 20. Software written in-house at the ANBF is available for
angular calibration of the imaging plates using the fiducial marks, and for extracting
individual strips from the scan. The D type samples described in Chapters 3 and 4
were used to test the experimental technique.

An incident wavelength of 1.54 A was selected, and the 1onochromator de-tuned
to reject higher-order harmonics. The diffractometer entrance slits were adjusted to
4 mm x 0.1 mm (width x height). This matched the beam to the width of the IP
strips, and to the spatial resolution of the IP. The sample stage was mounted on the
w goniometer, with the scintillation detector and slits mounted on the 26-arm. This
configuration is shown schematically in Fig. 5.2.

The scintillation detector (with a 0.5 mm slit) was used to align the sample and
to collect an RSM using the TAD scheme. This RSM was subsequently compared
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Figure 5.2: Schematic diagram of the diffractometer configuration (side view). w
is angular deviation of the sample from the Bragg condition, and ¢ is the angular
deviation of the detector from the Bragg condition.

with RSMs collected using the IPs. The detector was rotated to the bottom of the
diffractometer during IP collection, as indicated in Fig. 5.2, so as not to interfere
with the beam. The diffractometer was evacuated for the collection of all RSMs to
reduce air scatter.

The first strip on each IP was reserved for a Crystal Truncation Rod (CTR) scan
(see e.g., Takeda and Tabuchi {2002) and references therein). The CTR scan was
collected by rotating the sample over the angular region of interest, including the
nearest substrate peak, pausing for 1 second at each w position to expose the IP
strip. The CTR was used to confirm the correct angular calibration of the plate. As
only one IP was used to collect an RSM, the number of w positions was restricted
to 29, and the 26 angular range to 40°. The 26 angular range is superfluous, but
was set by the IP size. To increase the number of w positions the IP would need to
have been changed every 29 scans. Although this is possible, it would require the
diffractometer to be evacuated each time, significantly increasing the time required
to collect the RSM.

A program script was written to control the w stage, the IP cassette and the
shutter during collection of the RSMs. Initially the exposure time was varied to
determine a suitable value for our samples. Using the highest sensitivity on the
scanner, & time of 45 seconds per strip avoided over exposing the peak due to the 2
pm thick GaN layer, while being long enough to collect peaks originating from the
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thin 20 nm ~200 nm InGaN layer.

5.3 Experimental Results and Interpolation Methods

Figure 5.3 shows a section of an ‘as collected’ imaging plate for sample D30 about the
GaN(0004) reflection. The strips are clearly identifiable near the peaks; however,
within each strip the peak intensity is not centred. This was corrected for later
scans by varying the off-plane angle of the sample. The strip on the far left is the
CTR and the bright spot on the extreme right is a fiducial mark. The IP scans
were converted into 30 one-dimensional scans using in-house software. The software
calibrated the e-axis using the fiducial marks, then integrated in the w direction
across each scan to obtain the intensity.

The unprocessed data in Fig. 5.3 lies on a reguiar two-dimensional cartesian
grid in w — £/2 space. We can transform to Aw — ¢/2 space (see Fig. 5.4) using
Eq. (5.22), (and then to ¢, — g, space using Egs. (2.130) and (2.131)); however,
the set of Aw-axis coordinates for each € value are the not the same. In order
to plot the RSMs and extract profiles along various directions, the data must be
interpolated onto a regular (cartesian) grid. A number of interpolation schemes
were implemented; however, the simplest is to interpolate in the Aw direction. A
cubic spline interpolation was used, as it was easy to implement and interpolates
the data smoothly.

Figure 5.4 shows an entire scan after the unprocessed data (in Fig. 5.3) was
transformed into angular coordinates, Aw-(e/2). Within reciprocal space the scan
would be an arc, (see Fig. 5.1(a)), because the small angle approximation breaks
down over such a large angular range (i.e., 20° in £/2).

Each individual scan from a single IP has the saine set of £/2 coordinates (i.e.,
the IP covered the same range in 28), however the overlapping Aw positions do not
coincide. Hence in order to analyse the RSMs the data must be interpolated onto a
single regular (cartesian) grid. Furthermore the grid spacing is highly anisotropic,
with the sicp size up to 40 times larger in the w direction compared to the £/2
direction, depending on the range being investigated. Therefore although the map
may contain a large number of data points, they are concentrated along particular
paths in reciprocal space. Ideally the interpolation method should consider the
geometry of the data and attempt to generate a higher resolution in the w direction.
Three methods of interpolation were explored:

Method I: The data was cubic spline interpolated in the Aw direction, as
indicated in Fig. 5.5. Note that in this case the number of Aw positions was
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Figure 5.6: The position of the experimental points (A) and the added points ()
(forming pseudo-scans) for method III. The lines indicate the 38 points used to
generate one new point.

selected to be the same as used for the standard technique.

Method II: The data was linear interpolated in the scan direction so that the
data was on a regular grid in the Aw direction (but no longer in the £/2 direction)
and then cubic spline interpolated in the £ direction to create the regular grid.

Method III: The data set was expanded by genecrating pseudo-scans parallel
to the IP strips using an inverse distance interpolation of the 38 nearest points.
The experimental and generated points are shown in Fig. 5.6. This data was then
interpolated as in method I to create a regular grid.

Figures 5.7 — 5.9 show the results for the three different interpolation methods.
The interpolated RSMs are based on a map collected using the IP method about
the (0004)GaN peak for sample D30, and incorporates the InGaN peak. Each of the
interpolated RSMs are compared to a map collected using the TAD method. The
data was shifted so that the average background was zero, and then normalised to
the InGaN peak height, since the GaN peak was saturated in both the IP and TAD
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techniques. For the same reason the w scans were taken across the main InGaN
peak. The error is given by:

M
RSMpgrror = 10850 (—13'8——1-‘1-) (5.23)

An IP scan was also collected with half the step size in the « direction as shown in
Fig. 5.10. Only one IP was used, which covered half the area of the RSM presented
in Fig. 5.7. This results in the truncation seen in Fig. 5.10(a¢). The data collection
time (approximately 45 mins including diffractometer chamber evacuation and 1P
readout) was identical to the lower resolution scan shown in Fig. 5.7. |

The IP scans were collected in approximately one quarter of the time that was
required for the standard technique (the standard technique typically required 3-4
hours for the scans shown in Chapter 4). Subtracting every second row and column
reduces the standard RSM to one that would have been collected in approximately
the same time as the IP scans. Figure 5.11 compares the original and reduced
RSMs, with the smaller RSM linear interpolated onto the same grid size as the
original RSM.

Further data is shown in Fig. 5.12, where two plots around the (1124} reflection
from different samples are reproduced. To avoid further interpolation the axes are
in angular space no reciprocal space. All interpolation and analysis was performed
using software written in IDL by the author.

5.4 Discussion of Experimental and Interpolation Results

The aim of this experiment was to utilise IPs for collecting RSMs rapidly. Superfi-
cially the IP method appears attractive, since a scan can be acquired in about 45
min, which includes evacuation of the diffractometer chamber and readout of the
IPs. A TAD scan, covering the same peak features, requires 3-4 hours depending
upon the region of interest and spatial resolution. However, before IPs are adopted
for routine reciprocal space mapping, it is imperative to establish the suitability of
the method for various scan types and to validate the accuracy of the RSM data
obtained in the preseni experiments. These issues are addressed in the remainder
of this chapter.

Figures 5.7 — 5.9 show significant differences between the RSM collected using
the TAD method, and the IP with interpolation. In particular the peaks are widened
in the w direction, and do not have the correct shape. However, the w — 28 scans
are more accurate, showing all features of the standard RSM. This means that the
IP method can be successfully used to produce w — 20 scans for Group III nitride
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Figure 5.7: Comparison of a triple axis diffractometry RSM with the interpolated
IP data. (a) Interpolated IP using method I, (#) error plot, (c) triple axis diffrac-
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Figure 5.8: Comparison of a triple axis diffractometry RSM with the interpolated
IP data. (¢} Interpolated IP using method 1L, (b) error plot, {c) triple axis diffrac-
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Figure 5.10: Comparison of a triple axis diffractometry RSM with the interpolated
high resolution IP data using method 1. (a) Interpolated IP using method I, (b)
error plot, {c) triple axis diffractometry RSM, (d) w — 20 scan and (e) w scan.
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Figure 5.11: Comparison of a triple axis diffractometry RSM with the reduced triple
axis diffractometry RSM. (a) Reduced triple axis diffractometry RSM, (&) error plot,
(¢) standard triple axis diffractometry RSM, (d) w — 268 scan and {e) w scan.
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Figure 5.12: Reciprocal space maps {in angular space) for the (1124) reflections. (a)
Sample D30, and (&) sample D42.
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samples. It is difficult to specify a spatial resolution for the IP scans because the data
is highly asymmetric. The spacing, wgep, between collected lines in the Aw direction
(before interpolation), is 0.18° for Fig. 5.7 and 0.09° for Fig. 5.10. However, along a
single strip from the IP (see Fig. 5.1(b)) the step size is up to 20 times smaller, (i.c.,
0.01°). Limiting ourselves to one IP results in a low spatial resolution compared
to the data of Kinne et al. (1998)). The resolution could be increased using only
one IP, if the Weissenberg screens were made narrower and the IP cassette step size
reduced.

Figure 5.10 shows that reducing the step size, wyep by a factor of two significantly
improves match between the IP and TAD data, in both the qx- and q, directions.
This suggests that for our sample type, 58 scans is sufficient to cover the range of
interest. This should be easy fo obtain with some minor modification to the slit
and step sizes of the IP system. The majority of the collection time for a scan is
spent evacuating the system and handling/scanning the IPs. Hence an increase in
the number of strips on one plate will not significantly change the collection time.
Information on the IP also degrades with time, and can require a correction (see
Welberry et al. (2003)). However, we collected a small number of scans, and hence
avoided this problem.

in attempting to use a large wgep to cover an extended range in reciprocal space
(see Fig. 5.1(b}), the interpolation procedure introduces false peaks. This can be
seen in the InGaN peak, and its satellite in the w - 20 scan (see Fig. 5.7(d)). Figure
5.13 shows a schematic illustration of this phenomenon for a peak elongated along
the qz direction (e.g., the GaN peak). In Fig. 5.13(a) the data points lying on the
peak are generated, via interpolation in the q direction (Method I), from widely
spaced experimental data. In general the experimental data points straddle the peak
position and hence give an intensity less than the true peak intensity. This situation
is evident in region i1 in Fig. 5.13{a). A profile of this region is displayed in Fig.
5.13(b), which clearly indicates that the interpolated scan has a lower intensity than
the true peak. Figure 5.13(a) shows that the experimental points are arranged in
lines that run at an oblique angle to the axis that peak intensity is distributed along.
Some experimental points lie closer to, or on, the peak leading to a sporve accurate
peak intensity. This is the case for region i where an experimental point lies exactly
on the peak. The resulting profile is shown in Fig. 5.13(d). A translation in the
g, direction produces a series of maxima as shown for region iii. A similar problem
arises for the InGaN peak, which is eldnga,ted in the q, direction, if interpolation
is performed in the q, direction {(Method II). Therefore the result of interpolation
depends on the geometry, and in particular the width of the peak being interpolated,
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Figure 5.13: Schematic diagram explaining the origin of peak splitting when wgep
is large. (a) Sketch of the RSM showing the position of the experimental (filled
circles) and interpolated (open circles) points compared with the ‘true’ peak, and
(b) profiles across the ‘true’ (dotted line) and interpolated (solid line) peaks, from
regions i, ii and iii indicated in (a).

compared to the resolution (if a large we, is used).

Method IIT utilised a much larger data set to interpolate each datum point, and
was devised to remove the false peaks evident in the other two methods. However,
Fig. 5.9 shows that although the false peaks have been reduced in intensity they are
still discernible. Moreover striping is seen throughout the whole RSM; this is due
to the inherent smoothness in the pseudo-scans because the number of points used
to calculate the average is large.

Since no explicit smoothing has been applied (only that inherent in the inter-
polation scheme), further imaprovement rnay be possible through the application of
suitable filtering; however, such a procedure would require careful justification.

The IP scans were collected in approximately one quarter of the time required
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Figure 5.14: Powder lines collected across the whole imaging plate, possibly due to
In segregation.

for the TAD technique. Subtracting every second row and column reduces the TAD
RSM to one that would have been collected in approximately the same time as the
IP scans. Figure 5.11 compares the high and low resolution TAD RSMs with the
interpolated IP scans. The low resolution TAD RSM was linearly interpolated onto
the same grid size as the high resclution RSM. Comparing the sparse TAD scan to
the IP scan suggests that for the region of interest, similar (or better) quality data
can be collected in a comparable time using the TAD method. The sparse TAD
RSM lhas a higher spatial resolution than the IP RSM because the sample spacing
is less asymmetric. However, the TAD method requires:

i Greater time for set-up;

ii A priori knowleclge of the peak positions in reciprocal space. This is problem-
atic for unknown samples, especially for asymmetric reflections and requires
long alighment times;

iii More complicated instrumentation, such as a second axis of rotation for the
detector/analyser.

Caution should be used when analysing Fig. 5.11, because the two RSMs are not
independent, originating from exactly the same experimental data. However, it does
indicate that for the samples investigated a lower resolution is sufficient. The RSMs
collected by the IP cover a much wider range than the specific region of interest
shown in Figs. 5.7 — 5.9, although much of this extended region is featureless.
There are specific cases where the large region can be useful. For example, Fig. 5.14
shows a scan where powder lines, possibly due to segregated In (or InN) clusters (see
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Sec. 4.4.3), were observed across the entire RSM, simultaneously with the Bragg
and diffuse peaks.

Figure 5.12 shows two RSMs about the (1124) reflection. RSMs of asymmetric
reflections must cover wide regions of reciprocal space, because the peaks do not
necessarily align with the g.- or g.-axes. Hence the ability of the IP scans to cover
a large region of reciprocal space in a short period of time is very useful in scanning
asymmetric reflections {even at low spatial resolution). The range along the Aw-axis
as shown in Fig. 5.12 is more than seven times larger than shown for the symmetric
reflections.

In comparison to Kinne et gl (1998) our RSMs have a lower spatial resolution
because we used the IP to collect discrete strips, instead of continuously filling the
IP while rocking the sample. In addition, we have introduced integration in the g,
direction by summing across the strips. Summing in the g, direction over a simall
range can also introduce errors if the peaks in that direction have different widths. It
may be more valid to use the central line of pixels from the strip, and hence obviate
the need for integration; however this would require that the scan be perfectly
centred on the strip. The TAD method also integrates in the q, direction (see e.g.,
Holy et al., 1999). Kinne et al. (1998) fill an entire IP by scanning it past a narrow
slit, avoiding the need to integrate in the Aw direction. However, we observed that
very bright features caused streaking on the IP in the Aw direction (presumably
because of saturation). The separation between strips ensures the intensity of the
streaks at the adjacent strip position on the IP is small. There was no separation
between the strips for the procedure adopted by Kinne et al. (1998), although the
lower count rate in the laboratory may have meant the problem was less severe.

The optimum detector for this collection regime would have on-line readout, such
as that used by Boulle et al. (2002); furthermore, it should be capable of handling
synchrotron intensities, be vacuum stable, and have an appropriate dynamic range.
Such detectors are not readily available.

Experimentally we integrate over a small range of reciprocal space, because of
a number of instrumental effects (e.g., the slits are not infinitely viarzow). If the
Weissenberg slits were removed, the lateral direction would be available for detecting
intensity. This direction corresponds to ¢.,, which for an incident planc wave is given
by

gy = k cos 0, sin b, (5.24)

where 8, and 65 are defined in Fig. 5.15. (Note that Eqs. (2.130) and (2.131) are not
valid in the three-dimensional case). Gerhard et al (2000) use this fact to collect
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Figure 5.15: Angle designations for the three-dimensional diffraction geometry.

their RSMs. In fact their results are similar to 2. CTR scan (see e.g., Takeda and
Tabuchi (2002)) with no Weissenberg slits installed. Such a CTR still integrates
over the qy range (determined by the w limit selected), but provides information
from a two-dimensional region of reciprocal space. The CTR covers a region in
the ¢, = 0 plane, i.c., perpendicular to the RSM. By collecting RSMs and two-
dimensional CTRs, two perpendicular planes (from within reciprocal space) can be
acquired without the need to rotate the sample about the q.-axis between scans.
This ensures that the same region of the sample is investigated in the both the
@ = 0 and gy = 0 planes.

If only a small q, range is required, and the incident beam has low angular
divergence in both the qy- and q, directions, then our technique can be used to
produce a three-dimensional RSM. The intensity distribution in the q direction is
obtained from the profile across the sirips. This cannot be easily achieved using
other techniques, except for Welberry et al. (2003}, although in this latter case it
would be of a very limited range.

5.5 Conclusion

We have implemented a method for collecting reciprocal space maps using imag-
ing plates at the Australian National Beamline Fucility. The results indicate that
for sparse data care must be taken when interpolating onto a regular grid. More
specifically, peaks that are narrow in the g, direction should be interpolated in the
qx direction, and vice versa, to avoid producing false peaks. For our sample type,
and the range required, we found that as few as 58 strips can produce acceptable
results. The 1P method is very useful for rapidly scanning large areas of reciprocal
space when the peak position and shape are not known exactly, which occurs for
asymmetric peaks; further it does not require more sophisticated equipment, suck as
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analyser crystais and 2@-arims. This method can be extended to three dimensions.

g




e e et

184

CHAPTER 6

Chemical Ordering of Group III Nitrides

This chapter describes work done in collaboration with Dr. Lutz Kirste and Dr.
Nikolaus Herres of the Fraunhofer Institut fiir Angewandte Festkorperphysik (Fraun-
hofer Institute for Applied Solid-State Physics, Germany).

6.1 Introduction to Ordering of Group III Nitrides

Ternary Group III nitride materials, specifically Al;Ga,..»N and IngGa;_.N, can
exhibit self-induced long range ordering of the Group III elements. This chemical
ordering was initially identified in the wurtzite structure by Korakakis et el (1997),
and since then has been reported by numerous authors (see e.g., Iliopoulos et al,
2001; Benamara et al, 2003; Laiigt et al, 2003). The nature of the ordering is
dependent upon the growth conditions, substrate, layer components and composi-
tion. Group III nitrides arc usually grown in the [0001] direction, as detailed in
Sec. 1.2.4. In this growth mode the ordering is along the [0001] growth direction,
with the atoms arranged randomly in the (0001) basal plane. The simplest ordering
modality has the Group IIl atoms alternating in the [0001] direction (Korakakis
et al., 1997; Iliopoulos et al, 2001; Northrup et al, 1899b). Other more complex
arrangements (lliopoulos et al., 2001) have longer repeat units, up to 14 monoleyers,
and coexistence of different ordering types.

_ : ‘r Ordering of the structure may impact on the electrical and optical properties
i of the material (Wright et al, 2001). Hence an understanding of the formation :
1 and stability of the ordered structure is important for device manufacture. Several
authors have suggested models for the formation of the ordered structure {sec e.g.,
Northrup et al, 1999b; Benamara et @i, 2003). The ordering is thought to be a
result of the growth kinetics (i.e., it is not a thermodynamic process), and the large
difference in bond strength between the nitride and each of the Group I!I atoms.
{Specifically the In-N and Al-N bonds are stronger than Ga-N bonds). Figure 6.1
shows a conceptually simple mechanism: for ordering. Growth occurs via a step
process, with three different sites available for Group III bonding: Bl, T1 and B2.
The nitrogen coordination of these three sites (at the time the Group III adatom
arrives) are different; B1 has three nitrogen atoms, B2 has two and T1 has one.
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Figure 6.1: Possible kinetic mode! leading to chemical ordering of Group III nitride
ternary alloys. In and Al have a higher bond strength with N than Ga. The free
energy is minimised if In or Al is located at Bl (and Ga at T1 and B2} because

there: are two nitrogen bonds at Bl and only one at T1 and B2 {after Benamara
et al. {2003)).

Energy is minimised by an atom with higher bond strength begin positioned at Bl
(i.e., In or Al}, and an atom with lower bond strength (Ga) at B2 and T1. The
geometry of the layer, and the motion of the growth front will produce ordering,
which is then frozen into the bulk material. Although this simple model is specific
to a particular growth mechanism, it demonstrates how different bonding strengths
can lead to ordering.

Structural ordering of this kind can be easily detected by diffraction techniques,
since the structure factor of the material is modified. For a ternary alloy with a
wurtzite crystal structure the structure factor is

Fuse = fa + foe™ (5540 o peind [1 4 35 (6.1)

where f4 and fp are the atomic scattering factors for atoms sitting at the two Group
III sites in the unit cell, and fn is the atomic scattering factor for nitrogen. Fo
(00.1) type reflections Eq. (6.1) reduces to

Fyoiu = fa+ fee™ + fne™d [1 + e (6.2)
- +0 if [ = odd
Foy = Ja=1s (1) 1 ° (6-3)
fa+ fa+ fait2) if I = even.

For a random alloy, fa and fp are taken as the weighted average of the two
species, It follows that for (00.f) reflections, where ! is odd, the structure factor is
zero. However, if ordering is present, the symmetry is brokea and Fyg; is non-zero
for all {. Thus an XRD scan can determine if there is ordering in the material.




I

"

g i Single Crystals—
c.g., Ge(220)

X

X-ray Source

Figure 6.2: Schematic diagram of a Bartels-DuMond type monochromator. The
X-ray beam height is not modified by this arrangement. Selection of a desired
wavelength is achieved by rotating the crystals. :

Additional peaks may also be present if some form of superstructure is involved,
e.g., if the repeat length is greater than ¢, i.e., the lattice parameter in the [0001]
direction.

6.2 Experiment

A series of experiments designed to explore the chemical ordering of the Group III
nitrides were completed by Drs. N Herres and L. Kirste of the Fraunhofer Institut fiir
Angewandte Festkorperphysik (Fraunhofer Institute for Applied Solid-State Physics,
Germany). The sample was grown using plasma assisted molecular beam epitaxy.
The substrates were nitridated, and a 130 nm AIN buffer layer was der-~z%+41 at
1050°C. A 720 nm AlGaN layer was then grown at 820°C. After chara.:¢risation
(see below) the sample was annealed for 5 hours at a temperature of 1.7 »nd a
pressure of 9.5 kBar. A Ga overpressure was achieved by packing Ga pov:ir into
the crucible with the sample. After annealing, the sample was again characterised.

The samples were initially scanned using a double crystal diffractometer to de-
termine lattice parameters and composition, using the extended bond technique (see
e.g., Herres et al., 2002). Reciprocal space maps were then collected using a triple
axis diffractometer for a more detailed study of the structural imperfection of the
samiples. The triple axis diffractometer incorporated a parabolic mirror to incresse
the incident flux, with a Bartels-DuMond Ge-220 monochromator to condition the
beam. A schematic of a Bartels-DuMond monochromator (DuMond, 1937; Bartels,
1983) is shown in Fig. 6.2. This monochromator has a small beain divergence. Fur-
thermore it does not modify the beam direction, and can be tuned for a particular
radiation wavelength. A Ge-220 Bartels-DuMond arrangement was also used for the
analyser. This arrangement ensured minimum instrumental broadening, obviating
the need to deconvolve instrumental broadening from the diffraction pattern.

Two different analysis methods were smployed and compared: a Williamson-Hall
analysis and statistical diffraction theory.
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6.3 Williamson-Hall Analysis

A number of technigues have been described in the literature that attempt to deter-
mine microstructural information from X-ray diffraction peaks. One such approach
is integral width! analysis (Gay et al, 1953; Williamson and Hall, 1953; Hordon
and Averbach, 1961; Chatterjee and Sen Gupta, 1972). This approach is popular
because of its simplicity and generality, although there are questions concerning its
accuracy (despite the fact that the method has been used in some form for more
than 40 years). The Williamson-Hall analysis (Williamson and Hall, 1953} is one
such analytical method for extracting physical parameters from the integral widths.

The integral width of an X-ray diffraction peak is defined as the area under the
peak divided by the maximum peak intensity. It is used over alternative measures of
peak profiles (such as Full-Width-at-Half-Maximum} because it is applicable to both
symmetric and asymmetric peak shapes. The experimentally measured diffraction
peak is a convolution of the diffraction profile and the instrumental function. Instru-
mental line broadening is caused by the divergence of the primary beam (and the
acceptance angle of the detector), which is determined by the angular derendence
of the reflectivity of the monochromator {and analyser). Aside from the natural
(Darwin) width of the reflection there will be other contributions to the line width
depending on the sample type. For example, cold-worked metals, for which these
analysis methods were originally formulated (see e.g., Williamson and Hall, 1953;
Hordon and Averbach, 1961), have a high dislocation density, and hence small grain
size. The size of the grains, both parallel and perpendicular to the sample surface,
and their misorientation will broaden the diffraction peak in specific directions in re-
ciprocal space (see Sec. 4.4.3). Furthermore, dislocations will cause inhomogeneous
strain of the lattice, which will also cause the peaks to be broadened. Although our
samples are not cold-worked metals, they have similar microstructural features, i.e.,
high dislocation density leading to inhomogeneous strain and the formation of small
grains (mosaic blocks), which show significant misorientation. In order to quantify
these structural features using the line width, the different contributions must be
disentangled from each other.

The instrumental function can be characterised by measuring the rocking curve
of the analyser and monochromator crystals. It is then straightforward to account
for the instrumental function in the analysis. According to Williamson and Hall
(1953) the integral line widths due to heterogeneous strain, 3;, and particle size in

"Here the term ‘integral width’ has the same meaning as ‘integral breadth’, which is often used
in the literature.
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the q; direction, B, are given by

Bs = 26 tan 9;3 (6.4)
A
Bp = m‘J (6"5)

where £ is the integral width of the strain distribution, and [, is the average linear
dimension of the particle (mosaic block or crystallite) perpendicular to the sample
surface. If both of these broadening mechanisms operate simultaneously, the integral
widths need to be combined to give the total width, B (after removing instrumental
effects). Assuming a Lorentzian profile the integral widths are added; for a Gaussian
profile the squares of the widths are added (Williamson and Hall, 1953; Chatterjee
and Sen Gupta, 1972). Assuming a Lorentzian profile we have:

B =2€tan@ + A/(l, cosb). (6.6)

It is advantageous to perform this calculation in reciprocal space. For a sym-
metric reflection (i = 0), and assuming the incident and diffracted angles are equal
(6; = 8, = ) the q, vector is given by |

qz = 2ksinf . (6.7)
From this we can derive the following expression:

Aq, = 2kAfcost,, (6.8)

where Aq, is the change in reciprocal space, corresponding to a small change, Aé, in
angular space. In keeping with the convention used by Williamson and Hall (1953)
we define & as & = 1/A for this section (compared to the usual definition of the
wavevector, k£ = 27/X). Multiplying both sides of Eq. {6.6) by cos8/) gives

B! = Beos#/X = 26sin@/)+1/i. , (6.9)
where B} is the integral width in reciprocal space (in the q, direction).
Finally, upon utilising Bragg’s law we obtain

B =¢&/d+ 1/, (6.10)

where d is the lattice spacing (q, = 1/d). Hence plotting B* versus g, should
result in a straight line of gradicnt £ and intercept 1/{,. Determining the structural
parameters using such a plot is the basis of the Williamson-Hall technique. This
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technique can be extended to extract the peak width in the gx direction in order to
determine the linear dimension of the particles parallel to the sample surface, and
the integral width of the misorientation.

Assuming a symmetric reflection, the incident angle, 8;, and the diffracted angle,
84, are given by

8; = 0+w (6.11)
8y = 0—w. (612)
The g, vector is specified by
Ax = k{cos(f + w) — cos(€ — w)) (6.13)
= 2kwcosé . (6.14)

From this we can derive the following expression
Aqy = 2kAwsin 8, (6.15)

where Aq, is the change in reciprocal space, cor.esponding to a small change, Aw,
in angular space.

The component of the peak broadening in the q, direction, due to the particle
size perpendicular to the surface of the sample in reciprocal space, is equal to 1/1,.
It follows that the component of the peak broadening in the q, direction, due to
the particle size parallel to the surface of the sample in reciprocal space, is equal to
1/ly. (Using Eq. (6.15) the broadening in angular space is A/(2,sinfpz)).

The peak profile (in an w scan) generated by misorientation is a direct measure
of the distribution of angles of the mosaic blocks. Therefore in angular space the
integral width due to misorientation is the integral width of the misorientation,
which we label A,,. The misorientation integral width in reciprocal space is

B: = 2aksinfg+ 1/l (6.16)
= Apfd+1/L, (6.17)

The particle size parallel to the sample surface and the integral width of the mis-
orientation can be determined {rom the intercept and gradient, respectively, of the
graph of B* versus qy.

The analysis based on Egs. (6.10) and (6.17) assumes a Lorentzian profile. If
the profiles are Gaussian then Eqs. (6.10) and (6.17) are modified according to
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(B} = (&/d)*+ (/L) (6.18)
(B2 = (An/d)+(1/L)°. (6.19)

In this case a plot of (B*)? versus q2 will allow the appropriate parameters to be
determined from the square root of the gradient and intercept. Another important
functional form used in integral width analysis is the Voigt function. This function
is a convolution of a Lorentzian profile with a Gaussian profile (see e.g., Balzar and
Popovi¢, 1996). The integral width of the Voigt function, Bygig, can be determined
from the widths of the constituent Lorentzian and Gaussian components {Schoening,
1965); however, the resulting equation is complicated. A simple, reasonably accurate
approximation was given by Halder and Wagner (1966):

B%r’oigt = Biorentz Bvoigt + Béam;s- (6.20)

The rationale for using a Voigt function is that effects due to particle size pro-
duce a Lorentzian-type broadening, whereas the strain induces Gaussian-type line
broadening (see e.g., Halder and Wagner, 1966). However, fitting the peaks using
a Voigt function complicates the graphical analysis, since a plot of B* versus g
or (B*)? versus g2 is not lincar. This will be discussed in Sec. 6.5.1. The Voigt
function can be used to calculate the different contributions to line broadening by
decomposing the Voigt width into its Lorentzian and Gaussian components. This
may be done using Eq. (6.20), or some other appropriate approximation (see e.g.,
Schoening, 1965).

Group III nitrides have a high defect concentration leading to broad diffraction
peaks. We can neglect the intrinsic (Darwin) width since it is narrow; instrumental
broadening is also small since the Bartels-DuMond monochromator and analyser en-
sure very low beam divergence. We also neglect broadening due to sampie curvature
on the assumption that it is a small (see e.g., Hordon and Averbach, 1961).

6.4 Statistical Diffraction Theory

Modifications to the mosaic block model used in Sec. 3.3 were required in order
to fit the data. Odd reflections in the gy direction required a weighted mixture of
two different lateral block sizes in order to corrcctly fit the line shape. However,
even reflections in the q, direction only need one block size. Simulation of the
profiles in the q, direction necessitated a strain distribution. This was simulated
by dividing the layer into a large number of partitions (e.g., 60), each in a different
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strain state. Fitting the annecaled samples required only one lateral block size,
since only even order reflections were observed. The process of annealing caused
chemical intermixing of the individual layers of the sample, and the formation of a
Ga rich layer on the sample surface. Intermixing is observed in the g, profiles as
the large background extending from the AIN rich peak to the GaN rich peak. The
intermixed regions of the sample were modelled by assuming that the composition
varied linearly from one layer to the next.

6.4.1 Composition Gradient Model

The deformation vector, u(r), for an atom originally located at r, can be divided
into two components: the average deformation (u(r)), and the statistical deviation,
du(r). Until now we have assumed that the average deformation vector is zero, i.c.,
that (u(r)) = 0. However, if we introduce a compositional gradient, which in turn
produces a non-statistical variation in the lattice constant with position, then (u(r))
will no longer be zero for all r.

Diffraction from sainples exhibiting a compositional gradient, or strain gradient,
has been discussed in the literature (see e.g., Halliwell and Lyons, 1984; Punegov,
1990, 1991; Punegov and Vishnjakov, 1995). The following treatment highlights how
random and non-random sample defects can be considered simultaneously within
the formalism presented in Scc. 2.9. The treatment is restricted to a linear strain
gradient in the z direction (i.e., normal to the surface).

The first step is to determine the average (non-statistical) deformation vector,
(u(r)), for the atom that would be positioned at r in a perfect crystal. We assume
that atoms are only displaced parallel to z, hence this treatment will only be appli-
cable to symmetric reflections. Given a strain of ¢, an atom will be displaced from
z to z{1 + £(2)). The displacement, u, of the atom at z is u(z) = 2(1 + &(2)) — 2.
Assuming a linear strain gradient (e(2) = sz} where we define ¢(z = 0) = 0, gives

(u(z))

z2{(l+e(z)) — =

= z{l+s2) -2

= sz¢. (6.21)
Here u depends only on the z coordinate. The value of s can be approximated if two
values of the lattice parameter, ¢, are known. For example, if we know the lattice
parameters at the bottom, ¢, and top, ¢, of the layer then:
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where ¢ is the thickness of the layer.
The diffuse intensity is calculated using Eq. (2.108), i.e.,

{ +o% +eo
Ha = [a ) e[ auen)f- LElree)

X exp {—/ plz + cot 8,(s — 2),y, 8] + bufx — cot Ox(s — 2),y, z]ds}
0
xIg(z — cot 612, 4,0). (6.24)

where 7(r, q) is the correlation area, calculated using Eq. (2.111), i.e.,

+00
e gs) = f day(r, @) (6.25)

o0

+oa +00
= (1/2”)/ d[);/ dp:c (C"i(‘?zﬂz'*‘t?xﬂ:)ci(l+b)0’o(r)p,
—oo —eo
x emhlletoevitoN -G (r: p,0,p,)) (6.26)

and all other variables have been defined in Sec. 2.8.3. The term

e~ hl(ula+pr.y.z+p:))—{u(r))]

was set to unity in our treatment in Sec. 2.8.3, because the average value of the
displacement vector was zero for the mosaic block model. However, with the intro-
duction of a non-statistical variation in u, this is no longer the case. Substituting
Eq. (6.23) and the correlation function, g(r, p) (defined in Eq. (2.110)), into Eq.
(6.25) we obtain

+o0 +co
A R B B .
—o0 -

+oa

e p(p) da‘/‘f(a)e[iha(.ﬂz sinp—pz cos \9}]) N (6.27)

-

where all terms have been defined in Secs. 2.8.3 and 2.9.
In Sec. 2.9 the correlation area was calculated by analytical integration over p
(the separation between two points considered in the spatial correlation function),
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and numerical integration over a (the rotation of a mosaic block). A similar approach
was used to evaluate the integral in Eq. (6.27). We make the following substitutions:

o) = -l < mon) o2
8 = —(g+ hacosyp) b (6.29)
Yy = —(q.+h(2sz - asing)} — (1 +b)oe(r)), (6.30)

where all these parameters have been defined in Secs. 2.8.3 and 2.9. In terms of
these new parameters

| B +o0 " 400 ~ _‘f_:d B
(r e, q.) = (1/27) daW (a) dp, |1 | €
-0 — 0 T

+o0
X f dp; [1 - |__pz_[] e ¥Ps g=iher; (6.31)

o0 L

Equation (6.31) is analogous to Eq. (2.111}; however a compositional gradient
has now been included. The appearance of p,? in Eq. (6.31) makes the integral
difficult to evaluate. The computer package Mathematica®? was used to analytically
evaluate the integrals over the spatial coordinates (i.e., p, and p,) in Eq. 6.31. The

diffuse intensity is given by substitution into Eq. (6.24):

d 2 2 i ; 2

L{a) = Iolax[l — f3(1/27) W(a)i
— o x

2 2 l ?:ef(d!f;—h,slzz) 1 ?je"(—iﬁfz—hsfzz]

i
. A |:E 2hs Z 2hs B E; 2hs

5 z‘%weﬁ%ﬁerf [52%%
(Z) 4(hs)z |
y oy e o [
* (2)@3[; B 1) 2 };s |

[ 1
12 (p+2hsl,)

w 2;!18 ]
- (1 + ) = e g,

(1 —cos(8l,)) da

(6.32)

2Mathematica® is a symbolic computing package developed by Wolfram Rescarch (see e.g.,
http://www.wolfram.com).
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where erf(w) denotes the error function® in terms of the complex argument w =
Vit + 2hsl.)/2vhs (or w = iy /2vhs). All symbols have been defined in
Secs. 2.8.3 and 2.9. We have assumed a (00.0) type reflection, i.e., the sample is
laterally homogenous, so that we can neglect the integrals over x and y; the static
Debye-Waller factor is zero since we have not modified the statistical part of the
deformation vector. The Fourier components of the susceptibility vary in the =z
direction only.

In order to simulate the diffuse intensity diffracted from these samples two differ-
ent types of layer were modelled: layers with a co:iposition gradient and homoge-
nous layers. The homogenous layers were modelied exactly as described in Secs.
2.9 and 3.3. Modelling a composition gradient used a modificd version of the code
adopted for the homogenous layers. The integration over z was accomplished using
Mathematica®. This computing package was used instead of a conventional numeri-
cal program written in the Interactive Data Language (IDL), because it handled the
error function with complex arguments more robustly. This is demonstrated in Fig.
6.3, where the error function calculated by IDL and Mathematica® are compared.
Near the origin (w = 0) the two outputs agree; however, for |w| 2 5 IDL fails to
reproduce the error function correctly. IDL was still used to numerically evaluate
the integral over a. Mathematica® was called from within IDL, with the parameters
passed between the programs via an ascii file.

Figure 6.4 shows the model structure for the samples. To reduce the number
of free paramecters when simulating the intermixed layers, it was assumed that the
composition at the top and bottom of these layers matched the homogenous lay-
ers at those boundaries. The sample parameters passed to Mathematica® for each
intermixed layer were the Fourier components of the susceptibility at the top and
bottom of the layer, the layer thickness, the mosaic block dimensions, the width
of the tilt distribution, and the composition induced strain gradient. The suscepti-
bility throughout the layer was determined using Vegard’s law. The mosaic block
dimensions and tilt were constant throughout each intermixed layer (but were not
necessarily identical to the homogenous layers). The procedure for finding the best
fitting parameters was essentially the same as described in Sec. 3.3.2.

3The error function is given by

erf(w) = % A etdt . (6.33)
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(a)

(b)

Erf(w)
&t - 10
25 -5
0 0 Re(w)
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Im(w) 5

Figure 6.3: A comparison of the error function calculated using (a) IDL and (&)
Mathematica®,
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Figure 6.4: The model used to describe the composition of the annealed sample
(which shows chemical intermixing) for the statistical diffraction analysis. The grey
regions are intermixed layers, which have a composition varying linearly from top
to bottom. The composition of the layers at the interfaces are shown on the right.

6.5 Results and Discussion

The experimental work (including sample preparation and X-ray diffraction mea-

ik surenents) and Williamson-Hall analysis were completed by Drs. N Herres and L.
A .‘

Kirste and coworkers. The statistical diffraction modelling was carried out by the
: author.

The lattice parameters of the as grown AlGaN layer were a = 3.1301 A and ¢ =
5.0839 A. Based on Vegard's law the composition was determined to be Alg s GagazsN.

After annealing, the AlGaN layer retained the same composition, however the strain
state had changed.

i Figure 6.5 shows a low resolution double crystal 8 — 26 scan of the samples
before and after sannealing. The as grown sample clearly shows a super structure
‘ as the forbidden ((0001), (0003), and (0005)) reflections are present. However, after
E annealing, the superstructure reflections disappear. This provides tentative evidence
that the ordering observed in the as grown samnples is related to growth kineties.

The as grown samples, which may not have reached equilibrium, show superstructure
reflections; however, the annealing process allows the samples to approach a state
of thermodynamic equilibrium, thereby extinguishing the superstructure reflections.
The thermodynamically stable state has a random distribution of Group III atoms.
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Figure 6.5: X-ray diffraction patterns for the as grown and annealed samples.

6.5.1 As Grown Samples

Diffraction profiles were collected from the as grown sample in the q, and gy direc-
tions for the [ = {1,2,3,4,5,6} symmetric (00.]) reflections. The diffraction peaks
are shown in Fig. 6.6 together with the fitted Voigt functions. The Voigt func-
tions accurately match the peak shapes in the both the q, and gy directions. As
discussed in Sec. 6.3, if a Lorentzian profile had been used to fit the peaks then
the Williamson-Hall analysis would be performed by plotting the integral width, B,
of the Lorentzian function versus the g, position of the reflection. If a Gaussian
function is used the required plot is B? versus g2. However, since the Voigt function
is a convolution of these two profiles, it is not strictly correct to perform the regres-
sion analysis using a plot of B versus ¢. or a plot of B? versus g?. Therefore the
Williamson-Hall analysis has been carried out for both plots, with the experimental
data and regyession lines shown in Figs. 6.7 and 6.8. Surprisingly all plots are linear,
although a number consist of only three points. The plots of the peak width in the
qx direction versus the g position of the peak (see Figs. 6.7(b) and 6.8(b)) indicate
that the fundamental reflections (i.e., the (00.1) reflections, where ! is even), and

superstructure reflections (i.e., the (00.7) reflections where [ is odd) lie on different
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Figure 6.6: Experimental profile (o) and Voigt fits (—) for the as grown AlGaN
sample. (@} q, direction, and (§) qx direction.
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Figure 6.7: Williarnson-Hall plots of Ag versus g, for the as grown AlGaN sample. o
(¢) Based on peak widths in the q, direction, and (¥) based on peak widths in the | T}
qx direction. Ag is equivalent to B in the text. o

regression lines.

The mosaic block parameters determined from the Willlamson-Hall analysis are :
given in Tables 6.1 and 6.2. The parameters determined from the gradient of the (i
Williamson-Hall plot (misorientation and strain) agree for both the B versus ¢ and
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Figure 6.8: Williamson-Hall plots of Ag? versus ¢? for the as grown AlGaN sample.
(a) Based on peak widths in the g, direction, and (b) based on peak widths in the
qy direction. Agq is equivalent to B in the text.

B2 versus ¢* plots; however, the parameters calculated from the intercepts are very
different. It would seem that the analysis using a B — ¢ plot is incorrect because
the size of the blocks perpendicular to the surface is larger than the layer thickness.
The block size determined using a B2 — ¢2 plot scems reasonable. An analysis based
on the fundamental and superstructure reflections for the integral widths in the g,
direction show that the misorientation agrees for both reflection types, but the block
size is different. The different block sizes are possibly the result of anti-phase domain
boundaries in the material. This is shown schematically in Fig. 6.9, where the phase
of the structure changes on passing through an anti-phase domain boundary (i.e.,
the Ga and Al exchange lattice positions). For the Group Il nitrides investigated
here, this means tnat part of lattice is translated along the [0001] direction. If
the lattice is translated by half a unit cell in the z direction then F!,, = Fyye~27%,
where FJ,, is the structure factor in the shifted region and F, is the structce factor
in the unshifted region. If the Miller index [ is odd then Fy,, = —Fjy, otherwise

F}; = Fug. In this case the domain boundary (wall) will be apparent only for the
superstructure reflections, and additional broadening (smaller apparent particle size)
will be seen for these reflections. It was found that a regression analysis based on
both the fundamental and superstructure reflections gave the same misorientation
width. This is expected because the anti-phase domains are inside the mosaic blocks,
and hence must have the same orientation.
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Table 6.1: Parameters determined using the Williamson-Hall procedure for the as
grown AlGaN sample. The regression analysis was performed by plotting Ag versus

q.

I (nm) Am . (nm)  {e;:) (x1073)

Using fundamental

(‘even’) reflections 237 £ 23 0.22° £ 0.01°

2315 £ 692 2.66 4 0.05

Using superlattice

o o
(‘odd’) reflections 102 T 13 0.22° £ 001

Table 6.2: Parameters determined using the Williamson-Hall procedure for the as

grown AlGaN sample. The regression analysis was performed by plotting Ag? versus

il

l. (nm) A l. (nm) {e,.) (x1073)

Using fundamental

(‘even’) reflections 88 & 31 0.24° £ 0.04°

709 £ 36 2.75 £0.34

Using superlattice

(‘odd’) reflections 61 &+ 26 0.26° + 0.09°

Table 6.3: Parameters determined from the statistical diffraction theory for the as
grown AlGaN sample.

loy (nm) I, (nn) A, l; (nm) {(Exe) (€22)

Using fundamental

1n.a. o o
(‘even) reflections 90+ 10 0.29° £ 0.03

740 11x107% 2.7x1073

Using superlattice

(‘odd) reflections 65 & 7 24£3 06.30°%£003

The simulated profiles based on the statistical kinematical diffraction theory
are shown in Figs. 6.10 and 6.11 together with the experimental data. Fitting
the fundamental reflections in the gy direction was straightforward. The fitting
parameters (see Table 6.3} agree well with the Williamson-Hall analysis performed
in B2 —g? space confirming that B?%—q? plots produce more accurate results for these
samples. The superstructure reflections were more difficult to fit. In Sec. 6.4 we

17 o s




201

[0001]

Antl Phase
Ga Al N pomain Boundary

Figure 6.9: An anti-phase domain in AlGaN. At the anti-phase domain boundary

the Al and Ga atoms interchange their positions in the lattice (figure provided by
Dr L. Kirste).

noted that two mosaic block sizes were required to adequately fit the experimental
data. The block sizes are of the same order as predicted by the Williamson-Hall
analysis (with the regression based on a B? — ¢ plot). The weight given to the
contribution from the two different block sizes was kept constant during the analysis,
to reduce the number of free parameters. The origin of the two block sizes is unclear,
although it may be related to the anti-phase domains described above. Interestingly
the two block sizes add to give the block size reported for the fundamental reflections.
Further, the misorientation determined using statistical diffraction theory (SDT)
agrees with that given by the Williamson-Hall analysis.

The modelling in the q, direction was more problematic, requiring a strain profile
to achieve an approximate fit. As such the match is poor (see Fig. 6.11). The strain
profile, ¢,., is shown in Fig. 6.12(a). The average strain given in Table 6.3 agrees
well with the Williamson-Hall analysis. Matching of asymmetric reflections by SDT
simulations (see Fig. 6.12(d)) allowed the strain profile, e;,, parallel to the surface
to be determined (see 6.12(a)). Finally, utilising all parameters full reciprocal space
maps were produced and compared to the experiments (see Figs. 6.13 and 6.14). In
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Figure 6.10: Experimental profiles (o) and simulated profiles based on the statistical
diffraction theory (dotted, dashed and full lines), in the q, direction for the fun-
damental and superlattice reflections, for the as grown AlGaN sample. (a) (0002)
reflection, (b) (0004) reflection, (¢) (0001) reflection, and (d) (0003) reflection. Pro-
file 1 indicates the effect of changing A,,; profile ii shows the effect of changing I,,;
and profile 1ii shows the effect of changing !;,. The solid line is the line of best fit;
the dotted and dashed lines represent +10% and —10%, of A, {;,, and I, .
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Figure 6.11: Experimental profiles (o) and SDT fits (—) in the q, direction for the
as grown AlGaN sample.
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Figure 6.12: (a) Strain distribution for ,, (0) and ¢, {0}, from the surface (0 nm)
to the substrate (740 nm), for the as grown AlGaN sample. These were determined
from the qz scans of the (00.) reflections and RSMs of (11.1) and (11.1) reflections,
using statistical diffraction theory. (#) The experimental (¢) and simulated profiles
(—) in the gy direction for the (11.4) reflection from the as grown AlGaN sample.
The simulated profile is based on statistical diffraction theory.
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general the simulated RSMs reproduce all of the features seen in the experimental
RSMs, including the correct shape and size. This gives us confidence that the
parameters determined by the SDT analysis are accurate.

6.5.2 Annealed Samples

Annealing the sample randomised the Al and Ga atoms within the structure, and
hence the superlattice reflections ((00.l) where ! is odd) were no longer observable.
Therefore fewer experimental diffraction profiles were collected. These profiles are
shown in Fig. 6.15 together with the Voigt fits in both the g, and qx directions. The
insets show the fitting on a logarithmic scale, highlighting that the Voigt function
fails to match the experimental data in the low intensity region. In particular the fit
in the q, direction js not reliable becaunse of the chemical intermixing (compositional
gradient) driven by the annealing process. Therefore only the peaks in the gy
direction were analysed using the Williamson-Hall method. The Williamson-Hali
plot {gy direction ouly) is shown in Fig. 6.16 along with the Williamson-Hall plot
for the as grown sample. The Williamson-Hall analysis was restricted to a B? —
g*> plot because the original results show this to be more accurate than a B — ¢
plot. The mosaic block parameters determined by the Williamson-Hall analysis are
given in Table 6.4. According to this analysis the particle size in the g, direction
has increased approximately threefold compared to the as grown sample. This is
expected, since annealing should decrease the dislocation density of the sample.
The Williamson-Hall analysis suggested that there was only a small change in the
misorientation.

The SDT analysis was performed for both the g, and ¢, scans as shown in
Figs. 6.17 and 6.18. The simulation parameters are summarised in Table 6.5. The
structure was randomised, precluding anti-phase domains; only one lateral block
size was required to fit the data. In this case the block size in the q, direction does
not agree with the Williamson-Hall analysis, although there is agreement for the
misorientation.

The chemical intermixing of the layers was quite significant, and hence fitting

Table 6.4: Parameters determined from a Williamson-Hall analysis for the annealed
AlGaN sample.

I, (nm) Ay
333+ 581 0.23° £ 6.01°
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Figure 6.13: Experimental RSMs for the as grown AlGaN sample. The Mliller indices
(hk.1} of the reflections are indicated above and to the left of each of the maps.
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Figure 6.14: Simulated RSAMs. calculated using statistical diffraction theory, for the
as grown AlGaN sample. The Miller indices (&0} of the reflections are indicated
above and to the left of each of the maps.
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Table 6.5: Parameters determined from the statistical diffraction theory for the
annealed AlGaN sample.

Layer Thickness (nm) [; (nm) Am l; (nm) (€2z)
GaN 50 50 0.35° 70 2.5%x 10-3

AlGaN 600 150 £ 15 0.23° £ 0.02° 100 3.0 x 10-3
AIN 110 100 + 10 0.2° 60 1.5 x 10~3

in the q, direction was difficult. However, considering the complexity of the struc-
ture there is reasonable agreement between the empirical and simulated profiles
(see Fig. 6.17). The lincar strain model allows the intermixed region to be fit-
ted. Significant oscillations are observed in the simulated profile for the intermixed
region. These oscillation are also observed experimentally for layers having strain
or composition gradients (see e.g., Halliwell and Lyons, 1984; Punegov, 1991), and
hence are not simply an artefact of the simulation. Since oscillations are not evi-
dent throughout the intermixed region of the experimental diffraction profile it is
likely that the strain/composition is not linear or that the oscillations have been
masked by background noise. {There are some small oscillations in the experimen-
tal data near the AIN peak; however, these may be due to the AIN layer itself,
not the strain/composition gradient). The simulated scans also show a decrease ir

(a) (b)
0002
GoN AN
&
112
g -0.08 0.00 0.08
£ 0006
b4
s
e
b 0004
R
2 | Gan AN
5 0002
=
.008 000 008 0.05 000 0.05
Aq,Inm™] Aq[nm’]

Figure 6.15: Experimental profile (o) and Voigt functions (—) fitted to the experi-
mental data for the anncaled AlGaN sample. (a) Scan in the q, direction, and (b)
scan collected in the qy direction. The insets show the same data on a logarithmic
scale to highlight the mismatch at low peak intensities.
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Figure 6.16: Williamson-Hall plot of Aq? versus ¢ for the annealed and non-
annealed AlGaN sample. Aq is equivalent to B in the text.

intensity near the AIN peak. The origin of this effect is not clear, and has not been
investigated at this stage.

The perpendicular block size reported for the as grown and annealed samples
(determined by SDT) are very different. The annealed sample has a smaller block
size, which seems counterintuitive. The reason is that the q, scans for the as grown
samples were fitted using a strain gradient, with the block size set to the full thickness
of the layer. Modelling the layer in this way means the peak width is deiermined
by the strain gradient, not the block size. However, on annealing the strain was
reduced within the AlGaN layer, and hence the bock size becomes the dominant
broadening mechanism. This is consistent with the peak shape, and that the match
between the simulated scan and the experimental data. The actual perpendicular
block size for the as grown material would be much smaller than the block size used
in the sirmulation.

The Williamson-Hall analysis was not capable of accommodating the constant
strain gradient and hence reliable results for the perpendicular block size could not
be determined. However, the entire sample structure could be handled by the SDT
model, which provided a more complete ‘picture’ of the material. The compromise
is that the SDT fitting procedure is quite involved. Furthermore the solution may
not be unique, because of the large number of fitting parameters. This is especially
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Figure 6.18: Experimental profiles (o) for scans in the gy direction and simulated
profiles {(dotted, dashed, and full lines) based on statistical diffraction theory (SDT),
for the annealed AlGaN sample. (a) (0002) reflection, (b) (0004) reflection, and (c)
(0006) reflection. Profile i indicates the etfect of changing A,, {misorientation) and
profiie ii the effect of changing 1. (lateral block size). The solid line is the line of best ;
fit; the dotted and dashed lines represent -10% and +10% variation to A, and 1.
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true if only a limited number of experimental scans were collected, and hence the
accuracy of the results cannot always be guaranteed.

6.6 Conclusion

The as grown AlgssiGagassN layer exhibited chemical ordering of the Al and Ga
atomic species. The ordering was identified by the presence of forbidden ((00.)
where [ is odd) reflections in X-ray diffraction studies. Annealing of the sample at
high temperature and pressure randomised the Al and Ga atoms within the sc.n-
ple, demonstrating that the ordering is generated by kinetics during growth. The
analysis of high resolution X-ray diffraction profiles was achieved using two different
techniques: the Williamson-Hall analysis and statistical diffraction theory. For the
Williamson-Hall analysis the peak profiles were fitted with Voigt functions. This
meant that neither a plot of B versus ¢, or B? versus g2 were strictly correct for
determining the structural parameters (i.e., mosaic block (particle) size, misorien-
tation, heterogencous strain). It was found that for this sample a plot of B2 versus
q? provided the most reliable results. '

For the as grown sample it found that the superstructure (forbidden) and fun-

by i S L R s

damental reflections suggested different lateral block sizes. This was attributed to
anti-phase domains within the sample, as only the superstructure reflections were
sensitive to their presence. The statistical diffraction theory results confirmed the
Williamson-Hall analysis of the as grown sample, with the block sizes, misorienta-~
tion, and strain all agreeing within the uncertainty of the simulation . However, a
correct match between the simulated and experimental profiles in the q, direction
required two lateral block sizes. This was also attributed to the anti-phase domains.

The Williamson-Hall analysis for the annealed sample could only be completed
for the gy profiles (and hence only the lateral block size and misorientation could
be determined). The Voigt function was inadequate for fitting the profile shape in
the q, direction because of chemical intermixing generating large intensity in the
tails ot the AlGaN peak. A composition gradient model was introduced into the
simulations based on the statistical diffraction theory, to allow the profiles to be
fitted in both the q, and q, directions. The misorientation, for the annealed sample

was determined to be 0.23° by both analysis techniques. However, the lateral block |
| sizes were different by a factor of two.
2 These experiments showed that simulations based on the statistical diffraction !

|
!
H
1
i
|
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theory have a wider range of applicability than simple integral widtl analysis tech-
niques. The statistical diffraction theory can be used to model complex sample fea-
tures, such as strain or composition gradicnts, and is sensitive to the whole diffraction
peak shape, not just the width. However, the integral width methods, such as the
Williamson-Hall analysis, are simple to implement and can be completed quickly.
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CHAPTER 7

Conclusions and Future Work

7.1 Review of Major Results

The aim of this thesis was to characterise the defect structure of Group 11l nitrides.
Although these materials are routinely characterised using X-ray diffraction, statis-
tical diffraction theory has not been widely used as a technique for simulating their
X-ray diffraction patterns. In Chapters 2 and 3 we formulated the theory of statisti-
cal diffraction; this formalism is well suited to describing Group III nitrides because
the epitaxially grown layers exhibit high defect densities leading to a polycrystalline-
like structure. In the present formalism the deformation of the crystal is described
by statistical parameters, such as the ensemble average and spatial pair correla-
tien function. These parameters are determined by the deformation model. In the
present work a mosaic block structure was assumed, in which the blocks were mod-
elled as parallelopipeds with adjustable height, width, and orientation, with respect
to the sample surface.

In Chapter 4 we investigated a series of Group Il nitride multilayers at various
stages of the growth process. The X-ray diffraction profiles and concomitant analysis
presented in Sec. 4.2 indicate that the as grown low temperature (LT) deposited
AIN buffer layers were formed from mosaic blocks (crystallites) with a small (30
nm) lateral extent. The blocks have a very broad misorientation; 8° for the 30 nm
thick buffer layer and 6° for the 70 nm thick buffer layer. The analysis also suggests
that the buffer layer has two distinct block sizes perpendicular to the sample surface
(approximately 4 nm and 1.5 nm), possibly located in different sub-layers.

The annealed 70 nm LT-AIN buffer layer was similar to the non-annealed sam-
ple, and also exhibited two perpendicular block sizes. The mosaic block sizes were
essentially unchanged by the annealing process; the mosaic block misorientation and
the tilt of the sub-layers were slightly reduced (the sub-layer tilt changed from 0.9°
to 0.65° and the misorientation from 6° to 5°). The annealed 30 nm LT-AIN buffer
layer also displayed two sub-layers — similar to those observed for the non-annealed
sample, with a reduction in misorientation and tilt. Significantly the annealed 30
nm LT-AIN buffer showed evidence of a third sub-layer, in which the mosaic blocks
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have a large lateral extent (280 nm} and very small misorientation (0.01°). Further-
more the average orientation of the blocks (i.e., layer tilt) was perpendicular to the
sample surface. It has been reported in the literature that a 30 nm AIN buffer al-
lows GaN layers with a higher quality crystal structure (i.c., smaller misorientation,
whole layer tilt, and increased block size) to be grown compared to a 70 nm buffer
layer (Tabuchi et al., 2002). Ito et al. (1999) reported that the optimum AIN buffer
layer thickness for GaN crystallinity is 20 nm. We conjecture that this is due to the
sub-layer with small misorientation and large lateral mosaic block size providing a
regular, correctly orientated, nucleation layer for GaN growth.

The initial stages of GaN growth on 30 nm and 70 nm LT-AIN buffer layers
was investigated in Sec. 4.3. A 30 nm thick GaN layer grown on a 30 nm LT-AIN
buffer layer produced very small misorientation, and a large lateral mosaic block
size that was ‘perfectly’ oriented with the substrate. However, a 30 nm thick GaN
layer grown on a 70 nm LT-AIN buffer layer had a larger misorientation and smaller
lateral block size compared to the 30 nm LT-AIN buffer layer. This difference is
due to the higher quality (low mosaicity) sub-layer observed for the 30 nm LT-AIN
buffer layer.

The investigation of three In,Ga,._.N layers with different compositions (nomi-
nally z = (0.05,0.30,0.42)), was reported in Sec. 4.4. The nominal composition for
the z = 0.3 was found to be incorrect, X-ray diffraction revealing the true composi-
tion to be r = 0.17. The diffracted intensity predicted by the mosaic block model
accurately matched the experimental X-ray diffraction profiles for the samples with
T < {.3, suggesting that the mosaic block model is suitable for describing the defect
structure within those layers. However, the simulated profiles did not match the
experimental data for the Ing4,GagssN layer. It appears that the defect structure
has been significantly modified by segregation of InGaN, possibly forming clusters
(the composition or structure of the cluster is unknown), hence changing the shape
of the diffuse intensity. The two 20 nm thick InGaN layers grew coherently (fully
strained) on the LT-AIN buffer; however, a 200 nm thick layer was completely re-
laxed. This suggests that the critical thickness for relaxation is less than 200 nm,
but greater than 20 nm.

In Chapter 5 we described a novel technique for rapidly collecting reciprocal
space maps (RSMs) using imaging plates (IPs) at the Australian National Beamline
Facility. The imaging plates were used in a one-dimensional mode, employing Weis-
senberg screens to mask the plate. The method requires minimal time for setup,
and allows an RSM to be collected (around a single reciprocal lattice point) in

approximately 45 minutes; this includes evacuation of the diffractometer chamber
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and readout of the IP. Mapping of the IP data onto a cartesian grid, for producing
¢ — 260 and w scans, requires interpolation. Several interpolation methods were inves-
tigated; however, since only a small number of one-dimensional scans were collected
{29) all interpolation schemes generated artifacts. The most deleterious of which are
false peaks. The false peaks can be avoided if the experimental diffraction peaks,
which are narrow in the q, direction, arc interpolated in the q. direction, and vice
versa. For our samples we found that as few as 58 IP strips were required to pro-
duce scans with enough spatial resolution to match the experimental scans collected
using TAD. The IP method is very useful for scanning large regions of reciprocal
space, where the peak position and shape are not precisely known; this situation
arises for asymmetric peaks. Furthermore it does not require an analyser crystal or
26@-arm, which reduces setup time by obviating the need to align components. Sam-
ple features that can only be observed using a large angular range, such as powder
diffraction peaks (arising from cluster segregation or polycrystalline regions), can
also be detected using the 1P method.

In Chapter 6 we investigated chemical ordering within AlGaN layers. Samples
of Alpre1GagassN were studied using X-ray diffraction before and after anncaling
at a temperature of 1350°C and a pressure of 9.5 kBar. The diffraction data were
analysed using the Williamson-Hall method and statistical diffraction theory.! The
as grown samples (see Sec. 6.5.1) exhibited forbidden reflections, indicative of or-
dering of Al and Ga atoms within the sample. This ordering was destroyed by the
annealing process, suggesting that it is due to growth kinetics {the random alloy is
the equilibrium structure). For the Williamson-Hall analysis the diffraction peaks
were fitted using Voigt functions. The regression analysis was completed for both
B — q plots (applicable for Lorentzian peak shapes) and B? — ¢? plots (applicable
for Gaussian peak shapes), where B is the integral width of the peaks. The results
show that a regression analysis based on a B — ¢ plot is unreliable because it de-
termined the block size perpendicular to the sample surface to be larger than the
layer thickness. The parameters determined from a B? — ¢? plot gave more meaning
results. This was confirmed by an analysis using statistical diffraction theory, which
returned similar values for the misorientation and mosaic block size to those ob-
tained from the Williamson-Hall analysis using the B? — ¢2 plot. The lateral mosaic
block size determined from the fundamental reflections was larger than that found

1Drs. N. Kirste and L. Herres and co-workers from the Fraunhofer Institut fiir Angewandte
Festkérperphysik (Fraunhofer Institute for Applied Solid-State Physics, Germany) completed the
experimental work (including sample preparation) and performed the Williamson-Hall analysis.
The author performed the analysiz of the samples based on statistical diffraction theory.
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from the forbidden reflections (this was true for both the Williamson-Hall analysis
and statistical diffraction theory). The smaller lateral block size for the forbidden
reflections can been attributed to the presence of anti-phase domains. The structure
factor changes at an anti-phase domain wall for the forbidden reflections {but not
the fundamental refections), hence reducing the average lateral correlation length.
Fitting the forbidden reflections using statistical diffraction theory required two lat-
eral block sizes to be present - this was also attributed to the anti-phase domain
structure.

The annealed samples (see Sec. 6.5.2) showed a significant compositional gradi-
ent through the sample. Hence the diffraction profile in the q, direction could not
be characterised using Williamson-Hall analysis. However, the statistical diffraction
theory can be used to fit the q, scans by extending the defect model. To model the
compositional gradient and mosaic blocks simultaneously, the deformation vector,
u(r), was split into two components ~ an average and a random (statistical) fluc-
tuation. The average deformation for the mosaic blocks is zero, and the blocks are
described by the fluctuations of the deformation vector. However, the compositional
gradient is non-random, and it is described by the average component of the defor-
mation vector. Extending the model in this way allows us to fit the experimental
data in the q, direction, although more work is required to improve the accuracy
of the fit. The misorientation, determined by the Williamson-Hall analysis and sta-
tistical diffraction theory, was in agreement, with the value unchanged from the as
grown sample. However, the lateral block sizes differ by a factor of two. Neverthe-
less, the lateral block size increased from the as grown sample (by a factor of four
using Williamson-Hall analysis, or a factor of two based on statistical diffraction
theory). This suggests that annealing reduces the dislocation density in the sample.
In summary the flexibility of statistical diffraction theory has been demonstrated -
the theory can accommodate multifarious diffraction features (such as strain gradi-
ent or mixed mosaic block sizes); however, several reflections are required to ensure
that a unique set of mosaic block model parameters are determined.

7.2 Directions for Future Research

The experimental profiles collected from the Group III nitrides were, in most cases,
well matched by the simulations based on statistical diffiraction theory (using a mo-
saic block model). However, there are two significant discrepancies that need to be
addressed in further work: the incorrectly simulated profile shape for the asymmet-
ric reflections, and the inability of the defect model to describe the Ing4:GagsgN
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Figure 7.1: Schematic diagram of a diffraction peak showing streaks due to finite
mosaic block size and misorientation of the blocks. The path of a 6 — 20 scan
(line) is shown passing through the peak. The dashed line indicates those regions in
q: — q- space that produces lower intensity in the simulated scans compared to the

experimental data.

sample.

The one-dimnensional profiles reported in Chapter 4 were based on 8 — 28 and
w scans. For the symmetric reflections these scans are acquired in the q, and
qx directions, respectively; for symmetric scans this is not the case. The line in
reciprocal space along which the § — 28 scan records intensity is shown in Fig.
7.1 for an asymmetric reflection. The q, and q, directions are special because
the streaks (truncation rods) due to the finite size of the mosaic blocks are along
those directions (sce Fig. 7.1 and Secs. 4.4.1 and 4.7). The simulated intensity is
increased along these streaks, more so than for the experimental scans. Therefore
the simulated intensity for a @ — 28 scan (for an asymmetric reflection) has a larger
‘dynamic range’ than the experimental intensity profile. A constant background
intensity was used in the simulations to compensate for this large dynamic range on
a logarithmic scale. The exact position of the # — 20 scan, with respect to the Bragg
peak, will also change the profile significantly. This is important because the peak
position is modified by strain perpendicular and parallel to the sample surface.

It is anticipated that the simulated scans should be able to produce the correct
intensity profile for the asymmetric reflection in the g, and gy directions (along the
streaks in Fig. 7.1). Further work will involve collecting scans in the g, and qx

directions, by ensuring that:
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Aw 1
= for a q, scan (7.1)
A sin{8g—w) ?
¢ 1+ Fere
and
Aw 1 for -
Ac = |1 052 or a gy scan , (7.2)
cos(Gp+i0)

where 85 is the Bragg angle for the sample, Aw and Ae¢ are small rotations of the
sample and detector from the Bragg position, and ¢ is the asymmetry angle of the
reflection. Comparing these (¢, ¢:) scans with the simulations will confirm if the
latter produces the correct intensity profiles. The RSMs collected using TAD were
poorly positioned for the asymmetric scans. Repeating these measurements will

also determine the true peak shape and therefore identify more accurately where
the simulated and experimental scans disagree. These data will assist in refining the
mosaic block model.

The simple mosaic block model used here can be extended to include a distribu-
tion of block size, interfacial roughness, and point defects. These refinements will
allow more accurate matching to the experimental data from all reflections. For the
asymmetric reflections it will increase the intensity in the regions indicated by the
dashed line in Fig. 7.1. The mosaic block model could also be extended by incorpo-
rating a more realistic (hexagonal) block shape, and including twist of the mosaic

blocks, i.e., rotation of the block about the c-axis (see Sec. 1.2.4)). In order to in-
corporate twist into the model, experimental input is required from diffraction scans
sensitive to twist. These are ¢ scans in asymmetric (or skew symmetric) diffraction
geometry, w scans in skew symmetric geometry (Heinke ef al, 1999), or grazing
incidence in-plane X-ray diffraction (GIIXD) (Lafford et al, 2003a). The GIIXD
arrangement is shown in Fig. 7.2. This technique has the advantage that twist can
be measured directly (unlike the @ or w scans). Investigation of a hexagonal block

shape would required reciprocal space mapping in g, —~ g, space.

Increasing the number of parameters within the model requires that many reflec-
tions would need to be scanned to constrain the solution, thereby allowing a unique
set of parameters to be obtained. This will make data analysis very time consum-
ing, and a minimisation routine suitable for fitting several scans simultaneously will
be required. In this context the convergence criteria needs to considered carefully

to ensure that it is semnsitive to small, but important, diffraction features (such as
thickness oscillations). The possibility of using a parallel computing environment

would be desirable for multi-parameter fitting.
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Figure 7.2: A schematic diagram of the grazing incidence in-plane X-ray diffraction
(GIIXD) technique. The incident X-ray beam is diffracted from the which has its
normal parallel to the sample surface. This allows a direct measure of twist mosaicity
to be made (after Lafford et al, 2003a).

Extensions to the mosaic block model described above would not assist in rmatch-
ing the peak shape for the Ing42GagssN layer. The diffraction profiles from the
Ing40Gag ssN layer were significantly different from those with a lower InN content.
This leads us to conjecture that there was segregation, or clustering, within this
sample. Several cluster models for statistical diffraction theory have been presented
in the literature (see c.g., Nesterets and Punegov (2000)). The diffracted amplitude
from the clusters would be uncorrelated with the amplitude from the mosaic blocks,
so the intensities from the two defect distributions can be summed. However, the
crystal truncation rod (CTR) scan collected from the Ing49GagssN layer showed
many peaks, suggesting some other ordered structure is present. This structure
has not yet been identified. Transmission electron microscopy (TEM) would help
elucidate the origin of the peaks in the CTR scan. TEM would also give a direct
measurement of the mosaic block size and misorientation {although from a small
volume of the crystal), which we could compare to X-ray diffraction results. Such a
comparison would assist in validating the statistical diffraction theory as applied to
Group III nitrides.

The I[P method described in Chapter 5 for collecting two-dimensional reci procal
space maps can also be extended to collect three-dimensional (3D) maps from small
volumes of reciprocal space. This would provide a simple technique for investigation
of samples that are laterally inhomogeneous. Further work is required to determine
the spatial resolution that can be achieved for a 3D map, and the validity of the

interpolation schemes.
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7.3 Summary

This thesis has investigated Group III nitrides using triple axis diffractometry and
statistical diffraction theory. The defect structure of the Group IIT nitride samples
3 was modelled as mosaic blocks as described in Sec. 2.9. The lateral and perpendic-

ular size, and orientation of the blocks can be varied in order to fit the simulated

peak profiles to the experimental data. A mosaic block model was shewn to be ad-
equate for fitting the experimental scans of synimetric reflections, reproducing the
diffracted peak profiles accurately in most cases.

Using triple axis diffractometry and statistical diffraction theory we identified

a structural difference between annealed 30 nm and 70 nm LT-AIN buffer layers,

and provided an cxplanation of the higher crystalline quality for GaN grown on 30

nm buffers. We also demonstrated that the shape of the diffraction peak from the

Ing 42Gag 5N layer differs from that predicted by the mosaic block model, indicating

the presence of another defect structure (likely to be clusters).

A rapid method for collecting reciprocal space maps using imaging plates was
described in Chapter 5. This method is useful for defermining peak positions, and
measuring broad diffraction peaks. The method can also be extended to three
dimensions, without an increase in data collection tiiie.

In Chapter 6 we investigated the chemical ordering of an AlGaN layer. Both
statistical diffraction theory and the Williamson-Hall method were used to analyse
the experimental results. Both approaches pointed to the presence of anti-phase
domains within the ordered structure; however, statistical diffraction theory also
suggested that there are two lateral correlation lengths (lateral block sizes). After '
annealing the AlGaN showed significant chemical intermixing, which could only be .
desceribed by the statistical diffraction theory. i

In conclusion, statistical diffraction theory (SDT} is a flexible and powerful an- ‘[
alytical technique. We have applied SDT to Group III nitrides ~ identifying impor- :
tant structure features in multilayer samples. Suggested extension to the modelling E
approach provide a framework for establishing SDT as a quantitative analytical |
technique for characterising Group 111 nitrides. é

|
i
i
|
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APPENDIX A

The Wave Equation in Polarisable Media

In order to describe the clectromagnetic wave inside a crystal we require the wave
equation formulated for a polarisable media. This treatment is given in many texts,
such as Jackson (1975) and Pinsker (1978). We begin with the Maxwell equations
(in Gaussian units)

VE = dap (A1)
VH = 0 (A.2)
10H
o A
VxE+C& 0 (A.3)
1 0E 47j
ok _ A 4
vV xH - - (A.4)

where It is the electric field vector, H is the magnetic field vector, j is the current

density, ¢ is the speed of light, and p is the charge density. The current density is

written as

. oP
= (A.5)

where P is the polarisation.

Substituting P = yE /47 and assuming a harmonic time dependence, e we
k] b}

rewrite Eq. {(A.5) as
E
j=mP=m%;. (A.6)

Taking the curl of Eq. (A.3) gives:

VX(VXE)=VX(——C~—8—1(

16H 10

e
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Substituting from Eq. (A.4) gives:
Vx(VXE) = —= ——(——-+47rj)] (A.8)

= =< |zt T (4:&'])] (A.9)

= —— -—w2E+£—(iwxE)] (A.10)

= —= [-w’E ~w’xE] (A.11)

= 2 (E+x(r)E) (A.12)
= k¥1+ x(r))E. (A.13)

Hence the wave equation is:
Vx(VxE)-kE1+x@E)E=0 (A.14)

The wave equation is used in Sec. 2.4 to derive the fundamental equations of the
dynamical theory of diffraction.
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APPENDIX B

Conversion of Angular Co-ordinates to Reciprocal

Space Vectors

Referring to Fig. 2.12(d) and using simple trigonoinetry we can resolve the g, and
g- components rzlative to the reciprocal lattice point. Starting with g¢.:

g, = — [ksin(f; + ') + ksin(f; + w) — ksinby — ksindy].

The g. vector is defined as pointing into the crystal, hence the first negative sign.
Using standazrd trigonometric identities, we write g, as

g, = —k {]sin 6, cosw' + cos @, sinw']

+ [sinf) cosw + cosd; sinw)] — [sinfy +sind,]} .

Making the assumption that w and ¢ are small (the validity of this assumption
depends on the size of the RSM), we set cosw = 1 and sinw = w, whencc

g. = — k{[sinf;cosw’ + cosf,sinw]

+ wecosth — sinfy}

Substituting o’ = e—w (Eq. (2.129)), and using appropriate trigonometric identities
we obtain

q: —k {[sinf; {cose cos(—w) — sine sin(~w)}

+ cosf; {sinecos(—w) + cosesin(—w)}]

+ wcosf; — sinby}.
Substituting cose =~ cosw & 1, sin€ & ¢, sinw =~ w, and ew = 0;
q: = —k|[ecosly +w {cos @, — cosr}].

Finally, substituting &, :== 83 — ¢ and 8, = 83 + ¢ we arrive at Eq. (2.131)

q: = —k[ecosfy + 2wsinfpsin ).

T s




Starting from

gz = kcos(fz + w') — kcos(d; +w) ~ (kcosfy — kcosth)

and using similar arguments as above, Eq. (2.130} can also be derived, i.e.,

g = 2kw sinfpg cosp — kesinfy.




R, B e B Ly Bt A 2 e

R

225

References

Afanas’ev, A. M. and Kohn, V. G. “Dynamical theory of X-ray diffraction in crystals
with defects”, Acta Cryst. A27, 421-430, 1971.

Akasaki, I. “Nitride semiconductors - impact on the future world”, J. Crystal Growth
237-239, 905-911, 2002.

Akasaki, 1. and Amano, H. “Crystal growth and conductivity control of group 111
nitride semiconductors and their application to short wavelength light emitters”,
Jpn. J. Appl. Phys. 36, 5393-5408, 1997.

Akasaki, ., Amano, H., Koide, Y., Hiramatsu, K. and Sawaki, N. “Effects of AIN
buffer layer on crystallographic structure and on electrical and optical properties
of GaN and Ga,.,ALLN (0 < z < 0.4) films grown on sapphire substrate by
MOVPE”, J. Crystal Growth 98, 209-219, 1989.

Alferov, Z. I. “Nobel lecture: The double heterostructure concept and its appli-
cations in physics, electronics, and technology”, Rev. Mod. Phys. 73, 767-782,
2001.

Als-Nielsen, J. and McMorrow, D. Elements of Modern X-ray Physics, John Wiley
& Sons, Ltd, Chichester, 2001.

Amano, H. and Akasaki, I. X-ray diffraction characterisation of GaN-based ma-
terials: triple axis diffractometry, in J. H.Edgar, S.Strite, I.Akasaki, H. Amano
and C.Wetzel, eds, “Properties, processing and applications of Gallium Nitride
and Related Semiconductors”, INSPEC, The Institution of Electrical Engineers,
London, pp. 264-272, 1999,

Amano, H., Kito, M., Hiramatsu, K. and Akasaki, [. “P-type conduction in Mg-
doped GaN treated with low-energy electron beam irradiation (LEEBI)”, Jpn. J.
Appl. Phys. 28, 1L.2112-1.2114, 1989.

Amano, H., Sawaki, N., Akasaki, I. and Toyoda, Y. “Metalorganic vapor phase
epitaxial growth of a high quality GaN film using an AIN buffer layer”, Appl.
Phys. Lell. 48, 353-355, 1986.




226

Ambacher, O. “Growth and applications of Group IlI-nitrides”, J. Phys. D: Appl.
Phys. 31, 2653-2710, 1998.

Angerer, H., Brunner, D, Freudenberg, F., Ambacher, O., Stutzmann, M., Hopler,
R., Metzger, T., Born, E., Dollinger, G., Bergmaier, A., Karsch, S. and Kérner,
H.-J. “Determination of the Al mole fraction and the band gap bowing of epitaxial
Al,Gay_ N films”, Appl. Phys. Lett. 71, 1504, 1997.

Authier, A. Dynamical theory of x-ray diffraction - i. perfect crystals, in A.Authier,
S.Lagomarsino and B. K. Tanner, eds, “X-Ray and Neutron Dynamical Diffracion:
Theory and Applications”, Plenum Press, New York, pp. 1-31, 1996a.

Authier, A. Dynamical theory of x-ray diffraction - ii. deformed crystals, in
A.Authier, S.Lagomarsino and B. K. Tanner, eds, “X-Ray and Neutron Dynam-
ical Diffracion: Theory and Applications”, Plenum Press, New York, pp. 43-62,
1996b.

Authier, A. Dynamical Theory of X-Ray Diffraction, Oxford University Press, New
York, 2001.

Ayers, J. E. “The measurement of threading dislocation densities in semiconductor
crystals by X-ray diffraction”, J. Crystal Growth 135, 71-74, 1994.

Balzar, D. and Popovié, S. “Reliability of the simplified integral-breadth methods
in diffraction line-broadening analysis”, J. Appl. Cryst. 29, 16-23, 1996.

Barnea, Z., Creagh, D. C,, Davis, T. J., Garrett, R. F., Janky, S., Stevenson, A. W,
and Wilkins, S. W. “The Australian diffractometer at the Photon Factory”, Rew.
Sci. Instrum. 63, 1069, 1992.

Bartels, W. J. “Characterization of thin layers on perfect crystals with a multipur-
pose high resolution x-ray diffractometer”, J. Vac. Sci. Technol. Bl, 338-345,
19083.

Batterman, B. W. and Cole, H. “Dynamical diffraction of X-rays by perfect crys-
tals”, FRev. Mod. Phys. 36, 681717, 1964.

Becker, P. and Al Haddad, M. “Diffraction by a randomly distorted crystal. I. The
case of short-range order”, Acta Cryst. A46, 123-129, 1990.

Becker, P. and Al Haddad, M. “Diffraction by a randomly distorted crystal. II.
General theory”, Acta Crysi. A48, 121-134, 1992,




227

Behr, D., Wagner, J., Ramakrishnan, A., Obloh, H. and Bachem, K.-H. “Evidence
for compositional inhomogeneity in low in content InGaN obtained by resonant
raman scattering”, Appl. Phys. Lett. 73, 241-243, 1998.

Benamara, M., Kirste, L., Albrecht, M., Benz, K. W, and Strunk, H. P. “Pyramidal-
plane ordering in AlGaN alloys”, Appl. Phys. Lett. 82, 547-549, 2003.

Boulle, A., Masson, O., Guinebretiere, R., Lecomte, A. and Dauger, A. “A high-

resolution X-ray diffractometer for the study of imperfect materials”, J. Appl.
Cryst. 35, 606-614, 2002.

Bragg, W. H. and Bragg, W. L. “The reflection of x-rays by crystals”, Proc. Roy.
Soc. (London) A 88, 428-438, 1913a.

Bragg, W. L. Nature 90, 410, 1912.
Bragg, W. L. Proc. Cambridge Phil. Soc. 17, 43-57, 1913.

Bragg, W. L. “The reflection of x-rays by crystals II”, Proc. Roy. Soc. (London) A
89, 248-277, 1913b.

Brandt, 0., Waltereit, . and Ploog, K.H. “Determination of strain state and com-
position of highly mismatched group-1II nitride heterostructures by x-ray diffrac-
tion”, J. Phys. D: Appl. Phys. 35, 577-585, 2002.

Burm, J. General remarks on GaN-based transistors and potential for high tem-
perature/power operation, in J. H.Edgar, S.Strite, [.Akasaki, H.Amano and
C.Wetzel, eds, “Properties, processing and applications of Gallium Nitride and
Related Semiconductors”, INSPEC, The Institution of Electrical Engineers, Lon-
don, pp. 569-571, 1999.

Bushuev, V. A. “Influence of structure defects on the angular distribution of X-
ray diffraction in crystals with a disturbed surface layer”, Sov. Phys. Solid State
31, 1877-1882, 1989a.

Bushuev, V. A. “Statistical dynamical theory of X-ray-difiraction from nonperfect
crystals with an account of the angular-distribution of intensities”, Kristallografiya
34, 279-287, 1989b.

Butler, B. D., Haeffner, D. R., Lee, P. L. and Welberry, T. R. “High-energy X-ray
diffuse scattering using Weissenberg flat-cone geometry”, J. Appl. Cryst. 33, 1046-
1050, 2000.




228

Chatterjee, S. K. and Sen Gupta, S. . “An integral breadth analysis for particle size
and strain determinations in cold-worked FCC alloys”, J. Phys. D: Appl. Phys.
5, 609-612, 1972.

Chierchia, R., Bottcher, T., Figge, S., Diesselberg, M., Heinke, H. and Hommel, D.
“Mosaicity of GaN epitaxial layers: Simulation and experiment”, Phys. Rev. Lett.
228, 403-406, 2001.

Cho, H. K., Lee, J. Y., Kim, K. S., Yang, G. M., Song, J. H. and Yu, P. Won “Ef-
fect of buffer layers and stacking faults on the reduction of threading disiocation
density in GaN overlayers grown by metalorganic chemical vapor deposition”, J.
Appl. Phys. 89, 2617-2621, 2001.

Chuang, S. L. and Chang, C. S. “Effective-mass hamiltonian for strained wurtzite
GalN and analytical solutions”, Appl. Phys. Lett. 68, 1657-1659, 199Ga.

Chuang, S. L. and Chang, C. S. “k-p method for strained wurtzite semiconductors”,
Phys. Rev. B54, 2491-2504, 1996b.

Chukhovskii, F. N. and Guigay, J. P. “Towards a rigorous treatment of the wave-
field propagation according to the statistical theory of dynamical diffraction”, J.
Phys. D: Appl. Phys. 26, A53-A5%, 1993.

Creagh, D. C., Foran, G. J., Cooksan, D. J., Garrett, R. F. and Johnson, R. “An
eight-position capillary sample spinning stage for the diffractometer at BL20B at
the Photon Factory”, J. Synclivtron Rad. 5, 823-825, 1998.

Darwin, C. G. “The theory of X-ray reflexion”, Phil. Mag. 27, 315-333, 1914a.

Darwin, C. G. “The theory of X-ray reflexion. part ii”, Phil Mag. 27, 675-691,
1914h.

Darwin, C. G. “The reflexion of X-rays from imperfect crystals”, Phil. Mcg. 43, 800-
829, 1922.

Davis, T. J. “Imperfect crystals and dynamical X-ray diffraction in the complex
reflectance plane”, Aust. J. Phys. 44, 693-704, 1991.

Davis, T. J. “A stochastic model for X-ray diffraction from imperfect crystals”, Acta
Cryst. A48, 872-879, 1992.




229

Davis, T. J. “The measurement of defect parameters in imperfect crystals using
X-ray diffraction”, Acta Cryst. A49, 755-762, 1993.

Davis, T. J. “Dynamical X-ray diffraction from imperfect crystals: a solution based
on the Fokker-Planck equation”, Acta Cryst. A50, 224-231, 1994.

Duke, Philip John Synchrotron Radiation, Oxford University Press, Oxford, 2000.

DuMond, J. W. M. “Theory of the use of more than two successive X-ray crystal
reflections to obtain increased resolving power”, Phys. Rev. 52, 872883, 1937.

Ebel, R., Felrer, M., Figge, S., Einfeldt, S., Selke, H. and Hommel, D. “Buffer layers
for the growth of gan on sapphire by molecular beam epitaxy”, J. Crystal Growth
201/202, 433-436, 1999.

Einfeldt, S., Reitmeier, Z. J. and Davis, R. F. “Surface morphology and strain of
gan layers grown using 6H-SiC(0001) substrates with different buffer layers”, J.
Crystal Growth 253, 129-141, 2003.

El-Masry, N. A., Piner, E. L., Liu, S. X. and Bedair, S. M. “Phase separation
in InGaN grown by metalorganic chemical vapor deposition”, Appl. Phys. Lett.
72, 4042, 1998.

Emery, L. and Borland, M. “Top-up operation expericnce at the Advanced Photon
Source”, Proc. IEEE Part. Accel. Conf. 1, 200-202, 1999.

Ewald, P. P. “Zur Theorie der Interferenzen der Rontgenstrahlen in Kristallen”,
Phys. Z. 14, 465-472, 1913.

Ewald, P. P. “Zur Begriindung der Kristalloptik: Teil I: Theorie der dispersion”,
Ann. Physik 49, 1-38, 1916a. '

Ewald, P. P. “Zur Begrindung der Kristalloptik: Teil II: Teorie der Reflexion und
Brechung.”, Ann. Physik 49, 117-143, 1916b.

Ewald, P. P. “Zur Begrindung der Kristalloptik: Teil 1II: Die Kristalloptik der
Réntgenstrahlen”, Ann. Physik 54, 519-597, 1917.

Farrow, R. F. C. Molecular Beam FEpitaxy, Noyes Publications, Park Ridge, 1995.

Fewster, P. F. “X-ray diffraction from low-dimensional structurcs”, Semicond. Sci
Technol. B, 1915-1934, 1993.




S gheE s e R

.

G R e TR G TR e e G i
G I R S ok o St e RIS e

2o,

ey S e e ST
% Bt :"s‘FE‘.-«"'E‘Y!' ﬁx, ‘%'I“ML—T'” Ly

230

Fewster, P. ¥. “X-ray analysis of thin films and multilayers”, Rep. Prog. Phys.
59, 13391407, 1996.

Fewster, P. F. “Reciprocal space mapping”, Crif. Rev. Solid State Mater. Sci.
22, 69-110, 1997.

Fewster, P. F. “X-ray diffraction tools and methods for semiconductor analysis”,
Inst. Phys. Conf. Ser. 164, 197-206, 1999.

Fewster, P. F. X-ray Scattering from Semiconductors, Imperial College Press, Lon-
don, 2003.

Fewster, P. F., Holy, V. and Andrew, N. L. “Detailed structural analysis of semi-
conductors with X-ray scattering”, Mat. Sci. Semicon. Proc. 4, 475—481, 2001.

Figge, S., Bottcher, T., Einfeldt, S. and Hommel, D. “In situ and ex situ evaluation
of the film coalescence for GaN growth on GaN nucleation layers”, J. Crystal
Growth 221, 262-266, 2000.

Foran, G. J., Garrett, R. F., Gentle, §. R., Creagh, D. C., Peng, J. B. and Barnes,
G. T. “Focusing monochromator and imaging-plate camera for grazing-incidence
diffraction studies of thin films”, J. Synchrotron Rad. 5, 500-502, 1998.

Gurrett, R. F., Cookson, D. J., Foran, G. J., Sbine, T. M., Kennedy, B. J. and
Wilkins, S. W. “Powder diffraction using imaging plates at the Australian Na-
tional Beamline Facility at the Photon Factory”, Rev. Sci. Instrum. 66, 1351,
1995.

Gay, P., Hirsch, P.B. and Kelly, A “The estimation of dislocation densities in metals
from X-ray data”, Acta Met. 1, 315-319, 1953.

Gerhard, T., Albert, D. and Faschinger, W. “High-resclution X-ray difiraction study
of degrading ZnSe-based laser diodes”, J. Crystal Growth 214, 1049, 2000.

Gonsalves, M., Kim, W., Narayanan, V. and Mahajan, S. “Influence of AIN nu-
cleation layer growth conditions on quality of GaN layers deposited on (0 0 0 1)
sapphire”, J. Crystal Growth 240, 347-354, 2002.

Greiner, W. and Reinhardt, J. Quantum Electrodynamics, Springer-Verlag, Berlin,
1994.




231

Guigay, J. P. and Chukhovskii, F. N. “Reformulation of the dynamical theory of co-
herent wave propagation by randomly distorted crystals”, Acta Cryst. A48, 819-
826, 1992,

Guigay, J. P. and Chukhovskii, F. N. “Reformulation of the statistical theory of
dynamical diffraction in the case E = 07, Acta Cryst. A51, 288-294, 1995.

Guinier, A. X-ray diffraction in crystals, imperfect crystals, and amorphous bodies,
Dover, New York, 1994.

Halder, N. C. and Wagner, C. N. J. “Separation of particle size and lattice strain in
integral breadth measurements”, Acta Cryst. 20, 312-313, 1966.

Halliwell, M. A. G. and Lyons, M. H. “The interpretation of X-ray rocking curves
from 1II-V semiconductor device structures”, J. Crystal Growth 68, 523-531, 1984.

Hanser, A. D. and Davis, R. F. Sic substrates for growth of GaN and related com-
pounds, in J. H.Edgar, S.Strite, I.Akasaki, H.Amano and C.Wetzel, eds, “Propex-
ties, processing and applications of Gallinm Nitride and Related Semiconductors”,
INSPEC, The Institution of Electrical Engineers, London, pp. 386-390, 1999.

Hartwig, J. “Hierarchy of dynamical theories of X-ray diffraction for deformed and
perfect crystals”, J. Phys. D: Appl. Phys. 34, 70-77, 2001.

Heinke, H., Kirchner, V., Einfeldt, S. and Hommel, D. “Analysis of the defect struc-
ture of epitaxial GaN”, Phys. Stat. Sol. 176, 391, 1999.

Herres, N., Kirste, L., Obloh, H., Kohler, K., Wagner, J. and Koidl, P. “X-ray
determination of the composition of partially strained group-III nitride layers
using the extended bond method”, Mat. Sci. Eng. B91-92, 425-462, 2002.

Hersee, S. D., Ramer, J. C. and Malloy, K. J. “The microstructure of metalorganic
chemical vapor deposition GaN on sapphire”, MRS Bulletin 22, 45-51, 1997.

Hiramatsu, K., Itoh, S., Amano, H. and Akasaki, I. “Growth mechanism of GaN
grown on sapphire with aln buffer layer by movpe”, J. Crystal Growth 115, 628~
633, 1991.

Ho, I. and Stringfellow, G. B. “Solid phase immiscibility in GalaN”, Appl Phys.
Lett. 69, 2701-2703, 1996.




232

Holy, V., Kubéna, J., Abramof, E., Lischka, K., Pesek, A. and Koppensteinei, E. “X-
ray double and triple crystal diffractometry of mosaic structure in heteroepitaxial
lavers”, J. Appl. Phys. 74, 1736-1743, 1993b.

Holy, V., Kubéna, J., Abramof, E., Pesck, A. and Koppensteiner, E. “X-ray diffrac-
tion of small defects in layered systems”, J. Phys. D: “ppl. Phys. 26, A146-A150,
1993a.

Holy, V., Pietsch, U. and Baumbach, T. High-Resolution X-Ray Scatlering from
Thin Films and Multilayers, Springer-Verlag, Heidelberg, 1999.

Holy, V., Wolf, K., Kastner, M., Stanzl, H. and Gebhardt, W. “X-ray triple-crystal
diffractometry of defects in epitaxic layers”, J. Appl. Cryst. 27, 551-557, 1994.

Hordon, M. J. and Averbach, B. L. “X-ray measurements of dislocation density in
deformed copper and aluminium single crystals”. Acta Met. 9, 237-246, 1961.

Hsieh, J. Computed Tomography, SPIE Press, Bellingham, 2003.

Hsu, L. and Walukiewicz, W. “Effect of polarization fields on transport properties
in AlGaN/GaN heterostructures”, J. Appl. Phys. 89, 1783-1789, 2001.

lida, A. and Kohra, K. “Separate measurements of dynamical and kinematical X-ray

diffractions from silicon crystals with a triple crystal diffractometer”, Phys. Stat.
Sol. (a) 51, 533-542, 1979.

Hiopoulos, K., Jr, K. F Ludwig, Moustakas, T. D. and Chu, S. N. G. “Chemical
ordering in AlGaN alloys grown by molecular beam epitaxy”, Appl. Phys. Lett.
78, 463-465, 2001.

Ito, T., Ohtsuka, K., Kuwahara, K., Sumiya, M., Takano, Y. and Fuke, S. “Effect of
AIN buffer layer deposition conditions on the properties of GaN layer”, J. Crystal
Growth 2048, 20-24, 1999.

Itoh, N. and Rhee, J. C. “Study of cracking mechanism in GaN/ a-Al,Oy structure”,
J. Appl. Phys. 58, 1828-1837, 1985.

Jackson, J. D. Classical Electrodynamics, Jolin Wiley & Souns, Inc., New York, 1975.

Kandalam, A. K., Blance, M. A. and Pandey, R. “Theoretical study of Al,N,,
Ga,N,, and In,N,, (n = 4, 5, 6) clusters”, J. Phys. Chem. B 108, 1945-1953,
2002.




AT T TR
e ATa R s e

o
Aatey;

R N S,
b T A L AL F R Wb iy £ it B P P o b

by}
. 40
'L
B -
4
3
4
v
i
&
%]
i
¥
%

233

Kato, N. “Pendellosung fringes in distorted crystals 1.”, J. Phys. Soc. Jpn. 18, 1785,
1963.

Kato, N. “Pendellésung fringes in distorted crystals II. Application to two-beam
cases”, J. Phys. Soc. Jpn. 19, 67-77, 1964a.

Kato, N. “Pendellosung fringes in distorted crystals III. Application to homoge-
neously bent crystals”, J. Phys. Soc. Jpn. 19, 971-985, 1964b.

Kato, N. “On extinction. I. General formulation”, Acta Cryst. A32, 453-457, 1976.

Kato, N. “On extinction. II. The theory of secondary extinction”, Acta Crysi.
A32, 458466, 1976.

Kato, N. “Statistical dynamical theory of erystal diffraction. I. general formulation”,
Acta Cryst. A36, 763-769, 1980.

Kato, N. “Statistical dynamica! theory of crystal diffraction II. intensity distribution
and integratrd intensity in the lave cases”, Acte Cryst. A36, 770-778, 1980.

Kato, N. “On secondary extinction”, Z. Naturforasch 87, 485-489, 1982.

Kato, N. Statistical theory of dynamical diffraction in crystals, #n A.Authier,
S.Lagomarsino and B. K.Tanner, eds, “X-Ray and Neutron Dynamical Diffra-
cion: Theory and Applications”, Plenum Press, New York, pp. 111-135, 1996.

Kim, C., Robinson, 1. K., Myoung, J., Shim, K., Yoo, M-C. and Kim, K. “Critical
thicki:ess of GaN thin films on sapphire (0001)”, Appl. Phys. Lett. 69, 2358-2360,
1996.

Kim, C., Robinson, I., Myoung, J., Shim, K. and and, K. Kim “Buffer layer strain
transfer in AIIN/GAN near critical thickness”, J. Appl. Phys. 85, 4040-4044, 1999.

Kinne, A., Thoms, M., Ress, H. R., Gerhard, T., Ehinger, M., Faschinger, W. and
Landwelr, G. “linage plates as one-dimensional detectors in high-resolution X-ray
diffraction”, J. Appl. Cryst. 31, 446, 1998.

Kobayashi, Y., Akasaka, T. and Kobayashi, N. “Thermal stability of low-
temperature GaN and AIN buffer layers during metalorganic vapor phase epitaxy

monitored by In Situ shallow-angle reflectance using ultraviolet light”, Jpn. J.
Appl. Phys. 37, L12G8-1,1210, 1998.




234

Korakakis, D., Jr., K. F. Ludwig and Moustakas, T. D. “Long range order in
Al,Gay_, films grown by molecular beam epitaxy”, Appl. Phys. Lett. 71, 72-74,
1997.

Krost, A., Bldsing, J., Linenbiirger, M., Protzmann, H. and Heuken, M. “Evaluation
of strain and in content in (InGaN /GaN) multiquantum wells by x-ray analysis”,
Appl. Phys. Lett. 75, 689-691, 1999.

Krukowski, S., Leszezynski, M. and Porowski, S. Thermal properties of the group 111
nitrides, irz J. H.Edgar, S.Strite, I. Akasaki, H.Amano and C.Wetzel, eds, “Proper-
ties, processing and applications of Gallium Nitride and Related Semiconductors”,
INSPEC, The Institution of Electrical Engineers, London, pp. 21-28, 1999.

Kulda, J. “Random elastic deformation (RED) - and alternative model for extinction
treatment in real crystals”, Acta Cryst. A43, 167-173, 1987.

Kulda, J. “The RED extinction model. I. An upgraded formalism”, Acta Cryst.
A44, 283285, 1988a.

Kulda, J. “The RED extinction model. II. refinement of extinction and thermal
vibration parameters for SrFy crystals”, Acta Cryst. A44, 286-290, 1988b.

Lafford, T. A., Tanner, B. K. and Parbrook, P. J. “Direct measurement of twist
mosaic in GaN epitaxial films as a function of growth temperature”, J. Phys. D:
Appl. Phys. 36, A245-A248, 2003a.

Lasdon, L. S., D.Waren, A., Jain, A. and Ratner, M.W. “Design and testing of a
generalized reduced gradient code for nonlinear optimization”, ACM Trans. Math.
Softw. 4, 34-50, 1978.

Latigt, M., Bellet-Amalric, E., Ruterana, P. and Omnes, F. “Ordering in undoped
hexagonal Al Ga,_.N grown on sapphire (0001) with 0.09 < x < 0.247”, Phys.
Stat. Sol. 236, 729-739, 2003.

Lester, S., Ponce, F., Craford, M. and Steigerwald, D. “High dislocation densities in
high efficiency GaN-based light-emitting diodes”, Appl. Phys. Lett. 66, 1249-1251,
1995.

Leszezynski, M. Common crystal structures of the group I1I nitrides, in J. H.Edgar,
S.Strite, 1. Akasaki, H.Amano and C.Wetzel, eds, “Properties, processing and ap-
plications of Gallium Nitride and Related Semiconductors”, INSPEC, The Insti-
tution of Electrical Engineers, London, pp. 3-5, 1999.




235

Leszczynski, M., Suski, T., Domagala, J. and Prystawko, P. Lattice parameters
of the group III nitrides, in J. H.Edgar, S.Strite, I.Akasaki, H.Amano and
C.Wetzel, eds, “Properties, processing and applications of Gallium Nitride and
Related Semiconductors”, INSPEC, The Institution of Electrical Engineers, Lon-
don, pp. 6-10, 1999.

Martin, R. W., Middleton, P. G., O’Donnell, K. P. and der Stricht, W. Van “Exciton
localization and the stokes’ shift in InGaN epilayers”, Appl. Phys. Lett. 74, 263~
265, 1999.

Maruska, H. P. and Tietjen, J. J. “The preparation and properties of vapor-deposited
single-crystal-line GaN” | Appl. Phys. Leit. 15, 327-329, 1969.

Metzger, T., Hopler, R., Born, E., Ambacher, O., Stutzmann, M., Stommer, R.,

Schuster, M., Gobel, H. and and, 8. Christiansen “Defect structure of epitaxial
: GaN films determined by transmission electron microscopy and triple-axis X-ray
) diffractometry”, Phil. Mag. 77, 1013-1025, 1998.

Morkog, H. Nitride Semiconductors and Devices, Springer, Berlin, 1999.

Morkog, H. “III-Nitride semiconductor growth by MBE: Recent issues”, J. Mat.
Sci.: Mat. Elec. 12, 677-695, 2001.

Mudie, S., Pavlov, K., Morgan, M., Tabuchi, M., Takeda, Y. and Hester, J. “High-
resolution X-ray diffractometry investigation of interface layers in GaN/AIN struc-

N PUORE T
o B e S U D

tures grown on sapphire substrates”, Surf. Rev. Letf. 10, 513, 2003.

Mudie, S. T., Pavlov, K. M., Morgan, M. J., Rester, J. R., Tabuchi, M. and Takeda,
Y. “Collection of reciprocal space maps using imaging plates at the Australian
National Beamline Facility at the Photon Factory”, J. Synchrotron Rad. 11, 406-

413, 2004.

Mudie, S. T., Pavlov, K. M., Morgan, M. J., Takeda, Y., Tabuchi, M. and Hes-

3 ter, J.R. “Analysis of GaN/AIN buffer layers grown on sapphire substrates via
statistical diffraction theory”, Proceedings of COMMAD 2002 Sydney, 111116,
2002.

Nakamura, S. “InGaN-based blue light-emitting diodes and laser diodes”, J. Crysial
Growth 201 /202, 290-295, 1999.




L

e A T e ey e St

236

Nakamura, S., Muka, T. and Senoh, M. “Candela-class high-brightness
InGaN/AlGaN double-heterostructure blue-light-emitting diodes”, Appl. Phys.
Lett. 64, 1687-1689, 1994.

Nakamura, S., Pearton, S. and Fasol, G. The Blue Laser Diode: The complete story.
Second Edition., Springer, Berlin, 2000.

Nesterets, Y. and Punegov, V. “The statistical kinematical theory of X-ray diffrac-
tion as applied to reciprocal-space mapping”, Acte Cryst. A56, 540-548, 2000.

Nistor, L., Bender, H., Vantomme, A., Wu, M. ., Landuyt, J. Van, O’Donnell,
K. P., Martin, R., Jacobs, K. and Moerman, I. “Direct evidence of spontaneous
quantum dot formation in a thick InGaN epilayer”, Appl. Phys. Lett. 77, 507-509,
2000.

Northrup, J. E. and Romano, L. T. Planar defects in GaN: basal plane faults, pris-
matic faults, stacking mismatch boundaries and inversion domain boundaries, in
J. H.Edgar, S.Strite, I.Akasaki, H. Amano and C.Wetzel, eds, “Properties, process-
ing and applications of Gallium Nitride and Related Semiconductors”, INSPEC,
The Institution of Electrical Engineers, London, pp. 213-220, 1999a.

Northrup, J. E., Romano, L. T. and Neugebauer, J. “Surface energetics, pit forma-
tion, and chemical ordering in InGaN alloys”, Appl. Phys. Lett. T4, 2319-2321,
1996b.

O’Donnell, K. P., M=rtin, R. W. and Middleton, P. G. “Grigin of luminescence from
InGaN diodes”, Fiys. Rev. Lett. 82, 237--240, 1999.

O’Domnell, K. P., Mosselmans, J. F. W., Martin, R. W, Pereira, 5. and White, M. E.
“Structural analysis of InGaN epilayers”, J. Phys.: Condens. Matter 13, 6977—
6991, 2001.

Osamura, K., Naka, S. and Murakami, Y. “Preparation and optical properties of
GagIn, N thin films”, J. Appl Phys. 46, 3432, 1975.

Osborn, J. C. and Welberry, T. R. “A position-sensitive detector system for the
measurement of diffuse X-ray scattering”, J. Appl. Cryst. 23, 476-484, 1990.

Park, S. and Chuang, S. “Crystal-orientation effects on the piezoelectric field and
electronic properties of strained wurtzite semiconductors”, Phys. Rev. B59, 4725~
4737, 1999,




HPr

2y
s,

AL

ST

I I N
e A e e

237

Pavlov, K. M. and Punegov, V. L. “Statistical dynamical theory of X-ray diffrac-

tion in the Bragg case: application to triple-crystal diffractometry”, Acta Cryst.
AS56, 227-234, 2000.

Paviov, K. M., Punegov, V. I. and Faleev, N. N. “X-ray diffraction diagnostics of
laser structures”, JETP 80, 1090-1097, 1995.

Pavlov, K. M., Punegov, V. I., Nesterets, Ya. I., Davis, J. R. and Faleev, N. N.
“Implementation of the statistical diffraction theory for triple-axis diffractometry
of a mosaic block structure”, Unpublished , 2004.

Pavlov, K.M. and Punegov, V.I. “Models of spherically symmetric microdefects in
the statistical dynamical theory of diffraction: Ii. correlation length”, Cryst. Rept.
41, 621-628, 1996.

Pavlov, K.M. and Punegov, V.1. “Der Einfluss kugeiymmetrischer Kristalldefekte auf
die Winkelverteilung gebeugter Roentgenstrahlung”, Phys. Stat. Sol. 199, 5-14,
1997.

Penning, P. and Polder, D. Philips Res. Repts. 16, 419, 1961.

Pereira, S., Correia, M. R., Pereira, E., O’Donnell, K. P., Martin, R. W., White,
M. E., Alves, E., Sequeira, A. D. and Franco, N. “Splitting of X-ray diffraction and
photoluminescence peaks in InGaN/GaN layers”, Mat. Sci. Eng. B93, 163-167,
2002.

Pinsker, Z. G. Dynamical Scattering of X-Rays in Crystals, Springer-Verlag, Berlin,
1978.

Porowski, S. “Bulk and homoepitaxial GaN-growth and characterisation”, J. Crystal
Growth 189/190, 153-158, 1998.

Press, William H. Numerical Recipes in C: the art of scieniific computing, Cambridge
University Press, Cambridge, 1992.

Prince, E. International tables for crystallography, C., Kluwer Academic Publishers,
Dordrecht, Holland, 1999.

Punegov, V. [. “Statistical-dynamic theory of diffraction of x-rays by crystals with
lattice parameters which continuously change along the thickness”, Sov. Phys.
C'rystallogr. 35, 336-340, 1990.




238

Punegov, V. 1. “Kinematic theory of diffraction on a imperfect epitaxial filn with a.
constant strain gradient”, Sov. Phys. Tech. Phys. 36, 1369-1375, 1991.

Punegov, V. 1. “Dynamic theory of diffraction from an imperfect heterostructure”,
Sov. Phys. Solid State 33, 136-140, 1991D.

Punegov, V. I. “X-ray diffraction: from multilayer structures with statistically dis-
tributed microdefects”, Phys. Stat. Sol 139, 9-19, 1993.

Punegev, V. . “Dynamic X-ray diffraction in layered-inhomogeneous systems”,
Tech. Phae Lett. 20, 58-59, 1004,

Punegov, V. 1. and Vishnjakov, Y. V. “Dynamical theory of X-ray diffraction from
damaged cpitaxial layers with constant strain gradient”, J. Phys. D: Appl. Phys.
28, A184-A188, 1995.

Punegov, V.1. and Pavlov, .M. “Models of spherically symmetric microdefects in

the statistical dynamical theory of diffraction: 1. correlation function”, Cryst.
Rept. 41, 575-584, 1996.

Redwing, J. M., Tischler, M. A.; Flynn, J. S., Elhamri, S., ahoujja, M., Newrock,
R. S. and Mitchel, W, C. “Two dimensional electron gas properties of AlGaN/GaN
heterostructures grown on 6H-SiC and sapphire substrates”, Appl. Phys. Leil.
69, 963-965, 1996.

Romano, L. T. Defects in GaN and related materials: partial dislocations, dislo-
cation movement and cracks, in J. H.Edgar, S.Strite, I.Akasaki, H.Amano and
C.Wetzel, eds, “Properties, processing aiwl applications of Gallium Nitride and
Related Semiconductors”, INSPIEC, The Institution of Electrical Engineers, Lon-
don, pp. 221-225, 1999.

Schoening, ¥. R. L. “Strain and particle size values from X-ray line breadths”, Acta
Cryst. 18, 975-976, 1965.

Schuster, M., Gervais, . O., Jobst, B., losler, W., Averbeck, R., Riechert, H.,
Iberl, A. and Stommer, R. “Determination of the chemical composition of dis-
torted InGaN/GaN heterostructures from x-ray diffraction data”, J. Phys. D:
Appl. Phys. 32, A56-A60, 1999.

Silveira, E., Tabata, A., Leite, J. R., Trentin, R., Lemos, V., Frey, T., As, D. J,
Schikora, D. and Lischka, K. “Evidence of phase separation in cubic In,Ga, ..N




239

epitaxial layers by resonant raman scattering”, Appl. Phys. Lett. 75, 3602-3604,
1999.

Singh, R., Doppalapudi, D., Moustakas, T. D. and Romano, L. T. “Phase separation
in InGaN thick films and formation of InGaN/GaN double heterostructures in the
entire alloy composition”, Appl. Phys. Lett. 70, 1089-1091, 1997.

Stringlellow, G. B. Organometallic Vapor-Phase Epitazy, Academic Press, San
Diego, 1999.

Sumiya, M., Ogusu, N., Yotsuda, Y., Itoh, M., Fuke, S., Nakamura, T., Mochizuki,
S., Sano, T., Kamiyama, S., Amano, H. and Akasaki, I. “Systematic analysis and
control of low-temperature GaN buffer layers on sapphire substrates”, J. Appl.
Phys. 93, 1311-1319, 2003.

Tabuchi, M., Kyouzu, H., Takeda, Y., Yamaguchi, S., Amano, H. and Akasaki,
1. “Atomic scale characterization of GaInN/GaN layers grown on sapphire sub-
strates with low-temperature deposited AIN buffer layers”, J. Crystal Growth
237-239, 1133-1138, 2002.

Takagi, S. “Dynamical theory of diffraction applicable to crystals with any kind of
small distortion”, Acta Cryst. 15, 1311-1312, 1962.

Takagi, S. “A dynamical theory of diffraction for a distorted crystal”, J. Phys. Soc.
Jpn. 26, 1239-1253, 1969.

Takeda, Y. and Tabuchi, M. Sapphire substrates for growth of GaN and related com-
pounds, in J. H.Edgar, S.5trite, I.Akasaki, H.Amano and C.Wetzel, eds, “Froper-
ties, processing and applications of Gallium Nitride and Related Semiconductors”,
INSPEC, The Institution of Electrical Engineers, London, pp. 381-385, 1699,

Takeda, Y. and Tabuchi, M. “X-ray CTR scaticring and interference of atomic-
scale characterization of semiconductor heterostructures”, J. Crystal Growth 237-
239, 330-337, 2002.

Takeda, Y., Tabuchi, M., Amano, H. and Akasaki, I. “Crystalline structure and the
role of low-temperature-deposited AIN and GaN on sapphire revealed by X-ray
CTR scattering and X-ray reflectivity measurements”, Surf. Rev. Leit. 10, 537~
541, 2003.

Taupin, D. “Théorie dynamique de ia diffraction des rayons X par les cristaux
déformés”, Bull. Soc. Fran¢. Minér. Crist. 87, 469-511, 1964.




240

Thompson, A. G. “MOCVD technology for semiconductors”, Materials Letters
30, 255-263, 1997.

Uren, M. J., Barnes, A. R., Martin, T., Balmer, R. S., Hilton, K. P., Hayes, D. G. and
Kuball, M. “GaN devices for microwave applications”, 10th IEEE International
Symposium on Electron Devices for Microwave and Optoelectronic Applications
pp. 111-118, 2002.

Van de Walle, C. G., Neugebauer, J. and Stampfl, C. Native point defects in
GaN and related compounds. in J. H.Edgar, S.Strite, 1.Akasaki, H.Amano and
C.Wetzel, eds, “Properties, processing and applications of Gallium Nitride and
Related Semiconductors”, INSPEC, The Institution of Electrical Engineers, Lon-
don, pp. 281-283, 1999.

Vegard, L. “Ueber die Erklarung der Rontgenspektren und die Konstitution der
Atome (definition of the rontgen spectra and the constitution of atoms)”, Phys.
Z. 22, 271-274, 1921.

Vickers, M. E., Kappers, M. J., Smeecton, T. M., Thrush, E. J., Barnard, J. S. and
Humphreys, C. J. “Determination of the indium content and layer thicknesses in
ImGaN/GaN quantum wells by x-ray scattering”, J. Appl. Phys. 94, 1565-1574,
2003.

von Laue, M. “Die dynamische theorie der Réntgenstrahlinterferenzen in neuer
form”, Ergeb. Exaki. Naturw. 10, 133-138, 1931.

von Laue, M., Fridrich, W. and Knipping, P. Ann. Phystk 41, 971, 1913.

von Laue, M., Friedrich, W. and Knipping, P. Interferenz-erscheinungen bei
rontgenstralilen (interference features with x-ray), in “Sitzungsberichte Bay-
crische Akademie Wissenschaften Mathematisch-physikalishe Klasse (Minutes of
the Bavarian academy of sciences mathematical physics class)”, pp. 303-322, 363-
373, 1912.

Warren, B. E. X-ray Diffraction, Addison-Wesley, Reading, 1969.

Welberry, T. R., Goossens, D. J., Haeffner, D. R., Lee, P. L. and Almer, J. “High-
energy diffuse scattering on the 1-ID beamline at the Advanced Photon Source”,
J. Synchrotron Rad. 10, 284-286, 2003.

Wiedemann, H. Synchrotron Hadialion, Springer-Verlag, Berlin, 2003.




241

Williamson, G. K. and Hall, W. H. “X-ray line broadening from filed aluminium
and wolfram™, Acta Met. 1, 22-31, 1953.

Wright, A. F., Leung, K. and van Schilfgaarde, M. “Effects of biaxial strain and
chemical ordering on the band gap of InGaN”", Appl. Phys. Lett. 78, 189-191,
2001.

Xing, H., Keller, S., Wu, Y-F., McCarthy, L., Smorchkova, 1. P., Buttari, D., Coffie,
R., Green, D. S., Parish, G., Heikman, S., Shen, L., Zhang, N., Xu, J. J., Keller,
B. P., DenBaars, S. P. and Mishra, U. K. “Gallium nitride based transistors”, J.
Phys.: Condens. Matter 13, 7139-7157, 2001.

Yang, T.R., Dvoynenko, M.M., Cheng, Y.F. and Feng, Z.C. “Far-ir investigation of
thin InGaN layers”, Physica B B324, 268-278, 2002.

Yoshida, S., Misawa, S. and Gonda, S. “Epitaxial growth of GaN/AIN heterostruc-
tures”, J. Vac. Sci. Technol. B1, 250-253, 1983.

Zachariasen, W. H. Theory of X-Ray Diffraction in Crystal, Dover Publications,
New York, 1967.

Zhang, J.C., Zhao, D.G., Wang, J.I'., Wang, Y.T., Chen, J., Liu, J.P. and Yang, H.
“The influence of AIN buffer layer thickness on the properties of GaN epilayer”,
J. Crystal Growth 268, 24-29, 2004.

Zieclinska-Rohozinska, E., Gronkowski, J., Regulska, M., Majer, M. and Pakula,
K. “X-ray diffraction study of composition inhomogeneities in Ga,_;In.N thin
layers”, Cryst. Res. Technol. 36, 903-910, 2001.




Supporting Publications

Mudie, S., Pavlov, K., Morgan, M., Tabuchi, M., Takeda, Y. and Hester, J. “High-
resolution X.ray diffractometry investigation of interface layers in GaN/AIN structures
grown on sapphire substrates”, Surf. Rev. Lett, 10, 513, 2003.

Mudie, S. T., Pavlov, K. M., Morgan, M. J., Hester, J. R., Tabuchi, M. and Takeda, Y.
“Collection of reciprocal space maps using imaging plates at the Australian National
Ecamlinic Facility at the Photon Factory”, J. Synchrotron Rad. 11, 406- 413, 2004.

Mudie, S. T., Pavlov, K. M., Morgan, M. J., Takeda, Y., Tabuchi, M. and Hester, J.R.
“Analysis of GaN/AIN buffer layers grown on sapphire substrates via statistical
diffraction theory”, Proceedings of COMMAD 2002 Sydney, 111-116, 2002.




Surface Review and Letters, Vol. 10, Nos. 2 & 3 (2003) 513-517

World Scientific Publishing Compauy

Wanrld Scientific

wry worfldscientific.com

HIGH-RESOLUTION X-RAY DIFFRACTGMETRY INVESTIGATION
OF INTERFACE LAYERS IN GaN/AIN STRUCTURES
GROWN ON SAPPHIRE SUBSTRATES

STEPHEN MUDIE, KONSTANTIN PAVLOV and MICHAEL MORGAN
School of Physics and Materials Engineering, Monash University,
Victoria 3800, Australia

MAZAO TABUCHI and YOSHIKAZU TAKEDA
Department of Meterinis Science and Engineering, Graduate School of Enginecring,
Nagoya University, Nagoye 464-8603, Japan

JAMES HESTER
Australian Nuclear Science and Technology Organisation,
PMB 1, Menai NSW 2234, Australia

GalnN is an imporiant wide band gap material with applications in short wavelengtl) optoelectronic
devices. The GalnN layer is often grown on a sapphire substrate, with low-temperature-deposited
AlIN and thick GaN used as buffer layers. The growth regime consists of many steps, each of which
contributes to the overall properties of the device, The aim of our high-resolution X-ray difraction
experiments, conducted at the Photon Factory {Tsukuba, Japan), was to investigate the stryctural
quality of the AIN buffer layer, which affects the final properties of the device. Reciprocgl space
mapping was used to study samples (having various layer thicknesses) from each stage of the growth
process. Analysis of the experimental data provides parameters such as mosaic block dithensions and
orientation, lattice strain distribution, and layer ihickness.

1. Introduction

Group II1 nitride semiconductors have attracted sig-
nificant attention over the last scveral years, both for
optoclectronics and transistor technologics. Opto-
clectronic devices utilizing this system cover almost
all of the visible and near UV spectrum. Furthermore
the strong bonding associated with nitrogen results
in igh chemical and thermal stability.! Development
of commercial devices using this system has been
hindered by the large lattice mismatch between the
nitrides (in particular GaN) and common substrate
materials (SiC or sapphire). This large mismatch re-
sults in defects within the QGaN layer, with the forma-
tion of a dislocation net. The regions of the deformed
crystal between the dislocation lines can be modcled
as mosai¢ blocks. To overcome the lattice mismatch,
a low-temperaturc(LT)-deposited AIN (bufier) layer
can be inserted between the substrale (sapphire) and

the GaN layer.? This buffer layer enab)es the produc-
tion of higher quality GaN by reducipg the interfa-
cial energy between GaN and the highjy mismatched
substrate lattice, To date most, if not all, investiga-
tions have only considered the eflect of various buffer
layers on the quality of the GaN layer, without an-
alyzing the buffer layer itsclf. It is our objective to
characterize cach layer separstely, angd hence deter-
mine the effect of cach layer on the eryggalline quality
of the optoclectronic active layer.

High-resolution X-ray diffraction (HRXRD) is
frequently used to determine dislocation density and
strain profiles of epitaxial layers.>~® Uplike transmis-
sion clectron microscopy, HRXRD is pondestructive
and provides information on long-range ordering,
However, HRXRD data can be diffioy)t Lo evaluate.
Various approaches have been used to analyze the
cxperimental data®; these include measurement of
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rocking curve line widths and shapes™™? and re-
construction of complete rocking curves through nu-
mcrical simulations.!! Most simulations arc based
on the dynamical diffraction theory, developed by
Takagi'?!® and Taupin,? adapted to clucidating epi-
taxial layers,15.16

Onc of the most informative HRXRD techniques
is reciprocal space mapping (RSM).}7 This provides
information from a two-dimensional region of recip-
rocal space, and allows more accurate (less ambigu-
ous) determination of physical properties. In order
to achicve good resolution the deteetor must have
a small angular acceptance; hence an analyzer crys-
tal is used in the deteetion system in conceri with a
highly monochromatic incident X-ray beam.

In this paper we report synchrotron experiments
on AIN/GaN multilayers (deposited on sapphire sub-
strates). RSM and rocking curve data were ana-
ivzed following the approach described by Metzger
et al.’ This method utilizes the broadening of the
rocking curves (§ — 28 and w scanning regimes) for
the (0002), (0004) and (0006) symmetric reflections
in order to determine mosaic block size and disloca-
tion density. Measurements of this kind were ini-
tially performed by Gay et el’® and Hordon and
Averbach?® for metals, using a double crystal cx-
perimental scheme. Ayers® adapted this method to
semiconductors, with Metlzger et al.” utilizing it for
triple crystal diffractometry.

In our work we apply triple-axis HRXRD to in-
vestigate the quality of a LT-AIN buffer layer at var-
ious stages of the growth process.

2. Experimental

2.1. Sample preparation

Samples were prepared using organometallic va-
por phase epitaxy (OMVPE}. Al the samples were
grown on sapphire (0001) substrates. Figure 1 shows
a schematic of the growth process. The substrates
were kept at 1150°C for 5 min in a Hp environment
10 clean the surfaces. NH3z flow was started when
the substrate temperature was lower than 800°C.
Growth was stopped at three stages during the
growth process, and samples removed in order to take
measurements. As shown in Fig. 1, the first stage was
just after the LT-AIN buffer layer was deposited at
400°C (sampic A). The sccond stage occurred after
the sample was heated to 1100°C (sample B), and

Hz Annealing
at 1150%C GaN growth at
—1@?——"- samples-C
NHza-Flow B 20nm
m 1
2 W ; k
o 1 / d
g ! {Lsamples-B \
8 Bonm _‘
3
AInggggi;i!c;ﬁyeL samples-A
at 400°C
Time
Fig. 1. Growth process for sample production. The ar-

rows with sample nurbers indicate the time at which
the samples were removed from the growth chamber (af-
ter cooling}. Note that three AIN buffer thicknesses were
used: 10, 30 and 70 nm.

the third stage was after the growth of a 30-nm-thick
GaN layer at the same temperature (sample C).

2.2. Characterization

X-ray mcasurcments of all samples were performed
with synchrotron radiation using Beamline 20B, at
the Photon Factory in Japan. The cxpceriraen-
tal setup consisted of & two-axis Huber goniometer
housed inside a large vacuum chamber. The double
bounce Si(111) beamline monochromator produces a
beam with a wavclength resolution of % =4 x10™*
and divergence of approximatcly 20 arcseconds (duc
to dispersion). Hence a second Si(220) quadruple
bounce crystal was used as a monochromator to re-
duce the wavelength resolution to 52 = 7 x 1073,
which corresponds to a divergence of less than 7 are-
sceonds. The entrance slit to the diffractomeier was
set to 0.5 x 2 mm for the samples without GalN
capping, which was increased to 1.0 X 2,5 mm for
the samples with GaN capping, to improve counting
statistics. The analyzer crystal was a double bounce
$i(220) crystal; a Radicon high count rate scintilla-
tion counter was used to record the X-ray intensity.
The whole arrangement is described by the following
orientation {+, -, -, 4+, ~,+,+,—,+). The Si(220)
crystals were designed for Cu K, radiation; hence
this cnergy was sclected for the synchrotron experi-
ments. The samples were mounted on a glass slide
using glue. The slide was attached to an aluminum
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Fig. 2. Schematic representation of the experimental
setup.
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Fig. 3. Scan modes. Note that g is direcled into the
crystal.

post and mounted on the center stage of the goniome-
ter. The sctup is shown schematically in Fig. 2.

The goniometer was recalibrated for cach sample
using the strong sapphire {0006) peak as a reference.
The diffractometer was evacuated before scanning to
increase the signal-to-noisc ratio. Scans were per-
forimed using the spec control software, and ranged in
time from several minutes for one-dimensional w and
w— 28 scans, to several hours for the two-dimensional
RSM scans (depending upon the scan range). Each
scan can be related to reciprocal space,}™? as shown
in Fig. 3, i.e.

¢r = 2ksinf@gwcosy — kesinds,

(1)

g. = —2ksinfpwsing — kecosba,

where w is the rotation angle of the sample, ¢ is the
rotation angle of the analyzer, ¢ is the asyinmetry
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angle of the sample, and €5 is the exit angle (6 + )
for the sample.

3. Results and Analysis

Three different buffer layer thicknesses were investi-
gated: 10 nm, 30 nm and 70 nm. Three samples,
type A, B and C (sce Fig. 1}, for cach thickness were
investigated, in order to explore the cvolution of the
layer properties during the growth process. It was
dctermined that the 30 nm buffer layer produced the
higher quality GaN top layer. Hence the analysis will
concentrate on these three 30 nm samples. Table 1
summarizes the parameters determined from RSM
cxperiments.

Sample A consisted of the 30 nm LT-deposited
AIN layer on a sapphire substrate. The analysis
(which utilized data from 0002 and 0004 reflections)
shows that the layer had a dislocation density of
ng = 4 — 8 x 10" cm™2, which corresponds to a
lateral mosaic block size of Lz = 10-15 nm.

Sample B was identical to sample A, cxcept that
it was anncaled at 1100°C, as shown in Fig. 1. The
RSM about the AIN(0Q02) reciprocal latticc point
indicates that two lavers exist, as shown by the two
peaks in Fig. 4. The first layer produces & narrow
peak, indicating low mosaicity; it is also at the cx-
pected position for a relaxed AIN layer, which is
indicative of minimal strain. This layer was found
to be approximately 23 nm thick (based on thick-
ness oscillations). It has a lateral mosaic block
size of 84 nm, and an associated dislocation den-
sity of 1.4 x 10" ¢cm~2, The second layer pro-
duces a broad peak which indicates a larger mo-
saic sprcad, and hence higher dislocation density,
24 x 10" cm~?% the corresponding lateral block
size was 20 nm. This layer is greater than 9 nm
thick. As AIN was the only deposited layer, it
can be concluded that the anncaling process has
caused the AIN layer to split into two sublayers: a

Table 1. Summary of parameters.

L: (nm) ng (em~?%)
A 10-15 1-8x 10"
B 1: top (23 1m) 84 14 x 10'°
2: bottom (>9 nm) 23 24 x 10"
C 1 top 30--60 0.1 -3 x 10'°
2: hottom 30~50 0.3-1x 10"
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(Lowwar Quakiy)
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Fig. 4. RSM about the AIN(0002) reciprocal lattice
point of sample B,

\ {Lower Cruabity)
N Layer C1

{Higher Cuality)

Fig. 5. RSM about the AIN(O’)2) reciprocal lattice
point of sample C. The black square indicates the ap-
proximate position of the AIN peak, which was only ob-
servable in the more precise w — 28 scan and w scan.

thin low quality layer immediately on the substrate
and a higher quality upper sublayer. 'We suggest that
this process is important for producing a higher qual-
ity GaN layer. The bottom sublaver accommodates
the Jattice mismatch between the substrate and the
AIN through a higher dislocation density, but the
formation of the lower dislocation density AIN layer
allows the production of quality GalN.

Sample C was the same as sample B, except
that a 30 nm GaN layer was deposited on top
at 1100°C, as illustrated in Fig. 1. The exper-
imental data again shows two AIN sublayers of
different dislocation densitics, although the peak
for the higher quality sublaver is absent from the
RSM (scc Fig. 5). This is in part due to mask-
ing from the lowor quality sublayer and also to
the necessarily coarse step size required Lo measure

the RSM in a rcasonable time frame. However,
the sccond AIN pecak was cvident in the @ — 28 scan
(with Aw = 2w —¢g = 0) and w scan, with its position
shown in Fig. 5 as a black square.

The higher quality sublayer has been reduced in
thickness (with a subsequent increase in thickness of
the lower quality sublaycr); it has a lateral mosaic
block size of 28-56 nm, and a dislocation density of
0.1 = 3 x 10! cm~2. This is similar to sample B.
The lower quality sublayer, however, improved com-
pared to sample B, with lower dislocation density,
0.3 =1 x 10! em~2, and larger lateral mosaic block
size, 30-50 nm. A comparison between sample B and
sample C shows that the low quality layer has an in-
creased tilt, as shown by the peak moving further to
the left in Fig. 5. This suggests that the dislocations
have migrated from the volume to the mosaic block
walls.?! This in turn decreases the volume dislocation
density, as evident from Table 1,

These changes in quality can be attributed to two
physical sources: increased time at high temperature
while GaN is deposited (i.c. further annealing of AIN,
allowing the migration of dislocations), and the pres-
cnce of the GaN layer itscll. An observable effect of
GaN on AIN is the strain. The calculated unstrained
position for the AIN peak is 18.002°. However, the
low quality layer of sample B appcars at a mcan po-
sition of 18.5°, and for sample C at 18.75° These
correspond to compressive stresses of 9—3-‘-— = —0.027
and -‘9‘-“-}-’- = ~0.040, respectively. For sample B the
strain is duc to the mismatch between the AIN and
sapphire lattice constants. This mismatch causces a
lateral tensile strain, and lience a compressive strain
perpendicular to the surface. This strain may be re-
duced by the higher quality layer. The increase in
the strain for sample C would, in part, be due to
the presence of GaN.22 as it also has a larger lattice
parameter than AIN.

The results for sample C with a 30 nm AIN laver
can be compared to the result for the sample with a
70-nm-thick LT-AIN buffer and GaN capping, shown
in Fig. 6. Herc only a tilted AIN layer with a large
gradient of deformation is visible, i.c. there are not
two layers with different dislocation density.

4. Conclusion

HRXRD studics wcre carried out on a scries of
GaN/AIN heterostructures with different thicknesses
of LT-AIN buffer layers. It is found that a 30 nin
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Fig. 6. RSM of sample with 70 nm AIN buffer layer,

AIN buffer layor increases the quality of the whole
heterostructure. RSM shows that the 30 nm LT-AIN
buffer layer scgregates into two sublayers. We conjec-
ture that the origin of the improvement in quality is
due to the “localization” of dislocations in the lower
patt of the AIN buffer, It is also observed that a GalN
layer changes the structure of the AIN buffer; in par-
ticular it reduces the thickness of the high quality
upper buffer sublayer, Further svnchrotron experi-
ments and TEM studies are required to validate this
conjecture for a larger range of growth parameters.
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Weissenberg screens and a translating cassette have been employed
to allow an imaging plate to collect 30 scans per readout. In this
configuration the imaging plate functions as a curved one-dimen-
sional position-senstlive detector and, by changing the sample angie
for each of the scans. two-dimensional images were produced in
reciprocal space. This method of data collection leads 10 a reduction
in scan time compared with methods based on a scintillation detector,
particularly for asymmetric reflections The data-collection method
was tested using InGaN/GaN/AIN multilayers on sapphire substrates,
since these exhibit broad features in reciprocal space. The geometry
of the scans in reciprocal space required the data to be interpolated
onto a Cartesian grid. Several interpolation schemes were investi-
gated, with the results compared with the reciprocal space maps
collected using a triple-axis scheme with a point detector. The quality
of the imerpolated reciprocal space maps depends upon the size and
shape of the feature in reciprocal space. the interpolation method
used. and the step size of the sample rotation. The method can
be exiended (o three dimensions without an increase in data-
collection time.

Keywords: reclprocal space maps; high-resolution X-ray
diffraction; triple-axis diffraction; imaging plates; position-sensitive
detectors.

1. Introduction

Synchrotron radiation is used to non-destructively characterize
semiconductor heterostructures that are an integral part of advanced
technology. In particular, X-ray diffraction provides important
information about the quality and structure of semiconductor mate-
rials, ranging from those composed of several lavers with varying
composition to very complex multilayer struclures, such as quantum
dots, wires and superstructures {Fewster, 1997). The advantage of
using synchrotron radiation derives from its high flux. However, even
with large flux, it can still take many hours 1o investigate the region
about a single reciprocal lattice point (RLP) as the lavers are often
thin (panometres to micrometres) and/or of low crystalline quality.
Since synchrotron beam time is limited, it is desirable to find ways of
decreasing the time required to collect reciprocal space maps
{RSMs), particularly as semiconductor structures become more
complex and require more detailed experimental data for full char-
acterization, Experimentally, it is necessary (o examine a large region
of reciprocal space to determine Bragg peak positions and intensities.
However, 10 elucidate fine structure in the diffracted intensity

requires that small regions of reciprocal space be mapped at high
resolution about many RLPs.

Currently, point detectors (e.g. scintillalion couniers} and area
detectors (CCDs, imaging plates and film) are used for diffraction
experiments. When coupled with high-precision rotation stages and
high-quality analyser crystals in the triple-axis diffractometry (TAD}
scheme {lida & Kohra, 1979; Fewster, 1997; Hol¥ e al., 1999), point
detectors offer large dynamic range, ease of data extraction, flexibility
and very high angular resolution {several arcseconds). However,
data-collection rates are low because the sample and/or analyser/
detector position needs to be changed {or each datum point. Position-
sensitive detector (PSD) schemes overcome this problem by sampling
extended areas of reciprocal space simultanecusly. Unfortunately
these detectors have poorer spatial resolution, dynamic range and
signal-to-noise ratio than point deteclors. Further. the analyser
crystal discriminates intensity based on angle. whereas a PSD
cannot distinguish between beams striking the detector at the same
position but from different angles (and hence from different parts of
the sample).

Selection of the detector and the diffractoneter arrangememn
depends on the sample 1ype. Semiconductor heterosiructures are
often grown as lavers on thick highly crystalline subsirates, which
requires Bragg diffraction geometry and a detector robust enough 10
handle high-iniensity beams diffracted from the substrate or thick
high-crystalline lavers. while still being casable of measuring low-
inensity diffraction from thin layers. Since the individual layers are
often of high crystalline quality the diffraction distribution exhibits
fine structure. which should be measured with a high angular reso-
lution. Therefore RSMs of semiconductor heterostruciures have been
rautinely acquired using TAD because of the resolution and dynamic
range characteristics (Fewsler, 1997 Holy er al, 1999).

As mentioned above the TAD method is slow. hence PSDs have
been used for the collection of RSMs that may be applicable to
characterizing semiconductor heterostructures, Gerhard er af. (2000)
utilized a method whereby a ZnSe-based laser diode structure is
illeminated by a highly divergent X-ray beam (from a synchrotron
microfocus beamline). The diff-acted intensity pattern is recorded on
an imaging plate (IP). The incident-beam divergence is equivalent to
rocking the sample during exposure to plane-wave irradiation. This
method is very fast and simple, although the spot size used is small
(10 pm) to achieve the greatest incident wavevector range possible. A
small spot size avoids the various wavevectors being separated
spatially. Hence this method collects information from a very small
region of the sample, which can be an advantage or disadvantage
depending upon the sample and the information required. A dis-
advantage of collecting a range of incident wavevector angles
simultaneously is the integration of diffuse intensity within reciprocal
space. The integration length depends directly on the range of
waveveclors utilized. Gerhard er al. (2000) used a small wavevector
distribution range. and so avoided excessive integration. If wide scans
are required then it is necessary o use poinl (or one-dimensional}
delectors to avoid integration over a large region of reciprocal space.
Since one-dimensional deteclors have a finite size they will also
integrate along one reciprocal space direction. However. the inte-
gration is not affected by the angular range of the scan. The range of
the integration ¢an be reduced by using suitable slits to decrease
the angular acceptance of the detector perpendicular to the diffrac-
tion plane.

A number of authors (Kinne er af, 1998: Butler er al., 2000
Welberry ¢r al. 2003) have used 1Ps as one-dimensional detectors.
Weissenberg slits have been emploved 10 mask the 1P, which is
translated perpendicular 10 the plane of diffraction. Kinne er al
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(1998) and Butler ef 4i. (2000) report the collection of RSM daia
acquired by translating the IP and rotating the sample simultaneously
1o fill Lthe entire detector area. Welberry ef af. (2003) use a similar
procedure except that the IP is stationary while being exposed. They
have collected up to 300 strips, each 0.3 mm wide, on one imaging
plate. Of these anthors only Kinme er al. (1998) studied epitaxic layers
on substrates. the sample type in which we are interested. using an IP
detector in a one-dimensional mode. Butler er al. (2000) and Welberry
er al. (2003) studied small single crystals. These svstems are simple to
set up compared with TADD, use a widely available PSD (IPs), and
have a reasonable resolution and dynamic range. The level of inte-
gration within reciprocal space is dependent upon the slit width and
can be made quite small. Each of these methods require angular
calibration of the image plates (Kinne er al,, 1998; Butler ¢ al., 2000;
Welberry er af, 2003}, This was carried out using high-intensity well
known reflections from the sample. Welberry et al. (2003) also
required a calibration to account for the decay in the recorded
intensity with time over the duration of the scan.

Osborn & Welberry (1990) and Boulle ef 4. (2002) both describe
curved one-dimensional position-sensitive wire {or blade) detectors,
which allow many scans lo be collected without the need to change
film or imaging plate. Although these detector systems allow high
resolution to be achieved, they are expensive and can be damaged by
svnchrotron beam intensities. This is panicularly true for samples that
exhibit strong substrate reflections. Hence, despite their advantages,
these detectors are not suited to our experimental work, which
uses synchrotron radiation to investigate epitaxic layers grown
on subsirates

Owing to the advantages outlined above, we used IPs and Weis-
senberg slits to colleet RSMs. Unlike Kinne er al (1998) we
performed our experimenis at a synchrotron facility. In contrast to
Kinne er al. (1998), Buller er al. (2000} and Welberry er al, (2003), we
compare the results obtained with IPs to RSMs collected in a high-
resolution (TAD) mode using a point detecior, and outline the
interpolation methods used. In bricf, the organization of this paper is
as follows. in §2 we outline the mathematical relationship between
angular (real) space and reciprocal space, and detail the experiment
where RSMs were collecied using IPs. §3 presents the results from the
experiment, with a discussion in §4.

2. Experiment

For clarity we begin by describing the geometry of the IP and TAD
methods in detail. Fig. 1 shows the experimental arrangement nsed to
collect RSMs in the TAD scheme. Figs. 2(a) and 2(b) show the
detailed diffraction geometry for angular and reciprocal space. The
angle designalions are the same as those used by Nesterets &
Punegov (2000}, where w and " are the angular deviations (from the
appropriate Bragg conditions) of the incident and diffracted waves,

£
Ve
Analyser

incident. BN /j/\‘
Sninple %
Figure 1

-
w
Geometry uscd in triple-axis diffractometry (TAD) to collcet high-resolution
REMs. In a variant of the TAD scheme the detector is placed {with a narrow
stitin front of it) perpendicular to the di.{racted beam.

respectively, and ¢ is the angular deviation of the diffracted beam
from the initial Bragg condition for the analyser, The angle between
the surface of the sample and the diffraction planes (asymmetry
angle) is specified by . The vectors ky and k,, are the incident and
difiracted wavevectors, with magnitude & = 2Zir/A; q, and q. are the
reciprocal space veclors in the x and : directions, respectively, as
shown in Fig. 2(b). The angies are related via the following equations,

6, = 6, — ¢, )
6, =8, +o. @
w = (g/2)+ Aw. (3)

The definition of (3) is applied such that Aw specifies the deviation
from the 8-24 scan. The reciprocal space diagram in Fig. 2(») can be
produced from Fig. 2(a) by rotaling the coordinaie sysiem until the
sample surface is horizontal. This is equivalent to a rotalion angie of
w + @y — . Hence the angle between the q, axis and the direction to
the detector slit position (or the middle of the angular window of the
analyser crystal) is given by

W 40, =20 +e—(w+0g —¢) (4)
= 02 +£—w, (5)
and hence
w =g —w )
Tor St/ Analyser
fncident Beam

(u)
RLP

To Skit/ Analvser

43 ..-

FFFTTITT ) /////////’*

Sampte Surface

¥Ya

"
Figure 2
Angle definitions for scans in (a) angular space and (b} reciprocal space.
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The following equations are used to convert from anguiar space to
reciprocal space. assuming small deviations from the Bragg condition
{Nesterets & Punegov, 2000),

q, = 2k Awsinf; cos¢ — kecos g sin @, {7)
q. = —2kAwsin B sing — kecos Gy cos @ (8)

For a symmetric reflection {¢ = 0). q, is paralle! to the Aew axis for
small values of Aw, and q, is antiparaliel 1o the £/2 axis (see Fig. 3b).

Replacing the analyser erysial and the point detector in Figs. 1 and
2 with a one-dimensional PSD. and keeping «» constant, the intensity
is now recorded along a circular arc in reciprocal space as shown in
Fig. Ma). A curved iwo-dimensional map in reciprecal space is
protfuced by collecting data from the PSD for several « positions. If
the small-angle approximation is valid then the map is not curved.
and equation (3} can be rearranged (o give

Aw=w—{&/2). {9

For constant w the coordinate along the PSD is lincar in & in
(£/2)-Aw space the PSD produces scans a1 45° 1o the £/2 axis, with
intercept @ {see Fig. 3b). No assumptlions have been made about the
size of @ or &, hence the (g/2}-Aw represemation is useful for
avoiding otherwise curved scans in q,—q. space when the w and ¢
ranges are large. It is particularly imporntant for the interpolation
described in §3.

Having described the geometry we now move to the particulars of
the actual experiment. All experimental work was performed at the

—

A

th

Figure 3
Symmetrie reflection with a position-sensitive detector in {a) reciprocal space
and {(b) angular space. 1 and 2 indicate twa different w positions of the sample,
and show how the position-sensitive deteclor ¢overs reciprocal space 10
produce an RSM.

Australian National Beamline Facility (ANBF) on beamiine 20B, at
the Photon Factory, Tsukuba, Japan. The bending-magnet source
delivers radiation from 4 keV to 25 keV (~3-0.05 A), with a Si(111)
channel-cul monochromator selecling the desired energy. The
monochromator can be de-funed 1o reject highesr harmonics.

The experimental hutch contains a large diffractomeier (Barnea er
al., 1992: Garretl et al., 1993) which can be evacuated 0 0.01 torr in
about 20 min. ]t houses a Huber 410 poniometer («) and a Huber 420
rotation arm (26), which are mounted coaxially with the axis of
rotation horizontal. The 1P cassette is centred on the e goniometer,
with radius 0.573 m., and covers 160" in 26. The capacity of the
casselte is eight 400 mm x 200 mm IPs, with the long side oriented
along the circumference. Radioactive fiducial markers are installed in
the cassette to provide an angular standard on the [P. Weissenberg
screens can be installed so that only 4 mm of the plate is exposed at
one time. The IP cassetie can be translated perpendicular 1o the plane
of difiraction {sec Fig. 4) so that up to 30 cxposures can be coliected
on one plaic, with a 1.5 mm gap between cach exposed strip. The
rotatiors stages, IP cassette, slits and detecltors are computer
contiolled.

The IPs were scanned using a Fuji Film BAS2000 svstem, which
provides a dynamic range of 10° and an effective spatial resolution of
100 pm. This resolution equates 1o an angular resolution of 0.01° in
26, Software written in-house at the ANBF is available for angular
calibration of the [P using the fiducial marks, plate-rotation correc-
tion and for extracting individual strips from the scan. A high-count-
rate scintillation detecior (Radicon} is used for double- and triple-
axis diffractomeiry.

The samples investigaled in this experiment were InGaN/
GaN(2 pm)/AIN(30 nm) multilayers grown on sapphire substrales
The AIN and GaN layers serve as buffers beiween the oploelec-
tronically active InGaN layer and the lattice mismatched sapphire
substrate. Three InGaN compositions (Ing,Gag;N. Inye:Ga, 0N and
Ing ;»GagyseN) were used. The 5% In layer was 200 nm thick and the
other two layers were 20 nm thick. We have studied (hese samples at
the ANBF previously (Mudie et al., 2002, 2003), using a scintillation
detector for the collection of the RSMs in the TAD scheme. Although
high-resolution RSMs were collecled in these earlier experiments,
data acquisition was time-constiming. We have therefore employed a
low-resolution scheme using a PSD, which is less time-demanding
than TAD. The low-resolution scheme can be used for our samples
because they exhibit no fine structure in the RSMs.

Scintiilation
IDetector
~ St
Si (111) Beawline /~~Slies
Monowdarowator

/‘\e + 20y

R

.
w+8n — oL~ Sample

Collimating Slits Tl /
: Slit Mask- /

Thtetor Pretlin:
for [P wean

Luage Plate Cassotte
Nl Ta aind Ot of Page

Figure 4
Diffractometer configuration (side view) showing the location of the IP
cassetie.
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An incident wavelength of 1.54 A was selected and the mono-
chromator was de-tuned 10 reject higher-order harmonics. The
diffractometer entrance slits were adjusted to 4 mm x 0.1 tnm (widih
x height). This matched the beam (o the width of the IP strips, and io
the spatial resolution of the IP. The sample stage was mounted on the
w goniometer and the scintillation detector and slits were mounted on
the 20 arm. This configuration is shown schematically in Fig. 4.

The scintillation det~ctor was used to align the sample and to
cotlect an RSM using the TAD scheme (sce Fig. 1 and caption); a
(.5 mm-wide slit was used in front of the detector. The TAD RSM
was subsequently compared with RSMs collected using the [Ps The
detector was rotated to the botiom of the diffractometer during IP
collection, as indicated in Fig. 4. 50 as not (o obscure the synchrotron
beam. The diffractometer was evacuated for the collection of all
RSMs to reduce air scatter.

The first strip on each IP was reserved for a crystal Lruncation rod
{CTR) scan [see Takeda & Tabuchi (2002) and references therein].
The CTR scan was collected by rotating the sample over the angular
region of interest, including the nearesi subsiraie peak, pausing for
15 at each w position 1o expose the IP strip. The CTR was used to
confirm the comrect angular c¢alibration of the plate. As only one IP
was used ta collect an RSM, the number of « positions was restricled
10 29. and the 20 angular range to 4(F. The 28 angular range is
superfluous, but was set by the IP size. To increase the number of @
positions the [P would need to have been changed every 29 scans.
Although this is possible. it would require the diffractometer to be
evacuated each time, significantly increasing the time required (o
coliect the RSM.

A software seript was written by the authors to control the w stage,
the IP cassette and the shutter during collection of RSMs. Initially the
exposure time was varied to determine a suitable value for our
samples. Using the highest sensitivity on the scanner, a time of 45 s
per strip avoided overexposing the peak due 10 the thick 2 pm GaN
iaver, while being long enough to collect peaks originating from the
thin 20-200 nm InGaN layer.

3. Results

Fig. 5 shows a section of an “as collected’ IP for the In,,Gay ; N/GaN/
AIN sample about the GaN{0004) reflection. The strips are cleasly
identifiable near the peaks; however, within each sirip the peak
intensity is nol centred. This was correcled for later by varying he
off-plane angle of the sample. The strip on the far left is the CTR and
the bright spot on the extreme right is a fiducial mark. The IP scans
were converied into 30 one-dimensional scans using in-house sofi-
ware. The software calibrated the £ axis using the fiducial marks, then
integrated in the w direction across cach scan to obtain the intensity.

The unprocessed data in Fig. 5 lie on a regular iwo-dimensional
Cartesian grid in w-(¢/2) space. We can move (¢ Aw-{£/2) space (see
Fig. 6) using equation (9) [and then to q,—q. space using equations
{7) and (8)]: however, the grid formed is nol regular along the Aw
axis. In order to ploi the RSMs and extract profiles along various
directions, the data must be interpolated onlo a regular (Cartesian)
grid. A number of interpolation schemes were implemented;
however, the simplest is to interpolate in the Aw direction. A cubic
spline interpolation was used, as it was easy to implement and
matches the data smoothly.

Fig. 6 shows the geometry of an entire scan afier tke unprocessed
data (shown in Fig. 5) has been transformed 1o angular coordinates
Aw—(c/2). Within reciprocal space the scan would be an arc (see
Fig. 34), because the small-angle approximation breaks down owing
1o the large angular range (ie. 20° in £/2).

Fig. 7 shows a comparison of an RSM acquired with an 1P ard the
TAD scheme. The scans are about the GaN(0004) peak and
encompass the In,,Gag ;N{0004) peak. The line profiles have been
extracted from the RSM, not coilected separately. The background
has been subtracted and the scans normalized to the InGaN peak
height. The error plot (Fig. 7b} is given by

RSMgnor = 10810(RSMp /RSM ). (10)

An IP scan was also collected with half the step size in the ¢« direclion
(see Fig. 8). Only one IP was used, which covered half the area of
the RSM presented in Fig. 7. This results in the truncaticn seen in
Fig. 8(a). The data-collection time was identical to the lower-resolu-
tion scan shown in Fig. 7.

In Fig. 7 the step size in the Aw direction (as determined by the
interpolation of the IP RSM) was matched to that used for the TAD
technique. The small-angle approximation [equations (7) and (8)] was

-1.2 0.0 1.2
@i®)
Figure 5

Section of an unprocessed imaging plate for the Iny ,Gag,NIGaN/AIN sample
about the ((KXM) reflcction.

5.5
A ()

Figure 6
Entire RSM from a single itnaging plate afier cubic spline interpolation for the
Ing 3GayyN/GaN/AIN sample about the (D004) reflection,
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Comparison of triple-axis RSM and interpolated TP data. (@) Interpolated IF RSM, (b) error plot. (¢} triple-axis RSM, () «-20 scan (cxtracted from RSM). and
{e} w scan {cxtracied irom RSM). Natc that a logarithmic vervical axis is used for cach plot. Full line: 1P method with interpolation. Dashed line: TAD 1echnique.
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Figure 8

Comparison of triple-2xis RSM and interpolated high-resolution [P data. (a) Interpolated IP RSM, (b} crror ploi, (o) triple-axis RSM. (4) @26 scan (extracted
from RSM), and () wscan (extracted from RSM). Note that a logarithmic venical axis is used for cach plot. Full linc: 1P method with interpolation. Dashed line:
TAD 1echnique.

410 st Mudio of a. + Collection of reciprocal space maps using imaging plaies J. Synchrotron Rad. (2004). 11, 406—413




research papers

assumed in transforming from angular space [Aw—(¢/2)] to reciprocal
space 10 avoid further interpolation.

Fig. 9 shows two plots around the (1124) reflection for different
samples.

All interpolation and analysis was performed using software
written in IDL 6.0 by the authors

4. Discusslon

The aim of this experiment was to utilize the IPs for collecting RSMs
rapidly. Superficially the 1P method appears atiractive, since z scan
can be acquired in approximately 45 min, which includes evacuation
of the diffractometer chamber and readowt of the IPs. A TAD scan,
covering the same peak features, requires 3—4 h depending upon the
region of interest and spatial resolution. However. before IPs are
adopted for rouline reciprocal space mapping. it is imperative o0
establish the suitability of the method for various scan types and 10
validate the accuracy of the RSM daia obtained in the present
experiments. These issues are addressed in the remainder of
the paper.

Fig. 7 indicates that there are significant differences between the
KSM data collected using the TAD method and the [P with inter-
polation. In particular, the peak is substantially widened in the o
direction (see Fig. 7e}, and does not have the correct shape. The w-26
scan, however, is more accurate, showing all features of the TAD
RSM. This means that the [P method can be successiuily used for
producing «w~28 scans with an IP detector for Group Il nitride
muliilayer samples I1 is difficult to specify a resolution for the [P
scans because the dala are highly asymmetric. The spacing between
collected lines (see Fig. 3b) in the Aew direction (before interpola-
tion). as determined by w,,,. is 0.18° for Fig. 7 and 0.05° for Fig. 8.
However, along the lines (see Fig 35) the step size is up to 20 times
smaller (i.e. 0.01°). Limiting ourselvcs to one IP has resulted in a low

10
30 -18 05 08 20

an®)

-30 18 05 08 20
AW (?)

Figure 9 _
Plots of (1124) rcfiections. Note that axes are in angular wnits.

spatial resolution compared with Kinne es al. (1998). The resolution
could be increased, using only one IP, if the Weissenberg screens are
made narrower and the IP casselte step size is reduced,

Fig. 8 shows that reducing the w slep size by a factor of two
significantly impraves the result, in both the q, and q_ directions This
suggests that, for our sample type, 58 scans are sufficient to cover the
range of interest. This sirould he easy to obtain with some minor
modification 1o the IP system. namely slit and step sizes. The majority
of the scan collection time is spenl evacuating the syslem and
handling/scanning the 1Ps. Hence an increase in the number of strips
on one plate will not significanily chrange the scan coliection time,
Noite that information on the 1P degrades with time. and can require a
correction as explained by Welberry er al. (2003). However., as we
collecied a small number of scans, and hence achieved fast IP
throughput, this problem was avoided.

In attempting to cover an extended range in reciprocal space by
using a large e, (see Fig. 30), the interpolaticn procedure intro-
duces false peaks, These can be seen in the InGaN peak. and its
satellite in the w-20 scan (see Fig. 7d). Fig. 10 shows a schematic
illustration of ihis phenomenon for a peak clongated along the q,
direction {e.£. the InGaN peak ). In Fig. 10(a) the daia points lying on

Interpolated Point

Experimental Poini ~
-

Profiles
Intensity 4

Intensity

("

Figure 10

Schematic explaining the origin of peak splitting when w,,,,, islarge. (@) Sketch
of the RSM showing the position of the experimental (filled circles) and
interpolated (open circles) points compared with the “true’ peak, and (0
profiles across the “inee” {dotied line) and interpolated (sotid line) peaks, from
regions 1, 1 and 111 indicated in (a).
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the peak are generaied. via interpolatien in the q, direction, {rom
widely spaced experimental points. In general, the experimental
points straddle the peak position and hence give a result less than the
true peak intensity. This situation is evident in region Il in Fig. 10{(a).
A profile of this region is displaved in Fg. 10(b), which clearly
indicates that the interpolated scan has a lower intensity than the true
peak. Fig. 10{a) shows that the experimental points are arranged
obliquely 1o the peak direction. Hence some experimental points lie
closer to, or on. the peak Jeading 10 a more accurate peak intensity.
This is the case for region I where an experimental point lies exactly
on the peak. The resulting profile is shown in Fig, 10(5). Therefore a
translation in the . direction produces a series of maxima as shown
for region 1Il. A similar problem arises for the GaN peak, which is
elongated in the q, direction, il interpolation is performed in the q,
direction. Therefore the result of interpolation depends on the
geometry. and in particular the width of the peak being interpolated
compared with the resolution (if a large «w,,, is used).

Since no explicit smoothing has been applied (only that inherent in
the inlerpolation scheme). further improvement may be possible
through the application of suitable filtering: however, such a proce-
dure would require careful justification.

The IP scans were collected in approximateiv one quarter of the
ume requized for the TAD technique. Hence, subtracting cvery
second res snd column reduces the TAD RSM to one that would
have teen gullected in approximately the same time as the IP scans
Fig. 11 compares the cross sections of the high- and low-resolution
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Figure 11

Comparisor of RSMs obtained using an IP, TAD and the reduced TAD
method. Fall line: TP RSM. Dashed line: mesized siandard RSM. Dot-dashed
line: full standard RSM.

TAD RSMs with the interpolated IP scans. The low-resolution TAD
RSM was linearly interpolated onto the same grid size as the high-
resolution RSM. Comparing the sparse TAD scan with the 1P scan
suggests that, for the region of interest, data of similar or better
quality can be collected in a comparable time using the TAD methiod
than with the IP method. The sparse TAD RSM is of a higher reso-
lution than the 1P RSM because the sample spacing is less asym-
metric. However, the TAD method requires:

(i) Greater time for set-up;

(if) A priori knowledge of the peak positions in reciprocal space.
This is problematic for unknown samples. especially for asymmetric
reflections (see Fig. 9) and requires long alignment times;

(iii) More compiicated instrumentation. such as a second axis of
rotation for the deteclor/analyser.

The RSMs collecied by the IP cover a much wider range than the
specific region of interest shown in Fig. 7, although much of this
extended region is feawreless. However, there are specific cases
where the large region can be useful. For example. Fig. 12 shows a
scan where powder lines, possibly due to segregated In clusiers, were
observed across the entire RSM. simultaneously with the Bragg and
diffuse peaks

Fig. 9 shows two RSMs about (1124). RSMs of asymmetric
reflections must cover wide regions of reciprocal space, because the
peaks do not necessarily align with the q, or q. axes. Hence the ability
of the IP scans to cover a large region of reciprocal space in a short
pericd of time is very useful for scapning asymmetric reflections
(even with low resolution). The range along the A¢ axis shown in
Fig. 9 is more than seven times wider than thal shown for the
symmetric reflection in Fig. 7.

We have introduced integration in the g, direction by summing
across the surips. Summing in the q, direction over a small range can
also introduce ervors if the peaks in that direction have different
widths. It may be more valid to use the centrat line of pixels from the
strip. and hence remove any intagration; however, this would require
that the scan be centred correctly on the strip. The TAD method also
integrates in the g, direction {Holy er al.. 1999). Kinne er al. (1998) fill
an entite [P by scanning it past a narrow slit, thereby avoiding the
need to integraie in the g, direclion. However, we observed that very
bright features caused streaks on the IP in the Acw direction.
presumably because of saturation. Increasing the gap between strips
reduces the intensity of the streaks at the adjacent strip position on
the iP. No such gaps exist for the procedure adopted by Kinne er al.
(1998), although the lower count rate of the laboratory X-ray source
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Figure 12

Powder lines collected across the whole imaging plate, possibly duc to lu
segregation.
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Angle designations for the three-dimensional diffraction geomenry.

may have resulted in a less severe problem. The optimum detector for
this collection regime would have digital on-line readout. such as that
used by Boulle et al. (2002}, but be capable of handling synchrotron
intensity. be vacuum stable, and have an appropriate dynamic range.
Such deteclors are hot readily available.

Experimentally we integrate over a small range of reciprocal space.
because of a number of instrumental effects (e.g. the slits are nol
infinitely narrow). If the Weissenberg slits were removed, the lateral
direction would be available for detecting intensity. This direction
correspends 10 gy, which for an incident plane wave is given by

q, = kcosB,sin g, (11

where 8, and 6, are defined in Fig. 13, [Note that equations {7) and (8)
are nol valid in the three-dimensional case.} Gerhard er al. (2000) use
this fact to collect their RSMs. Their results are similar to a CTR scan
(see e.g. Takeda & Tabuchi, 2002) with no Weissenberg slits installed.
Such a CTR is still imegrated over the g, range, determined by the @
limit selected, but now provides information from a two-dimensional
region of reciprocal space. The CTR projects the three-dimensional
RSM onto the q,-q, plane, i.e. perpendicular to the RSM. Hence. by
callecting two-dimensional RSMs and two-dimensional CTRs, two
perpendicular planes can be gathered without the need to rotate the
sample about the q, axis between the two scans. This ensures that the
same region of the sample is investigated for both the q,~q_ and
q,~q, planes. .

If only a small q, range is required, and the incident beam has low
angular divergence in both the g, and q, direclions. then our tech-
nique can be used to produce a three-dimensional RSM. This is
achieved by simply using the profile across the sirips, instead of
integrating. This cannot be casily achieved using other techniques,
excepl Tor that of Welberry er al. (2003), although in this latter case it
would have very limited range.

5. Concluslon

We have implemenied a method for collecting reciprocal space maps
using imaging plates at the Australian National Beamtine Facility. The
results indicate that for sparse du. care must be taken when inter-
polating onto a regular grid. More : pecifically, peaks that are narrow
in the 4, direction should be interpolated in the q, direction. and vice
versa, 10 avoid producing false peaks. For our sample type, and the
range required, we found that as few as 58 strips can produce
acceptable results. The IP method js very useful for scanning large
areas when the peak position and shape are not known exactly. which
occurs for asymmetric peaks; further, it does not require more
sophisticated cquipment. such as analvser crystals and 26 amms
Significantly, sample features of interest may oniy be observed
because of large angular range, such as powder peaks that suggesis
cluster segregation or polycrystalline regions.

This work was performed at the Australian National Beamline
Facility with support from the Austrzlian Synchrotron Research
Program, which is funded by the Commonwealth of Australia under
the Major National Research Facilities Program. The samples were
prepared by Professors H. Amano and 1. Akasaki at the Departmens
of Materials Science and Engineering, Meijo University. The authors
would like to thank Dr Imanis Svaibe, Professor Rob Lewis Dr
Karen Siu and Prolessor Vasily Punegov for their valuable contri-
butions. STM acknowledges the support of an Ansiralian Post-
graduate Award. KMP and MIM acknowledge the support of the
Australian Research Council.
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ABSTRACT

GalnN layvers are often grown on a sapphire substrate, with a low-temperature-deposited AIN layer and a thick
GaN buffer layer. High-resolution X-ray difiraction experiments were conducted on BL20-B at the Photon
Factory (Tsukuba, Japan), to investigate the structural quality of the AIN and GaN layers. Reciproca! Space
Mapping was used to study samples at each stage of the growth process and for various layer thicknesses.

Two analysis techniques were compared. The frst utilised broadening of reflections in reciprocal space, and the
second was based on Statistical Diffraction Theory (SDT). Both techniques yield information about the mosaic
blocks and laver thicknesses; however, simulations based on SDT give information on strain and tilt distribution
within the AIN layer, evident in ofl centre. non-symmetric, peaks. This suggests a possible mechanism by which
AIN buffer layers can be exploited to improve device characteristics. Our work also demonstrates the efficacy of
SDT for the analysis of these structures.

1. INTRODUCTION

Group III nitride semiconduciors are important for optoelectronic and transistor technologies. They cover almost
all of the visible and near UV spectrum, and have good thermal stability [1]. Development of devices which utilise
this semiconductor system has been hindered because a suitable substrate {(with matched lattice parameters and
thermal expansion) is not available. Incorrect matching of the substrate (e.g., sapphire) to the semiconductor
results in the formation of a dislocation net. The regions of deformed crystal between the dislocation lines can
be modelled as mosaic blocks. A successful technique to reduce the dislocation density is the inclusion of a
low-temperature (LT) deposited AIN (buffer) layer between the substrate and the GaN active layer [2).

In a previous paper [3] we reported results of High Resolution X-Ray Diffraction (HRXRD) experiments to
characterise AIN {buffer) layers of various thickness, including the subsequent GaN lavers deposited on top. The
analysis was performed following the approach used by Metzger et al. [4]. Here we present a more advanced
analysis, which utilises Statistical Diffraction Theory (SDT), and compare our results to the previous analysis.

Reciprocal Space Maps (RSMs) contain ¢ significant amount of information about the sample structure be-
cause they collect information from a two-aimensional region of reciprocal space. However, traditional analysis
techniques discard some of this information by only utilising one-dimensional rocking curves, (see e.g., [3] and
references therein). In order io maximise the information, a theory is required which treats both the coherent
and the diffuse scattering. We have applied Kato's statistical theory [5, 6] to achieve this goal. This theory
was developed to treat Triple-Crystal Diffractometry in both the dynamical [7] and kinematical {8] cases. A
redevelopment and simplification of the dynamical case for multilayer systems is in preparation for publication
(9], and has been previously used in the kinematical limit for the analysis of nitride samples [10). Within this
redevelopment the intensity registered by the detector is given as:

Q) = j dane R{gne) (15 (0he Qs Q=) + 1 (aher Qs Q)] (1)

where Q is the scattering vector, R is the reflectivity of the analyser crystals, If and If are the coherent and
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Figure 1: Triple crystal set-up.

diffuse intensities respectively, and gn, describes the divergence of the diffracted beam.

Utilising the SDT, the epitaxial layer is modelled as an array of mosaic blocks. The traditional approach for
diffraction by mosaic blocks can be found in Zachariasen's book [11]; however, the present approach must be
formulated within the SDT framework in order to treat randomly distributed defecis. Mosaic block models
are reported in the literature for SDT, including work by Nesterests and Punegov [8], Holy et al [12], Bushuev
{13, 14], and Kato [15). Of these, Nesterests and Punegov's medel 8] is the most general, since it considers
rotation and size of the blocks; further il more accurately describes real epitaxial layers by assuming the blocks
o be parallelepipeds (usually confirmed by TEM). Of the other models Holy et al. [12] assume the blocks to be
spheres, and Kato [13) and Bushuev [13, 14] assumnie laterally infinite blocks. with rotation of the blocks only in
one direction.

The work presented here utilises SDT in the kinematical limit with the model of Nesterests and Punegov (8]
describing the mosaic blocks. Mosaic block dimensions and orientation, lattice strain and layer thickness can
all be determined auantitatively. The kinematical limit is justified because the samples are thin and are of low-
crystalline quality. Investigation of the low-temperature deposited AIN bufler layer is reported, and compared
with previous analyses (3.

i 2. EXPERIMENTAL
2.1 Sample Preparation

The sample Preparation has been described elsewhere [3]. In brief, the samples were produced using organometal-
lic vapour phase epitaxy {OMVPE) on (0001} sapphire substrates. Three sample types were produced, from
different stages of the growth process:

e A: AIN buffer layer deposited at 400°C;
+ B: AIN buffer deposited at 400°C and annealed at 1100°C;
e C: GaN layer {30nm) deposited at 1100°C on an annealed AIN buffer.

Three different buffer layer thicknesses were used; namely 10nm, 30nm and 70nm.
2.2 Characterisation

Triple Crystal Diffractometry (TCD) measurements were reported in an earlier paper [3]. The experiments
were conducted at the Australian National Beamline Facility {ANBF), on beamline 20B at the Photon Factory,
Japan. The set-up (see Fig. 1) utilised a Si(002) quad bounce crystal in addition to the regular beamline
monochromator. This configuration reduced the incident beam divergence (= 7 arcseconds) and wavelength
dispersion {AA/A = 7 % 107°). A Si(002) double bounce crystal was used for the analyser, which restricted the
angular range registered by the detector. A Radicon high count rate scintillation detector was used to record
the x-ray intensity. The analyser, detector and sample stage were mounted within a vacuum chamber to reduce
air scatter.

3. RESULTS AND ANALYSIS

In what follows, layer refers Lo an entire epitaxial layer, whilst sub-layer refers to a stratum within a layer

- i




Table 1: Parameters for the fitting routine .

I 11
{{nm) L;(nm) L. A(°) Adi/d Tilt(°) l(nm) L.(nm)

70nm A~ AN 22 30 42 6 -0016 -0.9 40 40
AIN:2 48 30 15 6 0.06 -0.9 30 30
B AIN:1 18.7 30 48 5  -0.027 .06 18.7 18.7
AIN:2 51.3 30 1.0 5 0.06 -0.6 51.3 51.3

C AN: . 100 - 2 See Figure 4 10 10

_AN2 . 100 - 2 See Figure 4 60 60

30nm A AN 10 36 25 8 -0.013 -1 0 10
AIN:2 20 30 15 8 0.02 -1 20 20

B AIN:Top 4 100 4 0.05 -0.008 0 4 4

AIN:Middle 87 30 65 5  -0032 -0.6 13 13

AlN:Bottom  17.3 30 15 5 0.03 0 13 13

C AlN:Top - 400 5 0.02 See Figure 4 - -

AIN:Bottom . 10 55 2.3 See Figure 4 30 30

defined by specific physical properties {e.g., strain).

Complete analysis was performed for the 30nm and 70nm samples only. The 10nm samples did not provide
enough intensity for acceptable RSM scans. The experimental data consisted of RSMs and one-dimensional
scans about the AIN(0002), and in some cases AIN(0004). reciprocal lattice points. The analysis was performed
using simulations written in the IDL programming language.

Two approaches were taken to fit the data. The first (I) was to assume that each sub-layer had a constant strain
value, and allows L. (mosaic block size in z direction) to take any value, equal to, or smaller than, the thickness
of the sub-layer, in order to fit the peak width in the ¢ direction. In the second approach (XI)} L was set to the
thickness of the sub-layer {as is evident in TEM images for some systems) and a strain gradient was introduced
within the thickness of the sub-layer. :

Table 1 shows the results of the simulations. Note that ! is the thickness of the laver, L is the laterai dimension
of the mosaic blocks, A is the width of the orientation {Gaussian) spread of the blocks around the y-axis, and
the tilt is the rotation of the entire sub-layer about the y-axis. The simulation parameters are identical for
approaches I and I1, except for I, L., and the strain (although the average strain is the same). In the alternative
approach (II} I and L, are also indicated in Table 1. Note that the thicknesses reported were not measured
directly, because thickness oscillations were not observable. Hence laver thicknesses determined by the growth
regime were assumed correce, with simulations providing the ratio of sub-layer thicknesses.

Two peaks rear AIN(0002) were apparent {or sample type A, for both thicknesses, and type B for the 70nm
sample, suggesting that the AIN layer has segregated into two sub-layers. In the ¢, direction one peak is much
wider than the other, as indicated by the L. values. The average strain indicaies that the thin sul-layer is
predominantly in compression and the other sub-layer in ..nsion. A compressive stress would be due to a
positive strain in the sub-layer parallel to the surface, with a concomitant negative strain in the perpendicular
direction and vice versa. It has been reported {16] that the AIN epitaxial layer is rotated 30° with respect
to the substrate. The alignment of the atomic sites produces a lateral compression {not teansion as the lattice
parameters would suggest), and hence tensile strain in the z direction. Therefore the lowest quality sub-layer {(in
tension) is likely in direct contact with the substrate. All peaks are broad in the g; direction, which indicates
either a large A, or a small L. Unfortunately the scans were noisy and not wide enough to determine the
contribution from each parameter. Hence Table 1 only indicates the maximum A and minimum L. For the
70nm annealed sample, an acceptable R3M is available for fitting - not simply one-dimensional scans. Hence
with additional work we could further counstrain the parameters. This is a strength of this technique. However,
for all three samples (i.e., 70nm A and B, and 30nm A} the mosaic blocks are small.

For the 30nm sample type B, three layers were observed. Two of the sub-layers have similar characteristics o
those discussed above, i.e., exhibiting small mosaic blocks and large A. However, the third layer is significantly
different, with & much larger block size and reduced A. It is also effectively unstrained with no tilt. As larger
block sizes are synonymous with lower defect density, and because there is a small mis-orientation of the blocks,
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Figure 2: RSMs about, the 30nm AIN(0002) reciprocal lattice point. {a) Experimental, (b) Simu-
lation: strain gradient, and (c) Simulation: no strain gradient.
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Figure 3: Scans (logarithmic scale) about the 70nm AIN(0002) reciprocal lattice point. (a) Exper-
imental RSM layer, (b) Simulation of RSM, and (c¢) Experin.ental CTR.

we canh describe this sub-layer as almost perfectly crystalline. The analysis did not indicate which layer was on
top (a dynamical approach would be required), nevertheless it is indicative of a higher quality layer forming on
top of the lower quality layer, as indicated in Table 1.

The samples of type C, i.e.. capped with 30nm of GaN, were characterised on a subsequent visit to the Photon
Factory, using a larger slit size. The increased incident intensity improved the counting statistics, and did not
seem to diminish the angular resolution. Figures 2 and 3 show the experimental and simulated data for sample
C. A strain gradient was necessary to fit the 70nm sample, hence only approach II was utilised; ! and L is not
reported for approach I in Table 1. A further extension to the model allowed the tilt to vary across the sub-layer
so Lthat the complex peak shape could be fitted correctly. The strain and tilt profiles are shown in Figure da.
The oscillation in the tilt profile at zero thickness is due to experimental noise and the bump at about 60nm is
due to the second layer.

Two broad AIN peaks were seen for the 70nm sample, showing a high level of strain. The GaN layer was also
observed. It has not been analysed, but it is more narrow in the ¢. direction than in ¢., suggesting minimal
strain, but some degree of mosaicity. The GaN layer was not tilted.

A tilt gradient (and hence strain gradient) was required for the 30nm sample (type C) simulation so as to
reconstruct the slight rotation of the peak in reciprocal space. If this rotation was ignored, the fit could have
been made with one laver, by decreasing L. as indicated in Table 1 and shown in Figure 2c.

The 30mm sample (type C) contains two AIN layers - a higher quality layer and a lower quality layer. The higher
quality layer was nol evident in the RSM. because the step size was too large to see the very narrow peak. The
peak was observed in the 6-20 scan. This layer has an even larger lateral block size than the uncapped layer
with a reduced A. It proved difficult to determine the relative thicknesses of these sub-layers (hence thicknesses
for this sample are not reported in Table 1), because the higher quality layer seems too thin. This suggests that
it may contain a high density of point defects. However, it appears that the lower quality layer is significantly
thicker than the higher quality layer.

Previous results [17] indicate that, of the thicknesses investigated, a buffer layer of 30nm produces the best
quality optoelectronic active layer. We conjecture that this is due to the high quality layer seen for the 30nm
sample, produced during the annealing of the sample. The same conclusion was reached in our previous work;
however, in that case only the dislocation density and the L, size was explored, and only for the 30nm samples.
For sample type B the previously deiermined Ly sizes were 84mu and 20nm, which compares well to the 100nm
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Figure 4: Distribution of strain (left) and tilt (right) for sample type C: (a) 70nm and (b) 30nm thick AIN
layer.

and 30nm determined using SDT. The thickness values also compare favourably. However, for sample type A
and C the L; sizes are different by a factor of 3-10. This discrepancy may be due to the inadequacy of the data
used (particularly sample type A}, or problems with the previous model.

In addition to onr RSM measurements, synchrotron Crystal Truncation Rod (CTR) data has been obtained
[17]. Sapphire and GaN peak positions agree (e.g., GaN peak at g = Inm™~! in Figures 3a and c), however,
discrepancies are seen for the position and width of the AIN peaks. As the AIN layer is of a low quality Lhis
discrepancy may be due to spatial inhomogeneity of the sample, with different regions sampled for the two
experiments. However, in order to confirm this we compared the two-dimensional CTR data (see Figure 3c) to
the RSMs. We emphasise that these are not equivalent scans. RSMs are sensitive to variations in ¢, and CTR
in gy. Hence Figure 3a indicate a tilt of the entire tayer abont the y-axis (offset peak in RSM) but not the x-axis
{(on axis in CTR, Figure 3c). This assumes the samples had the same orientation for both experiments.

It is difficult to indicate the uncertainty for the parameters simulated in this work, because of their interdepen-
dence. This is particularly true for A and L., and also for L. and the strain distribution. In the former case,
analysis of a different set of data [10] showed that with a better signal-to-noise ratio, and a wider scan range in
Qz, the two parameters can be disentangled through their peak shape.

The problems in the present analysis highlight the difficulty in achieving high quality scans with very thin
samples. We are attempting to fit many parameters. and hence a large amount of data is required to ensure
that the solutions converge. However, RSMs about asymmetric reflections will give us information about the
strain in the lateral direction and help constrain the other parameters, particularly L. Additionally CTR scans
of different regions of the sample would determine the homogeneity of the material.

4. CONCLUSION

HRXRD studies were performed on AIN buffer layers deposited on sapphire substrates. RSM data was analysed
using the Statistical Diffraction Theory in order to determine relevant physical parameters. It was shown that
the buffer layers segregate into two sub-layers. For the 30nm sample it was found that one of these layers was
of a higher crystailine quality. This layer would be capable of supporting a high quality optoelectronic active
layer, effectively matching GalN semiconductor to the sapphire substrate. However, further synchrotron studies
are required in order to make more specific recommendations on the optimum growth parameters.

ACKNOWLEDGMENTS

This work has performed at the Australian National Beamline Facility with support from the Australian Syn-
chrotron Research Program, which is funded by the Commonwealth of Australia under the Major National
Research Facilities Programn. SM acknowledges the support of an Australian Postgraduate Award.

References

[1] I. Akasaki and H. Amano, Jpn. J. Appl. Phys. 36, 5393 (1997).
[2] H. Amano, N. Sawaki, I. Akasaki and Y. Toyoda, Appl. Phys. Leil. 48, 353 (1986).

(3] S. Mudie, K. Pavlov, M. Morgan, Y. Takeda, M. Tabuchi, and J. Hester, Surface Review and Letters (in
press).

[4] T. Metzger, R. Hépler, E. Born, O. Ambacher, M. Stutzmann, R. Stommer, M. Schuster, H. Gébel, S.
Christiansen, M. Albrecht and H. Strunk, Philosophical Magazine A 77, 1013 (1998).




[5] N. Kato, Acia Cryst. A36, 736 (1980).

6] N. Kato, Acta Cryst. A36, 770 (1980).

[7] K. Pavlov and V. Punegov, 4cta Crysiallogr. A56, 227 (2000).
[8] Y. Nesterests and V. Punegov, Acia Crysi. A56, 540 (2000).
[9] K. Pavlov, and V. Punegov, (2002) (in preparation).

[10] L. Kirste, K. Pavlov, 8. Mudie, V. Punegov and N. Herres XTOP-2002. 6th Biennial Conference on High
Resolution X-Ray Diffraction and Imaging, 10-14th Sept. 2002, Grenoble, France. Presented as a poster
P57. Collected Abstracts p. 137.

(11] W. Zachariasen, Theory of X-Ray Diffraction in Crystals, Dover Publications, New York (1867).

[12] V. Holy, J. Kubena, E. Abramof, K. Lischka, A. Pesek and E. Koppensteiner, J. Phys. D: Appl. Phys.,
74, 1736 (1993).

(13] V. Bushuev, Sov. Phys. Solid State, 31, 1877 (1989a).
(14) V. Bushuev, Sov. Phys. Crystallogr.. 34, 163 (1989b).
{15] N. Kato, Z. Naturforach, 37a, 485 (1982).

[16} Y. Takeda and M. Tabuchi, Gallium Nitride and Relaled Semiconductors, Ed. J.H. Edgar, S. Strite, L
Akasaki, H. Amano, and C. Wetzel, INSPEC, IEE, London, 381 {1999).

[17] M. Tabuchi, H. Kyouzu, Y. Takeda, S. Yamaguchi, H. Amano, and 1. Akasaki, J. Cryst. Growth., 237-
239, 1133 (2002).






