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Summary 

This thesis investigates applications of Raman and FTIR microspectroscopy in 

malaria research. It was found that the use of biospectroscopy was able to generate 

significant new insights into discriminating lifecycle stages of the malaria parasite, 

detecting structural changes in malaria pigment and understanding the effects of 

chloroquine on supramolecular interactions in malaria pigment and its precursors. This 

dissertation is presented in the “thesis by publication” format, with the three results and 

discussion chapters (Chapters 3, 4 and 5) comprised of either published, accepted or 

submitted manuscripts.  

The first chapter provides a general introduction to malaria, with particular 

emphasis on the Plasmodium falciparum drug resistant strain of malaria parasite. This 

chapter also introduces the different models of quinoline drug binding that are likely to 

occur within the digestive vacuole (DV) of the parasite, as well as introducing the 

various macromolecules that are present within infected erythrocytes. The second 

chapter discusses relevant biospectroscopy theory and introduces the data analysis 

techniques used in the application of Raman and FTIR spectroscopy to malaria research.  

The third chapter describes FTIR spectroscopic investigations, focusing on 

discriminating the different intra-erythrocytic lifecycle stages (i.e. ring, trophozoite and 

schizont stage) of the malaria parasite by observing the specific lipid composition of 

each stage. In addition, haemozoin growth within the digestive vacuole (DV) of the 

parasite was observed using FTIR spectroscopy.   

As part of a larger study, the relevant section in the second manuscript of this 

chapter (II) builds upon the above findings by describing how the use of FTIR-ATR 

and Raman spectroscopy allows for direct observation of physical changes related to 

quinoline drug attachment in synthetic malaria pigment (β-haematin). The FTIR-ATR 
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spectra show the effect of quinoline drug binding on β-haematin by revealing changes in 

the surface propionic acid groups (1744 cm-1).  

The fourth chapter describes investigations that used resonance Raman 

spectroscopy to detect haemozoin (malaria pigment) and the structural changes that 

occur in haemozoin in infected erythrocytes after chloroquine (CQ) treatment. Raman 

spectra show that CQ binds via π-π interactions between adjacent and oriented 

porphyrins, thereby disrupting the haemozoin aggregate and reducing excitonic 

interactions between adjacent Fe(III)PPIX units. 

The final chapter explains how resonance Raman in combination with UV-

Visible spectroscopy can reveal the effects of varying concentrations of Fe(III)PPIX and 

CQ on excitonic interactions in solution and on the extent of supramolecular 

interactions in malaria pigment and other related haem aggregates. Resonance Raman 

spectra of haematin and haemin solutions are reported for 413 nm and 514 nm 

wavelengths. Enhancement of A1g modes (1569 cm-1 and 1370 cm-1) and B1g modes 

(1124 cm-1 and 755 cm-1) as a function of increased concentration are observed when 

irradiating with 514 nm laser excitation but not 413 nm.  

This wavelength dependent enhancement can be rationalised by considering an 

excitonic coupling mechanism. As the concentration of haematin increases there is an 

increased probability of supramolecular interactions occurring between Fe(III)PPIX 

units.  

This study provides new insight into the nature of excitonic coupling through 

supramolecular and other concerted interactions and may have important implications in 

understanding energy transfer processes in haem systems.  
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Glossary 

 
Adiabatic theorem This theorem is an important concept in quantum 

mechanics. In this thesis the adiabatic state refers to one in 

which the Born-Oppenheimer approximation holds true. 

 

β-haematin The synthetic equivalent of haemozoin. 

 

Born-Oppenheimer 

approximation 

The Born-Oppenheimer approximation allows the total 

wavefunction of the molecule to be broken into its electronic 

and nuclear (vibrational and rotational) components. This 

approximation states that a molecule‟s total wavefunction is 

equal to the product of its electronic and nuclear 

wavefunctions. 

 

Digestive vacuole A small cavity in the cytoplasm of a cell (protozoan) 

surrounded by a single membrane which contains water, 

food or metabolic waste. 

 

Dispersion forces Also known as London–van der Waals forces. It is the weak 

intermolecular non-covalent force found between all 

molecules and arises from the induced dipole of one 

molecule generating an electric field that polarizes another 

molecule to induce an instantaneous dipole. Larger 

molecules generally exhibit stronger dispersion forces.1   

 

Erythrocyte A cell containing large amounts of haemoglobin and 

specialized for oxygen transport; a mature red blood cell.2 
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Exciton A superposition of collective excited states which describes 

an excitation in terms of a traveling-wave packet of 

excitation energy with different wavelengths and amplitudes 

that reinforce each other at a given position within the 

molecule.3  

 

Haem A prosthetic group that consists of an iron atom contained in 

the centre of a heterocyclic porphyrin ring. 

 

Haematin The monomeric precursor of haemozoin. The Fe centre of 

the haem group has a hydroxyl functional group ligand 

attached. 

 

Haemozoin Also known as malaria pigment. A metabolic waste product 

(biomineral) formed by the catabolism of haemoglobin by 

the Plasmodium falciparum malaria parasite. Haemozoin is 

made up of haem groups that form an array of dimers linked 

by the propionate side chain of an adjacent haem to the Fe 

centre of another haem unit found in the Plasmodium 

falciparum parasite‟s digestive vacuole. This array is further 

linked by hydrogen bonding.  

 

Loadings A term used in Principal Components Analysis (PCA) to 

describe variables responsible for having the largest 

variability in the spectra or dataset 

 

Nonadiabatic 

transitions 

A phenomenon that constitutes a fundamental mechanism of 

state changes in dynamical processes in physics, chemistry 

and biology. In this thesis, it refers to any transition state 

undergone by a molecule in which the Born-Oppenheimer 

approximation does not hold true.   
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Scores A term used in Principal Components Analysis (PCA) to 

describe spectra in multi-dimensional space. 

 

 

Supramolecular forces Is a collection of concerted weak non-covalent interactions 

between molecules. These include hydrogen bonding, metal 

coordinations, van der Waal‟s interactions, π-π interactions 

and electrostatic effects.  

 

Trophozoite A sporozoan in the active feeding stage of its lifecycle.4 
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Notation 

 
A Absorbance 

c Speed of light 

 Polarizability 

λ Wavelength 

ν  Vibrational quantum number 

  Wavenumber value 

ν Frequency 

ν Stretching mode 

δ Deformation mode 

 Out-of-plane vibrational mode 

c Concentration 

E Energy 

g Gerade 

u Ungerade 

h Planck‟s constant 

ħ h/2π 

Is Intensity of Raman scattered photons 

m1 and m2 Mass of atoms 1 and 2 

µ Reduced mass 

N Number of atoms 

Q Normal coordinate 

S0 Ground electronic state 
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S1 Excited electronic state 

Hz Hertz 

k Force constant 

R Amino acid side chain 

F Restoring Force 

x Displacement Force 

Ev Vibrational energy 

Me Transition dipole moment 

i  Initial vibrational wave function 

v  Intermediate vibrational wave function 

j  Final vibrational wave function 

v  Represents the life time of the excited state 

Ρ Depolarization ratio 

Г Irreducible representation 

R Rotational tensor 

T Translational tensor  

K Total wave vector 

I Interferogram 

dp Depth of penetration 

c Critical angle 

n1 Refractive index of the internal reflection element 

n2 Refractive index of the sample 

n21 Ratio of the refractive index of the less dense 

medium divided by that of the denser medium 
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djk D-value 

rjk Pearson‟s correlation coefficient 

kj yy ,  Mean absorbance values of the j-th and k-th 

spectra, respectively. 
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Abbreviations 

1˚ Primary 

2˚ Secondary 

3˚ Tertiary 

4˚ Quaternary 

AERS Aggregated Enhanced Raman Scattering 

ATP Adenosine Triphosphate 

ATR Attenuated Total Reflectance  

ANN Artificial Neural Network 

AQ Amodiaquine 

CCD Charge Coupled Device 

CD Circular Dichroism 

CO Carbon Monoxide 

CT Charge Transfer 

CQ Chloroquine  

dHb Deoxyhaemoglobin 

DFT Density Functional Theory 

DNA Deoxyribonucleic Acid 

DV Digestive Vacuole 

EMSC Extended Multiplicative Scatter Correction 

EtOH Ethanol 

FPA Focal Plane Array 

FTC Flow-Through-Cell 

FTIR Fourier Transform Infrared 
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FWHH Full Width Half Height 

Hb Haemoglobin 

HbO2 Oxygenated Haemoglobin 

HeNe Helium Neon 

Hz Haemozoin 

iRBC Infected Red Blood Cell 

IRE Internal Reflection Element 

LASER Light Amplification by Stimulated Emission of 

Radiation 

LB Lipid Body 

LDA Linear Discriminant Analysis 

LDMS Laser Desorption Mass Spectrometry 

MCT Mercury-Cadmium-Telluride 

MIR Mid Infrared 

MSC Multiplicative Scatter Correction 

NIR Near Infrared 

NO Nitric Oxide 

OEP Octaethylporphyrin 

OPD Optical Path Difference 

PBS Phosphate Buffered Saline 

PC Principal Component 

PCA Principal Components Analysis 

PCC Pearson‟s Correlation Coefficient 
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PCR Polymerase Chain Reaction 

PPIX ProtoporphyrinIX 

Q Quinine 

RBC Red Blood Cell 

RDT Rapid Diagnostic Test 

r.p.m. revolutions per minute 

RNA Ribonucleic Acid 

RR Resonance Raman 

RRS Resonance Raman Scattering 

RSD Residual Standard Deviation 

SERRS Surface Enhanced Resonance Raman Scattering 

SERS Surface Enhanced Raman Scattering 

SIMCA Soft Independent Modelling by Class Analogy 

S/N Signal to Noise  

TAG Triacylglycerol 

TD Transition Dipole 

THz Terahertz 

TPP Tetraphenylporphyrin 

UV Ultraviolet 

UV-Vis Ultraviolet-Visible 
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1.1 BRIEF HISTORY OF MALARIA 

In April 1993, fossil investigation into haematophagous insects at La Toca mine, 

located between the cities of Puerto Plata and Santiago de los Caballeros in the northern 

portion of the Dominican Republic, retrieved an amber fossil containing a perfectly 

preserved Culex mosquito infected with malaria parasites. This provided one of the 

earliest examples of fossil evidence of malaria, dating the existence of the genus 

Plasmodium ca 30 million years.1 Malaria is one of the oldest and most resilient 

diseases humans have ever faced and may have been a human pathogen for the entire 

history of our species.2 It is now generally accepted that malaria spread from our 

primate ancestors in Africa and coevolved with humans, since close relatives of human 

malaria parasites are present in chimpanzees, our closest evolutionary relations.3 

Symptoms of malaria have been recorded by physicians in every literate society from 

China in ca 2700 BC to European physicians in the 19th century.4 The earliest detailed 

accounts are from Hippocrates in the 5th century BC. Thereafter, an increasing number 

of references to the disease in Greece, the Roman empire and throughout Europe 

become apparent.3  

The disease was first spread throughout tropical and sub-tropical climates by 

human migration in Afro-Eurasia during the 15th century and then to the Americas and 

Australasia by explorers, missionaries and slaves. It became clear over this period that 

malaria was associated with marsh and swamp areas and so was called “ague” or 

“marsh fever”. The term malaria originates from the Italian word mala aria, which 

literally translates to “bad air”, and dates to Giovanni Maria Lancisi‟s 1717 speculation 

that malaria is contracted from the poisonous vapours of swamps. Although physicians 

may have suspected that malaria symptoms resulted from the bite of certain insects, it 
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wasn‟t until 1880 that the source of these malarial symptoms was discovered. It was 

French army doctor Charles Louis Alphonse Laveran (1845–1922) who made the first 

significant scientific breakthrough in the study of malaria by observing, for the first 

time, parasites inside the red blood cells of patients suffering from malaria. From these 

findings, he proposed that the disease was caused by a protozoan. The protozoan was 

named Plasmodium by the Italian scientists Ettore Marchiafava and Angelo Celli. Then, 

in 1898, British doctor Sir Ronald Ross (1857–1932) discovered while working in 

Calcutta that malaria is transmitted by mosquitoes. He achieved this by proving certain 

species of mosquito transmit malaria to birds and then isolating the malaria parasite in 

the salivary glands of mosquitoes that contained blood from infected birds.  

 

1.2 MALARIA ENDEMICITY 

Based on its endemic occurrence in tropical and sub-tropical climates, malaria is 

one of the most serious parasitic diseases ever to have beset the human race. Today, 

human malaria is known to be a widespread tropical disease caused by the Plasmodium 

sporozoan and transmitted by the female Anopheles mosquito. Malaria is responsible for 

a combined mortality rate of more than 1 million deaths per annum with some 300–500 

million people affected by the disease every year.5,6 Additionally, there are more than 

100 species of Plasmodium which can infect various animals such as birds, reptiles and 

other mammals.  

In 1886, Golgi observed that some patients infected with malaria displayed a 72 

hour cycle of symptoms, while others displayed a 48 hour cycle.7 Golgi theorised that 

this differing periodicity was due to differences in the length of the lifecycles of the 

infecting malarial parasites. He came to the conclusion that more than one species of 
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parasite can cause malaria in humans. Today, we know that humans can be infected by 

one or more of the following main species of Plasmodium: 

 Plasmodium falciparum (Pf), found commonly worldwide in tropical and sub-

tropical climates, but most prevalent in sub-Saharan Africa due to a minimum 

tolerable temperature environment of ca 21˚C.8 It is the most virulent and deadly 

species and can develop resistance to drug treatment.9  

 Plasmodium vivax is the most common strain of malaria found in Asia, Latin 

America and in some parts of Africa due to it‟s tolerance of a wider range of 

temperatures.8 It infects an estimated 70–80 million people annually and causing 

acute and febrile disease, but rarely death.10  

 Plasmodium ovale is endemic mostly to West Africa and the islands of the 

western Pacific. It is morphologically and biologically similar to P.vivax, but is 

quite rare and less dangerous.11 

 Plasmodium malariae is the least common of all the strains and is found mostly 

in sub-Saharan Africa, Southeast Asia, parts of Indonesia and many of the 

islands of the west Pacific. Unlike the other strains, which have a 48 hour intra-

erythrocytic lifecycle, this species of parasite has a 72 hour lifecycle. This 

causes a longer lasting infection, which can sometimes last a lifetime.12 

 

Malaria is currently endemic in areas of the Americas and many parts of Asia and 

Africa due to the Plasmodium falciparum’s growing resistance against anti-malarial 

drugs such as chloroquine (Figure 1.1).6  In sub-Saharan Africa alone 85–90% of deaths 

from malaria occur in children under 5 years and child mortality from cerebral malaria 

is approximately 20%.13,14 Of the children that survive malaria, 10% are left with severe 

neurological defects. Pregnant women are also vulnerable. In areas of low transmission, 
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malaria infection during pregnancy can lead to the death of the mother, abortion of the 

foetus or stillbirth.5 In high transmission areas, placental infection with Plasmodium 

falciparum may occur especially in early pregnancy. This impairs placental function 

resulting in a low birth weight and therefore increased infant mortality rates since infant 

survival is sensitive to even the smallest change in birth weight.5 Malaria is more 

common in rural areas than in cities. However, it has been well documented that malaria 

vectors can adapt to urban areas15 and local transmission has been observed in many 

African cities although the risk is lower in the larger cities.16,17  

 

Figure 1.1: Plasmodium falciparum endemicity distribution within the global limits of risk and 
antimalarial resistance to chloroquine drug. (Modified from reference)6 
 

1.3 SYMPTOMS  

Symptoms of malaria often resemble those of common viral infections; this can 

lead to a delay in diagnosis.18 There are a number of clinical symptoms of malaria 

infection. Primarily these are due to the rupturing of erythrocytes resulting from 
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schizonts undergoing continual nuclear division. The typical symptoms of Plasmodium 

falciparum infection are cyclical occurrence of fever (>92% of cases), chills (>79%), 

headaches (70%) and diaphoresis (>64%)19 lasting 4-6 hours, and occurring every 36-48 

hours. Other common symptoms include dizziness, joint pain, abdominal pain, nausea, 

vomiting and mild diarrhea.20 Severe malaria symptoms are almost exclusively caused 

by Plasmodium falciparum and usually arise 6-14 days after infection. The 

consequences usually include coma and death if untreated.20 Enlarged spleen and liver, 

severe headaches, cerebral ischemia, hypoglycemia and renal failure may occur. 

Developmental impairments have been observed in children who have suffered episodes 

of severe malaria.21 Furthermore, cerebral malaria can cause neurological damage and 

can cause widespread anaemia among children experiencing rapid brain 

development.22,23  

1.4 THE Plasmodium falciparum LIFECYCLE 

Figure 1.2 depicts the Plasmodium falciparum intra-erythrocytic life cycle. The 

malarial infection commences when an infected female Anopheles mosquito carrying 

sporozoites bites a person to feed. In this process, it injects sporozoites into the 

bloodstream. Within an hour, sporozoites invade hepatocytes (liver cells) within the 

liver and begin to differentiate to form new spores known as exo-erythrocytic 

merozoites. This process is termed tissue schizogony.20 The merozoites leave the liver 

and rupture their host cell, releasing merozoites into the blood that infect red blood cells 

(RBCs), thus beginning the intra-erythrocytic stage of the Pf-parasite‟s lifecycle.  It is 

during this asexual blood stage, after the merozoites have left the liver and begun to 

invade and grow inside RBCs, that disease symptoms occur.24 Once merozoites have 

invaded erythrocytes, they develop into vacuolated uninucleated early trophozoites, 
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which have a ring shape morphology (ring stage).20 The parasite then grows into the 

mature trophozoite.  

The trophozoites then begin to divide in a process known as blood schizogony, 

forming schizonts (schizont stage), which consist of many daughter merozoites.20 The 

mature schizont contains several thousand daughter merozoites that cause the infected 

RBCs to lyse. The daughter merozoites then invade other erythrocytes to begin a new 

cycle of schizogony. The duration of each cycle in Plasmodium falciparum is about 48 

hours.  

After several cycles, some of the merozoites can develop into male or female 

gametocytes within RBCs. These cause no symptoms in humans, but are taken in by 

Anopheles mosquitoes when they take their next blood meal from an infected human. 

The gametocytes fuse in the vector‟s gut, where they develop into ookinetes that 

penetrate the gut lining and produce an oocyst inside the outer gut lining of the 

mosquito. New sporozoites develop inside the oocyst, causing it to rupture and release 

sporozoites that migrate to the vector‟s salivary gland. The sporozoites are then injected 

into the blood of a new human host and the cycle is repeated.  



Chapter 1: An introduction to malaria 

______________________________________________________________________ 

 7 

 

Figure 1.2: Plasmodium lifecycle. (Modified from reference)24 

  
1.5 ANTIMALARIAL DRUG TARGET SITE 

There are many drug target sites located within the malarial parasite at different 

stages of development. However, the drug target site of particular interest to this project 

is the digestive vacuole (DV) of the parasite depicted in Figure 1.3. The DV is 

composed of particular constituents that render it more suitable to analysis through the 

use of Raman spectroscopy than other organelles or drug target sites. It is documented 

that a mature human erythrocyte contains ca 310–350 mg/mL haemoglobin, which 

equates to a concentration of ca 20 mM.25 During the trophozoite phase the parasite 

ingests RBC cytoplasm via a cytosome and transports it to the DV by transport vesicles. 

The parasite digests up to 80% of erythrocyte haemoglobin26 to short peptides by 

plasmepsins, falcipains and falcilysin in its DV.27-29 These peptides are exported from 

the DV to the parasite‟s cytoplasm and are further degraded into amino acids by 
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aminopeptidases30 such as the Plasmodium falciparum M17 leucyl aminopeptidase 

(PfLAP).31  

The pH of the DV is estimated at 4.832 allowing toxic free haem units known as 

iron-protoporphyrin IX (FePPIX) released upon haemoglobin digestion to be oxidised 

to Fe(III)PPIX.33 This consequently generates ca 0.5 M equivalence of H2O2.34 It has 

been proposed that to neutralise the toxicity of peroxides the parasite eliminates H2O2 

through catalase activity, thus forming H2O and O2.35 Toxic FePPIX represents only 3–

5% of the total DV volume.36 If toxic FePPIX in the DV was not oxidised its 

concentration was allowed to accumulate to 300–500 mM then the high concentration of 

toxic FePPIX would cause the parasite membranes to lyse and therefore kill the 

parasite.34 It is the presence of Fe(III)PPIX molecules that allows the DV to be analysed 

by Raman spectroscopy as these molecules are large Raman scatterers. 

In aqueous solution Fe(III)PPIX is thought to dimerise to form a π–π dimer, 

which is transported to a lipid body (LB) also known as a lipid nanosphere. Within the 

lipid nanosphere the Fe(III)PPIX-OH/H2O (haematin) π-π dimer forms with the axial 

ligands H2O/OH- directed outwards.37 This is a haemozoin precursor which is converted 

to the haemozoin dimer by displacement of the axial ligands of Fe(III)PPIX-OH/H2O. 

The haemozoin dimer then assembles to form the insoluble biomineral known as 

haemozoin (malaria pigment).38 Through use of high resolution powder diffraction 

techniques, Pagola et al.38 determined that -haematin (Fe(III)PPIX)2 is a 

spectroscopically identical synthetic analogue of haemozoin as depicted in Figure 1.4. It 

is an array of dimers linked through reciprocal iron-carboxylate bonds to one of the 

propionate side chains. This array of dimers is linked together by hydrogen bonds to 

form chains as a result of the absence of competing hydrogen bonding to the solvent 

within the lipid body. 
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Figure 1.3: Digestive vacuole (DV) drug target site and process of haemozoin formation in 
Plasmodium falciparum. (Modified from reference)33 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.4: Haemozoin (β-haematin) packing structure. (Modified from reference)38 
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1.6 QUINOLINE DRUGS AND CHLOROQUINE RESISTANCE  

Quinoline antimalarial drugs such as chloroquine (CQ) are derived from quinine. 

Quinine is found in the bark of the cinchona tree, which was first imported into Europe 

from Peru for antimalarial use in the 17th century.39 However, it wasn‟t until the early 

19th century that quinine was extracted from the bark, isolated, and named by French 

chemists Pierre Joseph Pelletier and Joseph Bienaime` Caventou.40 Synthetic 4-

aminoquinoline drugs (Figure 1.5), particularly chloroquine and later amodiaquine,41,42 

have been developed to have a low cost and a low dosage requirement for effective 

treatment. In comparison, quinine has limitations associated with its potential toxicity 

due to the high dosage required over a period of extended drug administration. 

Chloroquine is regarded as one of the most important antimalarial agents in 

history. Loeb et al.43 recommended that it be made available for the prophylaxis of all 

blood stage human malaria infections. In the late 1950s the World Health Organisation 

(WHO) initiated a project to globally eradicate the malarial parasite.44 It was estimated 

by Coatney45 that from 1960 to 1962 the U.S. International Cooperation Administration 

alone bought and distributed approximately 300 million tablets of chloroquine. Due to 

the enormous amounts of chloroquine distributed, the parasite populations worldwide 

were subjected to an intense selection pressure for survival in the presence of the 

antimalarial agent.46  

Chloroquine resistance was first detected in South America in the following 

1959, then in South East Asia the following year,46 as resistant strains of the Pf-parasite 

evolved. Krogstad et al.47 discovered that CQ-resistant Pf-parasites efflux chloroquine 

from their digestive vacuoles at ca 40 times the rate of CQ-sensitive Pf-parasites, hence 

decreasing the accumulation of drug at its target site. In addition, CQ-resistant parasites 
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are thought to have a lower transport activity of drug to the DV than CQ-sensitive 

parasites. They therefore have a reduced affinity for CQ where import of the drug is 

mediated by a Plasmodium falciparum Na+/H+ exchanger.48 Nevertheless, chloroquine, 

in combination with other antimalarial drugs, remains widely prescribed in the treatment 

of malaria worldwide.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.5: Chemical structures of quinoline-containing antimalarial drugs referred to in the 
text.  
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1.7 DRUG BINDING MODELS 

Quinoline drugs such as chloroquine (CQ) are potent blood schizonticides and 

are effective against the intra-erythrocytic trophozoite parasite, the stage in the lifecycle 

of the parasite in which haemoglobin is degraded. Chloroquine enters the Pf-infected 

RBC and accumulates in the parasite‟s digestive vacuole (DV) by diffusion. The 

accumulation of CQ in the DV is largely due to the mechanism of „ion trapping‟ as a 

result of pH differential between the DV and the RBC cytoplasm as depicted by Figure 

1.6. The pKa for the quinoline N of CQ is ca 8.1 and it follows from the Henderson-

Hasselbalch49 equation (Equation 1.1) that at physiological pH ca 17% is calculated to 

be deprotonated. The concentration of deprotonated CQ decreases to ca 0.05 M at the 

DV pH of 4.8. This indicates that deprotonated CQ is more membrane permeable than 

protonated CQ and therefore protonated CQ accumulates down the pH gradient where it 

is trapped inside the DV.42 The high concentration of CQ in the DV is thought to inhibit 

the formation of haemozoin.  

 

 
 













HQ
Qlog pKpH 10a  

 

The site of action of CQ is believed to be the free haem generated in the DV of 

the parasite after degradation of haemoglobin. CQ is thought to form a complex with 

free haem and prevent its polymerisation into haemozoin by detoxification in the DV.50 

Chou et al.50 showed that the CQ-Fe(III)PPIX complex was toxic to the malarial 

parasite in the same way as free Fe(PPIX).  

(1.1) 
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Figure 1.6: Proposed mechanism of chloroquine permeability across the digestive vacuole 
membrane in a Plasmodium falciparum-infected red blood cell. (Modified from reference)42  
 

There are three models for the binding of antimalarial drugs to the haem 

aggregate. The first involves an intercalation of the quinoline ring of CQ between 

porphyrin rings within a crevice at the corrugated surface of haemozoin. CQ binds to 

the surface through the vinyl and methyl groups located on haemozoin (β-haematin). 

This suggests that binding is chiral specific as shown in Figure 1.7. The binding can 

disrupt or cap the growth of the aggregate in one direction. The intercalation of 

quinoline rings between the porphyrin rings of haemozoin is further anchored by a salt 

bridge between the tertiary amine of CQ and a surface-exposed carboxylate group on 

the growing (001) haemozoin (-haematin) crystal face.49  
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Figure 1.7: Proposed model for binding of CQ to the corrugated surface of -haematin. 
(Modified from reference)49 
 

Another proposed model for quinoline bioactivity is inhibition of the 

aggregation of Fe(III)PPIX as a result of quinoline forming a non-covalent attachment 

to the face of the aggregate through - interactions. This caps the formation of 

haemozoin and terminates chain extension51 as shown in Figure 1.8.  
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Figure 1.8: Proposed model for drug binding via a sandwich complex to the Fe(III)PPIX 
aggregate. (Modified from reference)51  
 

Finally, the third mechanism of quinoline activity involves binding mainly to the 

µ-oxo dimer form of haematin rather than the monomeric form via π-π interactions. 

This leads to a reduction in the availability of monomeric haematin for polymerisation 

into malaria pigment, as the haematin dimerisation equilibrium is shifted to the µ-oxo 

dimer when the quinoline drugs are bound as shown in Figure 1.9.52 It should be noted 

however that the existence of the µ-oxo dimer form of haematin under the conditions of 

the digestive vacuole has been questioned.53  

The common feature of all three models is that they predict an increase in free 

haem within the digestive food vacuole. As noted above, free haem is toxic to the 

parasite, as it causes the DV membrane to lyse and death to ensue. These models 

provide a further rational for investigating the DV as they predict that the accumulation 

of CQ in the DV is the primary reason for the drug‟s efficacy. By achieving a greater 

understanding of the mechanisms of CQ drug attachment, it is hoped that new 

antimalarial drugs may be developed that can overcome the growing problem of CQ 

resistance in Plasmodium falciparum parasites. 

Haemozoin 

Fe(III)PPIX-Quinoline 

complex 

Capped polymer 
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Figure 1.9: Proposed model for drug binding non-covalently between two haematin µ-oxo 
dimer molecules. (Modified from reference)52 
 

1.8 DIAGNOSTIC TECHNIQUES 

Several diagnostic techniques are employed for malaria detection. These include 

fluorescence microscopy,54-58 PCR-based assays,58-60 serological (dipstick) antigen 

detection,58,61-63 flow cytometry58,64 and Laser Desorption Mass spectrometry 

(LDMS).65 Hitherto, the potential of vibrational spectroscopic techniques as malaria 

diagnostics has not been exploited, which is surprising given the important role the 

technique has played in understanding the molecular and electronic structure of            

-haematin and haemozoin.4,66,67,68 In an early study by Slater et al.69 Fourier-transform 

infrared (FTIR) spectroscopy was used to identify vibrational modes specifically 

associated with the propionate groups that link the haem groups together in the haem 

dimeric array.69 Initial resonance Raman studies by Ong et al.70,71 demonstrated the 

potential of Raman spectroscopy to detect haemozoin in fixed cells. Using Resonance 

Raman (RR) spectroscopy Wood et al.72 observed dramatic band enhancement of 

specific vibrational modes of haemozoin using near-IR excitation wavelengths. This 

enhancement could be used to identify and image haemozoin within the DV of single 

infected functional cells.73 More recently this technique has been applied to investigate 

 Haemozoin 
CQ 
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the interaction of chloroquine based antimalarial drugs with haemozoin and -

haematin.53,74  

Since the discovery of the malaria parasite in 1880, bright-field microscopy has 

been the standard tool for malaria diagnosis. The main advantage of the technique is its 

ability to quantify and identify the parasite at different stages of the parasite‟s lifecycle. 

This information makes it possible to determine a treatment regime specific to 

individual patient. However, microscopy also has several disadvantages. The major 

critiques are that it is subjective and requires experienced personnel to make the 

diagnosis. 

Rapid diagnostic tests (RDTs), also known as “dipsticks”, provide an alternative 

to microscopy. RDTs make use of a captured antibody and a conjugated detection 

antibody to detect the malarial antigen in blood samples. The advantages of this 

approach include the rapid turnaround time and the simplicity of use, which allow 

clinicians to make on-the-spot diagnoses. However, it is not possible at this time to 

quantify infected parasites with RDTs, which is a major disadvantage as knowledge of 

parasite numbers often determines the therapeutic approach. In addition, although their 

sensitivity is good at 40 parasites/µL of blood, the cost of dipsticks has limited their use 

in the developing world where these tests are needed.  

LDMS is able to detect haemozoin to a sensitivity of 100–1,000 parasites/µL of 

blood, roughly similar to routine microscopy. However, the technique relies on the 

presence of haemozoin and therefore early ring stages of the parasite escape detection 

with this approach. Raman microscopy also shows potential as a diagnostic for malaria. 

However, like LDMS it currently relies on the detection of haemozoin in the cells and 

consequently at present the technique has only been shown to detect later stages of the 

parasite‟s lifecycle.  
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While several resonance Raman studies70-72,75 have been implemented to detect 

and monitor the formation of haemozoin in erythrocytes, to date the diagnostic potential 

of FTIR spectroscopy has not been investigated. FTIR has the advantage of being more 

sensitive to the lipid moieties than Raman spectroscopy, thereby potentially enabling 

detection of parasites prior to trophozoite formation. In addition, the lipid bands are 

very weak when shorter excitation wavelength lasers are applied and high Raman 

excitation laser power can photo-degrade the cell. Furthermore, the synchrotron FTIR 

microscope has the advantage of taking high signal-to-noise (S/N) ratio spectra in 1 

minute compared to 10-30 minutes when recording a Raman map using a conventional 

Raman microscope. Moreover, to record a map of thousands of cells using a 

conventional FTIR imaging microscope with a focal plane array (FPA) detector would 

take only 1-3 minutes compared to many hours when using a Raman microscope. 

 

1.9 THE PRINCIPAL MACROMOLECULES WITHIN 
INFECTED ERYTHROCYTES  

 

This dissertation principally reports on the potential of FTIR and Raman 

microspectroscopy as complimentary techniques in the detection of Plasmodium 

falciparum-parasites in functional erythrocytes. Secondly, it explores the potential of 

these techniques to further our understanding of malaria detection and treatment. FTIR 

and Raman microspectroscopy can be used to investigate chemical changes that occur 

within infected erythrocytes. FTIR is useful for distinguishing between the various 

stages of the Pf-parasite development based on lipid signal, while the Raman technique 

is useful for detecting the haemozoin commonly found in parasites in the trophozoite 

stage. A central aim is to spectroscopically detect changes in the concentration and 



Chapter 1: An introduction to malaria 

______________________________________________________________________ 

 19 

structure of macromolecules including proteins, lipids and the haem moieties present in 

malaria infected cells. Several studies have investigated the vibrational modes of the 

above macromolecules. However, there is still an element of conjecture on some band 

assignments, especially that of whole RBCs because there are a number of 

superimposed bands present in the spectrum, particularly in the IR spectrum. 

 In addition, there are many factors that influence band position. These include 

the methods, solutions and conditions used to prepare the samples, the instrumental 

parameters and the type of mathematical processing applied to manipulate the recorded 

spectra.  

The above factors may render precise band assignment to a particular vibrational 

mode difficult, but it is feasible to give a general assignment of a vibrational mode to a 

wavenumber range. Also the extensive range of literature available on vibrational 

spectroscopy of macromolecules and whole RBCs facilitates the task of band 

assignment. The following subsections give a summary of the function, structure and 

spectroscopy of the principal macromolecular components of concern in this work. 

 
 
1.9.1 PROTEINS 

Peptides and proteins made of amino acids are linear polymers linked together 

by peptide bonds between the carboxyl and amino group of adjacent amino acid 

residues as seen in Figure 1.20.  
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Figure 1.20: The peptide bond (highlighted) links amino acids together to form peptides and 
polypeptides/proteins.   

 

The primary (1°) structure of a protein or peptide is the sequence of amino acids, 

which is in turn determined by its DNA template via the genetic code. The secondary 

(2°) structure is the three-dimensional folding of the amino acid chain that determines 

the protein function. In 1951, Linus Pauling and coworkers76 discovered the -helices 

and β-pleated sheets as shown in Figure 1.21, which has been found to be important in 

saturating all the hydrogen bond donors and acceptors in the peptide backbone. Other 

forms of secondary structure include coil, β-turn and random structures. The tertiary 

(3°) structure is observed when folding of the secondary structure produces a compact 

globular protein, which is often defined by the overall fold and three-dimensional 

arrangement of the protein. The quaternary (4°) structure refers to the interaction 

between subunits of large protein assemblies and often consists of more than one amino 

acid chain.  
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Figure 1.21: -helical and -pleated sheet secondary structures of protein structures. (Modified 
from reference)77 
 

1.9.1.1 Haemoglobin 

Haemoglobin is an example of a globular protein where the -helix (ca 70%) is 

bent and folded to form a compact molecule with four quaternary subunits each of 

which contains a haem prosthetic group. Haemoglobin has many forms; the two most 

commonly known include oxy-haemoglobin and deoxy-haemoglobin. In the oxygenated 

state, the Fe atom is in a ferrous low spin state (S = ½) within the porphyrin plane and 

binds to dioxygen.78 In the deoxygenated state, the Fe atom is in a ferric high spin state 

(S = 2) and is translocated ca 0.4 Å out of the porphyrin plane as shown in Figure 

1.22.79 
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Figure 1.22: LEFT The quaternary structure of haemoglobin (Modified from reference)80, 
RIGHT Representations of the sixth ligand binding position in Oxy/Deoxy-haem units of 
haemoglobin. (Modified from reference)78 NOTE: The imidozole ring of the F8 histidine residue in the 
fifth ligand binding position is excluded from the representation on the right. 
 

IR spectroscopy is a highly sensitive technique for the investigation of 

secondary protein structure and the detection of amide bond vibrations. IR band 

assignments of 2° protein structure are given in Table 1.1. The amide vibrations (Table 

1.2) are influenced by the difference in H-bonding and the geometry of the 2° 

structures. The degree of IR spectral overlap in the position of various 2° structure IR 

bands, as seen in Table 1.1, makes it difficult to assign precise vibrational bands. X-ray 

emission/absorption spectroscopy and circular dichroism (CD), as well as the use of 

deuterated and non-deuterated solvents,81 are analytical techniques that help elucidate 

these spectral bands.  
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Table 1.1: IR band assignments of different secondary protein structure. (Modified from 
reference)81 

(2°) structure Wavenumber (cm-1) Band strength 

 helices 1660-1620 (as), 1300-1250 (s) m-s 

β-pleated sheet 1695-1660 (as), 1255-1220 (s) w-m-s 

β-turns 1695-1615 (as), 1295-1270 (s) w-m-s 

coils 1670-1640 (as), 1294-1240 (s) w-m-s 

random structures 1650-1640 (as), 1294-1240 (s) w-m-s 

NOTE: w  = WEAK, m = MEDIUM, s  = STRONG, as = ASYMMETRIC, s = SYMMETRIC, ν= STRETCH. 

 

Table 1.2: IR band assignments of Amide vibrational modes. (Modified from reference)82 
Name Wavenumber (cm-1) Band 

strength 

Assignment 

Amide A 3300-3250 w-m-s ν(N-H)  

Amide I 1700-1600 s ν(C=O), ν(C-N), δin plane(C-N) 

Amide II 1600-1500 m-s ν(N-H), δin plane(C-N) 

Amide III 1350-1200 w δin plane(N-H), ν(C-N), δ(C-H), δ(N-H)   

Amide IV 750-630 w δ(O=C-N)   

Amide V 750-700 w δout of plane(N-H), δtorsion(C-N) 

Amide VI ca 600 w δout of plane(C=O) 

NOTE: w  = WEAK, m = MEDIUM, s  = STRONG, ν= STRETCH, δ= DEFORMATION. 
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1.9.1.2 Haem moieties 

Haem is derived from an organic ring structure known as protoporphyrin, to 

which an iron atom is bound in the center of the porphyrin as seen in Figure 1.23. The 

iron atom has six coordination bonds, four to nitrogen atoms that are part of the 

porphyrin ring system and two perpendicular to the porphyrin. Haem is found in a 

number of oxygen transporting proteins such as haemoglobin and myoglobin as well as 

in proteins responsible for energy transfer reactions such as cytochromes. Its primary 

function in haemoglobin is to carry molecular oxygen (O2) since oxygen is poorly 

soluble in aqueous solutions and cannot be carried to tissues in sufficient quantity if it is 

simply dissolved in blood serum. When oxygen binds, this changes the electronic 

properties of the haem iron, which accounts for the change in colour from purple/blue 

(deoxy-haemoglobin) to red (oxy-haemoglobin). Other ligands have a higher affinity 

than O2 for binding to the coordination sites of iron that are perpendicular to the 

porphyrin, such as carbon monoxide (CO) and nitric oxide (NO).  

 

Figure 1.23: Chemical structure of Fe(III)PPIX moiety. Above = side view, Below = face 
view.  NOTE: X = Cl/OH (haemin/haematin). 
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This study focuses on using resonance Raman spectroscopy as a tool to study 

porphyrin moieties, including haems and other metallo-porphyrins.83 Because of the 

intrinsic symmetry and chromophoric structure of iron(III)-protoporphyrin IX 

(Fe(III)PPIX) molecules such as haemin (Fe(III)PPIX-Cl)) and haematin (Fe(III)PPIX-

OH)) a strong Raman scattering occurs upon excitation of these molecules at many 

wavelengths. Haem units (Fe(III)PPIX) are also found in abundance within the digestive 

vacuole (DV) of the malaria parasite in infected RBCs in the form of haemozoin 

(malaria pigment), as discussed previously. The high sensitivity of Raman spectroscopy 

to haem structures confers an advantage over FTIR in directly monitoring formation and 

inhibition of haemozoin.  

 

1.9.2 LIPIDS 

Lipids are molecules that have a strong propensity to associate with one another 

through non-covalent forces84 and are characterised by having a hydrophilic head group 

and a hydrophobic tail group. Biological lipids are insoluble in water and tend to 

aggregate due to the non-covalent bonding. The major types of lipids are simple fatty 

acids, triglycerides, phospholipids, sphingolipids, sterols (such as cholesterol), 

carotenoids and prostaglandins. 

Fatty acids consist of a carboxylic acid head group with a long unbranched aliphatic tail. 

The long hydrocarbon tail is either saturated with hydrogens or unsaturated (containing 

double bonds). They are found in natural fats and oils and as a component of membrane 

phospholipids and glycolipids. Fatty acids are generated by the hydrolysis of the ester 

linkages in triglycerides liberating glycerol and the fatty acid. 
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Triglycerides (also termed triacylglycerols (TAGs) or neutral fats) are composed 

of three fatty acids each in ester linkage with a single glycerol molecule as shown in 

Figure 1.24. This results in the polar hydroxyls of glycerol and the polar carboxylates of 

the fatty acids being bound in the ester linkages, which causes TAGs to be nonpolar. 

TAGs have a significant advantage over polysaccharides (such as glycogen and starch) 

as a source of stored fuel. Stored TAGs are easily hydrolysed by enzymes (lipases) 

found in lysosomes to give fatty acids and glycerol; the former are further broken down 

after they are carried to target tissues via the bloodstream.  

 

Figure 1.24: Chemical structure of TAG (tristearin).  

 

Other common lipids in biological systems are sphingolipids, which are found 

most commonly as sphingomyelins (ceramide phosphocholines) in the nervous tissue 

and brain of humans and are important in the normal functioning of the nervous system. 

Sterols (such as cholesterol) are present in the cell membranes of most eukaryotic cells 

and play important roles in the synthesis of biological molecules, including bile acids, 

vitamin D, cortisol and sex hormones such as estrogen and testosterone. Carotenoids are 

lipid-soluble photosynthetic pigments made up of isoprene units85 and function to 

absorb photons (light energy) for use in photosynthesis, while protecting chlorophyll 
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from photo-degeneration. Prostaglandins are lipid-soluble, hormone-like regulatory 

molecules containing a five-carbon ring originating from the chain of arachidonic 

acid.85 They act as mediators and have complex effects on metabolism.  

Phosphoglycerides are the major class of phospholipids and are the main 

component of biological membranes. Phospholipids are found in myelin sheaths 

surrounding axons and are found as granules in blood platelets (thrombocytes). In 

biospectroscopy, phospholipids are most commonly studied in the form of phospholipid 

membrane bilayers. Phosphoglycerides are glycerol-based phospholipids and are 

derived from glycerol-3-phosphate. They are characterised by a phosphate head group 

attached in a glycerol unit to two acyl chains. In general, they contain a C16 or C18 

saturated fatty acid at C-2 and a C18 to C20 unsaturated fatty acid at C-3 as depicted in 

Figure 1.25.85  

 

Figure 1.25: Chemical structure of phosphoglyceride (phosphatidylcholine).  

 



Chapter 1: An introduction to malaria 

______________________________________________________________________ 

 28 

The cis stereochemistry of the alkene in the unsaturated fatty acid chain causes 

the chain to kink and when packed in a parallel fashion to form extended membrane 

sheets, the fluid mosaic property of the membrane is increased (Figure 1.26). 

Phospholipids do not cross the membrane but rather move in lateral directions along the 

membrane while proteins never rotate in the membrane and remain in a fairly fixed 

position. 

 

Figure 1.26: Fluid mosaic model for phospholipid bilayer membrane model. (Modified from 
reference)85 
 

The vibrational assignment of phospholipids and TAGs is based on a number of 

infrared studies that have investigated model lipids and biological membranes.86-88 

Table 1.3 shows IR band assignments for lipids based on liposomes composed of a 

single lipid species,89 spectroscopic studies on xenografts90 and phospholipid phase 

transitions in model and biological membranes.87,91 
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Table 1.3: IR band assignments of phospholipids. 
Wavenumber (cm-1) Assignment 

2956 νas(CH3)acyl chain lipids90 

2922 νas(CH2)acyl chain lipids90 

2874 νs(CH3) acyl chain lipids90 

2852 νs(CH2) acyl chain lipids90 

1474–1520 δ(CH2) scissoring87,91 

1228 νas(PO2
-)89 

1085 νs(PO2
-)89 

 NOTE: ν= STRETCH, δ= DEFORMATION. 

 

1.10  RESEARCH AIMS 

Resonance Raman and FTIR spectroscopy can be used to investigate the 

interactions of quinoline antimalarial drugs in Plasmodium falciparum infected 

erythrocytes. The first section of this dissertation (Chapter 3) presents the intrinsic value 

of using synchrotron FTIR microspectroscopy to detect specific lipid and haemozoin 

marker bands in fixed single malaria infected cells at different stages of the intra-

erythrocytic life cycle of the parasite. Chapter 4 details a resonance Raman 

spectroscopic investigation detecting structural changes in haemozoin following 

incubation with chloroquine in infected erythrocytes. The effect of supramolecular 

interactions in near-IR Raman excitonic enhancement observed in malaria pigment and 

other haem complexes are presented and discussed in Chapter 4. Chapter 5 examines 

aggregated enhanced Raman scattering in Fe(III)PPIX solutions and focuses on the 

effects of differing concentrations of Fe(III)PPIX units, with and without CQ presence, 
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on excitonic interactions, in an effort to monitor antimalarial drug interactions and 

determine the effectiveness of potential antimalarial compounds on Fe(III)PPIX. 

Chapter 6 discusses the major conclusions and possible future directions for research in 

this field. 
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2.1 SPECTROSCOPY  

In the 1800s, spectroscopy referred to the interaction of matter with visible light 

dispersed by a prism according to its wavelength. In recent years, this definition has 

been broadened to include a wider range of the electromagnetic spectrum (Figure 2.1). 

 

Figure 2.1: The electromagnetic spectrum  

 

Changes in the energy of atoms and molecules as they transition between 

distinct energy levels cause them to emit or absorb electromagnetic radiation. Different 

energy transitions result in different frequencies of electromagnetic radiation. The 

premise of spectroscopy is to irradiate a given sample with a select portion of the 

electromagnetic spectrum in order to observe the interaction of radiation with the 

sample. The extent of absorption and emission of photons creates distinctive molecular 

signatures depending on the composition of the sample. Every molecule has a 

distinctive pattern of absorption and emission of radiation. By observing this pattern 

researchers are able to gain an understanding of the molecular composition of the 

sample and in some cases the energy transitions taking place. 
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Several spectroscopic techniques are employed to probe different transitions 

within atoms and molecules. These include X-ray emission/absorption and ultraviolet 

(UV) and visible spectroscopy to analyse electronic transitions; Raman and infrared 

(IR) spectroscopy to detect vibrational transitions; high resolution IR to probe vibration-

rotation transitions; and microwave spectroscopy to investigate rotational transitions. 

Beyond that, Nuclear Magnetic Resonance (NMR) and Electron Paramagnetic 

Resonance (EPR) respectively probe nuclear and electron spin in a magnetic field.  

This study utilises resonance Raman, Fourier Transform Infrared (FTIR) and 

UV-Visible spectroscopic techniques as potential diagnostic tools in malaria research. 

Taken together, these spectroscopic techniques are able to detect vibrational and 

electronic transitions which render them the most appropriate tools for identifying 

biochemical changes. Their potential as diagnostic tools lies in their ability to detect the 

biochemical changes that accompany the morphological variation that generally follows 

from disease or physiological modification in a sample.1  

A detailed description of Raman and FTIR biospectroscopy theory follows. 

 
2.2 BASIC THEORY OF VIBRATIONAL SPECTROSCOPY 

 
A molecular vibration occurs when atoms in a molecule are in periodic motion 

relative to the constant translational and rotational motion of the entire molecule. Thus, 

the vibrational frequency is the frequency of the periodic motion. For a molecule with N 

atoms, there are 3N – 6 vibrational modes for non-linear molecules and 3N – 5 for linear 

molecules. Hence, when the number of atoms increases and consequently the number of 

corresponding vibrational modes increases, describing the molecular vibrations of any 

given molecule become increasingly difficult.  
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 A simple model of a diatomic molecule comprising two atoms of mass m1 and 

m2 linked by a spring with zero mass that obeys Hooke‟s Law (Equation 2.1) is used to 

approximate the frequency of the oscillation in accordance with the law of simple 

harmonic motion. 

kxF   

 

where F (in N) is the restoring force. The force constant is represented by k (in Nm-1) 

and depends upon the strength of the bond (spring). The displacement is given by x (in 

m) and the frequency (Hz) of the oscillation is given by: 




k
2
1

  

where µ (in kg) is the reduced mass and is defined as: 
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 The IR spectrum is a plot of the amount of radiation absorbed (or transmitted) as 

a function of wavenumber (cm-1), where the wavenumber ( ) is given by: 

 




1
  

where, λ is wavelength (in cm).  

 

 A simple diatomic molecule can be treated as a harmonic oscillator to solve the 

Schrödinger wave equation to give the discrete vibrational energy levels: 

(2.1) 

(2.2) 

(2.3) 

(2.4) 
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where h is Plank‟s constant and ν is the vibrational quantum number, which must take 

only positive integer values (including zero).   

 

The description of a molecular vibration between two atoms based on the 

harmonic oscillator is useful but overly simplistic. One flaw is that it describes the 

number of vibrational energy levels as being infinite as the bond length approaches 

zero. It does not model the effects of Coulombic repulsion between two nuclei, which 

produces a force in the same direction as the restoring force. In addition, the harmonic 

curve cannot predict the interatomic distance at which dissociation of the molecule 

occurs.  

In contrast, the anharmonic model leads to two types of derivations which 

overcome some of the flaws in the harmonic model. First, the potential energy (E) 

between discrete vibrational energy levels becomes smaller, as ν increases and the 

selection rule for the vibrational energy levels (where, ∆ν =   1) is relaxed. 

Consequently, transitions of ∆ν =   2 or 3 are also allowed. Such transitions give rise 

to overtone bands at approximately two or three times the frequency of the fundamental 

band. Secondly, an input of energy can simultaneously excite two different fundamental 

vibrational modes to produce a combination band. At lower vibrational energy levels, 

the harmonic curve closely approximates the anharmonic curve. However, unlike the 

harmonic model, the anharmonic model can be used to predict the interatomic distance 

where dissociation of the molecule occurs. 

 The vibrational motions are divided into two basic categories, stretching and 

bending. A continuous change in the interatomic distance along the axis of the bond 

(2.5) 
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between two atoms results in a stretching vibration. A bending (deformation) vibration 

is characterised by a change in angle between two bonds. There are four types of 

deformation modes. These are scissoring, wagging, rocking and twisting.    

 The relative positions of atoms in a molecule fluctuate continuously due to the 

different types of molecular vibrations. Consequently, particular vibrational modes of 

complex molecules can be localised to specific bonds or groupings, leading to the 

concept of characteristic group frequencies. Some functional groups of interest to this 

work and observed in IR spectra include: 

 C-O (ca 1209 cm-1) and C=O vibrations (ca 1662 cm-1) from the propionate 

linkage and the carbonyl stretching mode of haemozoin respectively.2 When 

coordination between the carboxylate side chain of one haem to the Fe centre of 

another haem is unidentate, one of the C-O bonds is predicted to have double 

bond character and therefore give rise to C=O stretching absorption between 

1700-1600 cm-1 in the mid-IR region.2  

 The amide I and II modes from proteins in RBCs give an IR band positioned at 

ca 1650 cm-1 and ca 1545 cm-1. 

 The ester carbonyl bands from lipids in cells are positioned at ca 1744 cm-1. 

 Asymmetric methyl and methylene stretching vibrations from lipids in cells are 

positioned at ca 2956 cm-1 and ca 2922 cm-1 respectively.  

 Symmetric methyl and methylene stretching vibrations from lipids in cells are 

positioned at ca 2874 cm-1 and ca 2852 cm-1 respectively. 

 

For the specific porphyrin modes observed in the Raman spectrum, refer to Table 2.3. 
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2.3 BASIC THEORY OF RAMAN SPECTROSCOPY  

2.3.1 RAMAN SPECTROSCOPY 

In 1928 Chandrasekhara Venkata Raman discovered that certain molecules tend 

to scatter small portions of visible wavelength radiation inelastically, and that the 

chemical structure of the molecule responsible for the scattering affects the degree of 

the shift in wavelength. The intensity of Raman scattered photons (Is) is inversely 

proportional to the 4th power of the wavelength (λ) of the incident photons and directly 

proportional to the square of the polarizability () given below: 

 

4

2



α
sI  

 

There are two types of scattering, namely elastic and inelastic. Inelastic, or 

Raman, scattering mechanisms are known as Stokes and anti-Stokes and are depicted in 

Figure 2.2. Stokes scattering involves photons having energy E0 = hv0 that interacts with 

molecules in their electronic and vibrational ground state and excites the molecules into 

a virtual state. The virtual state is located anywhere between the electronic ground state 

(S0) and electronic excited state (S1). The molecules relax from the virtual state to a 

vibrational level in the electronic ground state that is higher than the initial level. In 

doing so, they emit scattered photons. The wavelength of Stokes scattered light is red 

shifted compared to the excitation light (hv0 > hvS). 

In contrast to Stokes scattering, anti-Stokes scattering involves molecules in 

excited vibrational states within the electronic ground state being excited to a virtual 

state upon irradiation with monochromatic light as shown in Figure 2.2. From the 

(2.6) 
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virtual state, the molecules relax to the ground vibrational state energy level. Thus, the 

molecule emits scattered photons with increased energy. The wavelength of anti-Stokes 

scattered light is blue shifted compared to the excitation light (hv0 < hvaS). Although 

anti-Stokes scattering can produce a Raman signal, it is less intense than the 

corresponding Stokes signal. This is because the Botlzmann distribution proposes that 

the probability of the molecule occupying an excited vibrational state is less than that of 

it occupying a ground vibrational state. For this reason, only the Stokes spectrum is 

generally used. 

The Raman effect gives rise to both Stokes and anti-Stokes scattering. This 

occurs when a photon of the incident beam induces a dipole moment within the 

molecule. This entails a brief distortion of electrons scattered around the molecule or 

functional group, causing the molecule to temporarily become polarized. This dipole 

moment disappears upon reemission of the radiation as the molecule relaxes to its 

ground vibrational state.3  

In contrast to inelastic Raman scattering, elastic Rayleigh scattering involves a 

molecule emitting scattered photons with no net change in energy. Therefore the 

molecule returns to the same vibrational state after excitation to a virtual state, as shown 

in Figure 2.2.  
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Figure 2.2: Energy schemes for Rayleigh and Raman (Stokes and anti-Stokes) scattering 
processes. 
 

Raman spectroscopy measures the difference in wavelength between the 

incident beam and inelastically scattered radiation and the resultant spectrum has a 

wavenumber shift (Raman shift) axis equivalent to the mid-infrared region.4 Figure 2.3 

displays the mechanics of the Raman instrument and illustrates that the laser beam is 

directed through the instrument via a set of mirrors, which pass the laser beam through a 

condenser optic and into a beam expander, moulding the laser line into a useful laser 

shape and size. The laser beam then reflects off the (Edge/Notch) filter, which acts as a 

beam-splitter, and enters the microscope. There, it excites molecules in the sample from 

the electronic ground state to a virtual state. Following remission of the radiation, all 

Stokes, anti-Stokes and Rayleigh scattered photons travel back to the filter. The 

Rayleigh line is removed if the notch filter is used and the Rayleigh and anti-Stokes 

lines are removed if the edge filter is in place. The resulting photons are selectively 

reflected via the grating and are then reflected on to the Charge Coupled Device (CCD) 
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detector, which typically contain ca 2000 columns and 800 rows of pixels with an area 

of each pixel being ca 15 µm × 15 µm where they are captured.  

 

Figure 2.3: Image of the Raman instrument showing the beam-path with an edge filter in 

place. 

 

There are two significant advantages to using Raman spectroscopy as a 

bioanalysis tool in malaria research. First, it allows analysis of aqueous solutions, as 

water molecules are weak Raman scatterers. Second, molecules containing haem groups 

tend to be strong Raman scatterers. 
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2.3.2 RESONANCE RAMAN SPECTROSCOPY  

2.3.2.1 Scattering mechanisms 

Resonance Raman refers to a phenomenon in which Raman line intensities are 

greatly enhanced by exciting molecules at (resonance) or close to (pre-resonance) the 

wavelengths at which molecules undergo electronic transitions (Figure 2.4). The 

enhancement of Raman peaks can be 102 to 106 orders of magnitude greater than normal 

Raman scattering.3 By tuning into different electronic absorption bands, vibrational 

modes can be selectively enhanced. The technique was used systematically by Spiro et 

al.5, 6 to investigate structural changes in haem proteins.  

It should be noted that a significant drawback of resonance Raman spectroscopy 

is the potential for interference by fluorescence. Fluorescence occurs at the same time as 

Raman scattering and poses major problems in recording quality Raman spectra by 

swamping the signal of weak bands. Stokes scattering is more susceptible to 

interference from fluorescence than anti-Stokes. Resonance Raman scattering is more 

prone to problems of fluorescence due to electrons being excited into the electronic 

excited state as shown in Figure 2.4. However, the problem of fluorescence is 

minimised when analysing metallo-porphyrin molecules, such as haems, due to their 

large Raman cross-section giving rise to intense Raman bands and minimal intrinsic 

auto-fluorescence. In fact, fluorescence did not present an obstacle to obtaining Raman 

spectra at any stage of this project.    
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Figure 2.4: Energy schemes for resonance Raman, pre-resonance Raman and fluorescence 
scattering. 
 

 
2.3.2.2 Theoretical perspective 

The large band enhancement observed in the Raman spectra when exciting 

molecules in the vicinity of electronic transitions may be modeled by the Kramers-

Heisenberg equation.7-14 The Kramers-Heisenberg equation demonstrates that when the 

frequency of the excitation laser approaches the transition frequency of the sampled 

molecule, the polarizability of that molecule is large. This polarizability leads to the 

molecule becoming a larger Raman scatterer because the extent of electron dissociation 

from the nucleus is increased. The Kramers-Heisenberg equation is based on second 

order perturbation theory and is shown in Equation 2.7 below:  
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where h is Planck‟s constant, µρ and µσ are dipole moment operators, g  and f  are 

the initial and final state wave functions, e  is the excited state wave function, Гe 

represents the half-width life time of the excited state, νeg and νef are transition 

frequencies.  

 

As ν0 approaches νeg, the denominator of one of the terms in the first summation 

becomes very small, so that summation becomes very large. This increases the value of 

gf)( ρσα  and is therefore responsible for enhanced Raman peaks. 

The Kramers-Heisenberg equation demonstrates polarizability in terms of the 

electronic component of a molecule‟s wave function. The Born-Oppenheimer 

approximation allows us to understand the relationship of the electronic and vibrational 

components of a molecule‟s total wave function. The approximation permits us to make 

the following substitution: 

νMjeμf e  and iMνgμe e  

 

where i  and j  are the initial and final wave functions of the ground electronic state, 

ν  is the vibrational wave function of the excited electronic state e and Me is the 

transition dipole moment between g and e. 

 

(2.7) 

(2.8) 
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This substitution makes it possible to demonstrate the polarizability of a 

molecule in terms of the vibrational component of its total wave function. Therefore, 

Raman spectra can be interpreted to give insight into the molecular signature of a given 

molecule based on its vibrational energy. 

Furthermore, the term Me may be expanded to give the Taylor‟s series: 

 

...,
1

0 











 Q

Q
μMMe e  

 

where Q represents the normal coordinate operator. 

  

 By elaborating on the dipole moment operator (Me), the Taylor‟s series is able to 

provide more nuanced insight into the nature of the vibrational wave function that 

occurs upon irradiation of a molecule. In other words, the Taylor‟s series allows the 

dipole moment to be understood in greater detail. The especial value of the first two 

terms in the Taylor‟s series, once expanded, lies in its ability to provide insight into type 

A and type B resonance Raman scattering, as outlined in the following section. 

 The theoretical perspective presented in this section demonstrates that through 

use of the Kramers-Heisenberg equation, the Born-Oppenheimer approximation and the 

expansion of the first two terms in the Taylor‟s series, resonance Raman spectra can be 

interpreted to give qualitative information about the vibrational modes of irradiated 

molecules.  

  

 

(2.9) 
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2.3.2.3 Type A and type B scattering 

There are two important types of resonance Raman scattering. These are 

described as type A and type B scattering. The equations which describe these types of 

scattering were determined by Tang and Albrecht,15 and are named A-term and B-term 

respectively. These terms were expanded from part of the Taylor‟s series (Equation 2.9) 

to provide insight into the relationship between vibrational Raman intensities and 

excited-state structure.  

In type A scattering, or Franck-Condon scattering, only totally symmetric modes 

are enhanced. This is achieved by using a laser excitation wavelength that displays little 

configuration interaction between neighbouring electronic excited states.16 These modes 

are enhanced because their atomic displacements occur along molecular coordinates that 

vary between ground and excited states. The intense scattering is achieved by the 

overlap of wave functions, which involves a transition from a region of high electron 

density in the ground state to a region in the excited state where the wave function can 

contain significant electron density once populated. 

In describing type A scattering, the first term in the expansion of the Taylor‟s 

series, the A-term, is used. The A-term represents the scattering amplitude, which is 

directly proportional to the strength of the electronic transition and inversely 

proportional to its bandwidth. The A-term depends on the square of the transition dipole 

moment (Me) and the sum of the Franck-Condon (FC) integral products iννj  as 

shown in Equation 2.10.  

 

 

(2.10) 
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where i  and j  are the initial and final vibrational wave functions of the ground 

electronic state, Q represents the normal coordinate operator, v  represents the 

intermediate vibrational wave function in the resonant excited state.17 The difference 

between the frequency of laser excitation and frequency of the vibration in the excited 

state v is represented by v . v  is the half-width of the vibrational wave function for 

the excited state and represents the life time of the excited state, and ħ is h/2π (h, 

Plank‟s constant).16  

 

Equation 2.10 shows that when the frequency of the laser matches the energy 

required to promote the molecule into the vibronic excited state, v  approaches zero 

and the denominator of the A-term reduces to v . Hence, during resonant conditions the 

A-term becomes large due to the denominator being very small, resulting in increased 

polarizability and greater Raman scattering.  

In contrast, type B scattering is achieved by using laser excitation wavelengths 

that are in the vicinity of electronic transitions that give rise to the enhancement of non-

totally symmetric modes. This is caused by the vibronic coupling of two transitions, 

which allows the normal coordinate operator (Q) to help mix these two excited state 

transitions. 

Type B scattering is represented by the second term in the expansion of the 

Taylor‟s series, B-term. The B-term represents the scattering amplitude and is dependent 

on two factors. First, the derivative of the normal coordinates (Q) with respect to the 

(2.11) 
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transition dipole (Me), and the extent the normal coordinate perturbs the excited state 

structure.18 Second, the normal coordinate (Q), usually a low frequency non-totally 

symmetric mode, that couples the electronic excited states, giving rise to the sum of the 

maximum overlap of wave function integrals between the initial, intermediate and final 

states over all the vibrational states (Equation 2.11).  

Type B enhancement is only strong from the zero to first vibronic states of the 

excited electronic state. In contrast, there is no limit to the excited vibronic states that 

may occur during type A enhancement. This means that overtones are allowed by the A-

term mechanism.19 

 
2.3.2.4 Adiabatic and nonadiabatic effects  

Type A and Type B scattering is modeled by expanding the first two terms of 

the Taylor‟s series. As demonstrated in preceding sections, the applicability of the 

Taylor‟s series to interpreting Raman spectra is dependant on the Born-Oppenheimer 

approximation being true. In quantum mechanics, molecular states for which the Born-

Oppenheimer approximation holds true are referred to as adiabatic states and are 

understood as stable states.20  Nonadiabatic transitions, in which a molecule passes 

through a state in which the Born-Oppenheimer approximation does not hold true, were 

assumed in the past to be relatively rare.20 Today it is known that nonadiabatic 

transitions are a common feature of molecular systems.20 Given the ubiquity of 

nonadiabatic transitions, it can be assumed that in any given system, a certain 

percentage of the molecules will be in a nonadiabatic state at any one time.20 

This assumption implies that any irradiated sample will contain molecules that 

are in a nonadiabaic state. As the Born-Oppenheimer approximation does not hold true 
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for these states, these molecules will create scattering effects that are not in accordance 

with the results predicted by the expansion of the Taylor‟s series.20 This is because the 

Taylor‟s series assumes the Born-Oppenheimer approximation is true. The resonance 

Raman spectra are created by the polarizability of molecules in a sample.  This means a 

Raman spectrum directly reflects the electronic wave function of the sampled molecule. 

The Born-Oppenheimer approximation permits deductions about the molecule‟s 

vibronic activity to be made from this information. If the Born-Oppenheimer 

approximation does not hold true for a particular molecule, then it is not possible to 

make deductions about its vibronic activity from the evidence of its polarizability. 

Conversely, it follows that the use of resonance Raman techniques to selectively 

enhance vibrational modes will lead to molecules in nonadiabatic states undergoing 

enhanced polarizability of a different nature than that undergone by molecules in an 

adiabatic state.6 Hence, scattering from these molecules may seem to present in the 

Raman spectra as enhancement of vibrational modes other than those predicted by the 

expansion of the Taylor‟s series.20 Not all nonadiabatic transitions present in Raman 

spectra.  However, one particular type of nonadiabatic transition does present and hence 

will be considered in more detail below. 

 

2.3.2.5 Jahn-Teller distortion 

One nonadiabatic transition which can have an observable effect on the spectra 

obtained from resonance Raman scattering is the Jahn-Teller distortion. The Jahn-Teller 

distortion occurs when a nonlinear molecule enters an electronically degenerate state. 

This state is an example of a nonadiabatic state in which the Born-Oppenheimer 

equation is not true. This electronically degenerate state is unstable and hence the 
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molecule undergoes a geometrical distortion to remove the degeneracy.21 The geometry 

of the molecule changes into a new equilibrium position of lower symmetry, and 

therefore lower nuclear energy. Hence, it may be demonstrated that the Jahn-Teller 

distortion is an example of a nonadiabatic transition.22  

Jahn-Teller distortion may present in resonance Raman spectra as polarizability 

that is not predicted by the expansion of the Taylor‟s series. This is because the 

excitation laser can cause molecules in an electronically degenerate ground state to be 

promoted to an electronically degenerate excited state. This leads to the molecule 

producing a strong Raman scatter. However, because the excited state is electronically 

degenerate, the polarizability of the molecule is of a different nature to the polarizability 

of a molecule in an adiabatic excited state. Hence, molecules undergoing a Jahn-Teller 

distortion at the time of irradiation may present in the spectra as enhanced Raman bands 

that are not predicted by the expansion of the Taylor‟s series. Under other conditions the 

presence of the Jahn-Teller distortion can result in rotated or inverse polarization in a 

Raman scatter.16 As the percentage of molecules undergoing a Jahn-Teller distortion at 

any one time is very small, the impact on the spectra is minimal. The distortion did not 

obscure the Raman bands in the spectra that were of relevance to this project, as will be 

discussed in the following section.   

 

2.3.3 RESONANCE RAMAN SPECTROSCOPY OF HAEM 
DERIVATIVES 

 

This section examines the type A and type B scattering and the Jahn-Teller 

distortion that is evident in resonance Raman spectra of haem derivatives. Type A 

scattering is evident for haem derivatives when they are irradiated with an excitation 
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laser that has a wavelength of ca 400 nm. The UV-Visible spectral profile displays an 

intense band known as the B band or Soret band in the vicinity of this wavelength. Type 

B scattering is evident for haem derivatives in two weaker bands called Q0 and Qv. The 

excitation laser that produces these bands has a wavelength that lies between 500 nm 

and 600 nm.23  

The intensity of the absorbance bands can be explained by Gouterman‟s four 

orbital model as depicted in Figure 2.5.23 This model was developed to describe the UV-

Visible spectral profile of nickel(II)-octaethylporphyrin (Ni(II)OEP). It is generally 

accepted that this model, allowing for some differences in band shape, can account for 

the spectral profile of other metallo-porphyrins. In Gouterman‟s model, the highest 

occupied molecular orbitals (HOMO) have nearly the same energy allowing the two π-π 

orbital excitations 1 and 2 to interact. The transition dipoles (TD) add up to give the 

intense Soret band and nearly cancel for the weaker Q0 band. Approximately 10% 

intensity is regained for the Q band transition via vibronic mixing with the Soret band 

leading to the Qv side band. 
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Figure 2.5: Resonance enhancement of the metallo-porphyrin (Ni(II)OEP). (Modified from 
reference)16  
  

Since the excited states generated by the absorption in the Soret and Q bands are of Eu 

symmetry, the allowed symmetries of the mixing vibrations are: 

Eu × Eu = A1g + A2g + B1g + B2g 

The vibrational symmetries result in depolarization ratios (ρ) of less than 0.75 

for totally symmetric (A1g) modes of the porphyrin ring in Fe(III)PPIX molecules.  

The depolarization ratio is dependent upon the symmetry of the vibrations 

responsible for scattering and provides information about the structure of molecules.3 It 

can be obtained experimentally by inserting a polarizer between the sample and the 

monochromator. Perpendicular polarized light (I) and parallel polarized light (I) can 
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be separated from each other depending on the type of polarizer (parallel or 

perpendicular) in place. The depolarization ratio is defined as ρ = I / I.3 

 

2.3.3.1 Helping mode behaviour 

Shelnutt et al.24 describe another phenomenon known as “helping mode 

behavior” which can also explain the intensity of vibrational modes when irradiating 

metallo-porphyrin molecules with laser excitation wavelengths in the vicinity of the Q 

bands. Previous studies show that a high frequency A1g vibrational mode can strongly 

“help” a low frequency vibrational mode, usually an axial ligand mode. Burke et al.25 

observed this phenomenon in iron-tetraphenylporphyrin µ-oxo dimers (Fe(TPP)]2O), 

where this “helping mode behavior” occurs due to the motion of the nitrogen and iron 

atoms. In (Fe(TPP)]2O) the high spin Fe(III) atom is ca 0.08 Å longer than the 

unconstrained radius of the circle of pyrrole nitrogen atoms.26 Motion of the iron atom 

into the circle is made easier if the nitrogen atoms simultaneously move outward. This 

therefore provides a mechanism of coupling the low frequency (Fe-N) mode to the high 

frequency (pyrrole ring breathing) mode to produce Raman band enhancement in the 

vicinity of the Q bands.  

 

2.3.3.2 Jahn-Teller distortion in haem derivatives 

The presence of evidence for the Jahn-Teller distortion in Raman spectra of 

haem derivatives is dependent upon the configuration interaction between the a1u → eg 

and a2u → eg orbital excitations.16 In molecules in which the a1u and a2u orbitals are 

degenerate, the Jahn-Teller distortion is not visible in the Raman spectra. This is 

because upon excitation with a laser that has a wavelength that lies within either the B 
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band or the Q band, the molecule creates a Raman scatter that is indistinguishable from 

that created by a molecule in an adiabatic state.16 However, if the two orbitals have 

different energies then evidence of Jahn-Teller distortion is evident in Raman spectra.  

In haem derivatives, the presence of Jahn-Teller distortion in a sample irradiated 

to produce A2g modes can rotate the polarization plane of scattered light by 90°. This is 

caused by the coupling of the x and y components of the B transition to the y and x 

components of the Q transition respectively. This produces anomalous polarization.22 

The depolarization ratios  (ρ > 0.75) from bands attributed to A2g vibrations are created 

by the inverse polarization of Raman scattering, first demonstrated experimentally by 

Spiro and Strekas.22 It is possible to observe Jahn-Teller distortion in a sample irradiated 

to produce B1g and B2g symmetry modes. The depolarization ratio of ρ = 0.75 from 

bands attributed to B1g and B2g vibrations is created because the excited state of the 

irradiated molecule is electronically degenerate (Eu).22 The impact of Jahn-Teller 

distortions on Raman spectra obtained from haem derivatives is so slight that it did not 

need to be considered in the interpretation of the Raman spectra obtained throughout 

this project. 

 
2.3.4 GROUP THEORY FOR HAEMS 

Knowledge of the symmetry of haems allows for a more discerning exploitation of 

resonance Raman techniques. This is because knowledge of the symmetry of haems, in 

combination with knowledge of its UV-Visible spectral profile, allows the researcher to 

target particular electronic transition states for excitation which in turn enables greater 

understanding of the supramolecular forces that are present in the sample.  
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The treatment of symmetry in molecules has been adapted from mathematical group 

theory. The molecular symmetry of molecules allows for their classification and can be 

used to predict a molecule‟s chemical properties, such as the presence or absence of a 

dipole moment or allowed spectroscopic transitions. Strictly considered, ferric high spin 

haems such as Fe(III)PPIX monomers, Fe(III)PPIX µ-oxo dimers, β-haematin and 

haemozoin have C4v point group symmetry because the Fe atom is translocated ca 0.5 Å 

out of the porphyrin plane as shown in Figure 2.6.27 However, these molecules by 

convention have been treated as having D4h symmetry. This project follows this 

convention; however as the D4h symmetry is an idealised model there will be vibrational 

modes that are observed in the actual Raman spectra which are not present in the spectra 

of molecules with D4h symmetry and therefore must be attributed to the molecule‟s 

actual C4v symmetry. 

The main differences observed between C4v symmetry shown in Figure 2.6 and D4h 

symmetry shown in Figure 2.7 of these haem molecules is the presence of a σh mirror 

plane in the D4h model that is perpendicular to the C4 principal axis of rotation. This 

plane is not present in the C4v model. In addition, there is no C2 axis of rotation 

perpendicular to the principal C4 axis in the C4v model.  
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Figure 2.6: The defining axes of Fe(PPIX) C4v point group showing the C4 principal axis of 
rotation and a σv mirror plane.  

 

Figure 2.7: The defining axes of Fe(PPIX) D4h point group showing the C2 axis of rotation that 
is perpendicular to the Cn (C4) Principal axis and a σd, σv and σh mirror plane.  
 

The following tables compare the Raman active modes and IR active modes 

observed in the spectra for molecules with C4v and D4h symmetry. 
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Table 2.1: D4h point group character table  

 

NOTE: R = rotational tensor, T = translational tensor, Г = irreducible representation 

 The following modes are calculated for the D4h molecule observed in Figure 2.7. 

It is assumed that the molecule has 25 atoms with no side chains or hydrogens attached. 

Raman active modes = 6A1g + 6B1g + 6B2g + 5Eg  

Although there are 28 total vibrations that are Raman active, only 23 Raman bands are 

observed due to the overlapping of bands from Eg modes. 

IR active modes = 6A2u + 12Eu 

Although there are 28 total vibrations that are IR active, only 12 IR bands are observed 

due to the overlapping of bands from Eu modes. 
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Table 2.2: C4v point group character table 

 

NOTE: R = rotational tensor, T = translational tensor, Г = irreducible representation 

 

The following modes are calculated for the C4v molecule observed in Figure 2.6. 

It is assumed that the molecule has 25 atoms with no side chains, hydrogens or axial 

ligand attached. 

Raman active modes = 10A1 + 9B1 + 9B2 + 17E  

Although there are 62 total vibrations that are Raman active, only 45 Raman bands are 

observed due to the overlapping of bands from Eg modes. 

IR active modes = 10A1 + 17E 

Although there are 44 total vibrations that are IR active, only 27 IR bands are observed 

due to the overlapping of bands from Eu modes.  

 There is a significant difference in the number of Raman active and IR active 

modes when C4v and D4h molecules are compared if both molecules are assumed to have 

the same number of atoms. In particular, due to the actual C4v symmetry of the haem 

molecules analysed in this project, there are no A2u IR modes present in the spectra even 
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though they are assigned for the D4h idealised molecule. In contrast, haem molecules 

with C4v symmetry display Eu active modes which are not present in molecules with D4h 

symmetry.  

In addition, because the calculation of Raman and IR active modes assumed a 

molecule with no side chain, hydrogen or axial ligand attachments, the actual IR spectra 

will display IR active modes that are not predicted by the preceding calculations. This is 

because these attachments themselves undergo net changes in their dipole moment, 

which are then evident in the IR spectra. However, the bands produced by these 

attachments are weak in the Raman spectra.  

Table 2.3 show Raman band assignments for Fe(III)PPIX based on β-haematin 

(synthetic haemozoin) studies using 782 nm laser excitation. The Abe et al.28 notation 

scheme was adopted to assign the normal modes based on the idealised D4h symmetry of 

the porphyrin skeleton from Ni(II)OEP. However, due to the Fe atom being translocated 

ca 0.5 Å out of the porphyrin plane27 for Fe(III)PPIX molecules, as previously 

mentioned, the effective symmetry is in fact C4v.  

The D4h point group table displays that Eu symmetry modes are Raman inactive. 

However, this mode is observed in Table 2.3 because the actual C4v symmetry of 

Fe(III)PPIX molecules allows these modes to be Raman active. The  symbol is used to 

designate out-of-plane modes of which there are a number of categories, including (1) 

out-of-plane wagging modes, (2) tilting, and (3) internal folding of the pyrrole rings. 
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Table 2.3: Raman band assignments, local coordinates and symmetry terms for β-haematin 
using 782 nm excitation. (Modified from reference)29 

NOTE: ν = in-plane stretch, δ = deformation, γ = out-of-plane stretch. 

 

 

 

Raman shift (cm-1) Assignment Symmetry term Local Coordinate 

1623 ν10 B1g ν(CCm)asym 
1589 ν37 Eu ν(CCm)asym 
1572 ν2 A1g ν(CβCβ) 
1552 ν11 B1g ν(CβCβ) 
1530 ν38 Eu ν(CβCβ) 
1497 ν3 A1g ν(CCm)sym 
1430 ν40 Eu ν(CCm)sym 
1398 ν29 B2g ν(pyrrole quarter-ring) 
1377 ν4 A1g ν(pyrrole half-ring)sym 
1338 ν41 Eu ν(pyrrole half-ring)sym 
1308 ν21 A2g δ(CmH) 
1241 ν42 Eu δ(CmH) 
1219 ν13 B1g δ(CmH) 
1215 ν5 + ν18 - δ(CmH) 
1171 ν30 B2g ν(pyrrole half-ring)asym 
1145 ν14 B1g ν(CβC1)sym 
1121 ν22 A2g ν(CN) 
1090 - - γ(=CβH2)sym 
1002 ν45 Eu ν(Cβ-methyl stretch) 
975 ν46 Eu δ(pyrrole deform)asym 
940 ν32 B2g γ(CaH=) 
821 γ10 B1u γ(CmH) 
796 ν6 A1g ν(pyrrole breathing) 
753 ν15 B1g ν(pyrrole breathing) 
725 γ5 A2u pyrrole foldsym 
710 γ15 B2u pyrrole foldasym 
678 ν7 A1g δ(pyrrole deform)sym 
406 - - δ(CCβCm) 
365 γ6 A2u pyrrole tilt 
345 ν8 A1g ν(Fe-N) 
321 ν51 Eu δ(Cβ-C1) 
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2.3.5 EXCITONIC INTERACTIONS  

Both type A and type B Raman scattering mechanisms act as excellent models to 

explain the resonance Raman spectra in the case of dilute solutions. However, the above 

model does not hold for aggregated solids. In aggregated systems, atypical enhancement 

of totally symmetric vibrational modes in molecules can be observed in resonance 

Raman spectra when using a laser that is in resonance with particular electronic 

transitions. This atypical enhancement can be explained by excitonic interactions.   

The exciton theory was developed in the 1930s by Frenkel and Wannier.30-32 The 

exciton model was originally based on the quantum mechanical precept that electronic 

energy is distributed throughout the aggregate by π-π interactions between induced 

transition dipole moments.33 Today, the electronic energy is thought to be distributed 

throughout the aggregate via supramolecular interactions.  

According to the Frenkel and Wannier models, each excited electronic state is 

“in resonance” with excited states localised at other points in the lattice.34 Frenkel 

modeled these running states of excitation using the concept of “excitons”, which 

represent delocalised units of excitation.34 Electronic states in this case are linear 

combinations of localised excitations each belonging to a wave vector K in the 

reciprocal lattice.34 The Wannier model of excitons posits them as a conduction-band 

electron and a valence-band hole, which travels through the crystal lattice in a state of 

total wave vector K.34  

Studies by Kasha35 define a molecular exciton as a resonance interaction 

between the excited states of loosely bound molecular aggregates. The relevant 

aggregates include molecular crystals, non-conjugated polymers and molecular dimers 

and trimers. He described the excitation of molecular aggregates either in terms of 
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locally excited states producing a collective excitation, or as a superposition of these 

collective excited states which allows description of the excitation in terms of a 

traveling-wave packet of excitation energy known as the exciton.35 This exciton is the 

result of the superposition of traveling waves of different wavelengths and amplitudes 

that reinforce each other at a given position as depicted in Figure 2.8.  

 

Figure 2.8: (a) An electron wave traveling with specific velocity in the x direction. (b) 
Superposition of waves of different wavelengths reinforcing each other near x = 0. (Modified 
from reference)36   
 

2.3.6 AGGREGATED ENHANCED RAMAN SCATTERING  

The existence of supramolecular excitonic interactions means that 

characterisation of vibrational modes based on amplitudes of individual atomic 

displacements in a single crystal is inaccurate.34 As resonance Raman spectra are 

measurements of the polarizability of sampled molecules, electronic interactions that 

occur in molecular aggregates are observable in Raman spectra.   

The interpretation of Raman spectra as evidence of vibrational motion is based 

on the Born-Oppenheimer approximation of the relationship between electronic and 

vibrational wave functions. This approximation describes the total wave function of a 

single molecule, not molecular aggregates. Hence, the presence of excitonic interactions 

must be considered when analysing spectra obtained from molecular aggregates.  

(a) (b) 
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In these cases, the possibility must be contemplated that not all evidence of 

electronic excitation can be read as evidence of vibrational motion. Instead, through 

excitonic coupling, the electronic states of a molecular aggregate are split into a broad 

band of states with different geometries, energies, and oscillator strengths. The extent of 

this coupling affects the intensity of the Raman signal for particular wavelengths.29  

Enhancement of Raman bands in spectra of aggregated systems that is not 

consistent with type A and type B scattering is referred to as Aggregated Enhanced 

Raman Scattering (AERS). AERS results from an increased size effect, whereby the 

Raman signal is enhanced by the greater number of molecular interactions occurring in 

the system,13 and from the impact of excitonic coupling.   

Evidence of AERS was first observed by Akins,37 who detected unusual 

scattering in the form of enhancement of certain vibrational modes in small aggregates 

of covalently linked porphyrin arrays and cyanine dyes absorbed onto surfaces. He 

observed simultaneous type A and type B scattering in these aggregates. He developed 

the concept of AERS to explain his findings. He argued that the enhancement he 

detected was due to both an increased size effect and to excitonic interactions. 

 

The unusual polarizability observed by Akins can be modeled by the following 

equation (Equation 2.12).  

 

 

 

AERS has relevance to the study of haem molecules. Previous studies38 have 

shown that electrons move throughout an array of porphyrins via supramolecular 

interactions, which enables a superposition of states that results in what is essentially an 

(2.12) BAα
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electronic band of states. Wood et al.39 demonstrated enhancement occurring in -

haematin and haemozoin at near IR excitation wavelengths. They were able to utilise 

this enhancement to generate Raman images of haemozoin within the food vacuole of a 

living parasite.  

In this work, the AERS model is used to present evidence of aggregation in 

Fe(III)PPIX solutions based on an intensity increase observed for totally symmetric 

(A1g) modes as a function of concentration. It is demonstrated that this phenomenon is 

excitation wavelength dependent. This dissertation describes the excitonic coupling 

mechanism as being the primary mechanism that accounts for atypical enhancement of 

A1g vibrational modes in haemozoin and its pre-cursor molecules when using an 

excitation laser that is off resonance with the Soret band.  

Strong enhancement of totally symmetric vibrational modes in haemozoin and 

its pre-cursors and other Fe(III)PPIX molecules, in particular the ν4 vibrational mode 

(electron density marker band), is observed when irradiating the sample molecule at 

near-IR wavelengths and at wavelengths in the vicinity of the Q bands. Previous 

studies29 have shown this atypical enhancement occurs when using an 830 nm excitation 

wavelength laser. This enhancement is odd because one would expect to observe these 

vibrational modes being enhanced when using a laser that is in resonance with the Soret 

band (413 nm), as predicted by type A scattering.  

However, the atypical enhancement can be explained by excitonic coupling, 

which splits the electronic states into a broad band of states. Previous studies40-42 show 

covalently meso-meso-linked Cu(II)40,41 and Zn(II)42 porphyrin arrays display strong 

excitonic interactions and distinct splitting of the Soret band, which results in atypical 

Raman scattering patterns. These act as good metallo-porphyrin models for 

understanding excitonic interactions that can occur in the haem systems, such as 
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haemozoin and its pre-cursor molecules, which are studied in this dissertation. It is 

argued that owing to the C4v effective symmetry of ferric high spin systems, most of the 

totally symmetric vibrational modes along the z-axis of the porphyrin involve z-

polarized electronic transitions (Figure 2.9), which create the atypical Raman 

enhancement profiles observed in the spectra. 

 

Figure 2.9: A molecular orbital diagram for the allowed transitions involving Fe(III) and 
porphyrin orbitals for Fe(PPIX) based on calculations by Zerner et al.43 (Modified from 
reference)29 
 

 

2.4 INFRARED SPECTROSCOPY  

Infrared (IR) spectroscopy can be used in conjunction with Raman spectroscopy 

to identify particular functional groups and compare their structure. They are in fact 

complementary techniques, as Raman is a scattering technique and IR is an absorption 

technique. Infrared absorption occurs when a vibrational mode of a molecule has a net 

change in its dipole moment, in which radiation of the same frequency as a vibrational 
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mode of the molecule interacts with it, causing a net transfer of energy to take place and 

promoting it to an excited vibrational state as shown in Figure 2.10.3 The magnitude of 

the dipole moment is determined by the charge differential and the distance between 

two charged centres. This dissertation focuses on the molecular vibrations that are 

detectable within the mid-IR region (4000-200 cm-1) of the electromagnetic spectrum.  

  

Figure 2.10: Energy scheme for IR absorption. 

 

2.4.1 FTIR SPECTROMETER  

 One instrument used to analyse the absorption of IR light by molecules in a 

sample is the Fourier Transform Infrared (FTIR) spectrometer. The heart of the FTIR 

spectrometer is the Michelson interferometer, which consists of the following 

components: a globar light source, collimating mirrors, a beam-splitter, a fixed mirror, a 

moving mirror, sample holder and a detector in the form shown in Figure 2.11.  

The functioning of a conventional FTIR spectrometer involves the emission of 

IR radiation from a globar light source, which travels to a collimating mirror. The 
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collimating mirror converts the expanding beam to a parallel beam. The radiation then 

passes through a beam-splitter, following which ca 50% of the IR radiation is 

transmitted to a fixed mirror and ca 50% is reflected to a movable mirror. When the 

radiation is reflected by the two mirrors, both wave-trains recombine at the beam-

splitter. The resulting wave-train is then directed through the sample and onto a 

refocusing mirror, from which the focused radiation travels to a detector, such as a 

mercury cadmium telluride (MCT) detector. The recombination of the wave-trains 

causes constructive and destructive interference producing an interferogram (I vs. 

OPD), where I is the intensity of the combined IR beams and OPD is the optical path 

difference.36 The interferogram is then converted by Fourier transformation from a time 

domain (interferogram (I vs. OPD)) to a frequency or wavenumber domain (IR 

spectrum (I vs. wavenumber, [cm-1])).  

There are three main advantages of FTIR over dispersive IR spectrometers. 

First, the multiplex advantage arises from the ability of the detector to simultaneously 

access all frequencies generated by the radiation source. In contrast, a dispersive IR 

spectrometer can only access a small portion of the spectral region at any given time. 

Second, the Jaquinot advantage arises because FTIR spectrometers have a larger 

circular aperture with fewer optical elements and no slits to attenuate the radiation. 

Consequently, the amount of monochromatic light passing through an FTIR 

spectrometer is much greater than that in dispersive instruments. Third, the Connes 

advantage refers to the potential for using FTIR to obtain spectra with greater 

wavenumber (cm-1) stability compared to that obtained from dispersive instruments. 

This is achieved by using a Helium-Neon (HeNe) laser to act as an internal reference for 

each interferogram.44  
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Figure 2.11: Schematic diagram of the Michelson interferometer  

 
2.4.2 THE FTIR MICROSCOPE 

The FTIR spectrometer is coupled to an FTIR microscope which enables the IR 

radiation to focus at the sample. The Varian Stingray FTIR microscope system (600 

UMA) combines two optical systems: the FTIR spectrometer and a stereo optical 

microscope. The optical microscope magnifies a visible light image of the sample by 

150× and utilises a knife-edge aperture enabling the researcher to target particular 

regions of interest in the sample for IR analysis. When a sample is in focus on the stage, 

its image in visible light can be observed through the optical microscope. The IR light 

path focuses the image onto the detector.  

The microscope employs a Cassegrain objective which functions optically like a 

lens, but has the advantage of consisting of mirrors that focus both the visible and IR 
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light to the same point. Figure 2.12 shows the beam-path in a FTIR microscope that 

contains both a Cassegrain objective and Cassegrain condenser setup. 

 

 

Figure 2.12: Geometrical arrangement of FTIR microscope optics with Cassegrain objective 
and Cassegrain condenser (Modified from reference)45 
 

2.4.3 FOCAL PLANE ARRAY SPECTROSCOPY  

FTIR measurements were performed using a Varian Stingray FTIR microscope 

system (600 UMA) equipped with a liquid nitrogen cooled HgCdTe (MCT) 64 × 64 

pixel Focal Plane Array (FPA) detector with a 15× IR Cassegrain objective. The FPA 
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has the advantage of rapid measurement time and ready accessibility. The 64 × 64 pixel 

FPA detector generates 4096 FTIR spectra simultaneously. The spectra collected across 

the entire pixel array were added together to generate an average spectrum with a very 

high S/N ratio.   

In light of this project however, a weakness of the FPA-FTIR system when 

analysing biological samples, in particular infected erythrocytes, is that it is not 

practicable to obtain high quality spectra of individual cells. This is because IR light 

from a globar source is applied over a whole population of cells at once and spectra are 

measured as a two-dimensional image. In addition, due to the inherent limitation to 

brightness of a globar source and the numerical aperture of the Cassegrain objective, a 

spatial resolution closer to ca 9-10 m is achieved rather than the 5.5 µm that might be 

expected from the pixel size. Thus, there is the possibility that spectra from more than 

one cell can be captured onto a single pixel on the FPA detector.  

 
 
2.4.4 SYNCHROTRON FTIR SPECTROSCOPY 

 In contrast to FPA-FTIR spectroscopy, synchrotron FTIR spectroscopy has the 

ability to analyse single erythrocytes. The intrinsic value of using synchrotron light to 

analyse erythrocytes of ca 6 – 8 µm in size is that a synchrotron light source is 100 – 

1000 times brighter than a conventional globar source. The spatial resolution of a 

synchrotron source is λ/2 and so it is theoretically possible to record spectra using a       

4  4 µm aperture down to a wavenumber value of 1250 cm-1.46 However, the 

combination of the high flux of coherent photons and the confocal nature of the FTIR 

microscope allows spectra to be recorded with excellent S/N ratio using a 4  4 µm 

aperture down to 1000 cm-1. The disadvantage of a synchrotron source is the long 
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measurement time to obtain a single spectrum in comparison to an FTIR instrument 

equipped with a FPA detector. 

 

2.4.5 ATTENUATED TOTAL REFLECTANCE 

 Attenuated Total Reflectance (ATR), also known as Internal Reflection 

Spectroscopy (IRS), is an ideal technique for studying compounds that are difficult to 

study by conventional IR spectroscopy because of sample thickness or opacity, which 

causes saturation in the spectrum. 

 Refraction occurs when a beam of radiation is passed through two different 

media, where the first medium is denser than the second. As the angle of incidence is 

increased, a resultant increased portion of incident light is also reflected.  Internal 

reflection occurs when the angle of incidence is taken beyond the critical angle (c).  

The critical angle is defined as: 

c = sin-1 (n21) where, n21 = n2/n1 

 

where n1 is the refractive index of the internal reflection element (IRE) and n2 is the 

refractive index of the sample.3,44   

 

 The depth of penetration (dp) achieved is dependent on three factors; these 

include wavelength, the material‟s refractive index and the angle of the incident beam 

with respect to the interface.3,44  

The depth of penetration is defined as: 

    212
21

2
1 sin2 ndp    

where 
1

1 n
   is the wavelength in the denser medium. Furthermore, the sensitivity of  

(2.13) 

(2.14) 
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 ATR spectra are dependent on the degree of contact between the sample and the 

internal reflection element.44 A beam of radiation is passed through a sample that is in 

direct contact with an IRE to produce ATR spectra. The IRE used in this project is 

diamond. 

 Since the sample is simply placed in direct contact with the ATR crystal, an 

advantage of using the technique is that it requires little or no sample preparation. 

Figure 2.13 displays a single pass IRE configuration used in this project. 

 

 
Figure 2.13: Schematic diagram of a single pass IRE configuration  

  

2.5 MATHEMATICAL PRE-PROCESSING OF SPECTRAL 
DATA  

 
A number of mathematical pre-processing techniques used in biospectroscopy 

were employed in this project. These techniques were employed to best observe for 

biochemical changes that are present in the sample. The pre-processing of spectral data 

allows the researcher to directly compare spectra by maintaining consistency and 

reproducibility in their pre-processing methods. In addition, pre-processing permits the 

removal of erroneous spectra that can arise from physical effects present in the sample 

as discussed in the following sections. 

 

  

dp 
n2 (Sample) 

 n1 (IRE)  
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2.5.1 NORMALISATION AND BASELINE CORRECTION 

 
Normalisation is used in biospectroscopy to reduce baseline effects in spectra by 

compensating for irregularities in sample variation such as sample thickness. This 

process is applied to ensure all data have approximately the same scaling to obtain an 

even distribution of the variances and the average values. There are commonly two 

types of normalisation processes used in this dissertation.  

First, the min/max normalisation procedure involves highlighting a peak that has 

little variation in band intensity to include both the maximum of the peak and the 

minimum on either side of the peak for spectra in any given dataset. The Raman band 

commonly chosen to normalise spectra of haem molecules is from the ν10 ν(CαCm)asym 

B1g vibrational mode positioned at ca 1625 cm-1 because there is little variation in peak 

intensity. The whole spectrum at every point is normalised against the intensity of this 

band and the relative band intensities of particular Raman bands can then be determined 

by dividing the intensity of a selected band by the intensity of the band that has a 

normalised integrated area under its peak. The band chosen to normalise IR spectra of 

RBCs was the amide I band because it is the strongest band in the spectrum. 

Second, vector normalisation is used for FTIR spectra of infected and uninfected 

RBCs. The process of vector normalisation involves first calculating the average y-

value (IR absorbance) of the spectrum, and then subtracting it from the spectrum so that 

the mean value of the spectrum is rescaled to y = 0. Second, the sum of squares for all 

y-values is then calculated and the spectrum is divided by the square root of this sum. 

The integrated intensity of the squared vector normalised spectrum is then equal to 1. 

The second process of vector normalisation results in all spectra having the same value 
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for the integrated area, which effectively corrects for variation in sample optical path 

length. 

Baseline correction can also be applied to Raman and FTIR spectra to reduce the 

effects of variation in infected and uninfected RBCs and aggregation in model haem 

compounds which produce non-specific absorptions and cause a slope in the baseline.  

 
 

2.5.2 EXTENDED MULTIPLICATIVE SCATTER 
CORRECTION  

 
The physical effects of light scattering pose a major problem in the estimation of 

chemical properties of particulate systems such as blood, tissue and other biological 

samples.47 Extended multiplicative scatter correction (EMSC) allows for the separation 

of physical light scattering effects, such as those from particle size, from chemical 

(vibrational) light absorption effects in spectra obtained from powders, turbid solutions 

or biological samples.48 EMSC has advantages over multiplicative scatter correction 

(MSC) for this project, as will be discussed below. 

EMSC is similar to MSC since it removes additive and multiplicative effects 

from spectra.49 Additive effects are observed as a baseline shift in the spectrum and are 

associated with absorbance from chemical interferents. Furthermore, the fraction of 

transmitted light collected by the detector can vary, which can also cause these additive 

effects observed in the spectrum. This can be explained by varying scattering effects in 

the sample, which can lead to variations in the angular distribution of light from the 

sample towards the detector. Multiplicative effects are caused by variation in light 

scattering in the sample due to the change in optical path length, which is referred to as 

the „diffuse thickness‟ of the sample.48-50  



Chapter 2: Biospectroscopy Theory and Data Analysis 

______________________________________________________________________ 

 81 

EMSC differs from MSC by compensating for an additional wavelength-

dependent spectral effect when observing for variations in light scatter caused by 

physical effects, which is given by Equation 2.15 below and is the approximate EMSC 

model:48-50 

2)()(  edabkA   

 

where )(A  is the absorbance at a given wavenumber. The additive effect is 

represented by a. The multiplicative quantity b represents the sample thickness or 

optical path length. If b is large, then there is an increased probability that light is 

absorbed by a molecule in the sample. k( ) is the characteristic absorptivity for a 

specific sample at  a specific wavenumber )( . d and e account for a linear and 

quadratic wavenumber-dependent effect, respectively.50 The EMSC corrected spectra 

can then be calculated according to Equation 2.16 below: 

 

  bedaAAcorr /)()( 2'          where )(' A   cbk )(  

 

where c is the concentration of the light-absorbing chemical species in the sample. 

  

Mie scattering and dispersion artifacts are the main consequences of physical 

effects in biological samples. These effects are reduced by the EMSC algorithm. Mie 

scattering occurs from objects in the sample whose size is approximately the same as 

the wavelength of the irradiating light (i.e. cellular nuclei). A useful model to describe 

Mie scattering in RBCs is that of dielectric spheres. Dielectric spheres are known to 

scatter electromagnetic radiation if the wavelength of the light is similar to the size of 

(2.15) 

(2.16) 
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the dielectric sphere.51 The effect Mie scattering has on the spectrum is the appearance 

of a wavelength dependent high order polynomial „rippling‟ wave. Therefore, the 

EMSC approximates a quadratic curve to the spectrum to reduce the appearance of this 

effect.  

In addition, dispersion artifacts, such as edge effects from the sample (i.e. 

RBCs), result in the distortion of line shapes due to the superposition of absorptive and 

dispersive line shapes.52 This occurs when the wave-front of photons partly hits the 

sample at the same time as partly hitting an area with no sample. The effect of 

dispersion artifacts is commonly observed as a negative contribution to the amide I band 

in spectra taken in the mid-IR region. Due to the negative contribution of the dispersive 

line shape, the maxima of the absorption spectra can shift and the amide I/II intensity 

ratio appears to distort.52 EMSC can reduce dispersion artifacts, but cannot completely 

remove the effect from the spectrum. 

 
2.5.3 SPECTRAL DERIVATIVES 

Biospectroscopists frequently employ derivative techniques to highlight features 

in the raw spectra, namely contours and shoulders on narrower bands, which are 

typically difficult to observe. Improved visual separation of intrinsically overlapping 

bands and greater sensitivity is achieved by the sharpening of fine structural features in 

the raw spectra. A disadvantage to employing derivitisation to spectra is the rapid 

degradation of S/N ratio as the order of derivative increases.  

Second order derivative is commonly applied to raw spectra because it expresses 

the rate of change of the gradient. The second derivative spectra calculated in this 

dissertation used the Savitsky-Golay53 algorithm with a smoothing second derivative 

function. Although using second derivatives reduces spectral resolution and precludes 
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the consideration of spectral intensities in analysis, it was used throughout this 

dissertation to allow for easier visualisation of spectral change and to minimise the 

effects of baseline variation in the spectral database. In the second derivative spectra, 

Raman intensities and FTIR absorbances become minima and therefore negative peaks, 

whereas in the raw spectra, Raman intensities and FTIR absorbances are positive peaks. 

 
2.5.4 SPECTRAL SUBTRACTION TECHNIQUES 

Spectral subtraction can be used to discern spectral contributions resulting from 

a particular treatment of the sample. In this dissertation, malarial infected RBCs were 

inoculated with chloroquine (CQ) to observe for structural changes in the formation of 

malaria pigment (haemozoin). Raw Raman spectra of infected RBCs inoculated with 

and without CQ were baseline corrected, normalised and then subtracted from each 

other. The resulting spectrum is a difference between the specific functional groups that 

undergo a change in their molecular environment.  

The advantage of applying a spectral subtraction is that functional groups which 

do not undergo biochemical change are subtracted from the resulting spectrum. A 

second derivative technique can also be applied to the difference spectrum to further 

highlight spectral features by improving the S/N ratio. In addition, smoothing can to 

some extent reduce the spectral noise, but can compromise the signal. 

 

2.5.5 PRINCIPAL COMPONENTS ANALYSIS 

Principal Components Analysis (PCA) constitutes the most fundamental 

technique used in multivariate data analysis and involves the decomposition of data into 

a noise and structural component.54 The dimensionality of the data set is reduced by 
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plotting the objects (sample spectra) as scores onto principal components (PC‟s) with 

each consecutive component orthogonally positioned with respect to the previous PC. 

Each PC gives rise to a percentage of variance in the data set, with the explained 

variance decreasing as the PC increases. Hence, PC1 would give rise to the most 

variance in the data set followed by PC2 as given by: 

 

. . .654321 varianceExplained PCPCPCPCPCPC   

 

Individual spectra are represented as a point or a score on a two-dimensional 

scores plot. The individual variance contribution of the spectrum for each point 

contributes to the position of each point (spectrum) on a given PC.55 A plot of these 

scores (scores plot) shows the location of the sample spectrum along each model 

component orthogonally positioned to each other in three-dimensional space and plots 

the data points as positive or negative scores along these axes.  

A plot of the scores along each PC (scores plot) allows differences and 

similarities to be easily recognised. The loadings in a loadings plot represent the 

variables (wavenumber values) responsible for the most variability in the dataset and 

can be used in combination with the scores plot to identify the group to which they 

belong. 

In this study, PCA is applied to investigate the spectra of parasites at different 

stages of the intra-erythrocytic life cycle and to distinguish between chloroquine treated 

and untreated trophozoite infected erythrocytes. To minimise baseline effects and 

physical effects, either second derivatives were calculated or the Extended 

Multiplicative Scatter Correction (EMSC) was applied to the data.49 If a variable has a 
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large positive or negative loading, then those variables are the most important for the 

component concerned. The positive and negative loadings are representative of the 

positive and negative scores respectively. However, if a PCA decomposition was 

performed on second derivative spectra, then the positive and negative scores are 

correlated with the negative and positive loadings respectively. 

 
2.5.6 UNSUPERVISED HIERARCHICAL CLUSTER 

ANALYSIS  
 

Unsupervised hierarchical cluster analysis (UHCA) is an unsupervised technique 

used to classify areas of a cluster image based on the grouping of similar spectra within 

the image.56 Spectra are clustered into colour coded groups to form an image. UHCA 

allow the extraction of the mean spectrum which is most representative of the cluster.  

Cluster analysis refers to methods used to assign objects (spectra) into groups 

(clusters) so that objects from the same cluster are more similar to each other than 

objects from different clusters. Hierarchical cluster analysis is a general approach to 

cluster analysis, in which spectra are grouped together with other spectra that are 

similar. Often similarity is assessed according to a distance measure. The calculation of 

distance measures between spectra and clusters, once spectra begin to group into 

clusters, is a key component of the analysis.  

UHCA can be achieved by first calculating a distance matrix between all 

spectra. This matrix contains the complete set of inter-spectral distances (measures of 

dissimilarity). The dimension of the distance matrix is n × n, where n is the number of 

spectra. For obtaining the distance measures, D-values were calculated and Ward‟s 

algorithm was used for sorting the data into clusters. This combination of D-values and 

Ward‟s algorithm generally give the best imaging results.57  
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D-values are defined as follows: 

djk = (1 – rjk) × 1000 

where, rjk is the Pearson‟s correlation coefficient: 
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where, n is the total number of absorbance values in the spectra and yji and yki are the    

i-th absorbance values of the j-th and k-th spectra, respectively.  

  

If the Pearson‟s correlation coefficient (PCC) is zero, then spectra are 

completely uncorrelated. Alternatively, if the PCC equals one then spectra are perfectly 

correlated.  

In Ward‟s algorithm,58 if two spectra are similar then they are merged into a 

cluster. The merging of spectra causes the dimensions of the distance matrix to reduce 

to (n – 1) × (n – 1). Therefore, the distances of the new formed cluster to all remaining 

spectra are recalculated and the next two most similar spectra are merged. The process 

is repeated until all spectra are merged into one cluster. While the clustering process is 

completely unsupervised, the number of classes that will appear in the cluster image is 

at the discretion of the researcher. 

 
2.5.7 ARTIFICIAL NEURAL NETWORK  

Artificial neural network (ANN) analysis was performed using the 

NeuroDeveloper® 2.5b 2004 SynthonSoftware©. ANNs are modelled on the biological 

neural network of the human brain. Within the framework of multivariate classification, 

(2.17) 

(2.18) 
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ANNs are generally defined as non-parametric non-linear regression estimators,59 where 

non-parametric methods are not based on the a priori assumption of a specific model 

dataset. ANNs were appropriately used in this project to discriminate between the 

different intra-erythrocytic stages of the malarial parasite as discussed in paper I. 

Neural networks have several advantages over other data analysis methods such 

as linear discriminant analysis (LDA) and soft independent modelling by class analogy 

(SIMCA). First, ANNs are intuitive and can learn from new data; second, the networks 

can classify non-linear relationships among the input variables of the dataset; third, the 

networks can correctly classify new data that only generally resembles the original 

training dataset. Finally, ANNs are computationally very fast because many 

independent training operations can be executed concurrently due to their highly 

parallel network structure.  

A drawback to the flexibility of the ANN model is their tendency to over-fit 

calibration data, which may result in a lack of generalisation.60 Generalisation refers to 

the capability of a model to produce a valid estimate of the correct output when a new 

input is presented to the ANN.60 To guard against overtraining, a validation dataset was 

used and monitored. Training was stopped when the validation dataset error was 

minimised. Another drawback of ANNs is their black-box aspect. The black-box aspect 

of ANNs refers to the difficulty of examining the model‟s internal structure to identify 

which spectral features are the most statistically significant for making the 

classifications. This was overcome by calculating ANN models at different spectral 

windows and observing for the best specificity and sensitivity measurements. 
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CHAPTER SUMMARY 
 

This component of the study is mainly concerned with discriminating the 

different intra-erythrocytic lifecycle stages of the Plasmodium falciparum parasite in 

single erythrocytes based on the specific lipid signature within each lifecycle stage. This 

was accomplished using FTIR spectroscopy in conjunction with multivariate analysis 

techniques. In addition, FTIR spectroscopy was able to detect haemozoin biominerals 

within the later feeding stage (trophozoite) of the parasite. The work builds on previous 

reports claiming lipids are important catalysts for haemozoin (Hz) formation.1-5 Given 

that lipids play this catalytic role, it was expected that differences in the lipid signature 

as haemozoin accumulates would allow for the detection of the different intra-

erythrocytic lifecycle stages as the parasite matures. 

During the intra-erythrocytic stage, the Plasmodium falciparum parasite has a 

six-fold increase in its phospholipid content in order to acquire the source of lipids it 

needs to generate membranes necessary for growth and division.6,7 The lack of lipid 

biosynthetic activity of the host erythrocyte and the limited potential for phospholipid 

remodelling8,9 force the parasite to undertake some short chain fatty acid biosynthesis as 

well as mevalonate-independent isoprenoid biosynthesis in its apicoplast.10-12 However, 

the bulk of the polar head group and fatty acid building blocks appear to be taken from 

the host.9,13 Taken together, these intermediates allow the parasite to remodel and 

extensively synthesise phospholipids and generate membranes that are enriched in 

phosphatidylcholine and phosphotidylethanolamine, and that are low in cholesterol and 

sphingomyelin when compared with the host membrane.13 A decrease in the levels of 

polyunsaturated phospholipids in the host cell membrane suggests that it also undergoes 

some remodelling.13  
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A spectroscopic method for the detection of lipid signatures in infected 

erythrocytes would seem an ideal approach to confirm the expectation that differing 

lipid signatures reflect differing stages of early intra-erythrocytic development of the 

parasite. The first paper (I) in this chapter shows the potential of FTIR spectroscopy to 

effectively determine the developmental stages of the Plasmodium falciparum parasite 

based on the specific lipid structure observed from each individual stage in single red 

blood cells (RBCs). 

It was found (I) that the C-H stretching region (3100-2800 cm-1) within the mid-

IR spectral window is useful in differentiating, by visual inspection in combination with 

Principal Components Analysis (PCA), the stages of the intra-erythrocytic lifecycle of 

the malarial parasite, including the ring and schizont stage. Bands at 2922 cm-1, 2852 

cm-1 and 1738 cm-1, assigned to the  νasym(CH2 acyl chain lipids), νsym(CH2 acyl chain 

lipids) and the ester carbonyl band respectively, increase as the parasite matures from its 

early ring stage, to the trophozoite, and finally to the schizont stage.  

Additionally, IR bands from haemozoin are quite easily observed in spectra 

taken from cells in the trophozoite stage, particularly following a spectral subtraction 

with an uninfected RBC. The haemozoin bands observed in the IR difference spectrum 

include the 1712 cm-1, 1664 cm-1 and 1209 cm-1 bands. Furthermore, this analysis 

reveals an observable increase in the IR absorbance of lipid bands in infected RBCs 

when compared to uninfected RBCs. Although synchrotron FTIR spectroscopy can 

indeed detect haemozoin within a single erythrocyte, the absorbance of proteins and 

lipids makes it difficult to observe direct evidence for the mode of attachment of 

quinoline drugs on the haemozoin biomineral within a single RBC.  

It was discovered in the second paper (II), as part of a larger study, that FTIR-

ATR and Raman measurements can be useful in determining the type of quinoline drug 
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binding that occurs directly on synthetic malaria pigment (β-haematin). The results 

showed changes in the surface propionic acid groups (1744 cm-1) when the drug was 

present, which would otherwise be hidden in FTIR spectra by the superposition of the 

ester carbonyl band of trophozoite infected RBCs. When PCA was applied to the 

Raman spectra, changes in A1g and B1g modes of β-haematin were apparent, lending 

support to the model involving a π-π stacked drug binding complex. 
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Synchrotron Fourier transform infrared (FT-IR) spectra
of fixed single erythrocytes infected with Plasmodium
falciparum at different stages of the intraerythrocytic cycle
are presented for the first time. Bands assigned to the
hemozoin moiety at 1712, 1664, and 1209 cm-1 are
observed in FT-IR difference spectra between unin-
fected erythrocytes and infected trophozoites. These
bands are also found to be important contributors in
separating the trophozoite spectra from the uninfected
cell spectra in principal components analysis. All
stages of the intraerythrocytic lifecycle of the malarial
parasite, including the ring and schizont stage, can be
differentiated by visual inspection of the C-H stretch-
ing region (3100-2800 cm-1) and by using principal
components analysis. Bands at 2922, 2852, and 1738
cm-1 assigned to the νasym(CH2 acyl chain lipids),
νsym(CH2 acyl chain lipids), and the ester carbonyl
band, respectively, increase as the parasite matures
from its early ring stage to the trophozoite and finally
to the schizont stage. Training of an artificial neural
network showed that excellent automated spectro-
scopic discrimination between P. falciparum-infected
cells and the control cells is possible. FT-IR difference
spectra indicate a change in the production of unsatur-
ated fatty acids as the parasite matures. The ring stage
spectrum shows bands associated with cis unsaturated
fatty acids. The schizont stage spectrum displays no
evidence of cis bands and suggests an increase in
saturated fatty acids. These results demonstrate that
different phases of the P. falciparum intraerthyrocytic
life cycle are characterized by different lipid composi-
tions giving rise to distinct spectral profiles in the C-H
stretching region. This insight paves the way for an
automated infrared-based technology capable of diag-
nosing malaria at all intraerythrocytic stages of the
parasite’s life cycle.

Malaria is an infectious disease caused by unicellular parasites
of the genus Plasmodium, afflicting over 500 million people, and
leading to over one million deaths per year almost all of which
are caused by Plasmodium falciparum.1,2 This makes malaria one
of the most deadly diseases in the world and therefore a reason
for global alarm.2 The infection begins via the bite of the female
Anopheles mosquito carrying the unicellular parasite P. falciparum.
The intraerythrocytic stage of the parasitic lifecycle includes
development from an early ring stage to the trophozoite phase,
where large amounts of malaria pigment (hemozoin) are pro-
duced, and finally to a schizont stage where the parasite replicates.
During the trophozoite phase the parasite digests large quantities
of hemoglobin releasing toxic free ferrous protoporphyrin IX
(Fe(II)PPIX) and denatured globin.3,4 The Fe(II)PPIX is oxidized
to Fe(III)PPIX and aggregates into an insoluble biomineral known
as hemozoin (malaria pigment), which is spectroscopically identi-
cal to its synthetic analogue �-hematin.5,6 Hemozoin (Hz) is
composed of an array of dimers linked together by reciprocal
iron-carboxylate bonds to one of the propionate side chains of
adjacent FePPIX groups.7 Under physiological conditions this
pigment remains insoluble and undegraded.8
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The importance of lipids as catalysts for Hz formation is well
documented.9-13 The rate of formation of �-hematin under
physiological conditions is found to increase in the presence of
mono-oleoylglycerol (MOG).9 Jackson et al.10 identified neutral
lipid bodies composed of di- and triacylglycerols within the
digestive vacuole (DV) of the parasite, which may represent
storage compartments for lipid intermediates during phospholipid
digestion. Hz formation in Schistosoma mansoni and Rhodnius
prolixus occurs in lipid droplets and on the perimicrovillar
membranes, respectively.11 Egan et al.12 have shown that the Hz
analogue, �-hematin, under physiological conditions spontaneously
forms at a lipid/water interface. In addition, Pisciotta et al.13

investigating the crystallization of FePPIX in P. falciparum have
recently reported TEM (transmission electron microscopy) images
of Hz formation in neutral lipid nanospheres at early (ring) and
late (trophozoite) stages of the parasitic lifecycle within the DV.
Given the importance of lipids in Hz formation, a spectroscopic
method for the detection of lipid signatures in infected erythro-
cytes would seem an ideal approach to distinguish parasites at
the early stages of intraerythrocytic development.

Several diagnostic techniques have been employed for malaria
detection, these include fluorescence microscopy,14-18 polymerase
chain reaction (PCR)-based assays,18-20 serological (dipstick)
antigen detection,18,21-23 flow cytometry18,24 and laser desorption
mass spectrometry.25 Hitherto, the potential of vibrational spec-
troscopic techniques as malaria diagnostics have not been
exploited, which is surprising given the important role the
technique has played in understanding the molecular and elec-
tronic structure of �-hematin and Hz.4,6,26,27 In an early study by
Slater et al.5 Fourier transform infrared (FT-IR) spectroscopy was
used to identify vibrational modes specifically associated with the

propionate groups that link the heme groups together in the heme
dimeric array.5 Initial resonance Raman studies by Ong et al.28,29

demonstrated the potential of Raman spectroscopy to detect Hz
in fixed cells. With the use of resonance Raman spectroscopy,
Wood et al.30 observed dramatic band enhancement of specific
vibrational modes of Hz using near-IR excitation wavelengths. This
enhancement could be used to identify and image Hz within the
DV of single infected functional erythrocytes.31 More recently the
technique has been applied to investigate the interaction of
chloroquine-based antimalarial drugs with Hz and �-hematin.32,33

Although several resonance Raman studies have been applied
to detect and monitor the formation of Hz in erythrocytes, hitherto
the diagnostic potential of FT-IR spectroscopy has not been
investigated. FT-IR has the advantage of being more sensitive to
the lipid moieties than Raman spectroscopy thereby potentially
enabling detection of parasites prior to Hz formation. In addition,
the lipid bands are very weak when shorter excitation wavelength
lasers are applied, and at high Raman excitation laser power it
can photodegrade the cell. Furthermore, the time taken to perform
a Raman map and produce spectra showing an acceptable signal-
to-noise ratio (S/N) is approximately 10-30 min with a conven-
tional Raman microscope as opposed to 1 min with a synchrotron
FT-IR microscope. Moreover, to record a map of thousands of
cells using a Raman microscope would take many hours compared
to 1-3 min when using a conventional FT-IR imaging microscope
with a focal plane array (FPA) detector.

Here, after preliminary experiments using FPA IR imaging to
confirm the ability of IR analysis to observe Hz directly in infected
red blood cells, we combine synchrotron FT-IR microspectroscopy
with principal components analysis (PCA) to differentiate between
the intraerythrocytic stages of the parasitic lifecycle based on the
molecular signatures of Hz and specific lipid markers. To
demonstrate the diagnostic utility of FT-IR spectroscopy we
employed an artificial neural network (ANN) to unambiguously
differentiate the different stages of the parasite. The results show
a clear correlation between lipid signature and the stage of the
intraerythrocytic development and demonstrate the diagnostic
potential of combining FT-IR spectroscopy with neural networks
as an independent modality to unequivocally identify parasites at
different stages of the erythrocytic life cycle.

EXPERIMENTAL SECTION
Cell Culture. P. falciparum (D10 strain) was maintained in

continuous culture using human erythrocytes from three different
individuals obtained from the Red Cross Blood Bank, Mel-
bourne.34 Parasitized erythrocytes were cultured in complete
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culture medium (CCM) consisting of RPMI 1640 (GIBCO-BRL),
25 mM hydroxypiperazine-N′-2-ethane sulfonic acid (HEPES,
Sigma pH 7.4), 2 g/L sodium bicarbonate (AnalaR), and 4 mM
Glutamax (Invitrogen). This was supplemented with 0.16% glucose
(AnalR), 0.21 mM hypoxanthine (Sigma), 22 µg/mL gentamicin
(Sigma), 4% human serum, and 0.25% Albumax I (GIBCO-BRL).
The cultures were incubated at 37 °C in a humidified atmosphere
of 5% CO2, 1% O2, and 90% N2. Infected red blood cells (RBCs)
and uninfected RBCs (controls) were fixed in solution using
2% paraformaldehyde, 0.0075% glutaraldehyde, and 0.1 M
cacodylate buffer for 1 h before being washed twice with Milli-Q
water and placed on individual 12 mm diameter × 0.5 mm thick
CaF2 IR grade polished windows. Excess water was removed,
and the windows were allowed to dry. The experiment was
repeated three times.

FT-IR Spectroscopy. FT-IR synchrotron measurements were
performed on the FT-IR beamline at the Australian Synchrotron
operating at 3 GeV and a maximum current of 200 mA. Spectra
were collected with a Bruker Hyperion 2000 IR confocal micro-
scope (Bruker Optics GmbH., Ettlingen, Germany) equipped with
a liquid-nitrogen-cooled mercury-cadmium-telluride (MCT)
detector with a 36× IR objective. The Hyperion 2000 microscope
is coupled to a Bruker Vertex 80v spectrometer. Data collection
was carried out using Bruker’s proprietary OPUS version 6.5
software, with an additional 3D package (Bruker Optics GmbH.,
Ettlingen, Germany). The Hyperion microscope and sample was
purged with dry nitrogen gas to minimize water vapor contribu-
tions in the spectra. For FT-IR mapping and line scans the
rectangular aperture was set at 4 × 4 µm2. A total of 128 sample
scans per spectrum were collected from 30 individual cells for
each erythrocytic stage in transmission mode by scanning the
computer-controlled microscope stage to preselected points
using the video-assisted software. Interferograms were col-
lected double-sided at a resolution of 6 cm-1 and Fourier
transformed using a Blackman-Harris three-term apodization
function with a zero-filling factor of 4.

FT-IR FPA measurements were performed on the Varian
Stingray FT-IR microscope system (600 UMA) equipped with a
liquid-nitrogen-cooled MCT 64 × 64 pixel FPA detector with a 15×
IR objective. The microscope is coupled to a Varian 7000
spectrometer. The microscope and FT-IR spectrometer were
continually purged with nitrogen. Interferograms (128 coadded)
were collected in transmission mode double-sided at a resolution
of 6 cm-1 and Fourier transformed using a Blackman-Harris
four-term apodization function with a zero-filling factor of 4.

Attenuated total reflectance (ATR) FT-IR spectra of synthetic
hemozoin (�-hematin) were recorded at a resolution of 6 cm-1

using a Golden Gate diamond ATR (SPECAC, P/N10500
series) coupled to a Bruker IFS-55 FT-IR spectrometer (Bruker
Optics GmbH., Ettlingen, Germany) using OPUS 6.0 spectro-
scopic software with an extended ATR correction algorithm
and equipped with a liquid-nitrogen-cooled MCT detector
where 50 scans were averaged.

Data Analysis. Each image from the FPA IR data contained
approximately 1000 spectra of a large population of RBCs. Spectra
with insufficient S/N or artifacts such as baseline effects and
strong Mie scattering were removed from the data set, and the
remaining spectra for each lifecycle stage were averaged to

produce high S/N ratio spectra with no baseline correction
applied. Standard deviation spectra were also calculated and
presented.

Initial spectral manipulations on the synchrotron data were
carried out under OPUS. Each sample data set contained 30
spectra, which were averaged independently to produce the mean
spectra presented. Second-derivative FT-IR spectra were calculated
using the Savitzky-Golay algorithm with 13 smoothing points.
Although using second derivatives reduces spectral resolution and
precludes the use of spectral intensities in analysis we used it
here to allow for easier visualization of spectral change and to
minimize the effects of baseline variation in the spectral database.
N.B. in the second derivate spectra the absorbance maxima
become minima and in the discussion below intensities are thus
+ve for absorbance spectra and -ve for second-derivative spectra.
Difference spectra were calculated directly from vector-normalized
raw spectra in absorbance mode and then converted to second
derivatives. The converted spectra enable easier visualization of
bands within a broad background of multicomponent absorption
bands and minimized the effects of Mie scattering.

Principal Components Analysis. In this study, PCA was applied
to investigate the spectra of parasites at different stages of the
intraerythrocytic life cycle. PCA reduces the dimensionality of a
data set by decomposing the data set into a signal and noise part.
The objects (spectra) are plotted onto principal components (PCs).
Each consecutive PC is orthogonal with respect to the previous
and each accounts for a decreasing proportion of the variance.
The scores and loadings plots are used to analyze the data when
a PCA model is decomposed. A plot of the scores allows
similarities and differences in the data to be visualized. Each point
in the scores plot represents a single spectrum on a two-
dimensional axis. The individual variance calculated for each
spectrum contributes to the position of each score on a given PC.35

The loadings plot is then used in combination with the scores
plot to identify the variables (wavenumber values) that contribute
to the variability in the data set. PCA was performed on second-
derivative spectra after an extended multiplicative scatter correc-
tion (EMSC) was applied to the data.36 PCA was applied to data
sets from a control and three test samples: rings, trophozoites,
and schizonts. A spectral window between 1800 and 1000 cm-1

was used to examine Hz bands and compare the control and
the trophozoite groups. Spectral windows of 3100-2800 cm-1

were also used to examine lipid bands and compare the control
group to each of the three life cycle stages of the parasite. PCA
was also performed on all data sets at once (control, rings,
trophozoites, and schizonts) using this spectral range. All data
were mean-centered, and a full cross validation PCA was
performed using the Unscrambler (V9.0 CAMO, Norway)
software package.

Artificial Neural Network Classification. ANN analysis was
performed using the NeuroDeveloper 2.5b 2004 SynthonSoftware.
All the networks were trained to solve a four-class classification
problem to test for identification of three classes of infection: ring,
trophozoite, and schizonts versus controls from three patients.
The available spectra (data set) were split into three subsets: a

(35) Solomonov, I.; Osipova, M.; Feldman, Y.; Baehtz, C.; Kjaer, K.; Robinson,
I. K.; Webster, G. T.; McNaughton, D.; Wood, B. R.; Weissbuch, I.;
Leiserowitz, L. J. Am. Chem. Soc. 2007, 129, 2615–2627.

(36) Martens, H.; Starks, E. J. Pharm. Biomed. Anal. 1991, 9, 625–635.
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training set (54%), a validation set (13%), and a test set (33%).
Network layout was optimized by testing varying numbers of
neurons in the hidden layer for the lowest training and validation
data set errors. The number of available sample spectra was
limited, and hence, it was necessary (to ensure good theoretical
generalization)37,38 to compress the input spectra with a covari-
ance-based feature selection algorithm. The ANN analysis was
performed on second-derivative spectra derived from the raw
spectra and processed using a Savitzky-Golay algorithm with 13
smoothing points and then vector-normalized.

ANN analysis was performed on different spectral windows to
investigate which bands within the spectra contained the most
important information for distinguishing infected cells from
uninfected cells. The spectral windows used were (1) 3100-2800
and 1800-1000 cm-1, (2) 3100-2800 cm-1, and (3) 1800-1000
cm-1. In this manner, it was possible to explore the effect on
ANN prediction accuracy by leaving out spectral regions
associated with the least variability between classes. For each
optimized network, the prediction accuracy was determined
from classifications performed on the test set. Classification
accuracy of an ANN’s performance was calculated as the
number of correctly classified spectra divided by the total
number of test spectra expressed as a percentage. Sensitivity
and specificity binary classification measures were calculated
where an ANN classification of infected cells (regardless of
parasite stage) was taken as a positive test result.

Materials and Synthesis. �-Hematin was prepared as de-
scribed by Egan et al.39 by dissolving hemin (Fluka, Biochemika)
in 3 mL of 0.1 M NaOH and stirring. To the solution was added
0.3 mL of 0.1 M HCl and 1.74 mL of 12.9 M acetate (pH 5). The
reaction was complete after 30 min at 60 °C after which the
mixture was cooled for 10 min on ice and then filtered.39 The
resultant solid was dried for 24 h at 37 °C.

RESULTS AND DISCUSSION
Red blood cells make ideal subjects for FT-IR synchrotron

spectroscopy because they are anucleated and the microscope
aperture (4 × 4 µm2) is less than the diameter of the cell (∼8 ×
8 µm2); hence, Mie scattering from cell nuclei and dispersion
from edge effects that is normally associated with eukaryotic
cells is minimized. A synchrotron FT-IR vector-normalized
mean spectrum of RBCs (control) and a typical spectrum of a
single erythrocyte infected with the P. falciparum parasite
(trophozoite-infected) are displayed in Figure 1. The most
prominent features observed in the spectra are strong broad bands
at 1656 and 1542 cm-1 assigned to the CdO stretching vibration
of proteins coupled to NH2 in-plane bending vibrations (amide
I), with contributions from CdO stretching modes of DNA
nucleotides.31,40-44 The 1542 cm-1 band is also from cell

proteins typically from N-H bending coupled to a C-N
stretching mode (amide II) and also nucleic acid conformational
markers ∼1530-1330 cm-1 as previously described.31,45,46 The
ester carbonyl band at ∼1738 cm-1 from lipid moieties is more
pronounced in the trophozoite-infected cell. Features attribut-
able to Hz are not immediately obvious in the raw spectra of
trophozoite-infected cells; consequently a difference spectrum
between the control and the trophozoite spectrum was calcu-
lated and is shown in second-derivative form in Figure 2a. Bands
are assigned by correlating the minima peaks in the second-
derivative difference spectrum to the minima peaks in the second-
derivative �-hematin spectrum (Figure 2b). Bands at 1713, 1664,
and 1209 cm-1 correlate with Hz bands due to the H-bonded
carboxylate group, the CdO, and the C-O stretching vibration
of the propionate linkage, respectively.5,30 However, the CdO
band from the Hz propionate band is partly obscured by an amide
I feature due to protein differences in the two samples and thus
appears as a shoulder feature of the amide I mode, while the C-O
stretching vibration at 1209 cm-1 is very weak in the difference
spectrum (Figure 2a). Given that Hz deposits are of the order of
1 µm compared with the 4 µm aperture, it is not surprising that
these bands appear weak in the difference spectrum. However,
these bands prove that Hz can be detected at the single-cell level.
The single-cell difference spectrum below 1000 cm-1 is noisy
because the 4 × 4 µm2 aperture results in diffraction limited
energy throughput.47 The sensitivity is further reduced because
of the transmission efficiency of the CaF2 windows, which
decreases dramatically below 1000 cm-1. Here lies the intrinsic
value of using the brightness of synchrotron light to analyze
RBCs. The synchrotron light source is at least 100 times

(37) Despagne, F.; Massart, D. L. Analyst 1998, 123, 157R–178R.
(38) Hush, D. R.; Horne, B. G. IEEE Signal Process. Mag. 1993, 1, 8–39.
(39) Egan, T. J.; Ross, D. C.; Adams, P. A. FEBS Lett. 1994, 352, 54–57.
(40) Parker, F. S. Application of Infrared Spectroscopy in Biochemistry, Biology

and Medicine; Plenum: New York, 1971.
(41) Miyazawa, T.; Shimanouchi, T.; Mizushima, S. J. Chem. Phys. 1956, 24,

408–418.
(42) Miyazawa, T.; Shimanouchi, T.; Mizushima, S. J. Chem. Phys. 1958, 29,

611–616.
(43) Susi, H., Ed. Structure and Stability of Biological Macromolecules; Marcel

Dekker: New York, 1969.

(44) Surewicz, W. K.; Mantsch, H. H. Biochim. Biophys. Acta 1988, 952, 115–
130.

(45) Benedetti, E.; Bramanti, E.; Papineschi, F.; Rossi, I.; Benedetti, E. Appl.
Spectrosc. 1997, 51, 792–797.

(46) Susi, H.; Ard, J. S. Spectrochim. Acta 1971, 27A, 1549–1562.
(47) Carr, G. L. Rev. Sci. Instrum. 2001, 72, 1613–1619.

Figure 1. Synchrotron FT-IR vector-normalized spectra of averaged
RBCs (control) and a single RBC infected with the P. falciparum
parasite (trophozoite stage). Standard deviation spectra are shown
below each spectrum.
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brighter than a conventional globar source, and this, in
combination with the confocal nature of the FT-IR microscope,
makes it possible to record spectra with a small 4 × 4 µm2

aperture.
The carbonyl band associated with the propionate linkage is

observed at 1664 cm-1 in the difference spectrum (Figure 2a),
which is slightly shifted from its expected literature value of 1662
cm-1.5,30 The apparent shift is the result of this band being
superimposed on the amide I mode. The carbonyl band appears
as a shoulder feature on the amide I band in the unprocessed
spectrum with the center of this band obscured by the amide I
mode. On calculating the difference spectrum the shoulder feature
manifests as a band slightly blue-shifted compared to the literature
value for isolated Hz. To further investigate these changes an FPA-
FT-IR difference spectrum was calculated by subtracting the
average trophozoite-affected cells from the average noninfected
control (Figure 3). Although it is possible to record spectra of a
cluster of cells using a conventional FPA-FT-IR microscope in rapid
time and obtain a difference spectrum from uninfected and
infected RBCs, it is not possible to resolve spectroscopic detail at
the single-cell level with this approach. Bands observed at 1712
and 1209 cm-1 are assigned to the H-bonded carboxylate group
and C-O stretching vibrations of the propionate linkage from

the Hz crystal, respectively.5,30 A strong feature where the CdO
stretching vibrational band of the propionate linkage of Hz is
expected supports this assignment, although this region is also
affected by protein spectral changes as described below. The FPA
enables thousands of FT-IR spectra to be collected simultaneously
from a large sample area, and thus the S/N is improved upon
averaging. The resulting difference spectrum clearly delineates
the major Hz bands, including the 1209 cm-1 band, thus
confirming the presence of Hz. The absence of the 1662 cm-1

band from Hz is due to the superposition of the amide I band
from infected cells. Upon spectral subtraction with the control,
a band appears at 1657 cm-1, which is slightly shifted from
the uninfected control which appears at 1654 cm-1 possibly
indicative of denatured hemoglobin. The FPA has the advan-
tage of rapid measurement time and ready accessibility without
having to resort to a synchrotron source. However, it is not
possible to obtain spectra of individual infected cells with the
FPA because of the inherent limitations of a globar source and
numerical aperture of the Cassegrain objective; thus, a spatial
resolution closer to 12-15 µm is achieved rather than the 5.5
µm that might be expected from the pixel size. With the
improvement of globar sources and microscope optics it may
be possible to achieve single-cell spatial resolution using an
FPA in the near future.

PCA analysis was applied to synchrotron FT-IR second-
derivative spectra from control and P. falciparum-infected cells
to assess spectral covariance across a subpopulation of cells.
Figure 4A shows a clear separation in the scores plot of controls
(0) and trophozoite (T)-infected cells along PC1, while Figure 4B
shows the loadings plot for PC1. The PCA loadings plot (Figure
4B) displays strong negative loadings associated with vibrational
modes of Hz located at 1712 and 1211 cm-1. The ester carbonyl
band from lipid moieties is also a strong negative loading at
1740 cm-1. Strong positive loadings from the vibrational modes
of amide I (1650 cm-1) and amide II (1537 cm-1) of proteins
from hemoglobin are also strong contributors to the separation
along PC1 in the scores plot (Figure 4A). The strong positive
and negative loadings for both amide I and amide II are
characteristic of different protein types and concentrations be-
tween the controls and infected cells. The explained variance for
PC1 is 51% followed by 10% for PC2. The loadings plot is similar
in appearance to the difference spectrum (Figure 3) calculated
by subtracting the average control spectrum from the average
trophozoite-infected RBC spectrum. Figure 5 depicts synchrotron
FT-IR average baseline-corrected raw spectra from 30 single RBCs
infected at various stages of the P. falciparum parasite’s life cycle
including the early ring stage, trophozoite, and schizont stages
and for comparison the spectrum of uninfected (control) cells.
The spectra, which are vector-normalized between the 3100 and
1000 cm-1 spectral range, show distinct and reproducible
changes between the different stages. These include an
increase in the bands at 2930, 2852, and 1741 cm-1 as the
parasite matures. These bands are assigned to νasym(CH2 acyl
chain lipids), νsym(CH2 acyl chain lipids), and ester carbonyl
stretching vibrations, respectively. This is correlated with an
increase in the ester carbonyl band at ∼1741 cm-1 indicating
the changes observed in the C-H stretching region are indeed
from lipids. It has previously been hypothesized that as the

Figure 2. (a) Synchrotron FT-IR difference spectrum (trophozoite
RBC - control RBC) shown as a second-derivative spectrum. (b)
ATR/FT-IR second-derivative spectrum of �-hematin. (Asterisks
indicates the hemozoin marker bands).

Figure 3. Focal plane array-FT-IR difference spectrum calculated
from the average second-derivative spectra of trophozoite stage RBC
minus average second-derivative spectra of control RBC.
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parasite matures and digests hemoglobin, the heme biomineral
formed in its DV is engulfed in a lipid nanosphere.13 As the
heme crystal grows within the lipid nanosphere13 longer chain
fatty acids are thought to surround the growing crystal. Figure
6 shows the second-derivative spectra of the C-H stretching
region from lipids in the DV of infected RBCs at different stages
of the P. falciparum parasite intraerythrocytic cycle. The features
in this spectral range for the control spectrum include weak bands
at 3057 and 3027 cm-1. These bands are assigned to aromatic
C-H stretching vibrations of monosubstituted benzenes from
amino acid side chains present in hemoglobin.48,49 In addition,
the bands at 2957, 2926, and 2867 cm-1 are from νasym(CH3),
νasym(CH2), and νsym(CH3) vibrational modes of amino acid side

chains, respectively.31 There is an apparent change in the ratio
(or peak position) between the 2867 and 2851 cm-1 band in
the spectrum (Figure 6) of the ring stage parasites compared to
the later stages. From a purely spectroscopic viewpoint, it is
tempting to ascribe this change in peak position to be from an
increase in concentration of branching in the aliphatic fatty acid
side chain and a change in the lipid environment. However, the
differences in peak position in the second-derivative spectra are
more likely due to the change in slope of the spectral curve; hence,
the peak intensities vary based on bandwidth of the raw spectra
rather than concentration. Pisciotta et al.13 have previously
demonstrated a lipid association with Hz formation through the
use of TEM as part of a broader study to investigate the
crystallization of heme in infected erythrocytes. The images at
the early stage of the parasite’s lifecycle show small heme crystals
surrounded by neutral lipid spheres inside the DV compared to a
thinner rim of lipids that surrounded a much larger heme crystal
at the later trophozoite stage.13 Fitch et al.9 showed that unsatur-
ated monoacylglycerols incubated with hematin are the most
effective promoters of FePPIX polymerization, whereas saturated
lipids are incapable of promoting �-hematin crystal growth in vitro.

(48) Ramaswamy, S.; Rajaram, R. K.; Ramakrishnan, V. J. Raman Spectrosc.
2002, 33, 689–698.

(49) Cao, X.; Fischer, G. J. Mol. Struct. 2000, 519, 153–163.

Figure 4. (A) PCA scores plot along PC1 and PC2 of control (0) and trophozoite affected RBC (T) data sets. (B) PCA loadings plot along PC1
of control group and trophozoite-affected cells taken from the PCA scores plot (Figure 3) after a second-derivative function was applied.

Figure 5. FT-IR averaged normalized spectra of the C-H stretching
region and fingerprint region from the Australian Synchrotron of RBCs
(control) and the three stages of the parasitic lifecycle (ring, tropho-
zoite, and schizont) within a fixed RBC. Standard deviation spectra
are shown below each spectrum for both spectral regions.

Figure 6. Average second-derivative spectra for infected RBCs (ring,
trophozoite, and schizont stage parasites) and uninfected RBCs
(control) of the C-H stretching region. (The asterisk indicates the
appearance of a lipid band.)
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Counter to this finding, electrospray ionization tandem mass
spectrometry(ESI-MS/MS)identifiedthesaturatedlipidsmonostear-
ic glycerol (MSG) and monopalmitic glycerol (MPG) present in
the parasite’s DV, which when combined associate with Hz at a
ratio of approximately 2:1.13 In addition, Jackson et al.10 present
lipid analysis data that indicate di- and triacylglycerols make up
these neutral lipid spheres. They hypothesized that these spheres
are storage compartments for lipid intermediates during phos-
pholipid digestion in the parasite’s DV.10 Figure 7 shows the
difference spectrum for each stage of the parasite’s lifecycle
calculated within the C-H spectral range (3100-2800 cm-1) from
the average spectra presented in Figure 6. The features in the
difference spectra (Figure 7) show a number of bands associated
with a change in the type of unsaturated fatty acids and the
formation of saturated fatty acid chains within the DV of the
maturing parasite. The ring stage spectrum shows bands at 3002
and 3019 cm-1 associated with cis unsaturated fatty acids. There
are also bands at 3036 and 3068 cm-1. From a purely
spectroscopic viewpoint it is tempting to assign these bands
to trans fatty acids based on lipid model compounds;50-53

however, to date there is no evidence for trans fatty acids in P.
falciparum. Ferreri et al.54 have recently shown that radical
chemistry can lead to the formation of trans fatty acids; however,
this is not likely the case here. These difference band features
are more likely to be due to changes in the aromatic C-H

stretching vibrations of the amino acid side chains through
digestion of Hb by the parasite. The difference spectrum of the
schizont stage shows no evidence of bands associated with a cis
conformation of unsaturated lipids and therefore suggests an
increase in saturated fatty acids. The methyl and methylene C-H
band shifts and an increase in its intensity suggests that the lipid
environment surrounding the Hz crystal changes significantly.
These changes could be accounted for by a change in the length
of fatty acid side chains present in the lipid as the parasite matures.

Figure 8a shows a scores plot based on a PCA performed on
all intraerythrocytic stages and the control collectively from
decomposing the C-H (3100-2800 cm-1) stretching region. The
scores plot shows a separation mainly along PC1 between the
three different stages with the schizonts (S) separating furthest
away from the control group, followed by the trophozoites (T)
and then the rings (R), which in turn cluster very close to the
controls with some degree of separation along PC2. The
explained variance for PC1 is 68% and 6% for PC2. The loadings
plot in Figure 8b displays strong negative loadings, which indicate
the variance along PC1 in the infected cells is due to a change in
lipid concentration or composition. These changes are evident in
the 2921 and 2851 cm-1 bands associated with the asymmetric
and symmetric methylene C-H stretches from acyl chain
lipids. Figure 8c shows strong positive loadings along PC2 at 2962,
2931, 2874, and 2856 cm-1, which are associated with bands from
the lipid environment surrounding the Hz crystal. However,
these bands have little significance in the separation of infected
cells due to the low explained variance of PC2.

Table 1 shows sensitivity and specificity measures for the
detection of parasite infection obtained from three ANNs trained
on the three different spectral windows. The C-H and fingerprint
regions selected together gave the highest sensitivity and specific-
ity. Table 2 shows classification accuracy of all infected stages
compared to control. The combined C-H and fingerprint regions
produced the highest accuracy with 100% accuracy being achieved
for all three infected stages. The ANN was able to classify rings
from controls, whereas PCA was unable to clearly separate the
two groups on the scores plot observed in Figure 8a. Presumably,
the ANN models out performed the PCA because unlike PCA,
ANNs are able to exploit nonlinear relations within the data set.

An early study by Slater et al.5 presented the first FT-IR
spectrum of Hz using a conventional FT-IR spectrometer. After
sonication of P. falciparum-infected RBCs and purification of the
resultant Hz pellet the FT-IR spectrum of the Hz was found to be
spectroscopically identical to its synthetic analogue �-hematin.
Furthermore Wood et al.55 have previously spectroscopically
detected Hz in live parasites using near-IR resonance Raman
spectroscopy and compared this with the Raman spectrum of
�-hematin. Although this last study showed the presence of Hz
in infected erythrocytes using Raman spectroscopy, no study has
yet shown the presence of Hz in infected RBCs using FT-IR
spectroscopy. We have demonstrated that synchrotron FT-IR
spectroscopy in combination with multivariate methods can detect
the presence of Hz in single infected RBCs. The technique can
also be used to differentiate between the three stages of the
parasitic lifecycle based on fatty acid composition within the DV

(50) Shukla, N.; Svedberg, E. B.; Ell, J. Colloids Surf., A 2007, 301, 113–116.
(51) Sinclair, R. G.; Mckay, A. F.; Myers, G. S.; Jones, R. N. J. Am. Chem. Soc.

1952, 74, 2578–2585.
(52) Lee, D. H.; Condrate, R.; Lacourse, W. C. J. Mater. Sci. 2000, 35, 4961–

4970.
(53) Vogel-Weill, C.; Gruger, A. Spectrochim. Acta., Part A 1996, 52, 1737–

1755.
(54) Ferreri, C.; Panagiotaki, M.; Chatgilialoglu, C. Mol. Biotechnol. 2007, 37,

19–25.
(55) Wood, B. R.; Langford, S. J.; Cooke, B. M.; Glenister, F. K.; Lim, J.;

McNaughton, D. FEBS Lett. 2003, 554, 247–252.

Figure 7. Difference spectrum of the average second-derivative
spectra for infected RBCs (ring, trophozoite, and schizont stage
parasites) minus average second-derivative spectra of uninfected
RBCs (control).
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of infected erythrocytes. This provides a fundamental insight into
the biochemistry of lipid within the maturing parasite. It shows
that besides the morphological differences observed between the
intraerythrocytic life cycle stages of the parasite there are specific
changes in lipid composition that give rise to a very specific lipid
signature in the 3100-2800 cm-1 region of the mid-IR spectrum.

Bright-field microscopy has been the standard for malaria
diagnosis since the discovery of the disease in 1880. The technique
has a number of advantages, the main one being the ability to
quantify and identify the parasites at different stages of the
parasite’s life cycle. With this information it is possible to work
out a treatment regime specific for the patient. However, micros-
copy also has several disadvantages, the major one being that it
is subjective and requires experienced personnel to make the
diagnosis. Rapid diagnostic tests (RDTs) also known as “dipsticks”,
provide an alternative to microscopy. RDTs make use of a capture
antibody and conjugated detection antibody to detect malarial
antigen in blood samples. The advantages of this approach include
the rapid turnaround time and the simplicity of use, which allow
clinicians to make on-the-spot diagnoses. However, quantification
of infected parasites with RDTs is not possible at this time, which
is important as knowledge of the parasite number often determines
the therapeutic approach. Although the sensitivity is good (40
parasites/µL of blood), the cost of dipsticks has limited their use
in the developing world where these tests are needed. Laser
desorption mass spectrometry (LD-MS) is able to detect Hz to a
sensitivity of 100-1000 parasites/µL of blood, roughly similar to
routine microscopy. However, the technique relies on the presence
of Hz, and therefore early ring stages of the parasite would elude
detection with this approach. Raman microscopy also shows
potential as a diagnostic for malaria. However, like LD-MS it
currently relies on the detection of Hz in the cells, and conse-
quently at present the technique has only been shown to detect
later stages of the parasites life cycle.

Finding inexpensive, sensitive, and rapid methods for malaria
diagnosis, which require minimal training for the technician, would
have a major impact on malaria management. In this context FT-
IR spectroscopy may offer several advantages compared to these
other techniques in the foreseeable future. These include (1) the
ability to detect all stages of the parasite’s life cycle including the
early ring stage prior to Hz formation, (2) unambiguous nonsub-

Figure 8. (a) PCA scores plot of the C-H stretching region along
PC1 and PC2 of control (0) and all three stages of infection (ring (R),
trophozoite (T), and schizont (S)) with RBCs. (b) PCA loadings plot
of the C-H stretching region along PC1 of control (0) and all three
stages of infection (ring, trophozoite, and schizont) within RBCs after
a second-derivative function was applied. (c) PCA loadings plot of
the C-H stretching region along PC2 of control (0) and all three
stages of infection (ring, trophozoite, and schizont) within RBCs after
a second-derivative function was applied.

Table 1. Artificial Neural Network (ANN) Sensitivities
and Specificities of Infected and Uninfected RBCs for
the Three Spectral Ranges Trialed

spectral range (cm-1) 3100-2800,
1800-1000

3100-2800 1800-1000

sensitivity (%) 100 93 99
specificity (%) 92 88 91

Table 2. Artificial Neural Network (ANN) Accuracies
for Correctly Classifying Control, Rings, Trophozoites,
and Schizonts for the Three Spectral Ranges Trialed

spectral range (cm-1) 3100-2800,
1800-1000

3100-2800 1800-1000

control 92 88 91
rings 100 79 96
trophozoites 100 96 100
schizonts 100 92 100
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jective diagnosis based on neural network spectral pattern
recognition, (3) although the instrumentation is currently expen-
sive the actual cost per test is very cheap especially if one uses
inexpensive IR substrates such as Kevley slides, and (4) the
technique has a sensitivity of 1 parasite/µL of blood on a thin
film when using a synchrotron source.

Of course a synchrotron source is not suited for a clinical
environment, but with the continued development of confocal
micro-FT-IR imaging spectrometers with powerful globar sources,
improved sensitivity FPA detectors, and new advances in com-
putational algorithms for diagnosis, one can envisage FT-IR
spectroscopy becoming a new weapon in the fight against malaria.
These results lay the foundation for the future development of an
IR-based technology that would be rapid, nonsubjective, and may
one day not be dependent on the brightness of a synchrotron
source to obtain the required spatial resolution for high-
performance single-cell spectroscopy.
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Abstract: The morphology of micrometer-sized â-hematin crystals (synthetic malaria pigment) was
determined by TEM images and diffraction, and by grazing incidence synchrotron X-ray diffraction at the
air-water interface. The needle-like crystals are bounded by sharp {100} and {010} side faces, and capped
by {011} and, to a lesser extent, by {001} end faces, in agreement with hemozoin (malaria pigment) crystals.
The â-hematin crystals grown in the presence of 10% chloroquine or quinine took appreciably longer to
precipitate and tended to be symmetrically tapered toward both ends of the needle, due to stereoselective
additive binding to {001} or {011} ledges. Evidence, but marginal, is presented that additives reduce
crystal mosaic domain size along the needle axis, based on X-ray powder diffraction data. Coherent grazing
exit X-ray diffraction suggests that the mosaic domains are smaller and less structurally stable than in
pure crystals. IR-ATR and Raman spectra indicate molecular based differences due to a modification of
surface and bulk propionic acid groups, following additive binding and a molecular rearrangement in the
environment of the bulk sites poisoned by occluded quinoline. These results provided incentive to examine
computationally whether hemozoin may be a target of antimalarial drugs diethylamino-alkoxyxanthones
and artemisinin. A variation in activity of the former as a function of the alkoxy chain length is correlated
with computed binding energy to {001} and {011} faces of â-hematin. A model is proposed for artemisinin
activity involving hemozoin nucleation inhibition via artemisinin-â-hematin adducts bound to the principal
crystal faces. Regarding nucleation of hemozoin inside the digestive vacuole of the malaria parasite,
nucleation via the vacuole’s membranous surface is proposed, based on a reported hemozoin alignment.
As a test, a dibehenoyl-phosphatidylcholine monolayer transferred onto OTS-Si wafer nucleated far more
â-hematin crystals, albeit randomly oriented, than a reference OTS-Si.

Introduction

Malaria, a tropical disease caused by protozoan parasites of
the genusPlasmodium, has been a primary concern to humanity
for centuries and is now extended to more than 40% of the
world’s population.Plasmodium falciparum, the most prevalent
species across the globe, is often fatal to humans. During its
life stages within the red blood cell, the malaria parasite degrades

host hemoglobin as a major source of amino acids. During this
proteolysis in an acidic digestive vacuole, free heme, ferri-
protoporphyrin IX (Figure 1a), which is toxic to the parasite, is
released. But the heme is converted into a crystalline compound
called malaria pigment or hemozoin that is harmless to the
parasite.

This crystalline product is isostructural1 with the synthetic
phaseâ-hematin, the crystal structure of which has been solved
from its synchrotron X-ray diffraction powder pattern by Bohle
and co-workers.2 The crystal structure, which had previously
been assumed to be built of polymeric chains,3 was shown to
be centrosymmetric, space groupP1h, consisting of propionate-
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linked (Fe-O-C(dO)CH2CH2-) reciprocal head-to-tail cyclic
heme dimers interlinked via O-H‚‚‚OdC hydrogen-bonded
cyclic pairs forming chains aligned parallel to the axial direction
a-c (Figure 1b). This crystal structure led Bohle et al.2 to
propose, in keeping with previous similar suggestions,4,5 that
antimalarial quinoline-type drugs act by binding to hemozoin
crystal faces, which would inhibit their growth and result in a
buildup of the toxic heme and thus lead to the death of the
parasite. However, no information on the crystal surface binding
site was provided, nor details on the habit and{h,k,l} faces of
the micrometer-sized hemozoin orâ-hematin crystals, in terms
of the crystal structure.

By making use of the crystal structure ofâ-hematin, we have
reported its theoretical growth morphology6 (Figure 2a) which
has been shown to be similar in habit and form to that of several
reported specimens of hemozoin.7 A model of binding quinoline
drugs to the fast-growing highly corrugated{001} face of
hemozoin, shown in Figure 2b for binding of chloroquine, was
also determined by theoretical methods,6 but direct experimental
evidence of this binding site was still absent.

The mode of action of quinoline-containing drugs and recently
developed resistance to commonly used quinolines by malaria
parasites has been recently reviewed by Bray et al.8 Indeed, it
is this resistance, made manifest by reduced drug accumulation
in the food vacuole that has motivated the need for a fuller
understanding of the mode of action of quinoline drugs and the
development of new, effective antimalarial drugs.

Here we describe experiments to glean information on the
crystal nucleation process ofâ-hematin. We use as a basis the
fact that theâ-hematin molecular dimer is a bolaform am-

phiphile, the observation thatâ-hematin crystal formation can
be enhanced by the presence of lipids,9 and the report by
Goldberg and co-workers10 of aligned parallelepiped crystals
of hemozoin formed in the digestive vacuole ofPlasmodium
falciparum. It is well-established that crystalline monolayers of
amphiphilic molecules induce oriented nucleation of molecular
crystals at the amphiphilic-aqueous solution interface by virtue
of structural complementarity between the head groups of the
monolayer and the layer arrangement within the to-be-nucleated
crystal. Thus, we examined the nucleation behavior ofâ-hematin
crystals at an air-water interface and at the interface between
a phospholipid monolayer on solid support and a chloroform
solution. We present here a characterization of theâ-hematin
crystal morphology obtained from different solvents in relation
to its crystal structure, as well as observed changes in the
morphology, time of precipitation, and a possible reduction in
domain size of crystals grown in the presence of quinine and
chloroquine additives. Experimental evidence in favor of the
binding of the quinoline toâ-hematin at the surface of the
growing crystal is also presented. Various experimental tech-
niques, described in the Supporting Information (SI), were
applied to obtain the above information, including grazing
incidence X-ray diffraction (GIXD), electron diffraction (ED),
transmission electron microscopy (TEM) images, synchrotron
X-ray powder diffraction (XRPD), coherent grazing exit syn-
chrotron X-ray scattering, micro-Raman spectroscopy, and IR
attenuated total reflectance (ATR) micro-imaging spectroscopy.
Micro-Raman and IR-ATR spectroscopies have recently been
used to understand the electronic structure ofâ-hematin and
hemozoin in whole red blood cells11 and are shown to be a useful
way of monitoring heme aggregation through specific marker
bands in human red blood cells.12

(2) Pagola, S.; Stephens, W. P.; Bohle, D. S.; Kosar, A. D.; Madsen, S. K.
Nature2000,404, 307.

(3) Slater, A. F. G.; Swiggart, W. J.; Orton, B. R.; Flitter, W. D.; Goldberg,
D. E.; Cerami, A.; Henderson, G. B.Proc. Natl. Acad. Sci. U.S.A.1991,
88, 325.

(4) Sullivan, D. J.; Gluzman, I. Y.; Russell, D. G.; Goldberg, D. E.Natl. Acad.
Sci. U.S.A.1996,93, 11865.

(5) Sullivan, D. J.; Matile, H.; Ridley, R. G.; Goldberg, D. E.J. Biol. Chem.
1998,273, 31103.

(6) Buller, R.; Peterson, M. L.; Almarsson, O.; Leiserowitz, L.Cryst. Growth
Des.2002,2, 553-562.

(7) Chen, M. M.; Shi, L.; Sullivan, D. J.Mol. Biochem. Parasitol.2001,113,
1.

(8) Bray, P. G.; Ward, S. A.; O’Neill, P. M.Drugs, Disease and Post-genomic
Biology, Current Topics in Microbiology and Immunology; Springer-
Verlag: Berlin, Heidelberg, 2005; Vol. 295.

(9) Fitch, C. D.; Cai, G. Z.; Shen, Y. F.; Shoemaker, J. D.Biochim. Biophys.
Acta 1999,1454, 31.

(10) Goldberg, D. E.; Slater, A. F. G.; Cerami, A.; Henderson, G. B.Proc.
Natl. Acad. Sci. U.S.A.1990,87, 2931-2935.

(11) Wood, B. R.; Langford, S. J.; Cooke, B. M.; Lim, J.; Glenister, F. K.;
Duriska, M.; Unthank, J. K.; McNaughton, D.J. Am.. Chem. Soc.2004,
126, 9233-9239.

Figure 1. (a) The heme molecular structure. (b) Crystal structure of
â-hematin, which consists of molecular heme dimers, viewed along the
c-axis. The (100) and (010) faces are labeled.

Figure 2. (a) Theoretical growth form ofâ-hematin viewed: (top)
perpendicular to the{100} face, (bottom) along thec-axis; (b) corrugated
{001} faces ofâ-hematin, at which adsorption of quinoline drugs has been
proposed, as shown for chloroquine bound to the (001) face.6
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Next we examine by computational means the possibility of
hemozoin nucleation/growth inhibition as an important factor
in the antimalarial activity of drugs other than quinolines,
focusing on diethylamino-alkoxyxanthones and artemisinin. The
binding properties of 3,6-bis-ω-diethylamino-alkoxyxanthones
(Chart 1) to the surface crystal structure ofâ-hematin are
examined in terms of the antimalarial activity of the drug, which
belongs to a novel class of antimalarial compounds with activity
against multidrug-resistantPlasmodiumparasites, reported by
Riscoe and co-workers.13,14

These compounds, labeled XNn, wheren is the number of
CH2 groups per chain ranging from 2 to 8 (exceptn )7), form
soluble complexes with heme and prevent the precipitation of
heme in aqueous solution under the mildly acidic conditions of
the parasitic digestive vacuole at pH) 5.2. A strong correlation
was found between the heme affinity (Ka) measured in aqueous
solution, the alkoxy chain length, and antimalarial potency,13

shown in Figure S1of the SI. The two most active compounds
in the series,n ) 5 and 6, exhibited low nanomolar 50%
inhibitory concentration (IC50) values against strains of chloro-
quine-susceptible and multidrug-resistantPlasmodium falci-
parum in vitro.

Finally, we consider inhibition of crystal nucleation/growth
of hemozoin as a possible mode of action to account for the
widely used antimalarial drug, artemisinin, extracted from an
ancient Chinese herbal remedy,Artemisia annu(sweet worm-
wood or “qinghao”). Artemisinin and its derivatives (Chart 2a),
being highly active against multidrug-resistant strains of malaria
parasite, have attracted much attention; the mechanisms of
action, resistance, and toxicity have been recently reviewed by
Meshnick15 and by Bray et al.8 The reactivity of the peroxide
function of artemisinin has been considered as the primary factor
of the pharmacological activity. A key finding is that artemisinin
cannot be cyclically oxidized and reduced; only one free radical
can result from one drug molecule, which has a selective toxic
effect at very low concentrations. The selective toxicity of
artemisinin may arise from alkylation of the heme leading to
heme-artemisinin-derived covalent adducts. Heme-artemisinin
adducts have been demonstrated in parasite cultures treated with
therapeutic concentrations of artemisinin derivatives.16 Arte-
misinin forms covalent bonds with heme when incubated in a
cell-free solution, and these same artemisinin-heme adducts
appear to form in artemisinin-treated parasites. At micromolar
concentrations, artemisinin inhibits hemoglobin digestion by
malaria parasites and inhibits hemozoin formation, but this has
only been demonstrated in cell-free conditions.17 The structure

of an artemisinin-porphyrin adduct has been characterized by
Meunier and co-workers,18 following activation of the peroxide
function of artemisinin by iron(II)-heme generated in situ from
iron(III)-protoporphyrin-IX and glutathione, a biologically
relevant reductant. It was found that under mild conditions, such
a reaction produced a high yield (85%) of heme derivatives
alkylated atR, â, γ, andδ positions by a C4-centered radical
derived from artemisinin (Chart 2b), where the regioselectivity
at theR, â and δ positions were about the same at 28% on
average. The relatively low yield of 13% at theγ-position is
presumably due to molecular overcrowding. We shall make use
of this structural information to develop a scenario involving
hemozoin nucleation inhibition to account for the antimalarial
behavior of artemisinin and, as an extension, rationalize the
increased antimalarial efficacy when a cocktail of artemisinin
and quinoline-type drugs are used in conjunction. We stress,
however, that there are various hypotheses on the mechanism
of artemisinin-based drug action; besides heme alkylation, a
number of other biological targets have been proposed including
specific parasite proteins.8,15

Results

â-Hematin Crystals at the Air-Water Interface. Little is
known on the crystal nucleation of the malaria pigment
hemozoin in the digestive vacuole of the malaria parasite. In
order to glean some knowledge on the process, albeit indirect,
we tried to monitor, by grazing incidence X-ray diffraction
(GIXD) using synchrotron radiation, the crystal nucleation of
â-hematin (i.e., synthetic hemozoin) in a manner akin to the

(12) Wood, B. R.; Hammer, L.; Davis, L.; McNaughton, D.J. Biomed. Opt.
2005,10, 014005/1-01400.5/13.

(13) Kelly, J. X.; Winters, R.; Peyton, D. H.; Hinrichs, D. H.; Riscoe, M.
Antimicrob. Agents Chemother.2002,46, 144-150.

(14) Riscoe, M.; Kelly, J. X.; Winter, R.Curr. Med. Chem.2005,12, 2539.
(15) Meshnick, S. H.Int. J. Parasitol.2002,32, 1655-1660.
(16) Hong, Y. L.; Yang, Y. Z.; Meshnick, S. R.Mol. Biochem. Parasitol.1994,

63, 121-128.

(17) Pandey, A. V.; Tekwani, B. L.; Singh, R. L.; Chauhan, V. S.J. Biol. Chem.
1999,274, 19383.

(18) Robert, A.; Coppel, Y.; Meunier, B.Chem. Comm.2002, 414-415.

Chart 1. Generalized Structure of
3,6-Bis-ω-N,N-diethylamino-alkoxyxanthones, Labeled XNn, where
n is the Number of CH2 Groups

Chart 2. (a) Molecular Structure of Artemisinin, and Two
Derivatives; (b) alkylation of Iron(II)-Heme by Artemisinin; in these
Heme-Artemisinin Adducts the Substitution May Occur at R, â (as
shown), γ, or δ Positions, Yielding Products ARH, AâH, AγH, and
AδH, Respectively, where A Represents an Artemisinin Moiety
Covalently Bound to a Heme H via Sites R, â, γ, δ
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way adopted in following the crystal nucleation of the am-
phiphile cholesterol from one to three bilayers at the air-water
interface.19 The idea was to take advantage of the fact that the
molecular dimeric structure ofâ-hematin (Figure 1b), the basic
building block of the crystal, may be regarded as a bolaform
amphiphile and so might form crystalline multilayers at the air-
water interface.20

When a fresh solution, which contained hemin (chloro-
(protoporphyrinato)iron(III)) and 2,6-lutidine in chloroform (see
experimental details in SI), was spread on water, formation of
â-hematin crystals was not detected on examination of the film
at the liquid surface by GIXD even after 24 h, nor by FTIR
after transfer to solid support. The result remained unchanged
when the phospholipid dipalmitoylphosphatidyl-choline or
-ethanolamine (DPPC or DPPE), sufficient for about 15% of a
full monolayer coverage, was added to the chloroform solution.
By contrast, the bulk solutions, yieldedâ-hematin nanocrystals
only after overnight aging, as determined by FTIR and powder
X-ray diffraction measurements. For the nanocrystal character-
ization, samples were prepared by spreading the aged solution
on the water surface of a Langmuir trough followed by
transferring the insoluble floating material onto a gold-covered
silicon wafer. The FTIR spectra obtained were very similar to
those of published data,21 which showed the characteristic strong
and narrow bands at 1206 and 1660 cm-1, indicative of the
iron-coordinated C-O and CdO stretching vibrations which
are absent in hemin. The X-ray powder diffraction pattern
matched that of published data.2 An aged bulk solution, when
spread on the water surface, yieldedâ-hematin crystals floating
mainly on their {100} face, according to GIXD and X-ray
reflectivity measurements20,22-24 of the film measured on water
(Figure 3) performed on the liquid surface diffractometer at
Hasylab. Along thea*-direction, namely perpendicular to the
plane of the{100} face, the domain size of these floating crystals
was found to be in the range between 200 and 450 Å, determined
from the widths of several{100} Bragg peaks by application
of the Scherrer formula.25 The {100} Bragg reflection of one
sample preparation is shown in Figure 3b.

Induced Nucleation of â-Hematin Crystals by a Di-
behenoyl-L-r-phosphatidylcholine (DBPC) Monolayer. A
well-compressed monolayer of DBPC on the water surface of
a Langmuir trough was transferred by the Langmuir-Schaffer
technique onto an OTS-Si wafer (see experimental details in
SI). The DBPC-OTS-Si wafer was oriented vertically, together
with an OTS-Si wafer used as reference, in a vessel containing
a chloroform solution of hemin and 2,6-lutidine. The number
of â-hematin crystals formed on the DBPC-OTS-Si wafer was
much greater than on the OTS-Si wafer, according to visual
inspection. An initial measure of the orientation of theâ-hematin
crystals was determined by a specular X-ray diffractionθ/2θ

scan (see SI), sensing only crystallographic planes parallel to
the plane of a Si wafer, as shown in Figure 4.

The intense{100} reflection suggests some measure of
preferred orientation when comparing the intensities of the
{100} and {131} reflections with those of the corresponding
reflections in Figure 8c (vide infra), but a pole figure of the
{100} reflection showed only a very minor preference for the
{100} faces to lie parallel to the surface plane of the DBPC-
OTS-Si wafer, the overriding majority of crystals were
randomly oriented.

Morphology of Pure â-Hematin Crystals. According to the
theoretical growth morphology ofâ-hematin crystals,6 in
keeping with images of several specimen hemozoin crystals
reported by Sullivan and co-workers,7 the crystals, elongated

(19) Solomonov, I.; Weygand, M. J.; Kjaer, K.; Rapaport, H.; Leiserowitz, L.
Biophys. J.2005,88, 1809.

(20) Kuzmenko, I.; Rapaport, H.; Kjaer, K.; Als-Nielsen, J.; Weissbuch, I.;
Lahav, M.; Leiserowitz, L.Chem. ReV.2001,101, 1659-1696.

(21) Egan, T. J.; Mavuso, M. W.; Ncokazi, K. K.Biochemistry2000,40, 204-
213.

(22) Als-Nielsen, J.; Kjaer, K. InProceedings of the Nato AdVanced Study
Institute, Phase Transitions in Soft Condensed Matter; Riste, T., Sherrington,
D., Eds.; Plenum Press: New York: Geilo, Norway, 1989; Vol. 211, Series
B, pp 113-138.

(23) Kjaer, K.Physica1994,198, 100.
(24) Als-Nielsen, J.; Jacquemain, D.; Kjaer, K.; Leveiller, F.; Lahav, M.;

Leiserowitz, L.Phys. Rep.1994,246, 251-313.
(25) Guinier, A.X-ray Diffraction; Freeman: San Francisco, 1968.

Figure 3. Orientedâ-hematin crystallites on the water surface. (a) The
GIXD patternI(qh, qV), in which the X-ray scattering vector components
qh and qV (in Å-1) are parallel (i.e.,horizontal) and perpendicular (i.e.,
Vertical) to the water surface respectively. Theqh andqV values of the various
(h,k,l) reflections correspond toâ-hematin crystals floating on theirbc face.
This assignment is in agreement with the{100} reflection of â-hematin
crystallites obtained from X-ray reflectivity (XR,qh ≡ 0 Å-1) measurements
depicted in (b). The FWHM of the XR peak (0.028 Å-1) corresponds to
crystal coherence lengthL along the directiona* of 200 Å, applying the
Scherrer formulaL ) 0.9 × 2π/FWHM.25 Note that the observation of a
(100) reflection, albeit very weak, near the horizon (qV ≈ 0 Å-1) in the
GIXD pattern (a) indicates that there is a very small population of crystals
floating on theirac faces.

Figure 4. Specular X-ray (wavelengthλ ) 1.542 Å) diffractionθ/2θ scan
probing the orientation ofâ-hematin crystals nucleated by the exposed polar
head groups of a phospholipid DBPC monolayer in contact with an OTS-
Si wafer. The{100} and{131} reflections are denoted.
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in thec-direction, are delineated by well-developed{100}and
{010} side faces and smaller{011} end faces (Figure 2a). In
order to experimentally establish this morphology, use was made
of TEM images and ED patterns. Here advantage was taken of
the small angles between the real (a,b,c) and reciprocal
(a*,b*,c*) crystal axes (10°, 8°, 7° respectively) ofâ-hematin26

in order to obtain{0kl} or {h0l} diffraction patterns assuming
that the crystals would lie on their{100} or {010} faces
respectively.

The â-hematin crystals, (grown in MeOH-DMSO27 or
chloroform, see SI), examined by scanning electron microscopy
(SEM), appear lath-like in shape, 0.5-10 µm long and 0.05-
0.5 µm wide (Figure 5a, d). Several crystals exhibit regular
morphologies in keeping with the centrosymmetricP 1h sym-
metry of the crystal structure. Other crystals tend to be wedge-
shaped at one end. We have identified the crystal faces making
use of the more regular shaped habit. ED patterns ofâ-hematin
crystals grown in MeOH-DMSO solutions are of the type 0kl
andh0l (Figure 6a, b bottom); the corresponding transmission
electron microscopy (TEM) images are shown in Figure 6a, b,
top. Given the small angles between the real (a,b,c) and
corresponding reciprocal (a*,b*,c*) crystal axes (vide supra),
the â-hematin crystals displayed in Figure 6a, b lie on their
{100} and {010} faces respectively. Of 13 crystals from
MeOH-DMSO solution, characterized by TEM micrographs,
11 exposed{010} faces, the remaining two{100} faces. Thus,
we may conclude thatâ-hematin crystals obtained from MeOH-

DMSO solutions are tabular needles extended along thec-axis,
with {010} and {100} side faces, the former being generally
more well-developed. A measure of the relative sizes of the
exposed{010} and the{100} side faces of a specimen crystal
was obtained from a comparison of TEM images of the crystal
in its flat position and rotated about its needle axis by 45° (not
shown), yielding a width-to-thickness ratio of about 3:1, which
is consistent with the observation that most of the crystals
observed lay on their{010} face.

The crystals grown in CHCl3 solution expose the{100} face
in five of the seven TEM images examined, the remainder the
{010} face. The TEM image of a{100} oriented crystal and
its corresponding ED pattern are shown in Figure 6c. Thus, the
plate and side faces are primarily of the type{100}and{010}
respectively for crystals grown in CHCl3 solution.

According to the measurements of several well-formed
specimen crystals, four of which are shown in Figure 6a, the
edge of the slanted end face makes an angle of 116( 4° with
the longc-axis of the crystal, consistent with an end face of the
type{011}, which is the stable end face of the theoretical growth
form of â-hematin, and which also appears in several hemozoin
specimen crystals.6 This assignment is consistent with the
corresponding ED pattern (Figure 6a, bottom) showing that the
diffraction vectord*(011) is perpendicular to the slanted end
face. It is noteworthy that the 0kl reciprocal lattice ofâ-hematin
has nearmmsymmetry, the angle between the axesb* andc*
being 88.8°. Thus, the vectorsd*(011) andd*(01h1) are nearly
related by mirror symmetry (Figure 6a, bottom) and so it would
be difficult to differentiate between slanted faces{011} and
{01h1} by visual inspection only of the TEM image of a
specimen crystal. On theoretical grounds, we may preclude
formation of the{01h1} face as commonly occurring, its crystal
surface structure being highly corrugated (not shown) and
therefore much less stable than the{011} crystal face in
accordance with the theoretical crystal growth form computa-
tions.6

Nucleation and Morphology ofâ-Hematin Crystals Grown
in the Presence of Quinolines.According to our recent study,6

quinoline-type drugs should inhibit nucleation and growth of
hemozoin crystals along the fast-growingc-direction as a result
of proposed binding onto the{001}faces (Figure 2b), but direct
experimental evidence for this model was still missing. In order
to provide information on quinoline binding, we examined to
what extent the quinoline drugs affectedâ-hematin crystal
nucleation and growth, in terms of time of crystal appearance
and change in morphology. Regarding the first question, we
found that the presence of 10% quinoline-type additives in
chloroform solutions of hemin significantly increased the time
for the crystals to appear, indicating a strong inhibition at the
nucleation stage. For example, under the experimental conditions
used, “pure”â-hematin nanocrystals appeared from chloroform
solution after aging for about 12 h (on the basis of 40
experiments). When 10% quinine (Q) or chloroquine (CQ) (mol/
mol hemin) was present in the solution, the “drug-affected”
crystals appeared with high reproducibility after at least 48 h
aging. The time was established from the data of 40 experiments
for each additive. Increasing the additive concentration to 20%
prevented formation ofâ-hematin crystals. These data support
the comprehensive studies by Egan and co-workers28 and by

(26) Real and reciprocal unit cell dimensions (Å, Å-1, deg) ofâ-hematin: a )
12.196 Å,b ) 14.684 Å,c ) 8.040 Å,R ) 90.22,â ) 96.80,γ ) 97.92,
a* ) 0.08338,b* ) 0.06876,c* ) 0.12527,R* ) 88.83°â* ) 83.05°,
γ* ) 82.00°. Angles between axesa anda*, b andb*, andc andc*, are
10.5°, 7.9°and 6.8°, respectively.

(27) Bohle, D. S.; Kosar, A. D.; Stephens, W. P.Acta Crystallogr.2002,D58,
1752-1756. (28) Egan, T. J.; Ross, D. C.; Adams, P. A.FEBS Lett.1994,352, 54-57.

Figure 5. SEM micrographs ofâ-hematin crystals obtained from: (a-c)
MeOH-DMSO and (d-f) CHCl3 solutions. The crystals grown in the
absence of the quinolines are shown in (a) and (d); those grown in the
presence of 10% quinine and chloroquine are shown in (b, e) and (c, f),
respectively.
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Chong and Sullivan,29 which demonstrated that quinoline
antimalarials decrease the rate ofâ-hematin formation.

As for providing evidence that the quinoline-type drugs
modify the morphology of the synthetic hemozoin crystals, many
of the crystals grown in the presence of CQ and Q were
symmetrically tapered at both ends, spine-like in habit (Figure
5b, c, e, f and Figure 7a), primarily those obtained from CHCl3

solution. The average angle between the tapered side faces of
four of such spines, shown in Figure 7a is about 11°, in keeping
with formation of a stepped-face morphology composed of a
series of narrow{001} or {011} facet-type ledges, with an
average height/width ratio oftan5.5°≈10, shown schematically
in Figure 7b. We propose that such tapering, resulting in growth
along the spine axis of thinner and thinner cross-section, reduces
the inhibiting effect of the quinoline additive since adsorption
occurs primarily on the exposed{011} or {001} ledges.

Detection of the Effect of Quinolines via X-ray Diffraction
Methods and Vibrational Micro-Raman and IR-ATR Spec-
troscopy. In order to glean more direct evidence of crystal
growth inhibition at the{001} or {011} faces by stereoselective
adsorption thereon of quinoline additives, we applied the concept
that the additive, if adsorbed and perhaps occluded via particular
crystal faces, should induce a reduction of the crystal mosaic

domain size along the corresponding directions. Thus, use was
made of synchrotron X-ray powder diffraction (XRPD) and
coherent grazing X-ray diffraction30 (CGXD) in order to detect
such an affect, if present.

A quinoline additive, if adsorbed and occluded via a particular
{hkl} face, should result in a reduction of the crystal coherence
lengthL{h,k,l} along the direction perpendicular to that face,
as would be made manifest by a broadening of the{hkl} Bragg
reflection. L{h,k,l} may be derived from the FWHM of the
Bragg reflection by use of the Scherrer formula.25 Such a
concept had been demonstrated by a comparison of the crystal
mosaic domain sizes of pure synthetic and biogenic calcite.31

Thus, quinoline, if adsorbed and occluded via the{001} or
{011} face in sufficient concentration, should reduce the
crystalline mosaic domain size along thec-direction, resulting
in broader{001} or {011} X-ray reflections than those of the
pure samples. Thus, synchrotron XRPD measurements32 (see
SI) were performed at Hasylab (Hamburg) on samples of
â-hematin grown from MeOH-DMSO and from CHCl3 solu-
tions, in the absence and in the presence of 10% quinoline
additive (Q, CQ). Four of these XRPD patterns are shown in
Figure 8.

For the analysis of the results, we have assumed that the
crystal coherence along thec-axis L{001} relative to the
coherence lengths along the different crystallographic directions
L{hkl}, is a measure of the relative change inL{001}. In Table
1 the ratiosL{001}/L{hkl}, labeledL001/hkl, of five well-resolved
and sufficiently intense reflections of each powder sample of
the “pure” and “affected” crystals are listed, together with the
average values ofL001/hkl. Growth inhibition along thec-axis
should yield a decrease in the average value ofL001/hkl, which
is not apparent for crystals grown in MeOH-DMSO (Table
1a), although there appears to be a marginally positive effect
for crystals grown in CHCl3 (Table 1b). We have no knowledge,

(29) Chong, C. R.; Sullivan, D. J.Biochem. Pharmacol.2003,66, 2201-2212.

(30) Pfeiffer, F.; Zhang, W.; Robinson, I. K.Appl. Phys. Lett.2004,84, 1847.
(31) Berman, A.; Hanson, J.; Leiserowitz, L.; Koetzle, T. F.; Weiner, S.; Addadi,

L. Science1993,259, 776-779.
(32) Knapp, M.; Baehtz, C.; Ehrenberg, H.; Fuess, H.J. Synchrotron Radiat.

2004,11, 328-334.

Figure 6. TEM images (top) and corresponding selected-area ED patterns (bottom) ofâ-hematin crystals obtained from: (a, b) MeOH-DMSO and (c)
CHCl3 solutions. The crystal faces are (h,k,l) indexed, based on the corresponding ED pattern. The 0kl diffraction pattern shown in (a) is from the labeled
crystal. The morphologies of three other similarly shaped crystals are shown. The ends of the two crystals denoted by an asterisk were cut off from view
in the original TEM image.

Figure 7. (a) Symmetrically tapered crystals ofâ-hematin obtained from
growth in the presence of the quinoline drugs. The colored crystal was
photographed on an optical microscope; the others are from TEM images.
(b) Model of stepped face morphology showing{001} and{011} ledges
to account for the symmetric tapering.
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however, of the concentration of quinoline additive stereo-
selectively adsorbed onto the crystal surface and the fraction
thereof eventually occluded into the crystal.

The CGXD experiment produced the diffraction pattern
shown in Figure 9 from the crystals grown from MeOH-DMSO

solution without additives. The intensity distribution, which is
nominally given by the Fourier transform of the shape of the
crystal grain, i.e., mosaic domain, that is illuminated, cannot
be interpreted simply, but some general conclusions can be
drawn. A strain-free perfect crystal should give a locally
centrosymmetric diffraction pattern; the lack of symmetry seen
here indicates that the crystal is strained. A plate-like shape for
the crystal is suggested by the elongation of the diffraction
pattern. The crystals grown from MeOH-DMSO in the presence
of quinoline additive gave only very weak diffraction signals
that disappeared with X-ray exposure. This suggests that the
crystal domains grown in the presence of additives were smaller
and less structurally stable.

Average micro-Raman spectra33,34(see SI) in the 1800-1200
cm-1 region of pureâ-hematin crystals andâ-hematin grown
in the presence of 10% quinine and chloroquine (Figure 10)
show minor variation, mainly in band widths and relative

(33) Chan, A. K. L.; Kazarian, S. G.Appl. Spectrosc.2003,57, 381-389.
(34) Colley, C. S.; Kazarian, S. G.; Weinberg, P. D.; Lever, M. J.Biopolymers

2004,74, 328-335.

Figure 8. X-ray powder diffraction (XRPD) patterns ofâ-hematin crystals
obtained from (a, b) MeOH-DMSO solution, (c-e) chloroform solution.
The XRPD patterns shown in (a, c) correspond to crystals grown in the
absence of quinoline additive, those in (b, d, e) to crystals grown in the
presence of 10% CQ, Q, and CQ respectively.

Table 1. Crystal Coherence Lengths L{hkl} (Å) along Six hkl
Directions, the Ratios L{001}/L{hkl}, Denoted as L001/hkl and the
Average Ratio thereof 〈L001/hkl〉 along Five hkl Directions
{100}-{131} Obtained from Different Sets of XRPD Data of
â-Hematin, Grown in the Absence of Quinoline Additives (Pure
Crystals) and in the Presence of 10% Q and of 10% CQ

pure â-hematin +10% quinine +10% chloroquine

{hkl} L{hkl} L001/hkl L{hkl} L001/hkl L{hkl} L001/hkl

Nine Samples of Crystalline Powder
obtained from DMSO-MeOHa

{001} 990 1205 1040
{100} 810 1.22 830 1.45 790 1.31
{020} 550 1.80 670 1.80 610 1.70
{111} 540 1.83 765 1.58 700 1.47
{031} 455 2.18 490 2.46 515 2.02
{131} 500 1.98 505 2.39 510 2.05

〈1.80〉 〈1.94〉 〈1.71〉
Three Samples of Crystalline Powder

Obtained from CHCl3 Solution
{001} 390 400 470
{100} 190 2.05 195 2.05 240 1.96
{020} 315 1.24 370 1.08 395 1.19
{111} 245 1.59 415 0.96 295 1.59
{031} 215 1.81 245 1.63 250 1.88
{131} 180 2.17 310 1.29 275 1.71

〈1.77〉 〈1.40〉 〈1.67〉

a Values in each column are the average of three powder samples.

Figure 9. Coherent X-ray diffraction patterns measured for the first peak
{100} of the powder diffraction pattern ofâ-hematin grown without
additives: (a) is the center of the rocking curve, whereas in (b) the two
smaller panels are offset on either side by a fraction of a degree. The false-
color intensity scale is saturated in the center so that the weaker features at
the edges of the pattern can be resolved.

Figure 10. Average micro-Raman spectra in the 1800-1200 cm-1

region: (a) pureâ-hematin crystals; (b, c)â-hematin grown in the presence
of 10% CQ and Q, respectively.
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intensity. Band assignments, local symmetry coordinates, sym-
metry terms, and the spectroscopic notation forâ-hematin are
based on earlier studies.11,35

Bands at 1584 cm-1 (assigned toν(CRCm) of Eu symmetry),
1566 cm-1 (assigned toν(CâCâ) of Aig symmetry also known
asν2), and 1372 cm-1 (assigned toν(pyrrole half-ring) of A1g

symmetry also known asν4) appear more intense in the spectra
of pureâ-hematin crystals compared to those of its drug-affected
counterparts. Additionally the band at 1544 cm-1 assigned to
ν(CâCâ) of B1g (known asν11) appears less intense in pure
â-hematin.

In order to examine variability in the whole dataset of
individual spectra principal components analysis (PCA) was
used after first preprocessing the data with a multiplicative
scatter direction. PCA is a multivariate statistical technique,36

which breaks the data down into variability within a dataset
and allows graphical presentation of the results in the form of
scores plots, to determine whether samples group together, and
loadings plots, that determine where the variables (in this case
spectral wavenumber) that contribute to variance occur. Plots a
and b of Figure 11 show PCA scores plots of PC1 vs PC2 for
â-hematin grown in the presence of chloroquine (CQ) and
quinine (Q), respectively. Each individual score represents a
single spectrum plotted as a point in a two-dimensional space,
the position of which is dependent on the individual variance
contribution of the spectrum to each principal component or
basis vector. Overall, pureâ-hematin spectra are more tightly
clustered than the drug-treatedâ-hematin spectra in both scores
plots, while the quinoline-affected samples have a much larger
spectral spread. A distinct separation of the pureâ-hematin from
that grown in the presence of CQ and Q is observed. For pure
â-hematin and CQ-affectedâ-hematin the separation is mainly
along PC2, while for pureâ-hematin and Q-affectedâ-hematin
the separation occurs along PC1. Figure 11c depicts the PC1
loadings plot for theâ-hematin and Q-affectedâ-hematin PCA.
Bands that have strongly positive or negative loadings are those
which are important in explaining the variance and consequently
the separation observed in the PC1 vs PC2 scores plot (Figure
11b) betweenâ-hematin and Q-affectedâ-hematin. The strong
positive bands observed in the loadings plot are associated with
the pureâ-hematin and are mainly of A1g and B1g symmetry

and include those at 1626 cm-1 (ν10), 1566 cm-1 (ν2), 1551
cm-1 (ν11), and 1372 cm-1 (ν4).

The IR-ATR images recorded fromâ-hematin, CQ-affected
â-hematin and Q-affectedâ-hematin were processed using
Cytospec. Each of the three individual images originally
contained 4096 spectra in the form of a “spectral hypercube”.
The spectra were quality tested to remove spectra with low
signal/noise and vector normalized, and the second derivative
was calculated. Second derivative analysis eliminates the need
for baseline correction and sharpens shoulder bands. Band
maxima in the raw spectra become minima in the second
derivative. The mean second derivative spectrum most repre-
sentative of the image was determined and extracted using
unsupervised hierarchical cluster analysis (UHCA). UHCA is
an unsupervised technique used to group similar spectra and is
often used for classification in image analysis.37 Essentially,
spectra are clustered by similarity and color coded to form an
image. Spectral averages representative of each cluster type can
then be extracted. The mean second derivative spectra from the
largest cluster (out of a total of four clusters) for each of the
conditions are plotted in Figure 12.

The spectra of the CQ-affectedâ-hematin and Q-affected
â-hematin are remarkably similar and distinctly different from
pureâ-hematin. The band at 1744 cm-1 previously attributed
to surface propionate groups,11 but which we now believe to
be propionic acid groups, is observed in the spectrum of pure
â-hematin but not in the drug-affected samples. There appears
to be a shoulder at∼1720 cm-1 in the spectra of the drug-
affected samples but not in those for pureâ-hematin. There are
also differences in the bands directly involved in the propionate
linkage (to Fe) at∼1660 and 1209 cm-1. A strong shoulder
band at∼1670 cm-1 can be observed next to theν(CdO) band
at 1657 cm-1, indicating a new carbonyl environment in the
drug-affected samples. A close inspection of the C-O band at
∼1209 cm-1 shows also a slight difference. Distinct differences
can also be observed in the 1300-1200 cm-1 in drug-affected
compared to those of pureâ-hematin.

Binding of Diethylamino-alkoxyxanthones (XNn) on â-
Hematin Crystal Faces and Antimalarial Activity. The
relative ability of XNnmolecules, with (CH2)n side chains,n
) 2 (XN2) andn ) 5 (XN5), to bind to the crystal surfaces of

(35) Abe, M.; Kitagawa, T.; Kyogoku, K.J. Chem. Phys.1978,69, 4526.
(36) Wood, B. R.; Burden, F. R.; Quinn, M. A.; McNaughton, D.Biospectros-

copy1996,2, 145-155.

(37) Wood, B. R.; McNaughton, D. InSpectrochemical Analyses Using
Multichannel Infrared Detectors; Bhargave, R., Levin, I., Eds.; Black-
well: Cambridge, MA, 2005.

Figure 11. PCA scores plot, PC1 vs PC2 for Raman spectra of (a) pureâ-hematin (squares) andâ-hematin/chloroquine treated (crosses); (b) pureâ-hematin
(black squares) and Q-affectedâ-hematin (crosses); (c) loadings plot for PC1 for (b) with strong positive loadings associated with bands from pureâ-hematin
and labeled with wavenumber values.
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â-hematin was studied by modeling (see SI) the docking of the
drug onto the{001} and {011} crystal surfaces. The results
are presented in Table 2 and Figure 13.

Artemisinin-Hematin Molecular Dimer Adduct as In-
hibitor of Hemozoin Formation. Here we show that the
antimalarial drug artemisinin may, in principle, act as a
hemozoin growth inhibitor. Meunier and co-workers18 have
demonstrated that artemisinin covalently reacts with the free
heme monomer at the three different sites (R,â, δ) on the
molecular periphery with about the same regioselectivity of 29%,
yielding artemisinin-heme adducts labeled ARH, AâH, and
AδH, as depicted in Chart 2b for siteâ. Reaction at siteγ is
comparatively low at 13%. We invoke the possibility that each
of the four adducts might link to a pure heme monomer in the
digestive vacuole of the malaria parasite to form a dimer with
a basic skeleton akin to theâ-hematin cyclic dimer (Figure 1b),
the exact structure thereof depending upon that of the adduct
and its relative orientation to the heme monomer prior to dimer
formation. Such molecules, if present in the digestive vacuole
of the parasite, would act in a manner akin to a classic “tailor-
made” additive in solution designed to inhibit crystal nucleation
and growth.38 In principle, four diastereomeric pairs of dimers
(labeled ARΒH, ARjΒH; AâΒH, AâhΒH; AδΒH, AδhΒH;
AγΒH, AγjΒH) may be formed and adsorbed on the six{100},
{010}, and{001} faces ofâ-hematin.

For the most part, each additive type may be adsorbed at
only one of the six faces, as shown somewhat schematically in

Figure 14a for binding of theR, Rj , â, âh, andδ, δh derivatives to
the four {100} and {010} crystal side faces. The molecules
within each pair are diastereoisomers since artemisinin is chiral
and theâ-hematin cyclic dimer molecule is centrosymmetric.
Using CERIUS2 software we computed low-energy models of
some of the diastereoisomeric dimer structures, which are shown
adsorbed onto the different crystal faces in Figure 14b,c.

Therefore, on the assumption that the heme-artemisinin
reaction products are formed in the digestive vacuole of the
parasite in sufficient concentration, an efficient inhibition of
growth of hemozoin should occur since the additives may act
along all three principal growth directions,a, b, andc. In
principle, only a fraction of the additives can be adsorbed onto
the small, but fast-growing{001} faces. Therefore, we may
expect a stronger inhibition of crystal growth along this direction
to occur were quinoline drugs, such as chloroquine or quinine,
used in conjunction with artemisinin, given the proposed
mechanism of action of artemisinin. Thus, we examined, via
the use of a model crystal system ofS-alanine as described in
the SI, whether a combination of tailor-made crystal nucleation
retardants, which inhibit crystal growth along different direc-
tions, acts more effectively than each alone. The results suggest
that simultaneous use of two types of additives, which bind to
different crystal faces, has a greater inhibiting effect on
nucleation than each of the additives used alone.

Discussion

Nucleation of Hemozoin Crystals.Little is known at the
molecular level on the nucleation process of hemozoin in the
digestive vacuole of the parasite, including the critical size of
the nucleus, and the role played by various molecules in the
vacuole to promote the nucleation process. Attempts to glean
information on the critical size ofâ-hematin nuclei by monitor-
ing the early stages of crystallization ofâ-hematin at the air-
water interface using grazing incidence X-ray diffraction were

(38) Weissbuch, I.; Addadi, L.; Lahav, M.; Leiserowitz, L.Science1991,253,
637-645.

Figure 12. Unsupervised hierarchical cluster analysis (UHCA) cluster
average IR spectra (presented as second derivatives) for: (a)â-hematin
and (b, c)â-hematin grown in the presence of 10% CQ and Q, respectively.
The band at 1744 cm-1 in â-hematin, assigned to the carbonyl group of
surface propionic acid groups, has disappeared in the drug-treated samples,
thus indicating binding through this site.

Table 2. Docking Energies ∆Eb (kcal/mol) of the
Diethylamino-hydroxyxanthone Molecules XN2 and XN5 onto the
â-Hematin {001} and {011} Crystal Surfaces and the Directions D
on the Face along Which the Additive Molecules Lie

drug/face D ∆Eb

{001}
XN2 a -25
XN5 a -35
XN5 2a + b -20

{011}
XN2 -b + c -5
XN5 a -25

Figure 13. Packing arrangement ofâ-hematin illustrating the binding to
the (001) face of a diethylamino-hydroxyxanthone molecules XN2 shown
in (a, b) and XN5 shown in (c, d). Views parallel to the (001) plane (dashed
yellow line) are depicted in (a, c) and views perpendicular to the (001)
plane are shown in (b, d). The C and H atoms of hydroxyxanthone are
colored in orange, the N atoms in blue, and the O atoms in red. The
carboxylate O atoms ofâ-hematin in contact with the NH groups of
hydroxyxanthone are large red spheres.
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not successful. Crystals do not appear to form on the water
surface after spreading a fresh chloroform solution containing
hemin and lutidine, or with added phospholipids DPPC or DPPE
to the spreading solution, even after waiting for 24 h: one
possible reason is that the hemin monomer molecules are
presumably all oriented with their carboxyl groups in contact
with the water surface, so that theâ-hematin molecular cyclic
dimer (Figure 1b) will not be formed. The solutions, when aged
for about 12 h prior to being spread on the water surface,
resulted in the appearance of thin orientedâ-hematin crystals
floating on the water surface primarily on the{100} face
according to the GIXD data (Figure 3a). The average domain
size of these crystals along the (100) direction was about 300
Å (Figure 3b).

The aligned parallelepiped crystals of hemozoin formed in
the digestive vacuole ofPlasmodium falciparum, displayed in
the TEM image (Figure 15), reported by Goldberg and co-
workers in their study on the hemoglobin degradation in
Plasmodium falciparum10 might yield information on the
nucleation process in the digestive vacuole. These authors were
struck by the fact that photographs of intact parasites show
pigment crystals lined up along a single axis, whereas photo-
graphs of isolated vacuoles repeatedly show a disordered array.
They suggested that the alignment may merely be an artifact
of isolation or fixation or, considering the paramagnetic proper-
ties of the iron in hemozoin, that the pH gradient across the
vacuolar membrane establishes an electromotive force across
the vacuole that causes the pigment crystals to align within the
magnetic field so generated. During isolation, the factors needed
to maintain a transmembrane pH gradient may be lost, and the
crystals would become disordered.

We propose an alternative mechanism involving epitaxial
nucleation of the hemozoin crystals via the surface of the
vacuole membrane. In this respect we note thatâ-hematin
crystallization can be promoted by lipids1,9,39 and that neutral
lipid nanospheres play a role in living parasitePlasmodium
falciparum heme crystallization.40 Furthermore, very recently
Egan et al. reported a fastâ-hematin formation under physi-
ologically realistic conditions near octanol-water, pentanol-
water, and lipid-water interfaces.41 Given that the crystals of
synthetic and biogenic hemozoin tend to grow fastest along the

(39) Bendrat, K.; Berger, B. J.; Cerami, A.Nature1995,378, 138.
(40) Pisciotta, J. M.; Coppens, I.; Tripathi, A. K.; Scholl, P. F.; Shuman, J.;

Bajad, S.; Shulaev, V.; Sullivan, D. J.Biochem. J.Immediate Publication
Published on October 17, 2006.

(41) Egan, T. J.; Chen, J. Y.-J.; deVilliers, K. A.; Mabotha, T. E.; Naidoo, K.
J.; Ncokazia, K. K.; Langford, S. J.; McNaughton, D.; Pandiancherri, S.;
Wood, B. R.FEBS Lett2006,580, 5105.

Figure 14. Arrangement of artemisinin-â-hematin dimer adducts on crystal faces ofâ-hematin. (a) Adsorption of the six adducts ARΒH, ARjΒH, AâΒH,
AâhΒH, AδΒH and AδhΒH, to the four{100}and{010} faces viewed along thec-axis, where A represents an artemisinin moiety covalently bound to a heme
H, R, â, andδ the three peripheral sites on the heme (see Chart 2b) and BH the molecular dimer. (b, c) Views along thec anda axes of adsorption of the
adducts ARΒH, AâhΒH, AδhΒH, and AγjΒH on the various faces, where the molecular structure of the artemisinin moiety (A) bound to the hematin dimer
at the different peripheral sites has been modeled by energy minimization.

Figure 15. Electron micrograph of the digestive vacuole (dv) of a
Plasmodium falciparumtrophozoite inside an erythrocyte, showing a cluster
of hemozoin crystals (bar) 0.5 µm). [Study by Goldberg et al.10

Reproduced with permission from the author.]
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c-axis and are delineated by sharp{100}and{010}side faces,
the crystals in Figure 15 would appear to be aligned parallel to
c, so that the nucleation occurs via either the{100} or {010}
faces. On the assumption that the nucleation is induced by
exposed head groups of membranous lipids, akin to oriented
nucleation of various molecular crystals via monolayers of
amphiphilic molecules,42 only a one-dimensional complemen-
tarity is required between the lipid head groups capable of
forming hydrogen bonds and the propionic acid groups exposed
at the {100} face of hemozoin. This model implies that the
â-hematin molecular dimer would not be formed within the
membrane layer, consistent with the observation (vide supra)
that crystals ofâ-hematin were not obtained at the lipid-water
interface when a fresh hemin/phospholipid chloroform solution
was spread on the water surface.

The model of induced nucleation of hemozoin is also
consistent with the preliminary experiments carried out in CHCl3

solution on induced nucleation ofâ-hematin at the hydrophilic
surface of a monolayer of phospholipid DBPC and hydrophobic
surface of OTS; far more crystals were nucleated in the former
regime. However, X-ray diffraction measurements indicated that
only a very minor proportion of theâ-hematin crystals were
nucleated via its{100} face at the phospholipid DBPC surface,
the majority of crystals were oriented randomly with respect to
the {100} face.

Morphology of â-Hematin Crystals Grown in Absence and
Presence of Quinolines.Information on the morphology of
â-hematin crystals grown in MeOH-DMSO and CHCl3 solu-
tions were obtained from TEM measurements. The crystals were
lath-like in habit. Several of these laths were symmetrically
shaped, extended along thec-direction, and were delineated by
{100} and{010} side faces and{011} end faces (Figure 6a),
similar to the regular morphologies ofâ-hematin reported by
Bohle et al.27 Other crystals were asymmetrically tapered toward
only one end of the lath (Figure 5a, d), which might be due to
an irrational growth process or to the presence of a chiral
impurity in the solutions used.

The pure crystals ofâ-hematin obtained from MeOH-DMSO
solutions displayed well-developed{010} faces (Figure 6a), the
{100} side face being less so, in keeping with a near rectangular
crystal cross-section. The pure crystals obtained from CHCl3

solution were very thin{100} laths, being almost transparent
in the SEM micrographs (Figure 5e, f). We might account for
this morphology as a result of binding, via an acid-base
interaction, of the lutidine molecules to the exposed carboxyl
group on the{100} face albeit at an oblique angle (Figure 1b),
thus inhibiting growth along thea-direction. Here we note that
the concentration of lutidine in the CHCl3 solution was about
100 times greater than in the MeOH-DMSO solution.

The regular-shaped pureâ-hematin crystals display the same
faces{100}, {010}, and{011} as those of the theoretical growth
form (Figure 2a), which is also consistent with the morphologies
in some hemozoin species.6 It is noteworthy that the side faces
of several specimen crystals of hemozoin from the mammalian
Plasmodiumspecies, reported by Noland et al.43 to be bricklike
with smooth sides at (near) right angles, clearly correspond to
the {100} and {010} side faces between which the dihedral

angle is 82°. The possibility that the hemozoin side faces are
of the type{110} and{11h0}, the angle between which is 79°,
may be ruled out because their crystal surfaces are highly
corrugated and thus less stable than the relatively smooth{100}
and {010} faces, as may be envisioned from Figure 1b, in
agreement with theoretical growth form computations.6

Model of Quinoline Binding to the Crystal Faces of
â-Hematin. Regarding experimental evidence establishing the
direction of the inhibition of growth of hemozoin crystals via
the proposed surface binding site of quinoline-type drugs to the
{001} face, we had suggested6 that the darker areas at the{001}
end faces terminating the longer sides of several aligned
hemozoin crystals, reported by Goldberg and co-workers,4

correspond to adsorbed or occluded [H3]chloroquine. However,
Egan, in a comprehensive review on hemozoin as a unique
crystalline drug target,44 remarked that the dark areas may
merely be regions of increased electron density, although it
would be unusual that tabular shaped crystals are thicker at its
ends. The doubts raised by Egan, however, imply the need for
unambiguous evidence in favor of the crystal surface-binding
model. We found thatâ-hematin crystals grown from MeOH-
DMSO and CHCl3 solutions in the presence of quinoline
additives display, in a significant amount, crystals tapered at
both ends, which are highly symmetric in shape (Figures 5b, c,
e, f and 7a). We propose that such tapering is adopted in order
to help reduce inhibition of growth along thec-axis by
adsorption of the quinoline additive on the{001} or {011} faces
expressed as ledges in the proposed stepped-face morphology
shown in Figure 7b, resulting in a spine formation of thinner
and thinner cross-section. It is of relevance that crystals ofR,S-
alanine and of ammonium dihydrogen phosphate are also
symmetrically tapered when respectively grown in the presence
of additiveS-threonine45 and particular ionic species46, a possible
explanation being that in this way the inhibiting effect is
somewhat ameliorated. In order to provide supporting evidence
to the model of quinoline adsorption and crystal growth
inhibition, the effect of quinine onR,S-mandelic acid crystal-
lization was examined (see SI). We found that quinine inhibits
the nucleation and growth ofR,S-mandelic acid, explained by
acid-base binding of the additive to the crystal faces exposing
carboxyl groups.

Analysis of the synchrotron powder X-ray diffraction data
of pure and affectedâ-hematin, grown in the absence and the
presence of quinine and chloroquine respectively, suggests, for
the crystals grown in chloroform solution, that the additives
reduce the crystal mosaic domain size along thec-direction (see
Table 1). The coherent grazing X-ray diffraction data of pure
and affectedâ-hematin, the latter obtained from MeOH-DMSO
solution, appear to be consistent with the above conclusion.

Examination of the Raman spectra in Figure 10 and the
infrared spectra in Figure 12 shows no direct evidence of the
presence of quinine or chloroquine in any spectra but does show
that there are minor, but distinct, changes between quinoline-
affected and pureâ-hematin crystals. The observed differences
in both PCA scores plots (Figure 11a,b) may be explained in
terms of the effect of stereoselectively bound quinoline occluded
within the bulk of the crystal: the centrosymmetricâ-hematin

(42) Weissbuch, I.; Lahav, M.; Leiserowitz, L.Cryst. Growth Des.2003, 3,
125-150.

(43) Noland, G. S.; Briones, N.; Sullivan, D. J.Mol. Biochem. Parasitol.2003,
130, 91-99.

(44) Egan, T. J.Targets2003,2, 115-124.
(45) Weissbuch, I.; Leiserowitz, L.; Lahav, M.AdV. Mat.1994, 953-956.
(46) Davey, R. J.; Mullin, J. W.J. Cryst. Growth1974, 89.
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molecular dimers in the vicinity of such poisoned sites, which
are asymmetric imparting a local symmetry reduction, undoubt-
edly adjust their positions to fit into the regular crystal
arrangement.

The loadings plots for the Raman data show that both
antimalarials have chemically changed theâ-hematin and that
the changes are commensurate with changes in bands sensitive
to lattice perturbation. The enhancement of bands in aggregated
heme systems is thought to involve excitonic interactions, where
energy in the form of an exciton can migrate throughout the
extended porphyrin network due to overlap ofπ-orbitals11 This
leads to the increase in amplitude of predominately totally
symmetric modes such asν2 andν4 at 1566 and 1377 cm-1 but
also some B1g modes at 1551 cm-1 (ν11) and 1626 cm-1 (ν10).
The reduction in intensity of these bands in the quinoline-
affected samples is attributed to a perturbation in the porphyrin
aggregate that impedes exciton migration in the aggregate,
resulting in the decrease in amplitude of A1g and B1g modes.

The infrared spectral variations between the three samples
show changes in the major involved in the propionate linkages
(vide supra). For the cluster map (Figure 12) of the combined
data set there is a distinct separation between pureâ-hematin
and both quinoline-affectedâ-hematin samples choosing either
2, 3, 4, or 5 clusters, showing that there is great spectral
similarity between crystals grown in the presence of the
quinoline additives. Apart from changes in bands due to
propionate linkages, the small band at 1744 cm-1, observed in
the second derivative spectra and attributed to surface propionic
acid groups inâ-hematin, is essentially absent in the quinoline-
affected samples. These changes indicate that the quinoline have
indeed modified the crystal surface by binding to the surface
acid groups. The Raman data on the other hand indicate the
quinoline has perturbed theâ-hematin lattice.

All in all, there seems to be little doubt as to the model of
quinoline binding to the{001}and{011}, as well as, perhaps,
the {100} faces of hemozoin,6 leading to inhibition of crystal
nucleation and growth. During this process a quinoline molecule
may also bind to aâ-hematin molecular dimer before the latter
is adsorbed on a crystal surface, as proposed by Sullivan and
Chong,29 but which has a kinetic disadvantage that the complex
must “locate” the appropriate face, (001) or (001h), onto which
to adsorb, depending upon to which of the two carboxyl groups
the drug is bound. Naturally if both carboxyl groups of a
â-hematin molecular dimer are bound to quinoline, such a
complex cannot be stereoselectively adsorbed onto the crystal
surface and so will be ineffective as an inhibitor.

Possible Mechanisms of Antimalarial Action of Diethyl-
amino-alkoxyxanthone and Artemisinin-Type Drugs. The
antimalarial activity of the diethylamino-alkoxyxanthone drugs
had been explained by Riscoe and co-workers13,14 in terms of
the binding constant of the drug to heme in solution (see SI,
Figure S1). We propose hemozoin as a primary drug target,
involving binding of the drug to the{001},{011}, and perhaps
{100}, crystal faces, leading to inhibition of crystallization. The
computed binding energy of the drug to the crystal faces is
dependent upon the drug chain length (Table 2). Comparing
the antimalarial activity of drugs XN2 and XN5, the latter, with
chain lengths appropriate for the two terminal amino groups to
bind simultaneously to two carboxyl groups exposed at the
{001} or {011} faces and also form favorable van der Waals

contacts with the crystal face (Figure 13), is a better antimalarial.
This crystal surface binding model also accounts for the reduced
antimalarial activity for molecules XN8 (SI, Figure S1) being
about 6 Å longer than XN5 and so would bind to the two surface
carboxyl groups on the{001} or {011} faces only if the
molecular chain would be bent and thus make poorer van der
Waals contact with the crystal surface. The efficient antimalarial
potency of diamidines, another class of novel drugs embodying
proton donor groups (amidine) at either end of the molecule,
has been reported some years ago.47 These authors showed that
diamidines inhibit hemozoin formation in vitro with a similar
potency to chloroquine. It is likely that these drugs, such as
pentamidine (H3N2C-C6H4-O-C5H10-O-C6H4-CN2H3) in-
hibit hemozoin formation as a result of binding of both amidine
groups of the molecule to exposed propionic acid groups at the
crystal surface. Of relevance to the model proposed for
antimalarial action of the diethylamino-alkoxyxanthones is
growth inhibition of barium sulfate by an additive with moieties
which simultaneously cap onto the crystal surface.48 Another
example, (described in SI), is the crystal nucleation retardation
of S-alanine by different diamine derivatives, the most effective
being an additive with a central chain, the length of which
matches the distance between two carboxylate groups exposed
at the crystal surface.

Regarding antimalarial action of artemisinin-type drugs, we
have described a model involving reaction of four artemisinin-
heme-type adducts, (Chart 2b), with a free heme monomer to
yield eight derivatives of the cyclicâ-hematin dimer, comprising
four diasteroisomeric pairs which may bind to the{100}, {010},
and {001} faces of aâ-hematin crystal shown in Figure 14.
Such molecules, if present in the digestive vacuole of the
parasite, would act in a manner akin to that of a classic tailor-
made additive in solution designed to inhibit crystal nucleation
and growth.42 According to this model, crystal growth of
hemozoin may be inhibited along all three principal crystal
directions,a, b, andc, consistent with the report that artemisinin
inhibits hemoglobin digestion by malaria parasites and inhibits
hemozoin formation,17 but which has only been demonstrated
in cell-free conditions. We stress, in terms of the model
presented here, that efficient inhibition of hemozoin formation
via artemisinin would seem possible, provided the cyclic
â-hematin dimer derivatives are formed in the digestive vacuole
of the parasite; the artemisinin-heme-type adducts (Chart 2b)
would not be as strongly adsorbed on hemozoin crystal surfaces
to act as efficient growth inhibitors.

According to the model only a small fraction of the ensemble
of artemisinin-cyclic â-hematin dimer adducts can be adsorbed
onto the small, but fast-growing{001} faces. We may therefore
rationalize why artemisinin-based combination therapy (ACT)
involving artemisinin and quinoline drugs is more effective than
each of them applied separately in clinical studies combating
malaria.49-51 The improved efficacy might be explained as

(47) Stead, A. M. W.; Bray, P. G.; Edwards, I. G.; Dekoning, H. P.; Elford, B.
C.; Stocks, P. A.; Ward, S. A.Mol. Pharmacol.2001, 1298.

(48) Coveney, P. V.; Davey, R.; Griffin, J. L. W.; He, Y.; Hamlin, J. D.;
Stackhouse, S.; Whiting, A.J. Am. Chem. Soc.2000,122, 11557.

(49) deVries, P. J.; Bich, N. N.; Thien, H. V.; Hung, L. N.; Anh, T. K.; Kager,
P. A.; Heisterkamp, S. H.Antimicrob. Agents Chemother.2000, 44, 1302-
1308.

(50) Gupta, S.; Thapar, M. M.; Mariga, S. T.; Wernsdorfer, W. H.; Bjorkman,
A. Exp. Parasitol.2002,100, 28-35.

(51) Olliaro, P. L.; Taylor, T. W.J. Postgrad. Med.2004,50, 40-44.
(52) Wei, K.-T.; Ward, D. L.Acta Crystallogr.1977,B33, 797-800.
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follows: quinoline drugs are expected to inhibit growth
primarily along the fast-growing needlec-axis, and the arte-
misinin-type drugs have been hypothesized to retard growth
along all three principal crystal directions (a, b, c). Thus, a
combination of these two types of drugs would be effective
inhibitors of overall crystal formation of hemozoin because of
a relatively high concentration of drugs available for binding
onto the small, yet fast-growing, opposite faces terminating the
needle. This hypothesis is in agreement with the experiments
on the model crystal systemS-alanine, suggesting that a
combination of tailor-made additives that bind to different crystal
surfaces has a greater inhibiting effect on nucleation than each
of the additives used alone.

Concluding Remarks

The most dominant crystal faces ofâ-hematin have been
experimentally characterized, in agreement with the shape of
some reported hemozoin crystals and the theoretical growth form
of â-hematin.6 An effect of quinine and chloroquine on the
growth morphology ofâ-hematin has been observed and
correlated with adsorption of the drugs onto the{001}or {011}
crystal faces. This interpretation is in agreement with evidence,
although marginal, from synchrotron X-ray diffraction data of
powder samples that the quinoline additives reduce the crystal
domain size along thec-axis and with coherent grazing X-ray
diffraction experiments, which suggest that theâ-hematin
crystals grown in the presence of the additives were smaller
and less structurally stable than the pure form. The IR-ATR
and Raman spectral results show thatâ-hematin grown in the
presence of the quinoline drugs embodies molecular based
differences from pureâ-hematin. The results suggest modifica-
tion of surface and bulk propionic acid linkages and aggregation
perturbation within the affected crystal, albeit minor, presumably
arising from host molecular rearrangement in the environment
of the bulk sites poisoned by occluded quinoline. These proposed
changes are consistent with the interpretation of morphological
modification, the X-ray diffraction results, and the model
computations of surface binding of quinoline antimalarials to
the {001} face ofâ-hematin.6

Computational studies carried out on the antimalarial diethyl-
amino-alkoxyxanthanones suggest that the hemozoin crystal is
a primary drug target, via stereoselective binding of the two
amine groups of the molecule to acid groups exposed at the
crystal surface, resulting in inhibition of hemozoin nucleation
or growth. A model is proposed for the antimalarial action of
artemisinin-type drugs involving efficient inhibition of crystal

nucleation of hemozoin by binding onto all principal crystal
faces, thus acting akin to classic tailor-made inhibitors of crystal
nucleation. This model might also explain the effective anti-
malarial properties of a combination of artemisinin-type drugs
and quinolines, assuming that the latter will inhibit growth along
the fast-growing but small faces at the opposite ends of the
needle-shaped hemozoin crystal.

A model has been presented of induced epitaxial nucleation
of hemozoin via a lipid membrane in the digestive vacuole of
a malaria parasite, based on a published electron micrograph
of the digestive vacuole of aPlasmodium falciparumtrophozoite
inside a red blood cell, showing a cluster of aligned hemozoin
crystals (Figure 15).10 Studies on oriented nucleation ofâ-
hematin crystals at the interface between lipid monolayers and
water, or other liquids, are currently being undertaken.

Acknowledgment. This work was supported in part by the
Kimmelmann Center at the Weizmann Institute of Science, the
DanSync program of the Danish Natural Science Research
Council, the Carlsberg Foundation and the European Community
under TMR-Contract ERBFMGECT950059. Thanks are due to
HASYLAB for synchrotron beamtime and to Professor Jochen
Schneider, Director of HASYLAB. Regarding use of beamtime
at the Advanced Photon Source, the UNICAT facility is
supported by the Materials Research Laboratory, University of
Illinois funded by U.S. DOE award DEFG02-91ER45439, the
Oak Ridge National Laboratory, the National Institute of
Standards and Technology and UOP LLC. Part of this work is
funded by an Australian Research Council Discovery Grant.
B.R.W.’s work is supported by an Australian Synchrotron
Program Fellowship Grant and a Monash University Synchro-
tron Fellowship Grant.

Supporting Information Available: Experimental Section;
Figure S1 showing the reported13 effect of carbon chain length
on the antimalarial activity (IC50) and heme affinity (Ka) of
diethylamino-hydroxyxanthone molecules; section describing
inhibition of crystal nucleation ofR,S-mandelic acid with
quinine; section describing a computational study on binding
of diethylamino-alkoxyxanthones toâ-hematin crystal faces in
correlation with antimalarial activity; section describing a model
study on inhibition of crystal nucleation ofS-alanine via additive
combinations. This material is available free of charge via the
Internet at http://pubs.acs.org.

JA0674183

â-Hematin as Target of Antimalarial Drugs A R T I C L E S

J. AM. CHEM. SOC. 9 VOL. 129, NO. 9, 2007 2627



S1

Crystal Nucleation, Growth and Morphology of the 

Synthetic Malaria Pigment -Hematin and the Effect 

Thereon by Quinoline Additives: The Malaria Pigment 

as a Target of Various Antimalarial Drugs 

Inna Solomonov,† Maria Osipova,† Yishay Feldman,‡ Carsten Baehtz,§ Kristian Kjaer,£ Ian K. 

Robinson,# Grant T. Webster,†† Don McNaughton,†† Bayden R. Wood,†† Isabelle Weissbuch,*† Leslie 

Leiserowitz*† 

†Dept. of Materials and Interfaces, The Weizmann Institute of Science, 76100-Rehovot, Israel; 

‡Chemical Research Support, The Weizmann Institute of Science, 76100-Rehovot, Israel;  

§Hasylab at DESY, Notkestr. 85, D-22607 Hamburg, Germany;  

£Niels Bohr Institute, University of Copenhagen, Universitetsparken 5, DK-2100 Copenhagen, 

Denmark;  

#Dept. of Physics and London Centre for Nanotechnology, University College, Gower St, London 

WC1E 6BT, England;  

††Centre for Biospectroscopy and School of Chemistry, Monash University, 3800, Victoria, Australia. 

Supporting Information 

Experimental Section 

Preparation of -hematin crystals. -Hematin crystals were grown using a standard and reliable way 

of obtaining -hematin from a MeOH-DMSO solution containing hemin 

(Chloro(protoporphyrinato)iron(III) or Ferriprotoporphyrin IX chloride, Sigma) and 2,6-lutidine (2,6-

dimethylpyridine) base.27 In order to adopt the above procedure of crystal formation in the bulk to the 
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air-water interface, we replaced MeOH-DMSO by chloroform. In the first procedure 0.489g of hemin 

was dissolved in a minimal amount of dry 2,6-lutidine with stirring. Upon completion of the dissolution 

a 1:1 (35:35mL) mixture of MeOH and DMSO was added and the flask sealed and protected from 

moisture and ambient light. Such flasks were allowed to stand undisturbed from a few hours to several 

months. After an allotted time, the solution was filtered and a black precipitate collected, which was 

then washed with 50 mL MeOH and with deionized water until decanted water layers were colorless. 

The solid was dried in a dessicator until made use of.  

For the second method of -hematin preparation, ~3mg of hemin was dissolved in dry 2,6-lutidine 

(about 0.5mL), sonicated for 5min to form a homogenuous solution, to which chloroform was added to 

yield a 10 mL solution. After keeping the solution in the dark for 12 hours a black precipitate of -

hematin was formed.  

For the induced nucleation of -hematin crystals by a monolayer of dibehenoyl-L- -

phosphatidylcholine (DBPC) transferred on a octadecyltrichlorosilane (OTS)-covered Si wafers, the 

latter were placed vertically in the chloroform solution. The OTS monolayer on the surface of a Si (111) 

wafer was prepared according to the following procedure: (i) wafer sonication in acetone for 15 min; (ii) 

removal of the native SiO2 layer in 40% NH4F solution for 1 hour; (iii) sonication in Millipore water for 

15 min; (iv) growing a fresh oxide layer in piranha solution (2:1 v of 96% H2SO4: 30% H2O2) at 90-100 

ºC for 30 min.; (v) sonication in water for 15 min and drying with pure N2; (vi) immersion in a solution 

of OTS in bicyclohexyl (2*10-2 M) for 24 hours followed by sonication for 15 min. in CCl4, toluene, 

ethanol and water and drying with pure N2. The average thickness of the OTS monolayer was found to 

be 29±4Å, by ellipsometry. A contact angle of 70º attests to the hydrophobic nature of the OTS-Si 

wafer. A monolayer of the phospholipid DBPC was compressed 30 mN/m on the water surface of a 

Langmuir trough and transferred by the Langmuir-Schaffer technique onto the OTS-Si wafer. 

X-ray powder diffraction of hematin crystals nucleated by the DBPC monolayer. The 

measurements were carried out in reflection mode using a TTRAX III (Rigaku) diffractometer equipped 
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with a rotating anode Cu anode operating at 50 kV and 240 mA. First, specular diffraction ( /2  scan) 

that probes only crystallographic planes parallel to the plane of the Si wafer was made in Bragg-

Brentano geometry. Then pole figures of the strong reflections were recorded at fixed Bragg angles 

using a Multi-purpose Attachment III (Euler cradle) that performed in-plane sample rotation at regularly 

increasing sample's tilt with respect to incident/diffracted beams plane.  

Transmission Electron Microscopy (TEM) Measurements. The crystalline powders of -hematin 

were dispersed in water and a drop deposited onto specimen grids (SPI, Cu 300 mesh) coated with 

carbon (upper) and polymer films. Selected specimen crystals were characterized in a TEM Philips 

CM120 microscope operated at 120 kV. Care was taken to minimize the time of beam irradiation 

received by each specimen during its imaging since crystal damage by the electron beam was sometimes 

observed. Electron diffraction (ED) patterns of single crystals were obtained from various specimens by 

selected area ED and their d-spacings measured with an accuracy of ±0.005 nm, using Gold and 

asbestos ED patterns as reference standards.  

Grazing Incidence X-ray Diffraction (GIXD) Measurements. Chloroform solutions of hemin and 

2,6-lutidine were spread at the air-water interface for the GIXD measurements, which were performed 

on the liquid surface diffractometer at the BW1 undulator beamline at the HASYLAB synchrotron 

source at DESY, Hamburg. The solutions were spread at room temperature on the water surface in a 

Langmuir trough. The air surrounding the trough was replaced by helium to reduce X-ray background 

scattering. The X-ray diffraction measurements were performed upon cooling the water subphase to 

5°C. A monochromatic X-ray beam ( =1.304Å) was adjusted to strike the liquid surface at an incident 

angle i < 0.85 c where c is the critical angle for total external reflection; this maximizes surface 

sensitivity. The GIXD signals are obtained from thin film crystallites that are randomly oriented about 

the water surface normal in the form of a 2D “powder”. A detailed description of GIXD applied to films 

on liquid surfaces has been given elsewhere.20,22-24 

Synchrotron Powder X-ray Diffraction. The experiments were performed on a powder X-ray 
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diffractometer32 at beamline B2 located at a bending magnet of the storage ring DORIS at HASYLAB, 

Hamburg. For monochromatisation, a water-cooled Si (111) double flat-crystal monochromator is used. 

A Ge (111) analyzing crystal in front of a scintillation counter allows collection of well-resolved 

powder diffraction data with a high signal-to-noise ratio. The samples, which -- in order to avoid 

affecting crystal coherence -- were not milled, were filled in glass capillaries with an outer diameter of 

0.9 mm and a wall thickness of 0.01mm. The wavelengths of the synchrotron radiation used were 

0.4528, 0.47 and 0.4996Å. The measurements were carried out at room temperature; a step size of 

0.003° was chosen and the time for data collection was between 12 and 15h. In general the full width at 

half maximum (FWHM) of a reference material  (LaB6, 660a NIST standard) is 2   0.007º with the 

setup, measured with a step size of 0.001°.  

Coherent Grazing Exit X-ray Scattering. To examine the morphology of the crystal grains, Coherent 

X-ray Diffraction (CXD) experiments were undertaken at the 34-ID-C beamline of the Advanced 

Photon Source, Argonne National Laboratory, USA. The geometry used was similar to the coherent 

grazing exit scattering geometry for probing the structure of thin films30, except that the detector was set 

to the Bragg angle of one of the strong powder reflections. The incident beam was focused to about 1 

micron to limit the number of grains illuminated.  Searches of the sample position and angle were made 

until the diffraction from a single grain was centered on the detector.  The 2D direct-detection charge-

coupled device (CCD) X-ray detector with a 20-micron pixel size was placed 1m from the sample to 

record the detailed sample of the Bragg reflection. 

IR Attenuated Total Reflectance (ATR) spectroscopy. IR-ATR hyperspectral images were collected 

(6cm-1 resolution and 64 co-added scans) on a Varian Stingray imaging spectrometer (Varian inc, US), 

equipped with a 64  64 MCT Focal Plane Array (FPA) detector and a Ge ATR objective. The large 

refractive index of the Ge objective allows sub diffraction limit spectroscopy, providing a spatial 

resolution that is almost as good as the Raman microscope33,34. The depth penetration of the IR-ATR is 

wavelength dependent and approximately equal to the wavelength of the radiation (ca 5-10 µm for the 
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wavenumber region of interest) so for infrared images the spectrum associated with each “pixel” is of a 

number of crystals. The Raman spectra, in contrast, are of individual crystals. The Ge objective was 

lowered on to -hematin crystals on a microscope slide until sufficient pressure was applied to obtain 

adequate S/N. The hyperspectral images thus provided 4096 spectra of -hematin, and 

quinine/chloroquine treated -hematin. Spectral images were analyzed using the Cytospec software 

(Cytospec inc, NY, USA).  

Micro-Raman Imaging Spectroscopy. Raman spectra were acquired on a Renishaw micro-Raman 

system 2000 (Renishaw pty ltd, Wootton-under-edge, UK) using 830nm excitation and a 60 water 

immersible objective. Single crystals in a flat orientation were targeted.  Spectra of 17 crystals of -

hematin and 16 crystals of -hematin, grown in the presence of quinine and chloroquine, were recorded. 

Principal Components Analysis (PCA) within Unscrambler (Camo, Norway) was used to analyze the 

dataset. Each spectrum was recorded in 10 seconds with a ca 1-2 µm laser spot size and approximately 

2-3 mW power on the sample. 

 

Figure S1. Reported effect of carbon chain length on the antimalarial activity (IC50) and heme affinity 

(Ka) of diethylamino-hydroxyxanthone molecules13. 

 

 

Inhibition of Crystal Nucleation of R,S-Mandelic Acid with Quinine. It is noteworthy that quinoline 

additives may inhibit the nucleation and growth of carboxylic acid crystals. For example, the crystal 
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precipitation time of R,S-mandelic acid increases significantly in the presence of 2.5% quinine and the 

crystals grow at a much slower rate (Table S1) although they do not change their shape relative to that 

of the pure form (Figure S2c).  

Table S1. Visual inspection and estimate of the percentage of surface covered with crystal bunches of 

R,S-mandelic acid after the solution was poured in Petri dishes, cooled to RT and one single crystal seed 

inserted into each dish. (Q denotes additive quinine) 

Time 

hrs 

4g/10mL H2O 

6 exp.  

4g/10mL H2O 

2.5%mol Q 

3 exp. 

4g/10mL H2O 

1%mol Q 

6 exp. 

4.5g/10mL H2O 

1.0%mol Q 

6 exp. 

4.5g/10mL H2O 

0.5%mol Q 

6 exp. 

0.5 fully 
crystallized 

seed seed seed few bunches 

1.0  seed seed few bunches ~20% 

1.5  seed few bunches ~20-30% ~40% 

2.0  seed+2 crystals ~50% ~50% 70-80% 

4.0  few bunches fully 
crystallized 

70-80% fully 
crystallized 

This behavior may be understood in terms of the crystal structure of R,S-mandelic acid52; quinine should 

be able to inhibit growth of the eight symmetry-related {111} side faces as well as the {010} plate-like 

faces crystal, from which the carboxyl groups emerge (Figure S2a, b). 

 

Figure S2. (a) Part of crystalline packing arrangement of R,S-mandelic acid. (b) Theoretical growth 

morphology depicting the various faces. (c) Photographs of {010} plate-like crystals of R,S-mandelic 

acid obtained from solution. 
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Binding of Diethylamino-alkoxyxanthones on -Hematin Crystal Faces and Antimalarial Activity. 

In the Introduction, we alluded to the antimalarial activity of the diethylamino-alkoxyxanthones 

(Formula 1, main text), labeled XNn, n = 2-8, as expressed by a strong correlation, shown in SI Figure 

S1, between the heme affinity (Ka) measured in aqueous solution, the chain length and antimalarial 

potency as measured by the inhibitory concentration IC50 values13. Here we compare, by computation, 

the relative ability of XNn molecules with (CH2)n side chains, n=2 (XN2) and n=5 (XN5), which have 

distinctly different IC50 values (2.2 vs 0.1 µM), to bind to the {011} and {001} crystal surfaces of -

hematin. 

The drug has at each opposite end of the molecular chain an amino group that may bind to a surface-

exposed -hematin propionic acid moiety, via an N-H+…-OOC interaction. The presence of an amine 

group at each end of the drug should, in principle, produce a stronger binding than a single amine group 

provided both ends are linked to the crystal surface by N-H+…-O2C hydrogen bonds. Such simultaneous 

binding would constitute more efficient “surface capping”48 and subsequent crystal growth inhibition, 

leading to increased antimalarial efficiency of the drug. We confined the computational search of 

possible surface binding sites to those that would not only allow both amino groups of the drug to 

participate in hydrogen bonds, but also permit the formation of favorable van der Waals contacts 

between the crystal surface and the drug along its length. This constraint limited the search. The 

CERIUS2 (Accelrys) software package was made use of for modeling the docking of the drug onto the 

{001} and {011} crystal surfaces and for eventual energy minimization of the system.  

The length of molecule XN2 in extended form is ~17Å and thus too long to effectively bind to two 

carboxyl groups separated by the axial distance a = 12.2Å, but too short to bind to two such groups 

separated by 2a. Nevertheless, the molecule can align itself on the {001} face along the a axis and form 

an acid-base NH+…-O2C bond at one end and a weaker NH+… O=C-(Fe) interaction at its opposite end 

(Figure 13c,d). The computed docking energy is ~ -25 kcal/mol (Table 2). 
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Although we find a clear-cut correlation between the computed docking energies and the experimental 

IC50 values, other factors obviously may be at play. For example, molecule XN5, being longer than 

XN2, will induce a greater distortion about its immediate crystalline environment during the deposition 

of oncoming -hematin molecular layers and so will be a stronger inhibitor to further growth and thus 

be a more effective antimalarial. Furthermore, we note that the smooth {100} face may also be a 

suitable NH+…-O2C binding substrate for XN additives even though the face exposes carboxyl groups at 

an oblique angle to the surface, yet which are conformationally flexible (Figure 1b). Once again XN5 

has the advantage that it can bind to the {100} face in more ways than XN2.  

Model Study of Inhibition of Crystal Nucleation of S-alanine via Additive Combinations. We made 

use of S-alanine (S-Ala) as the host crystal, which consists of H-bonded chains aligned parallel to the c-

axis (Figure S3a). The crystals, grown under ambient conditions from aqueous solutions of 

concentration 25g/100mL, were obtained after about 15-20 min (Figure S3b). S-Ala crystals grown in 

the presence of 1% S-phenylalanine (Phe) appeared after two hours as [001] needles (Figure S3e), a 

change in habit due to binding S-Phe to the crystal side faces (Figure S3d). Retardation of growth in the 

c-direction was attempted using three diamines, o- and p-phenylenediamines (labeled OPD and PPD) 

and 1,6-diaminohexane (DAH), the idea being that the amino groups would H-bond to the carboxylate 

groups exposed at the {011} faces of S-ala. The presence of 10% of each in the solution did not change 

the crystal habit, yet did delay precipitation time. The solution containing OPD and PPD yielded 

crystals within half an hour and two hours respectively, DAH delayed crystallization for 2-4 hours 

(based on 27 experiments). We propose that DAH is the better retarder of crystal nucleation because of 

chain flexibility and a molecular length (6.4Å) that matches the distance of 6Å between carboxylate 

groups on the {011} face (Figure S3f). A cocktail of 1% S-Phe and 10% DAH delayed appearance of S-

Ala crystals from 8-20 hours, indicating that simultaneous use of two types of additives, which bind to 

different crystal faces, has a greater inhibiting effect on nucleation than each of the additives used alone. 
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Figure S3. (a) Molecular packing arrangement of crystalline S-ala. (b) Photographs of the two different 

morphologies obtained from aqueous solution. The crystals faces are indexed. (c) Theoretical growth 

morphology. (d) Edge-on view of a {120} face of S-ala crystal, showing additive S Phe adsorbed 

thereon. (e) Morphology of S-ala crystals grown in the presence of additive S Phe. (f) Edge-on view of a 

{011} face of S-ala crystal, showing additive 1,6-diaminohexane (DAH) adsorbed thereon. 
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CHAPTER SUMMARY 

Although FTIR spectroscopy can detect lipid changes at different lifecycle 

stages of the parasite and can detect haemozoin in single erythrocytes, it cannot detect 

structural changes of haemozoin following quinoline drug treatment of trophozoite 

infected erythrocytes. This fact directed research towards investigating the applications 

of resonance Raman spectroscopy, in combination with PCA, to detect structural 

changes in the haemozoin biomineral within live trophozoite infected parasites in red 

blood cells after incubation with CQ. This research is discussed in the first manuscript 

of this chapter (III). The second manuscript in this chapter (IV) builds upon these 

findings and describes the use of resonance Raman in combination with partial dark-

field microscopy to detect, in thick blood films, small inclusions of haemozoin in 

infected red blood cells that would otherwise be difficult to see with conventional 

bright-field microscopy. 

While widespread resistance to chloroquine now means that it has lessened 

clinical utility, its putative target, haemozoin, remains an eminently suitable target for 

new drugs as its formation is unique to the malaria parasite. In addition, it is not subject 

to genetic mutation as it is of host origin and is a chemically specific molecule. 

Manuscript III in this chapter demonstrates that chloroquine has a measurable influence 

on the chemical structure or composition of haemozoin as opposed to the amount of 

haemozoin generated in the digestive vacuole. A number of bands assigned to A1g and 

B1g modes characteristic of the haemozoin biomineral are reduced in intensity in the 

CQ-treated cells. This is a significant finding given that it displays CQ acting directly 

on haemozoin in live parasites.  

Manuscript II shows that FTIR-ATR measurements taken of quinoline treated β-

haematin demonstrate that quinoline can affect its surface propionic acid groups. 
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However, there is no evidence in the Raman spectrum of such a drug binding 

mechanism. Resonance Raman spectroscopy supports a model in which quinoline binds 

to the face of the crystal within the digestive vacuole of the malaria parasite via a 

sandwich complex of supramolecular interactions. However, it does not rule out surface 

propionic acid group binding as a contributing mechanism because these modes are not 

Raman active at near-IR excitation wavelengths.  

The second paper in this chapter (IV) reports on a serendipitous discovery of a 

partial dark-field effect from the experimental setup, which allowed the haemozoin 

deposits to “light up” and be selectively targeted with the Raman microscope. The 

presence of haemozoin deposits was confirmed by the 1569 cm-1 band in the Raman 

spectrum, which is a haemozoin marker band. An Unsupervised Hierarchical Cluster 

Analysis (UHCA) from a Raman image of a thick blood film of infected erythrocytes 

was performed in the 1700 – 1300 cm-1 spectral range. A 5 coloured cluster map shows 

very small nano-haemozoin inclusions (coloured in red) that appear in some of the 

trophozoite infected cells and also in other cells, where trophozoite infection was not 

immediately obvious. In normal bright-field microscopy, it is impossible to observe for 

these nano-haemozoin inclusions and because they are difficult to see in partial dark-

field images it is difficult to confirm these deposits as nano-haemozoin inclusions. 

However, the relative intensity of the 1569 cm-1 band compared to the 1639 cm-1 band is 

strong evidence. This shows the potential of partial dark-field Raman microscopy to 

observe for early trophozoite stage parasites. 
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Abstract Resonance Raman spectroscopy was applied to mon-
itor the effects of chloroquine (CQ) treatment on cultures of
Plasmodium falciparum trophozoites. A number of bands as-
signed to A1g and B1g modes characteristic of the haemozoin
aggregate are reduced in intensity in the CQ-treated cells, how-
ever, no bands from the CQ are observed. The intensity changes
are attributed to intermolecular drug binding of the CQ in a
sandwich type complex between ferriprotoporphyrin IX (FeP-
PIX) dimer units. It is postulated that the CQ binds via p–p
interactions between adjacent and orientated porphyrins thereby
disrupting the haemozoin aggregate and reducing excitonic inter-
actions between adjacent haems. The results show the potential
of Raman microscopy as a screening tool for FePPIX:drug inter-
actions in live cells.
� 2008 Federation of European Biochemical Societies. Pub-
lished by Elsevier B.V. All rights reserved.

Keywords: Malaria; Resonance Raman spectroscopy;
Chloroquine; Chemometrics; Haemozoin
1. Introduction

Malaria is still considered to be one of the most deadly diseases

in the world, affecting over 500 million people and causing over 1

million deaths per year [1]. The parasite, Plasmodium falciparum,

invades the body via the bite of the female Anopheles mosquito

and undergoes the vertebrate host stages of its lifecycle. During

the intraerythrocytic stage haemoglobin is degraded inside the

digestive vacuole of the parasite into toxic free haem and dena-

tured globin [2,3]. The process of detoxification involves the con-

version of iron-protoporphyrin IX (FePPIX) to haemozoin, also

known as malaria pigment, which is an insoluble compound

located in the food vacuole of the parasite. Haemozoin is spec-

troscopically identical to its synthetic analogue b-haematin

[4,5], which is known to be an array of dimers linked through re-

ciprocal iron-carboxylate bonds to one of the propionate side

chains of an adjacent Fe(III)PPIX moiety [6]. Quinoline drugs

such as chloroquine, quinine and amodiaquine are thought to in-

hibit the FePPIX crystallisation by binding to monomeric or di-

meric Fe(III)PPIX, resulting in the build up of toxic free FePPIX

which can kill the parasite [7–10]. de Villiers et al. [10] propose a
*Corresponding author. Fax: +61 3 9905 4597.
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model in which the spontaneously formed aqueous Fe(III)PPIX

dimer non-covalently interacts with the unligated faces of two

five-coordinate H2O/HO�Fe(III)PPIX molecules, with the axial

H2O/HO� ligands pointing outwards. Three models for drug–

FePPIX interactions have been proposed. The first involves inhi-

bition of the growth of the haemozoin crystal by chiral specific

binding of the drug to the corrugated surface of haemozoin

through the vinyl and methyl groups located on the Fe(III)PPIX

surface [11]. In the second model drug binding occurs via a sand-

wich complex to the face of the crystal through p–p interactions

[12]. In the third model quinoline drugs are thought to form p–p
interactions with haematin l-oxo dimers ([Fe(III)PPIX]2O) [13].

This is thought to decrease the availability of monomeric haem-

atin (H2O/OH�Fe(III)PPIX) for incorporation into haemozoin

by shifting the equilibrium towards the l-oxo dimer [14]. It

should be noted however that the existence of a l-oxo dimer

form of haematin under the conditions of the digestive vacuole

has been questioned [10].

While several studies have applied spectroscopic methods to

investigate Fe(III)PPIX:drug interactions in solution [13,15]

and the solid state [16] hitherto no spectroscopic study has

investigated the effect of drug treatment on single P. falcipa-

rum-infected red blood cells. Using polarisation-resolved reso-

nance Raman spectroscopy Frosch et al. [15] observed small

wavenumber shifts when CQ was mixed with haematin in solu-

tion, which further supports a non-covalent Fe(III)PPIX:drug

complex. Frosch et al. [17] recently reported UV resonance

Raman spectra of chloroquine under physiological conditions.

In this work mode assignment was performed by comparison

with Density Functional Theory (DFT) calculations which

suggested that the protonation states of chloroquine greatly

influence the molecular geometry, vibrational modes and

molecular orbitals important for p–p interactions with hae-

mozoin [17]. Near IR Surface Enhanced Raman Spectroscopy

(NIR-SERS) measurements [18] of a CQ–FePPIX complex

were compared with data for haematin and CQ alone. The

CQ–FePPIX complex indicated an interaction between the

quinoline ring of the drug and the porphyrin ring [18].

In this work, we combine Raman microscopy using 782 nm

excitation, with Principal Components Analysis (PCA) to

investigate the effect of CQ treatment on the physical organisa-

tion of haemozoin within the digestive vacuole of P. falciparum

trophozoites. We present evidence that CQ has an effect on the

molecular environment of haemozoin within a red blood cell

and provide the first spectroscopic evidence of CQ interfering
blished by Elsevier B.V. All rights reserved.
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with haemozoin formation, which paves the way to monitor

such FePPIX:drug interactions in situ.
Fig. 1. Resonance Raman spectra of haemozoin in live red blood cells,
and of dried samples of haematin and haematin l-oxo dimer using a
782 nm excitation wavelength. Inset: Brightfield and resonance Raman
image of a P. falciparum-infected red blood cell. The spot represents
the region from which the Raman spectrum was collected.
2. Experimental

2.1. Cell culture
P. falciparum (a CQ sensitive strain, D10) was maintained in contin-

uous culture using human erythrocytes obtained from the Red Cross
Blood Bank, Melbourne [19]. Parasitised erythrocytes were cultured
in complete culture medium (CCM) consisting of RPMI 1640 (GIBCO
BRL), 25 mM hydroxypiperazine-N 0-2-ethane sulfonic acid (HEPES,
Sigma, pH 7.4), 2 g/l sodium bicarbonate (AnalR) and 4 mM Gluta-
max (Invitrogen). This was supplemented with 0.16% glucose (AnalR),
0.21 mM hypoxanthine (Sigma), 22 lg/ml gentamycin (Sigma) and 4%
human serum and 0.25% Albumax I (GIBCO-BRL). The cultures were
kept at 37 �C in a humidified atmosphere of 5% CO2, 1% O2 and 90%
N2. Synchronised cultures (�5% parasitemia) of late ring stage para-
sites were treated for 20 h with 100 nM CQ. This concentration is suf-
ficient to inhibit growth of the parasites by approximately 80% as
monitored by uptake of [3H]-hypoxanthine (data not shown). Infected
RBCs (10 ll) were suspended in 10 ml of 0.9% saline solution and were
placed in an 80 mm diameter glass aluminium sputter coated Petri
dish; this was over-coated with poly-LL-lysine to adhere the blood cells
to the base of the dish. The experiment was repeated three times.

2.2. Raman microscopy
Raman spectra of control and CQ-treated P. falciparum-infected

erythrocytes were recorded as described previously [20,21]. When the
power is kept low and measurements are recorded in growth media
in a temperature regulated environment, live infected red blood cells
show no visible damage to the membrane or photo-decomposition of
the haemoglobin. The Renishaw system 2000 spectrometer used was
equipped with a 782 nm diode laser with �18 mW raw output power
and �3–4 mW power at the sample, a BH2-UMA Olympus optical
microscope and a Zeiss water immersion 60· objective. The instrument
was calibrated daily using the 520.5 cm�1 band of a silicon wafer.
Raman spectra were recorded by focusing the laser directly on the
haemozoin pigment within the live infected red blood cells. For both
the control and the CQ incubated cells spectra were recorded from
30 different cells. Raman spectra were recorded in the spectral range
1800–200 cm�1 using a single 10 s exposure at 10% power. All spectra
were normalised to the m10 m(CaCm)asym B1g vibrational mode. Spectra
of haematin, haematin l-oxo dimer and chloroquine were derived by
averaging 30 spectra taken at various different positions on several
crystals for each compound using a normal 50· objective.

2.3. Data analysis
PCA is a fundamental technique used in multivariate data analysis

and involves the decomposition of data into noise and structural com-
ponents. The dimensionality of the data set is reduced by plotting the
objects onto principal components (PC�s) with each consecutive com-
ponent orthogonally positioned with respect to the previous PC. Each
PC gives rise to a percentage of variance in the data set, with the ex-
plained variance decreasing as the PC increases. A plot of the scores
along each PC (scores plot) allows differences and similarities to be eas-
ily recognised. Each score represents a single spectrum and is plotted as
a point on a two-dimensional axis and the position of each point is
dependent on the individual variance contribution of the spectrum to
each PC [16]. The loadings plot is used in conjunction with the scores
plot to identify the variables that induce the most variability in the data
set. In this work, we applied PCA to ascertain biological variability and
investigate the uptake of drugs in a population of P. falciparum tropho-
zoites. Two different methodologies were used to minimize baseline af-
fects. Firstly, an Extended Multiplicative Scatter Correction (EMSC)
was applied to all data to remove physical affects, primarily baseline
variation between spectra of each data set. Secondly, a second deriva-
tive with a 13 point Savitzky–Golay smoothing function was applied.

2.4. Materials and synthesis
The l-oxo dimer form of haematin was prepared by dissolving

haematin (Sigma–Aldrich) in aqueous base (0.1 M NaOH) and 10%
(v/v) pyridine to produce 15.6 mM haematin l-oxo dimer solution
[10,22]. The solution was characterised by its characteristic UV–VIS
spectroscopy [10,22]. The 15.6 mM haematin l-oxo dimer solution
was dried onto aluminium sputter coated slide and the characteristic
Raman band (m(Fe–Osym)) at 413 cm�1 was observed in the Raman
spectrum [23–26]. The solution was also dried onto a Golden Gate�
Diamond attenuated total reflectance ATR accessory on a Bruker
Equinox FTIR spectrometer and spectra recorded at a resolution of
4 cm�1. The band at �880 cm�1 assigned to the IR masym (Fe–O–Fe)
absorbance confirms the presence of the l-oxo dimer (data not shown).
Chloroquine diphosphate was purchased from Sigma–Aldrich.
3. Results and discussion

The haemozoin crystal is readily located as a dark pigment

granule in brightfield images of live infected red blood cells

(Fig. 1, inset). The spectrum from the region of the haemozoin

is compared with spectra of haematin and the haematin l-oxo-

dimer in Fig. 1. For comparative purpose the spectra are nor-

malised to the band designated m10(1623 cm�1). The mode

notation is based on that proposed by Abe et al. [27] for the

resonance Raman spectra of nickel octa-ethyl porphyrin;

where under the D4h symmetry point group the modes are des-

ignated m1–m9 for A1g, m10–m18 for B1g, m19–m26 for A2g, m27–m35

for B2g, and m36–m55 for Eu modes. The A1g modes are totally

symmetric while the B1g, A2g, B2g modes are non-totally sym-

metric. The Eu modes are IR and Raman active. The symmetry

of ferric high spin haems such as haemozoin, haematin and b-

hameatin is ideally C4v because the Fe atom is translocated out

of the porphyrin plane but the D4h notation is often adopted

by convention. The c symbol is used to designate out-of-plane

modes of which there are a number of categories which include

(1) out-of-plane wagging modes, (2) tilting, and (3) internal

folding of the pyrrole rings. The strong bands in the haemoz-

oin spectrum include the in-plane asymmetric stretch of the

porphyrin ring m10(m(CaCm)asym) at 1623 cm�1 and the in-plane

stretch of the vinyl group m11(m(CbCb)) at approximately

1552 cm�1. Bands at 1570, 1376, 1238 and 972 cm�1are as-

signed to m2(m(CbCb)), m4(m(pyrrole half-ring)sym), m42(d(CmH)),

and m46(d(pyrrole deform)asym), respectively, and are listed in

Table 1. Bands present at 796 and 753 cm�1 are assigned to



Table 1
Band assignments for haemozoin, haematin l-oxo-dimer and haematin

Haemozoin (cm�1) Haematin (cm�1) l-oxo dimer (cm�1) Assignment Symmetry term Vibrational mode

1623 1622 1618 m10 B1g m(CaCm)asym

1570 1568 1567 m2 A1g m(CbCb)
1552 1550 1551 m11 B1g m(CbCb)
– – 1387 – – msym(COO�)
1376 1372 1368 m4 A1g m(pyrrole half-ring)sym

1238 1241 1239 m42 Eu d(CmH)
972 971 973 m46 Eu d(pyrrole deform)asym

796 797 792 m6 A1g m(pyrrole breathing)
751 754 753 m15 B1g m(pyrrole breathing)
709 – – c15 B2u m(pyrrole fold)asym

678 678 – m7 A1g m(pyrrole deform)sym

– – 413 – – m(Fe–O)sym

343 – 341 m8 A1g m(Fe–N)

m = In-plane stretch, c = out-of-plane stretch, d = deformation mode, a, b and m refer to carbon positions on the porphyrin.

Fig. 2. Micro-Raman spectra, using 782 nm excitation of haemozoin
in untreated (control) and CQ-treated infected red blood cells. A
spectrum of a dried sample of chloroquine disphosphate (CQ) is shown
for comparison.
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the full pyrrole ring breathing modes m6 and m15 whilst bands at

712, 680 and 343 cm�1are assigned to c15 (m(pyrrole fold)asym),

m7(m(pyrrole deform)sym) and Fe-ligand stretching modes [27].

In some controls and CQ-treated cultures an unassigned band

at 472 cm�1 was observed, the origin of which is not under-

stood. Most of the bands reported above are also observed

in the haematin monomer and l-oxo dimer but are less intense

when compared with the normalisation band m10 (1623 cm�1)

and in some cases are slightly shifted. The intensities of the

Raman bands of the haematin monomer and l-oxo dimer rel-

ative to m10 are reduced compared to the bands for haemozoin.

The differences in spectral intensity may reflect differences in

p–p interactions between porphyrins in the crystalline array.

We have previously identified atypical resonance Raman

enhancement in haematin, haemozoin and b-haematin when

exciting with near-IR wavelengths including 780 and 830 nm

[28]. Bands assigned to totally symmetric A1g modes were dra-

matically enhanced relative to m10 (1623 cm�1). These bands

normally become enhanced when exciting into the Soret band

at �400 nm from a type A or Frank–Condon mechanism. The

enhancement was found to be stronger for haemozoin and

b-haematin compared to haematin. It was hypothesised that

energy in the form of an exciton can migrate throughout the

FePPIX array through the superposition of excited electronic

states in the aggregate. Excitonic interactions have been shown

to cause unusual Raman enhancement patterns [28] and mech-

anisms such as Aggregated Enhanced Raman Scattering

(AERS) have been put forward to explain such patterns [29–

36]. It was reasoned that anti-malarials that bond via p–p
interactions to FePPIX could in theory act as molecular spac-

ers and reduce the excitonic effects in the porphyrin array. This

in-turn would manifest in the Raman spectrum as a reduction

in intensity of vibrational modes sensitive to the electron den-

sity of the porphyrin such as m4, which is referred to as the

‘‘electron density marker band’’ or the ‘‘oxidation state marker

band’’.

To test this hypothesis ring stage infected RBCs were incu-

bated in the presence or absence of 100 nM CQ for 20 h. This

caused an 80% decrease in parasite growth as determined by

uptake of [3H] hypoxanthine (data not shown). Fig. 2 presents

average Raman spectra from the region of the haemozoin crys-

tal in control (n = 30) and CQ-treated (n = 30) samples. The

average spectrum from the CQ-treated cells shows a distinct

reduction in the intensity of the A1g modes: 1570, 1376, 796,

678 cm�1 and the B1g modes: 1552, 751 cm�1 when compared
with the controls. This intensity reduction for some of these

modes is more easily seen in the bar graph presented in

Fig. 3. There is a consistent but small shift in some of the

Raman bands (Table 2) whilst m2, which remains at

1552 cm�1, appears to broaden (6.8–7.4 cm�1) in response to

the drug treatment. These changes in position, intensity and

the shape of the Raman bands following CQ treatment indi-

cate changes in molecular environment of the malaria pigment

upon drug interaction. It is interesting to note the sensitivity of

the so called ‘‘electron density marker band’’, m4 to the drug

treatment. The position of this band is thought to be sensitive

to oxidation state [37]. In this case the relative intensity of m4

may be an indicator of the strength of p–p interactions. The

other band that appears sensitive to electron density is the

other A1g mode m2 at 1552 cm�1. Fig. 4a shows the difference

spectrum calculated from the average spectra presented in

Fig. 2. The difference spectrum shows a number of derivative

like features associated with changes in intensity, position

and width of haemozoin bands including the A1g and B1g

modes.

PCA was applied to ascertain the spectral variance within

the population of cells and detect underlying patterns within

the data. In the PC1 versus PC2 scores plot each spectrum is

represented as a point plotted on a set of PC orthogonal axes



Fig. 3. Plot of intensities (relative to the 1622 cm�1 band for A1g and
B1g vibrational modes for haemozoin in control and CQ-treated
infected red blood cells.

Table 2
Raman band shifts and broadening for haemozoin from control and
CQ-treated red blood cell

Control (cm�1) CQ affected (cm�1)

1623 1626
1552a 1552a

1376 1378
796 799
709 712

aBand broadening.

1090 G.T. Webster et al. / FEBS Letters 582 (2008) 1087–1092
that describes the variance in the data set. An initial PCA anal-

ysis was performed on second derivative data from control and

drug inoculated cells. The PC1 versus PC2 scores plot showed

some separation (data not shown) but the first PC explained

only 17% of the explained variance. An examination of the

loadings plot revealed strong loadings associated with the to-

tally symmetric A1g modes: 1567, 1370, 791, 675 cm�1 and

B1g modes at 1617 and 744 cm�1 (Fig. 4b). The loadings plot
Fig. 4. (a) Difference spectrum of the average spectra for haemozoin in CQ-tr
treated and control groups taken from the PCA scores plot (Fig. 3) along P
correlates well with the difference spectrum calculated using

the average spectra. The most extreme variables were selected

in Fig. 4b, as indicated by all the variables outside the dashed

lines, and the PCA was recalculated to reduce the noise level

and increase the explained variance along PC1. The resulting

scores plot (Fig. 5) shows a clear separation along PC1 be-

tween CQ-treated and control data sets. The explained vari-

ance for PC1 is 52% followed by 11% for PC2.

Previous studies [16] have supported the suggestion of p–p
stacking of quinoline drugs to malaria pigment. Solomonov

et al. [16] found that when quinine and chloroquine were

bound to b-haematin, the intensity of the bands attributed to

A1g modes appeared less intense compared to the controls

and there was a significant degree of separation in PCA scores

plots for both data sets. The spectrum of chloroquine, itself, is

displayed in Fig. 2 and a vibrational assignment for all signif-

icant modes for chloroquine can be found in the work of Fro-

sch et al. [17]. The spectrum for haemozoin in the CQ-treated

infected red blood cells (Fig. 2) displays no peaks attributable

to chloroquine, probably because the concentration of chloro-

quine employed (100 nM) is too low to be detected within the

sensitivity limits of the Raman instrument. Hence there is no

simple direct evidence for drug binding to the surface of the

crystal. However, Solomonov et al. [16] show indirect evidence

of drug binding to the surface of b-haematin crystals using

IR-ATR analysis, where changes in what are hypothesised to

be surface propionic acid groups [14] are observed. An equiv-

alent band is not observed in the Raman spectrum because it is

not Raman active. Furthermore, there is no evidence of dis-

tinct Raman bands from the l-oxo dimer form of haematin

observed in the spectrum, in either control or CQ-treated sam-

ples.

The differences observed in the spectra for the CQ-treated

cells are subtle changes in the intensity and position of hae-

mozoin bands. The small shifts and intensity differences pro-

vide support for a model where the CQ binds between the

FePPIX dimer units and is held in place by p–p interactions
eated and control infected red blood cell. (b) PCA loadings plot of CQ-
C1 after a 2nd derivative function was applied.



Fig. 5. PCA scores plot of control (0) and CQ-treated (j) infected red blood cell data sets taken from the PCA loadings plot (Fig. 4b) along PC1 of
the extreme variables.

Fig. 6. Model structure of a b-haematin dimer with the antimalarial drug chloroquine binding via p–p interactions of the quinoline rings to the
porphyrin rings of the Fe(III)PPIX.
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as displayed in Fig. 6. Such a molecular spacer could poten-

tially reduce the probability of intermolecular migration of en-

ergy in the form of an exciton throughout the crystal. This

model is supported by previous studies which show that CQ,

when mixed with haematin in solution, results in only small

wavenumber (cm�1) shifts in the spectra [15]. Similar studies

on b-haematin (synthetic malaria pigment) coated with anti-

malarials (CQ and quinine) show a very clear separation in

the scores plot along PC1 [16]. The loadings plot for the

b-haematin/quinine data set also showed that the A1g and

B1g modes including (m10) 1626 cm�1, (m2) 1566 cm�1, (m2)

1551 cm�1, (m4) 1372 cm�1, (m6) 797 cm�1 and (m7) 677 cm�1

are the modes affected, again supporting a non-covalent p–p
drug binding orbital overlap mechanism.

Although previous IR-ATR [16] have shown that drug bind-

ing may affect the surface propionic acid groups, there is no

evidence in the Raman spectrum of such a drug binding mech-

anism. Resonance Raman spectroscopy supports drug binding

via a sandwich complex through p–p orbital overlap to the face

of the crystal [12] within the digestive vacuole of the malarial

parasite. However, it does not rule out surface propionic acid
group binding as a contributing mechanism because these

modes are not Raman active at near-IR excitation wave-

lengths.
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Our goal is to produce a rapid and accurate diagnostic tool for malaria using resonance Raman

spectroscopy to detect small inclusions of haemozoin in Plasmodium falciparum infected red blood cells.

In pursuit of this aim we serendipitously discovered a partial dark-field effect generated by our

experimental setup, which helps identify in thick blood films potential parasites that are normally

difficult to see with conventional bright-field microscopy. The haemozoin deposits ‘light up’ and

these can be selectively targeted with the Raman microscope to confirm the presence or absence of

haemozoin by the strong 1569 cm�1 band, which is a marker for haemozoin. With newly developed

imaging Raman microscopes incorporating ultra-sensitive rapid readout CCDs it is possible to obtain

spectra with a good signal-to-noise ratio in 1 second. Moreover, images from a smear of potentially

infected cells can be recorded and analysed with multivariate methods. The reconstructed images show

what appear to be sub-micron-inclusions of haemozoin in some cells indicating that the technique has

potential to identify low pigmented forms of the parasite including early trophozoite-stage infected

cells. Further work is required to unambiguously confirm the presence of such forms through

systematic staining but the results are indeed promising and may lead to the development of

a new Raman-based malaria diagnostic.
Introduction

Malaria remains one of the most devastating diseases on the

planet, afflicting some 500 million people each year and resulting

in 1–3 million deaths. Eighty percent of all cases occur in Africa,

with children under 5 years of age and pregnant women being the

major victims.1 The female Anopheles mosquito can host

the unicellular parasite Plasmodium falciparum and initiates the

infection through a skin bite that releases sporozoites from the

mosquito’s salivary glands into the bloodstream. These sporo-

zoites are cleared from the bloodstream within 30 minutes and

quickly invade liver cells. The liver-stage parasites differentiate

and multiply over a 14-day period resulting in the generation of

thousands of merozoites. The merozoites burst from the liver

cells and invade the erythrocytes. The following 48-hour cycle is

known as the intra-erythrocytic stage of the parasite’s life cycle

during which the parasite undergoes several morphologically

distinct developmental stages, including rings, trophozoites and

schizonts. The schizonts contain 12–16 merozoites, which upon
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release invade other red blood cells. For a full description of the

life cycle see http://malaria.wellcome.ac.uk/node40036.html.

During the trophozoite phase the parasite catabolizes large

amounts of haemoglobin, releasing toxic free ferrous protopor-

phyrin IX (Fe(II)PPIX) and denatured globin.2,3 The Fe(II)PPIX

is oxidized to Fe(III)PPIX and aggregates into an insoluble bio-

mineral known as haemozoin (malaria pigment) which is spec-

troscopically identical to its synthetic analogue b-haematin.4,5

Haemozoin is comprised of an array of dimers linked together by

reciprocal iron–carboxylate bonds to one of the propionate side

chains of adjacent FePPIX groups.6 Under physiological condi-

tions this pigment remains insoluble and undegraded.7

Strategies to diagnose malaria are based on detecting

the parasite in the bloodstream. Besides conventional optical

microscopy several diagnostic techniques have been developed

for malaria detection including serological (dipstick) antigen

detection,8–11 fluorescence microscopy,11–15 PCR-based

assays,11,16,17 flow cytometry,11,18 NMR-based metabolic

profiling19 magneto-optic-based technology20 and laser desorp-

tion mass spectrometry (LD-MS).21,22 Hitherto, the potential of

optical-based spectroscopic techniques as malaria diagnostics

have not been fully exploited, although resonance Raman

spectroscopy is showing potential due to the huge resonant

enhancement of haemozoin bands.23–26 We have been exploring

resonance Raman micro-spectroscopy as a possible diagnostic

tool for malaria both at the single cell level using a Raman

microscope26,27 and also at the population level using an acoustic

levitation device coupled to a Raman microscope.23 Raman

images of trophozoites have also been reported26–29 but the time

required to obtain a map of a single cell makes it impractical for
Analyst, 2009, 134, 1119–1125 | 1119



a clinical setting. Using newly developed purpose-built Raman

confocal imaging microscopes with fast readout CCDs and fibre

optic technology these spectral images can now be recorded in

rapid time while still preserving a very good signal-to-noise ratio.

The standard technique for malaria diagnosis is bright-field

microscopy. The technique has a number of advantages with the

main one being the ability to quantify and identify the parasites

at different stages of the parasite’s life cycle. However, the

technique is subjective and requires experienced personnel to

make the diagnosis. Rapid diagnostic tests (RDTs), also known

as ‘dipsticks’, make use of a capture antibody and conjugated

detection antibody to detect malarial antigen in blood samples.

RDTs have a rapid turnaround time and are simple to use,

enabling clinicians to make on-the-spot diagnoses but the tech-

nique is not quantitative. Quantitation is important because

knowledge of the parasite number often determines the thera-

peutic approach. The sensitivity (40 parasites/mL of blood) of the

RDTs is good; however, the cost is relatively expensive for

their target market, which is the developing world. Laser

desorption mass spectrometry (LD-MS) has a sensitivity of 100–

1000 parasites/mL of blood, similar to routine microscopy. Like

Raman microscopy it relies on the presence of haemozoin for

detection. More recently, synchrotron FTIR microscopy in

combination with a neural network has also shown potential as

a diagnostic tool for malaria.30 Specific lipid signatures along

with haemozoin bands enabled the identification of parasites at

all stages of the erythrocytic life cycle.30 Currently the main

drawback with this approach is that it requires a synchrotron

source to achieve the spatial resolution required for diagnosis at

the single cell level.

The Raman micro-spectroscopic technique has a number of

advantages compared to other diagnostic approaches. The main

one being that haemozoin can be unambiguously identified

because of the extremely strong resonance enhancement of

characteristic marker bands, especially when using near-IR

excitation.23–26 The Raman technique requires no addition of

stains or fluorophores and can also be applied to live cells

because water is a very weak Raman scatterer. Moreover, the

technique can be automated to detect parasitised cells using

multivariate29 or neural network algorithms to detect the

presence or absence of haemozoin. One of the drawbacks of

resonance Raman microscopy is the time required to screen a full

blood film containing parasites, and any method to assist in the

selective targeting of potentially infected cells would greatly

improve the diagnostic value of this technology. The detection of

malaria parasites using dark-field microscopy has been known

for many years31,32 and more recently attempts have been made

to make the technique more routine and sensitive enough to

detect ring forms of the parasite.33,34 It does have other draw-

backs in addition to its inability to routinely detect the early

forms of malaria including (a) a requirement for a specialized

sample mounting which entails using a mounting compound and

2 coverslips and (b) that artifacts from other crystal structures

and debris can lead to false positives. The technique also requires

a person experienced in diagnosing parasites in dark-field

conditions plus dark-field condensers for the microscope.

We have developed a new approach for detecting malaria

parasites by combining a partial dark-field effect in a simple

mounting arrangement with Raman micro-spectroscopy to
1120 | Analyst, 2009, 134, 1119–1125
unequivocally identify parasites. We prove this concept by

recording Raman images of the parasites and correlating these

directly with the dark-field images.

Experimental

Cell culture

P. falciparum (D10 line) was maintained in continuous culture

using human erythrocytes obtained from the Red Cross Blood

Bank, Melbourne.35 Parasitised erythrocytes were cultured in

complete culture medium (CCM) consisting of RPMI 1640

(GIBCO BRL), 25 mM hydroxypiperazine-N0-2-ethane sulfonic

acid (HEPES, Sigma pH 7.4), 2 g/L sodium bicarbonate (AnalR)

and 4 mM Glutamax (Invitrogen). This was supplemented with

0.16% glucose (AnalR), 0.21 mM hypoxanthine (Sigma), 22 mg/

mL gentamicin (Sigma) and 4% human serum and 0.25%

Albumax I (GIBCO-BRL). The cultures were incubated at 37 �C

in a humidified atmosphere of 5% CO2, 1% O2 and 94% N2.

Infected erythrocytes and uninfected erythrocytes (controls) were

fixed in solution using 2% paraformaldehyde, 0.0075% glutar-

aldehyde and 0.1 M cacodylate buffer for 1 hour before being

washed twice with Milli-Q water and placed on individual 12 mm

diameter � 0.5 mm thick CaF2 IR-grade polished windows.

Excess water was removed and the windows were allowed to dry

in air.

Chemicals

b-Haematin was prepared by dissolving hemin (Fluka, Bio-

chemika) in 3 mL of 0.1 M NaOH and stirring. To the solution

was added 0.3 mL of 0.1 M HCl and 1.74 mL of 12.9 M acetate

(pH 5). The reaction was complete after 30 min at 60 �C after

which the mixture was cooled for 10 min on ice and then filtered.

The resultant solid was dried for 24 hours at 37 �C. Haemoglobin

was purchased from Sigma-Aldrich and used without further

purification.

Partial dark-field effect

In bright-field microscopy the sample and surrounds are illumi-

nated directly and contrast is provided by the varying absor-

bance within the sample. The surrounding empty field appears

bright and the sample appears darker than the field areas.

However, in dark-field microscopy direct illumination rays are

stopped from entering the microscope aperture and the sample is

only observable if it can scatter the indirect illumination light

into the microscope aperture. This results in a dark, close to

black, background with bright objects visualised because of the

collection of scattered light from these objects. The image

contrast is thus provided by the variation of light scattering

intensity from various objects within the sample.

In our experiment the CaF2 window was stuck down onto

a Petri dish using a tiny drop of Superglue� and the Petri dish

then filled with water and placed on the stage of the microscope.

The partial dark-field illumination was achieved without the use

of any dark-field microscope accessories, thus eliminating some

of the complications of dark-field microscopy (i.e. no occluding

disks or stops were fitted to either the illuminator or the objective

lens). The microscope was configured for reflected-mode
This journal is ª The Royal Society of Chemistry 2009



bright-field observations except with the illuminator intensity

and the condenser focus set to provide a relatively poorly illu-

minated field (by bright-field standards). Consequently, less than

optimal contrast was achieved for objects in the image as can be

seen in Fig. 1A. The Petri dish was located on the microscope

scan table, which is equipped with roughened steel base-plate to

avoid movement of the sample while scanning. This base-plate

reflected some light back upward through the Petri dish and the

sample cells. Because the base-plate has a rough surface much of

this light will be directed off the optical axis of the microscope. It

is only through scattering interactions with the sample that these

rays can be redirected to angles accepted by the microscope

aperture. Under these conditions a partial bright-field mixed with

partial dark-field illumination occurs. Since the sample is bright-

field illuminated the dark-field contribution can only be observed

if the sample contains some particularly efficient light scattering

particles, as is the case for the malaria pigment.31,32 The dark-
Fig. 1 (A) Visible micrograph showing the partial dark-field effect

lighting up haemozoin deposits in several parasite infected cells. The

infected erythrocyte towards the bottom right corner is triply infected. (B)

Chemical map generated by integrating the region between 1680 and

1620 cm�1. The lighter colour shows regions of stronger counts. (C)

Unsupervised Hierarchical Cluster Analysis (UHCA) map generated

using the D-values distance algorithm for the 1700–1300 cm�1 range for

5 clusters. (D) UHCA map generated using the Euclidean distance

algorithm for the 1700–1300 cm�1 range for 5 clusters. (E) Mean spectra

extracted from D-values calculation of the UHCA map in (D). The

purple labels correspond to bands mainly associated with haemozoin

while the black labels are characteristic haemoglobin bands. (F) Mean

spectra extracted from Euclidean distance calculation. The spectra have

characteristic bands of haemoglobin but not haemozoin.
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field illumination contribution causes strongly scattering objects

to have the appearance of ‘bright lights’, brighter in fact than the

surrounding empty field areas (Fig. 1A).
Resonance Raman mapping

Resonance Raman micro-spectroscopic maps were collected with

531.8 nm excitation (frequency doubled Nd-YAG laser with

36 mW laser power) using a confocal Raman microscope

(CRM300), WITec, Inc. (Ulm Germany), at a dwell time of 1 s

per pixel. The CRM300 is equipped with an ultra-high

throughput spectrometer (UHTS300) and a DV401 CCD camera

as the detector. The grating was 600 grooves/mm blazed at

500 nm. A Nikon 60� water immersion objective (N.A. 1.0) was

used for all measurements. Raman backscattered radiation was

collected through the objective and passed through an edge filter

to block Rayleigh scattered and reflected laser light before being

focussed into a multi-mode fibre optic. The UHTS 300 is an

f/4 lens-based spectrometer with a focal length of 300 mm. The

Raman signal from the confocal microscope is directed to the

spectrometer using a multi-mode optical fibre with a core

diameter of 50 mm which acts as the entrance slit (2nd pinhole) of

the spectrometer and is finally detected by a back-illuminated

deep-depletion, 1024 � 128 pixel charge-coupled device camera

operating at�62 �C with a quantum efficiency of more than 90%.

With the above combination of laser and this objective, the

lateral spatial resolution is about 300 nm, and the depth reso-

lution about twice that value. The spectral resolution for the

instrument in this configuration is 4 cm�1. Exact power at the

sample is difficult to determine but is approximately 12 mW.
Data processing

All data processing was performed in Cytospec� (www.cyto-

spec.com) version 1.4.00. After cosmic ray removal the data

range was cut so that only the spectral range between 1800 and

400 cm�1 was included in subsequent calculations. The spectra

were then quality tested to remove spectra from background

areas low in counts and then the baseline corrected using a 3rd

order polynomial function and 9 baseline points. Unsupervised

Hierarchical Cluster Analysis (UHCA) was performed over the

1700–1300 cm�1 spectral region using the D-values algorithm

based on Pearson’s correlation coefficient and, for comparison,

the Euclidean distance algorithm. The cluster analysis was

performed using Ward’s algorithm.

In UHCA each spectrum consists of wavenumber and inten-

sity information with X and Y spatial coordinates. This raw data

set is referred to as a spectral ‘hypercube’. Each data cube that

makes up the hypercube contains a Raman spectrum providing

qualitative and quantitative chemical information. To enable

a visual inspection of such large data sets, the individual spectra

are converted into a two-dimensional false colour representation.

This can be accomplished by uni- or multi-variate methods. In

univariate analyses, a spectral property for each spectrum (for

example, intensity, integrated intensity or intensity ratio at two

wavenumber values) is colour coded, and represented as a func-

tion of spatial coordinates to yield a two-dimensional false

colour map. Different colour hues represent different values of

the displayed spectral property.
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Fig. 2 Resonance Raman spectra of haemoglobin, b-haematin and the

mean spectrum extracted spectrum from the violet cluster presented in

Fig. 1E. All spectra were recorded using 531.8 nm excitation.
In multivariate methods, the information of the entire spec-

trum can be utilized for data analysis. Supervised pattern

recognition techniques such as linear discriminant analysis have

been employed to investigate skin tumours,36 while unsupervised

hierarchical clustering techniques and also ANN classification

algorithms show enormous potential in diagnosing colorectal

adenocarcinoma,37 cirrhotic liver tissue38 and cervical cancer.39

Unsupervised hierarchical cluster analysis is a general approach

to cluster analysis, in which the object is to group together

objects or records that are ‘close’ to one another. The analysis

entails repeated calculation of distance measures between

objects, and between clusters once objects begin to be grouped

into clusters. The outcome is represented graphically as

a dendrogram or alternatively as a false colour map. In this study

we employ an unsupervised clustering approach to investigate

malaria infected red blood cells. The unsupervised clustering

approach is well described in the literature37–39 and only a brief

overview is given below.

In cluster analysis a measure of similarity is established for

each class of related spectra and a mean characteristic spectrum

can be extracted for each class. The first step in the computation

is to derive the distance matrix by calculating the Euclidean

distance between every spectrum,

djk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1

�
xji � xki

�2

s
(1)

where xj and xk are spectra being compared and are one-

dimensional vectors of intensity values for n equidistant data

points. Consequently, every spectrum is referenced to all other

spectra with the resulting djk matrix containing n � n entries,

where n is the total number of spectra within the data set.

Alternatively, the distance matrix can be mean-centred through

a method based on Pearson’s correlation coefficient. This is

known as the D-values method,37

djk ¼ 1�

�Pn
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xji$xki

�
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where, �xj and �xk are the average mean values for each vector. The

‘overlap’ or similarity between a spectrum and reference ranges

from 0 for no fit and up to 1.0 for a perfect fit. Step 2 involves

using Ward’s algorithm for merging all spectra into clusters, or

classes of spectra, such that similar spectra appear in the same

cluster. The process of merging spectra into new clusters is

repeated until all spectra have been combined into a few clusters.

Ward’s algorithm is often employed because it minimizes the

heterogeneity of the clusters. In the final step all spectra in

a cluster are assigned the same colour. In the false colour maps

the assigned colour for each spectral cluster is displayed at the

coordinates at which each spectrum belonging to the cluster was

collected. The mean spectrum of a cluster represents all spectra in

a cluster and can be used for the interpretation of the chemical or

biochemical differences between clusters.

In this project we compare two different algorithms that are

part of the Cytospec software suite, namely the D-values algo-

rithm and the Euclidean distance algorithm. The essential
1122 | Analyst, 2009, 134, 1119–1125
difference between the algorithms is that in the D-values algo-

rithm the distances between the spectra are divided through by

the residuals of the standard deviation, while in the Euclidean

algorithm this does not occur. The net effect is that in the former

the spectral distances are intrinsically normalized whereas in the

latter case they are not. Thus the Euclidean algorithm gives

a more quantitative result based on absolute Raman counts

whereas the D-values calculation gives an indication of more

subtle spectral differences associated with changes in band shape.

Results and discussion

Thin film

Fig. 1A shows the partial dark-field effect in a thin film of

malaria parasite infected red blood cells in the late trophozoite

stage. The haemozoin crystals appear as ‘bright lights’; however,

one cannot be certain that all the ‘bright lights’ are indeed hae-

mozoin crystals. To confirm the presence of haemozoin it is

possible to selectively target the individual bright spots with the

Raman microscope or alternatively record Raman maps of the

total area. By using the latter approach a spatial correlation

between the visible photomicrograph and a Raman image of

haemozoin deposits can be achieved. Fig. 1B depicts a chemical

map recorded of 5 cells generated by integrating the 1680–1620

cm�1 region of the spectra and thus showing regions of high

haemoglobin and haemozoin density. The high spatial resolution

enables the clear resolution of a triply infected cell (lower right

corner) showing 3 haemozoin deposits within the one cell.

UHCA was performed in the 1700–1300 cm�1 region using both

the D-values and the Euclidean distance algorithms and 5 cluster

maps are presented in Fig. 1C and Fig. 1D respectively. The two
This journal is ª The Royal Society of Chemistry 2009



processes yield distinctly different cluster maps. In the calcula-

tion of D-values the haemozoin deposits are clearly resolved and

correlate well with the partial dark-field visible image. The mean-

extracted spectra (Fig. 1E) show the violet cluster to be

predominantly of haemozoin, while the mid-blue and grey clus-

ters are a mixture of haemozoin and haemoglobin. The green and

red clusters are entirely composed of haemoglobin as evinced by

the strong 1639 and 1588 cm�1 bands, assigned to n10 and n2

porphyrin core vibrations, respectively. The red cluster is corre-

lated to a higher density of haemoglobin compared to the green

cluster as evinced by the intensity of n10 and n2 bands compared

to the red spectrum. The spectra of b-haematin (a spectroscopi-

cally synthetic analogue of haemozoin), haemoglobin and the

mean-extracted spectrum of the violet cluster, which is predom-

inantly haemozoin, are compared in Fig. 2. The spectrum of the

violet cluster closely matches that of b-haematin, especially in

terms of band position and relative intensity for the majority of

the bands. The spectrum of crystallized haemoglobin is quite

different, especially in the 1700–1600 cm�1 region where the 1639

and 1588 cm�1 bands clearly distinguish it from the b-haematin

and the violet cluster spectra. Band assignments and symmetry
Fig. 3 (A) Visible micrograph of a thick film of malaria infected cells. (B) Visi

(C) Chemical map of approximately the area bounded by the red square in (

lighter colours show the haemozoin deposits in the trophozoites. (D) UHCA p

showing 2 clusters. The blue cluster shows the haemozoin deposits while the r

are presented. The pink cluster correlates to the haemozoin deposits within l

moglobin and haemozoin. The light blue cluster correlates well with haemoglo

be inclusions of haemozoin observed in both trophozoite infected cells and

extracted from the cluster map presented in (E).

This journal is ª The Royal Society of Chemistry 2009
terms are based on previous isotopic substitution studies and

density functional calculations and are presented in Table 1.40,41

The cluster map based on the Euclidean distance calculation

(Fig. 1D) correlates well with the chemical map shown in Fig. 1B

and is essentially based on differences in haemoglobin density

within the cell. Unlike the D-values cluster map (Fig. 1C) the

haemozoin inclusions are not obvious. It should be noted that

because this is a confocal map the resulting cluster map repre-

sents the density of haemoglobin approximately half way into the

cell and not the haemoglobin density throughout the whole cell.

The mean-extracted spectra for the Euclidean cluster map

(Fig. 1F) confirm that the variation observed in this cluster map

is predominantly from differences in haemoglobin density.
Thick film

Fig. 3A shows a thick film of infected erythrocytes using the

Raman microscope in optical mode. The dark spots are mainly

haemozoin crystals, which are distributed in large numbers

throughout the sample while Fig. 3B shows the partial dark-field

effect. Fig. 3C shows a Raman chemical map of approximately
ble micrograph showing partial dark-field effect with trophozoites ‘lit up’.

B), calculated by integrating the area between 1680 and 1620 cm�1. The

erformed using the D-values algorithm and in the 1700–1300 cm�1 range

ed is associated with haemoglobin. (E) Same as (D) except that 5 clusters

ate-stage trophozoites. The green and grey clusters are a mixture of hae-

bin within the cell while the red-sub-micron sized dots (300 nm) appear to

possibly other stages of the P. falciparum life cycle. (F) Mean spectra

Analyst, 2009, 134, 1119–1125 | 1123



Table 1 Band assignments, symmetry terms and local coordinates for
resonance Raman of haemoglobin and b-haematin. The names in each
column refer to the following: Hb¼ haemoglobin, b-Hm¼ b-haematin, n
¼ in-plane stretch, g ¼ out-of-plane vibration, d ¼ deformation mode,
pyr ¼ pyrrole, prop ¼ propionate, vw ¼ very weak. Labelling and
notation scheme is based on the work of ref. 40

Hb b-Hm Assignment Symmetry Local coordinates

1639 1627 n10 B1g n(CaCm)as

1588 1569 n2 A1g n(CbCb)
1435 1430 d(]CbH2)sym

1398 1398 n29 B2g n(pyr quarter-ring)
1373 1374 n4 A1g n(pyr half-ring)sym

1345 1342 n41 Eu n(pyr half-ring)sym

1309 1307 n21 A2g d(CmH)
1232 — n13 B1g d(CmH)
— 1220 prop d(CH2) twisting
1170 1170 n30 B2g n(pyr half-ring)as

1130 1120 n6 + n8 A1g n(Ca–Cb)sym + n(Fe–N)
1130 1120 n22 A2g n(pyr half-ring)as

1082 1082 d(]CbH2)as

1006 1006 g(CaH])
971 971 n(Cc–Cd)
754 752 n15 B1g n(pyr breathing)
697 vw 690 g15 B2u d(pyr fold)sym

676 676 n7 A1g d(pyr def)sym
the area outlined by the red square in Fig. 3B, produced by

integrating the 1680–1620 cm�1 region of the Raman spectra. The

intensity distribution (bright ¼ high; dark ¼ low) of this region

correlates very well with the bright spots in the partial dark-field

visible image. However, the information in this map simply
Fig. 4 Expanded region of spectra presented in Fig. 3F showing the

region between 1600 and 1500 cm�1. Note the differences in the red and

light blue spectra. The strong shoulder on the red spectrum centred at

1569 cm�1 indicates that the sub-micron-dots observed in Fig. 3E are

from inclusions of haemozoin.

1124 | Analyst, 2009, 134, 1119–1125
shows baseline corrected counts and it is therefore not definitive

proof of haemozoin crystals. To gain more insight into the

chemistry of the cell population UHCA was performed in the

1700–1300 cm�1 region using the D-values and Ward’s algorithm.

Fig. 3D shows a 2-cluster map while Fig. 3E shows a 5-cluster

map. The 2-cluster map clearly shows the haemozoin crystal

deposits (blue) in the digestive vacuole of the trophozoites, which

can be readily correlated with the bright spots in the partial dark-

field image. Precise correlations here are difficult because the

optical paths for the partial dark-field microscopy and the

Raman microscopy are different. The correlation is achieved by

overlaying the two figures. The red cluster is associated

predominantly with haemoglobin. More interesting is the

5-cluster map which also shows the large haemozoin deposits

(now pink) along with an outer cluster around the haemozoin

deposit (grey) and very small sub-micron sized spots (red) that

appear in some of the trophozoite infected cells but more

importantly also in other cells that are not obviously infected

with late-stage trophozoites. The mean-extracted spectra are

presented in Fig. 3F and show similar profiles to those in Fig. 1E.

However, careful inspection of the 1700–1500 cm�1 region

expanded in Fig. 4 shows that the spectrum correlating to the red

nano-dots observed in the cluster map is in fact of haemozoin

mixed with haemoglobin as evinced by the intensity of the band

at 1569 cm�1, characteristic of haemozoin compared to the 1639

cm�1 band associated with oxygenated haemoglobin. In the red

spectrum the 1569 cm�1 has a similar intensity to the 1639 cm�1

band but in the light blue spectrum, which is almost entirely

haemoglobin, the 1639 cm�1 band is more intense than the 1569

cm�1 shoulder feature. The red dots thus appear from the Raman

spectra to be sub-micron-haemozoin inclusions. It is difficult to

observe these inclusions in the partial-dark-field image and

impossible to observe them in the bright-field image, hence it is

not possible to unequivocally confirm these deposits as sub-

micron-haemozoin inclusions but the relative intensity of the

1569 cm�1 compared to the 1639 cm�1 is strong evidence. If this is

indeed the case then it should be possible to identify low-pig-

mented forms of the parasite including the early trophozoite

stage using this Raman signature.
Conclusion

The combination of using a partial-dark-field effect to determine

targets for Raman spectroscopy followed by rapid confocal

Raman imaging paves the way for a new diagnostic tool for

malaria. The extremely high spatial resolution (300 nm) and the

ability to record good quality spectra in 1 second suggest that this

approach may be suitable for clinical laboratories. The partial

dark-field effect helps identify potential parasites in thick films

that may be overlaid by other cells and thus obscured using

conventional bright-field microscopy. The technique shows

potential to detect low-pigmented phases of the parasite’s life

cycle including early trophozoites; however, these results remain

to be verified through conventional staining approaches and/or

fluorescence microscopy which is the subject of future studies.

The combination of Raman and dark-field microscopy could

have potential as a diagnostic in remote locations with the

emergence of more portable spectrometers and microscopes. The

experience required to operate a purpose-built Raman dark-field
This journal is ª The Royal Society of Chemistry 2009



microscope would be no more difficult than a conventional

microscope with the main advantage being that the operator is

not required to make the diagnosis.
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CHAPTER SUMMARY 

 The results of the previous study (III) indicate that a number of bands assigned 

to A1g and B1g modes characteristic of the haemozoin aggregate are reduced in intensity 

in chloroquine-treated cells. The intensity changes are attributed to intermolecular drug 

binding of chloroquine (CQ) in a sandwich type complex between Fe(III)PPIX dimer 

units. It is postulated that CQ binds via π-π interactions between adjacent and oriented 

porphyrins, thus disrupting the haemozoin aggregate and reducing excitonic interactions 

between adjacent haems. 

 Although the results of that study are promising, further work was required to 

monitor antimalarial drug interactions with Fe(III)PPIX in solution. This chapter of the 

dissertation is mainly concerned with two topics: first, determining the effectiveness of 

potential antimalarial compounds that are thought to exert their antimalarial activity by 

binding to Fe(III)PPIX, consequently inhibiting the growth of haemozoin; and second, a 

proposition that supramolecular interactions are responsible for excitonic effects 

observed in haem aggregates. 

The first manuscript in this chapter (V) is separated into two parts, which 

discusses aggregated enhanced Raman scattering (AERS) in Fe(III)PPIX solutions and 

the effect of (a) concentration and (b) CQ on excitonic interactions. The concentration 

study allows the researcher to understand the mechanism that accounts for the Raman 

photophysical behaviour of haems at high concentrations. This provides an indirect 

method to monitor antimalarial drug interactions. The results show that as the 

concentration of Fe(III)PPIX increases there is an increased probability of 

supramolecular interactions between Fe(III)PPIX units. In addition, UV-Visible spectra 

showed that as the concentration of Fe(III)PPIX increased in solution the Soret band 
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was slightly blue-shifted and the Q band significantly broadened, which supports the 

excitonic hypothesis. The chloroquine drug study used excitonic Raman enhancement 

of the ν4 totally symmetric A1g mode to investigate CQ non-covalently binding to the 

unligated faces of Fe(III)PPIX-OH/H2O monomers, π-π dimers and µ-oxo dimers, 

which form in highly concentrated solutions approaching those of the digestive vacuole 

of the Plasmodium falciparum parasite. Non-covalent CQ drug binding can cap the 

faces of the haemozoin dimer sub-unit and reduce the amount of haemozoin formed. 

The second manuscript (VI) builds on these results in the solid phase and 

suggests that supramolecular interactions, such as hydrogen bonding interactions, are 

responsible for the NIR Raman excitonic enhancement of ν4 observed in malaria 

pigment and other related haem aggregates. 







Aggregated Enhanced Raman Scattering in Fe(III)PPIX Solutions: The Effects of
Concentration and Chloroquine on Excitonic Interactions

Grant T. Webster, Don McNaughton, and Bayden R. Wood*
Centre for Biospectroscopy and School of Chemistry, Monash UniVersity, Clayton, Victoria 3800, Australia

ReceiVed: December 14, 2008; ReVised Manuscript ReceiVed: March 20, 2009

Resonance Raman spectra of hematin and hemin solutions are reported for 413 and 514 nm wavelengths.
Enhancement of A1g modes (1569 and 1370 cm-1) and B1g modes (1124 and 755 cm-1) as a function of
increased concentration are observed when irradiating with 514 nm laser excitation but not 413 nm. This can
be rationalized by considering an excitonic coupling mechanism. As the concentration of hematin increases
there is an increased probability of supramolecular interactions between iron(III) protoporphyrin IX
(Fe(III)PPIX) units occurring. The Fe(III)PPIX concentration reaches a saturation point in solution and excitonic
coupling reaches a maximum causing the enhancement profile to plateau when applying 514 nm excitation.
In contrast, when using 413 nm excitation there were no changes in band intensity with increased concentration
showing that excitonic coupling through supramolecular interactions for aggregated solutions is wavelength
dependent. Electronic absorption spectra show that as the concentration of Fe(III)PPIX increases in solution
the Soret band is slightly blue shifted and the Q-band significantly broadens supporting the excitonic hypothesis.
Understanding the mechanism that accounts for the Raman photophysical behavior of hemes at high
concentrations provided an indirect method to monitor antimalarial drug interactions. A second aim was to
investigate chloroquine binding to Fe(III)PPIX-OH/H2O monomers, π-π dimers and µ-oxo dimers formed
in highly concentrated solutions approaching those of the digestive vacuole of the P. falciparum malaria
parasite using excitonic Raman enhancement. It was hypothesized that the Raman excitonic enhancement
mechanism could be impeded in heme aggregated solutions by the addition of chloroquine. This would result
in a reduction in heme bands associated with the A1g modes including ν4. Resonance Raman spectra recorded
using 514 nm excitation show that chloroquine (CQ) acts as a molecular spacer and binds noncovalently
through dispersion interactions giving rise to π-π interactions, between µ-oxo dimer units of Fe(III)PPIX as
evinced by the decrease in intensity of ν4 in the Raman spectrum as a function of increasing CQ mole ratio.
In comparison, electronic spectra show that CQ can bind to the unligated face of Fe(III)PPIX-OH/H2O
monomers, potentially reducing the formation of π-π dimers. This study has important implications in
determining the effectiveness of potential antimalarial compounds that are thought to exert their effectiveness
by binding through supramolecular interactions to the unligated faces of Fe(III)PPIX-OH/H2O monomers
and µ-oxo dimers.

Introduction

Resonance Raman spectroscopy is a powerful tool to study
porphyrin moieties including hemes and other metallo-porphy-
rins.1 The intrinsic symmetry and chromophoric structure of
iron-protoporphyrin IX (Fe(PPIX)) molecules such as hemin
(Fe(PPIX-Cl)) and hematin (Fe(PPIX-OH)) results in strong
Raman scattering upon excitation at many wavelengths. Reso-
nance or preresonance with the Soret and Q bands that are
observed in the UV-visible spectrum of metallo-porphyrins
results in enhancement of totally symmetric (A1g) and nontotally
symmetric (B1g, B2g, and A2g) modes, respectively. Two
important resonance Raman scattering terms determined by Tang
and Albrecht2 provide insight into the relationship between
vibrational Raman intensities and excited-state structure. Type
A depends on the product of the Franck-Condon integrals
between the intermediate level and the initial and final vibra-
tional states, with totally symmetric modes having nonzero
values.1 This results in enhancement of A1g modes when using
excitation wavelengths in the vicinity of the Soret band near
400 nm. For type B scattering, vibrational overlap depends on

the displacement of the normal coordinate and how this perturbs
the excited-state structure and can be nonzero for nontotally
symmetric (B1g, B2g, and A2g) modes when exciting with a laser
in the Q-band region (500-600 nm). In this case, vibronic
mixing usually via a low frequency nontotally symmetric mode
can enhance the intensity by coupling to a nearby strong allowed
transition.1 Both Raman scattering mechanisms act as excellent
models to explain the resonance Raman spectra in the case of
dilute solutions; however, the above model does not hold for
aggregated solids. Akins3 observed unusual scattering in small
aggregates of covalently linked porphyrin arrays and cyanine
dyes absorbed onto surfaces. Akins3 described this phenomenon
as aggregated enhanced Raman scattering (AERS), whereby an
increase in the number of aggregated chromophores produces
near-resonance of both the A and B terms in the polarizability
tensor.3 The electronic states are split into a broadband of states
with different geometries, energies, and oscillator strengths
through excitonic coupling and the extent of this coupling will
affect the intensity of the Raman signal for a particular
wavelength.4 Previous studies by Kasha5 defined molecular
excitons as the resonance interaction between the excited states
of loosely bound molecular aggregates. Under certain conditions,* To whom correspondence should be addressed.
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he described it as either locally excited states of the excited
molecular aggregate that produce a collective excitation, or a
superposition of these collective excited states which describes
the excitation in terms of a traveling-wave packet of excitation
energy known as the exciton.5 Previous studies show that
covalently meso-meso-linked Cu(II)6,7 and Zn(II)8 porphyrin
arrays display strong excitonic interactions and distinct splitting
of the Soret band resulting in atypical Raman scattering patterns.
Aratani et al.9 reported the UV-visible absorption spectra of
various ZnP-H2P hybrid diporphyrin aggregates with a blue shift
in the Soret band and broadening in the Q-bands supporting a
face-to-face multiporphyrinic system. de Villiers and co-
workers10 propose a model in which the spontaneously formed
aqueous Fe(III)PPIX dimer noncovalently interacts with the
unligated faces of two five-coordinate H2O/HO-Fe(III)PPIX
molecules with the axial H2O/HO- ligands pointing outward.
Understanding the photophysical behavior of hemes at high
concentrations may have important implications in developing
antimalarial drugs that are designed to inhibit the formation of
hemozoin, a byproduct formed from the catabolism of hemo-
globin by the malaria parasite Plasmodium falciparum.

Malaria is still a widespread tropical disease that affects 500
million people causing over 1 million deaths per year.11 During
the intraerythrocytic stage of the Plasmodium sp. lifecycle,
hemoglobin is degraded into toxic-free heme (Fe(PPIX)) and
denatured globin.12,13 Detoxification then involves the conversion
of Fe(III)PPIX to hemozoin, also known as malaria pigment,
within the parasites digestive vacuole.10,14-16 Quinoline anti-
malarial drugs such as chloroquine are believed to exert their
action by targeting Fe(III)PPIX in the form of hematin, its µ-oxo
dimer ([Fe(III)PPIX]2O) or the biomineralized hemozoin ([Fe(I-
II)PPIX]2) pellet within the digestive vacuole of the malaria
parasite.17 Cohen et al.18 first reported complex formation
between chloroquine (CQ) and Fe(III)PPIX in the 1960s. Chou
and co-workers19 later discovered that Fe(III)PPIX is a molecular
drug target for chloroquine (CQ) and other quinoline drugs and
that interactions between these drugs and Fe(III)PPIX results
in antimalarial activity. Using polarization-resolved resonance
Raman spectroscopy Frosch et al.20 observed small wavenumber
shifts, which supports a noncovalent Fe(III)PPIX/drug complex,
when CQ was mixed with hematin in solution. Measurements
of a CQ-Fe(III)PPIX complex were compared with data from
hematin and CQ using Near IR Surface Enhanced Raman
Spectroscopy (NIR-SERS).21 The CQ-Fe(III)PPIX complex
showed π-π interaction between the porphyrin ring and the
quinoline ring of the drug.21 Red shifts in the Soret band were
previously observed22 in the UV-visible absorbance spectra
upon CQ-porphyrin π stacking of these complexes. The Q bands
decrease in intensity, while a significant blue shift in the charge-
transfer band is observed upon Fe(III)PPIX-quinoline complex-
ation.15 The affect of Fe(III)PPIX-quinoline interactions on
antimalarial activity and inhibition of hemozoin and/or �-he-
matin has been previously addressed23-26 and therefore will not
be discussed in detail here. The above studies indicate π-π
orbital overlap is involved in the intermolecular interaction
between chloroquine and Fe(III)PPIX porphyrin. In this study
we provide support for the notion that the interaction between
CQ and Fe(III)PPIX-OH/H2O monomers and µ-oxo dimers is
initiated through supramolecular interactions (particularly dis-
persion interactions), with resultant π-π interactions.

In this work, we combine resonance Raman spectroscopy
using 413 and 514 nm excitation and UV-visible measurements
to investigate the enhancement profile of Fe(III)PPIX solutions
as a function of concentration and explore the structural changes

occurring upon CQ-Fe(III)PPIX interaction in solution. We
present evidence for AERS in Fe(III)PPIX solutions based on
an intensity increase observed for A1g modes as a function of
concentration and demonstrate that this phenomenon is excita-
tion wavelength dependent. We also hypothesize that CQ acts
as a molecular spacer and binds to the unligated faces of µ-oxo
dimer Fe(III)PPIX units through π-π interactions and other
supramolecular interactions leading to a reduction in excitonic
interactions, which manifests in the spectra as a decrease in
intensity of the A1g totally symmetric modes as a function of
increasing CQ concentration. Electronic spectra provide further
evidence that CQ binds to the unligated faces of Fe(III)PPIX-
OH/H2O monomer units, which potentially reduce formation
of π-π dimers as evinced by a red shift in the Soret band as a
function of increasing the CQ mole ratio.

Experimental Section

Resonance Raman Spectroscopy. Raman spectra of aqueous
hemin and hematin solutions were recorded using a Renishaw
inVia Raman Microscope spectrometer (Renishaw Pty Ltd.,
Wooton-under-edge, UK) with ×20 objective. The instrument
was calibrated daily using the 520.5 cm-1 band of a silicon
wafer. The excitation source was a krypton-argon laser with
ca. 50 mW raw output power and ca. 0.5-1 mW power at the
sample for 413 nm excitation and ca. 300 mW raw output power
and ca. 8-10 mW power at the sample for 514 nm excitation.
The solutions were continuously pumped through a glass tube
(flow-through-cell (FTC)) using a peristaltic pump, and under
these experimental conditions there was no evidence of pho-
todecomposition or sample damage. For hemin, hematin, and
hematin/CQ µ-oxo dimer solutions, 30 spectra were recorded
in the range 1800-200 cm-1 using a single 10 s exposure. All
Raman spectra were normalized to the ν10 ν(CRCm)asym B1g

vibrational mode at ca. 1625 cm-1. Spectra of hematin, hemin,
µ-oxo dimer, π-π Fe(III)PPIX-OH dimer/CQ, and Fe(III)PPIX/
CQ µ-oxo dimer solutions were derived by averaging 30 spectra
taken at different positions within the solution using the Bruker
OPUS software and the experiments were repeated three times.
Standard deviation spectra were calculated using the Bruker
OPUS software.

UV-visible Spectroscopy. UV-visible absorbance spectra
were recorded for hemin and hematin solutions at various
concentrations (1.25, 2.5, 5, 7.5, and 10 µM) using a CARY
100 Bio UV-visible spectrometer. Sample solutions were
prepared by dissolving the compounds in 0.1 M NaOH to make
a 4 mL 0.01 M Fe(III)PPIX stock solution. In order to maintain
absorbance below 0.7 a 2 mm cuvette was used to obtain the
absorbance of the Soret band while a 1 cm cuvette was used to
acquire the absorbance of the Q bands. Nine millimolar stock
solutions of hematin µ-oxo dimer (control) and hematin µ-oxo
dimer/CQ mole ratio mixtures (1:1, 1:2, and 1:5) were diluted
100-fold in aqueous 0.1 M NaOH/10% pyridine solution and
absorbance spectra were taken using a 2 mm cuvette. The above
dilution of the 9 mM stock solution of control and hematin µ-oxo
dimer/CQ mole ratio mixtures was repeated with distilled water
and absorbance spectra were recorded using a 2 mm cuvette.

Data Analysis. Initial spectral manipulations on the Raman
spectra were carried out under OPUS. Each sample data set
contained 30 Raman spectra, which were averaged indepen-
dently to produce the mean spectra presented. All second
derivative spectra were calculated using the Savitsky-Golay
algorithm with 13 smoothing points. N.B. In the second
derivative spectra the Raman intensities become minima and
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in the discussion below intensities are thus +ve for Raman
intensity and -ve for second derivative spectra.

Materials and Synthesis. Stock solutions (0.1 M) of hemin
(Fluka) and hematin (Sigma-Aldrich) were prepared by dis-
solving the solid compounds separately in aqueous base (0.1
M NaOH). Ten milliliters of 0.1 M NaOH solution was added
to a vial which was used independently as the reaction vessel
for both compounds. Volume increments of stock solution (250
µL) were titrated into the reaction vessel for each sample run
and were magnetically stirred. The cumulative volume of the
reaction vessel for both hemin and hematin solutions was 12.5
mL each and the final concentration range for both was 1.15-20
mM. The solution was continually pumped into the FTC and
recycled back into the reaction vessel using a peristaltic pump.
Nine millimolar stock solutions of Fe(III)PPIX µ-oxo dimer
solutions from hematin and hemin were prepared separately by
dissolving the solid compounds in 10% aqueous organic base
(0.1 M NaOH/10% pyridine). Chloroquine diphosphate pur-
chased from Sigma-Aldrich was dissolved in 0.1 M NaOH/10%
pyridine to make up the mole ratio mixtures.

Results and Discussion

Heme Concentration Study. Raman spectra of hematin
solutions at a range of concentrations using 514 nm excitation
are presented in Figure 1. For comparative purposes the spectra
are normalized to the ν10 band at 1625 cm-1. Following
convention the mode notation is based on studies by Abe et
al.27 for the resonance Raman spectra of nickel octa-ethyl
porphyrin and all mode notations in the present study refer to
the idealized D4h symmetry point group, although ferric high
spin hemes such as hematin, hemin, and oxy-hemoglobin have
the Fe atom translocated out of the porphyrin plane and so
strictly have C4V symmetry. Totally symmetric (A1g) modes and
nontotally symmetric (B1g, A2g and B2g) modes are designated
ν1-ν9 for A1g, ν10-ν18 for B1g, ν19-ν26 for A2g, ν27-ν35 for
B2g, and ν36-ν55 for Eu.4,27,28 The strong bands in Fe(III)PPIX-
OH spectra include the in-plane asymmetric stretch of the
porphyrin ring ν10(ν(CRCm)asym) at 1625 cm-1. Bands at 1568,
1371, 1127, and 755 cm-1 are assigned to ν2(ν(C�C�)), ν4(ν(pyr-
role half-ring)sym), ν13(δ(CmH)) and ν15(pyrrole breathing),

respectively. When the excitation wavelength is near the
absorbance maximum of the Soret band the spectra show
enhancement of totally symmetric (A1g) modes. This is typical
when the Franck-Condon or type A scattering mechanism
dominates. The totally symmetric ν4 vibrational mode (electron
density marker band) of hematin relative to ν10 increases as a
function of concentration. This may be explained by invoking
an excitonic coupling mechanism. In the same manner as in
the experiments of Akins29 when the concentration of hematin
increases there is an increased chance of aggregation. Energy
in the form of an exciton would then be delocalized throughout
the Fe(III)PPIX supramolecular ensemble. In order for excitonic
interactions to occur an electronic transition is required. A
z-polarized charge transfer (CT) band is observed at ca. 550
nm for ferric high spin systems in the vicinity of the 514 nm
excitation wavelength.4 Increasing the aggregation increases the
probability and strength of supramolecular interactions between
intermolecular units through π-π, π-HC- and other supramo-
lecular interactions such as O-HC- for hematin and Cl-HC-
for hemin. For comparison Raman spectra of hematin solution
concentrations using 413 nm excitation are presented in Figure
2. Although enhancement of the A1g band ν3 (CRCm)sym mode)
at 1490 cm-1 is observed, there is no enhancement of ν4 relative
to ν10 as a function of concentration. This wavelength dependent
enhancement behavior in solution is most likely due to the fact
that at 413 nm the excitation is not in resonance with the
z-polarized CT band, which based on an earlier study,4 appears
necessary for excitonic enhancement in some heme systems.
Raman spectra from both hemin and hematin solutions show
that this AERS enhancement is independent of near-resonance
and resonance Raman enhancement. Raman spectra of these
Fe(III)PPIX-OH π-π dimer aggregates were compared to
Fe(III)PPIX µ-oxo dimers in solution in the same concentration
range (data not shown). However, Fe(III)PPIX µ-oxo-dimer
spectra did not show a wavelength dependent enhancement of
the totally symmetric ν4 mode relative to ν10 as a function of
concentration. Fe(III)PPIX µ-oxo-dimers have two unligated
faces resulting in fewer sites for intermolecular interactions and
probably reducing dispersion forces and consequently the
binding affinity between adjacent µ-oxo-dimer units. The
consequence of this would lead to little or no enhancement
of ν4.

Figure 1. Raman spectra of hematin solution concentrations using 514
nm excitation laser. The spectra were normalized to the ν10 band
positioned at ca. 1625 cm-1. The asterisk indicates band enhancement.
The standard deviation spectrum calculated for the 9 mM concentration
is representative for all concentrations shown.

Figure 2. Raman spectra of hematin solution concentrations using 413
nm excitation. The spectra were normalized to the ν10 band positioned
at ca. 1625 cm-1. The standard deviation spectrum calculated for the
9 mM concentration is representative for all concentrations shown.
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A previous study30 has shown that a nonlinear increase in
fluorescence intensity is correlated with increased porphyrin IX
concentration in aqueous solution and hence indicates a plateau
in the aggregation of monomer units. Figure 3 shows a plot of
concentration versus the Raman band intensity ratio of ν4 relative
to ν10 for Fe(III)PPIX-OH and Fe(III)PPIX-Cl. For 514 nm
excitation as the concentration of Fe(III)PPIX-OH/Cl increases,
the relative intensity of ν4 increases and then plateaus whereas
for 413 nm excitation the relative intensity of ν4 is independent
of concentration. The degree of AERS enhancement and thus
the excitonic coupling is wavelength dependent. Previous
UV-visible studies9 have found that for ZnP-H2P meso-meso-
linked diporphyrins with a face-to-face geometry an extremely
broad and featureless Q-band results and the Soret band is blue
shifted while head-to-tail meso-meso-linked hybrid diporphyrins
are characterized by splitting of the blue-shifted Soret band and
orthogonal meso-meso-linked diporphyrin J-aggregates display
a split red-shifted Soret band. In contrast, band splitting in the
Q-band region occurs for meso-meso linked dimers where the
strength of exciton coupling is mainly determined by the center-
to-center distance between the porphyrin monomers.9 Figure 4
shows how the UV-visible absorption spectra for hematin
(______) and hemin (------) vary with increasing concentration.
Electronic transitions from the ground state (S0) to the two
lowest singlet excited states S1 and S2 result in the UV-visible
Q-band (550-650 nm) and Soret band (380-450 nm) respec-
tively.6 As the concentration of Fe(III)PPIX-OH/Cl increases
in solution the Soret band is slightly blue shifted (ca. 2-3 nm)
and the Q-band broadens, showing that the spectral changes
observed are of the same type as for the face-to-face packing
arrangement of meso-meso-linked diporphyrins described by
Aratani.9 We propose that supramolecular interactions, which
include π-π orbital overlap and other intermolecular concerted
interactions, increase the probability of excitonic interactions

as the concentration of Fe(III)PPIX-OH/Cl increases. This
hypothesis is supported by the increase in Raman band intensity
of ν4 for 514 nm excitation observed in Figure 3. Once the
concentration of Fe(III)PPIX-OH/Cl has reached a point where
the face-to-face alignment of porphyrins is at a maximum
throughout the system (9 mM), the relative band intensity of ν4

is quenched. This maximizes excitonic coupling throughout the
extended Fe(III)PPIX array through the superposition of excited
electronic states.28 We propose that supramolecular interactions
and intermolecular concerted interactions give rise to π-π
orbital overlap and increase the probability of excitonic interac-
tions as the concentration of Fe(III)PPIX-OH/Cl increases. We
hypothesize that a molecular spacer like chloroquine that binds
cofacially to hematin and its related dimers will impede excitonic
interactions thus reducing the intensity of the A1g modes. The
following study tests that hypothesis.

Chloroquine Drug Study. Previous studies10 have shown
that Fe(III)PPIX in the presence of an organic base in alkaline
aqueous solution (0.1 M NaOH/10% pyridine) induces the
formation of the µ-oxo dimer species. Spectra of µ-oxo dimer
Fe(III)PPIX-CQ mixture in aqueous solution (0.1 M NaOH/
10% v/v pyridine) using 514 nm excitation are presented in
Figure 5. For comparative purposes, the spectra in Figure 5 are
normalized to the band at ν10(1624 cm-1). The strong bands in
µ-oxo dimer Fe(III)PPIX-CQ spectra include the in-plane
asymmetric stretch of the porphyrin ring ν10(ν(CRCm)asym) at
1624 cm-1. Bands at 1593, 1568, 1489, 1372, and 1305 cm-1

are assigned to ν(CRCm)asym, ν2(ν(C�C�)), ν3(ν(CRCm)sym), ν4(ν(pyr-
role half-ring)sym), and δ(CmH), respectively. The intensity of
the totally symmetric ν4 vibrational mode relative to ν10

decreases as a function of CQ mole ratio because the ν4

vibrational mode is sensitive to electron density of the porphyrin.
Raman spectra of Fe(III)PPIX-CQ solutions using 413 nm
excitation are compared in Figure 6. There is a significant
decrease in the A1g band positioned at 1491 cm-1 as a function
of increased mole ratio of CQ in solution with only a slight
decrease in the intensity of ν4. The decrease in the intensity of
the ν(CRCm)asym mode positioned at 1491 cm-1 at increased mole
ratios of CQ suggests that the drug is indeed affecting the
molecular environment of Fe(III)PPIX. Quinoline antimalarial
drugs such as chloroquine are believed to exert their action by
targeting Fe(III)PPIX in the form of hematin, its µ-oxo dimer
([Fe(III)PPIX]2O) or the biomineralized hemozoin ([Fe(III)P-

Figure 3. Plot of Fe(III)PPIX concentration vs band intensity of ν4

relative to ν10.

Figure 4. UV-visible absorbance spectra of hematin (_____) and hemin
(-----) solutions at varying concentrations.

Figure 5. Raman second derivative spectra (514 nm excitation) of
hematin and hemin at varying mole ratios of CQ in solution. The spectra
were normalized to the ν10 band positioned at ca. 1624 cm-1 prior to
the second derivative calculation.
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PIX]2) pellet within the digestive vacuole of the malaria
parasite.17 Under these experimental conditions (0.1 M NaOH/
10% pyridine) Fe(III)PPIX-OH dimerizes and exists predomi-
nantly in the form of its µ-oxo-dimer.10,31 Here, CQ is acting as
a molecular spacer between Fe(III)PPIX µ-oxo dimer units and
associates to the unligated faces of the µ-oxo dimer via a π-π
mechanism as shown in Figure 7a. This in turn reduces excitonic
interactions and also demontrates how a Raman supramolecular
photophysical phenomenon can be used as method to monitor
heme/drug interactions. Previous studies by Webster et al.28

using resonance Raman spectroscopy to analyze hemozoin/CQ
interactions within live malaria infected parasites show a
significant reduction of ν4 that indicate CQ binds via π-π
interactions between adjacent and orientated porphyrins, thereby
disrupting the hemozoin aggregate. The current study supports
these earlier findings and moreover indicates that CQ binds to
the unligated faces of Fe(III)PPIX-OH/H2O π-π dimers,
Fe(III)PPIX-OH/H2O monomer and the µ-oxo dimer via a π-π
mechanism as shown in Figure 7a-d. In the parasite the effect
would be to cap the growth of the hemozoin dimer, thus
increasing the amount of free heme in the digestive vacuole,
which would ultimately kill the parasite. However, it is likely

that the hemozoin dimer does not form directly from the µ-oxo
dimer unit, but rather from a monomeric intermediate. This is
because the large magnitude of the dimerization constant of
Fe(III)PPIX in an aqueous environment would involve a large
activation energy.10 In contrast to the µ-oxo dimer model, the
π-π dimer proposed by de Villiers et al.10 (Figure 7c) would
not need to dissociate in order to form the hemozoin dimer.
All that is required is for each of the propionate side chains to
adopt a conformation where they are in close proximity to their
reciprocal Fe(III) center. This is followed by displacement of
the axial (-OH/H2O) ligands from the opposite face once the
Fe(III)-propionate linkage is formed. However, it is likely that
before π-π dimers form, CQ can associate to the unligated
face of monomers, which reduces the formation of π-π dimers
in the digestive vacuole. It is also possible that CQ can associate
to the unligated faces of the hemozoin dimer directly through
supramolecular interactions after there is a lateral shift in the
π-π dimer to form a hemozoin dimer unit with the axial ligands
displaced as shown in Figure 7d. All three CQ drug binding
models (Figure 7a,b,d) bind CQ noncovalently through disper-
sion interactions to the unligated faces of Fe(III)PPIX, which
can be directly responsible for capping the unligated faces of
the hemozoin dimer and preventing formation of a propionate
linkage to the Fe(III) center of adjacent hemozoin dimer units.
In comparison, Solomonov et al.32 as part of a larger study also
showed ν4 to appear more intense in Raman spectra of pure
�-hematin crystals compared to those of its drug-affected
counterparts. The effects of CQ mole ratio on π-π Fe(III)PPIX-
OH dimer aggregates were compared to those of µ-oxo dimer
Fe(III)PPIX-OH species and the Raman spectra were examined
(data not shown). The Raman spectra showed no effect of CQ
on π-π Fe(III)PPIX-OH dimer aggregates as there was no
decrease in intensity of the totally symmetric ν4 vibrational mode
relative to ν10 as a function of CQ mole ratio. This is probably
due to Fe(III)PPIX-OH forming higher order aggregates at 9
mM concentration and so the ligated faces of the π-π
Fe(III)PPIX (-OH/H2O) dimer will be sterically hindered,
reducing the available sites for CQ attachment. However, the
UV-visible absorbance spectra (Figure 8) supports monomer-
Fe(III)PPIX-OH/Cl/CQ complexation. The spectra are identical
to aggregation of Fe(III)PPIX monomers in 40% aqueous
DMSO reported by Egan et al.15 after dilution (1:100) of the
complexes in distilled water and suggests the equilibrium is
pushed from µ-oxo dimer formation to Fe(III)PPIX-OH/Cl
monomer aggregates due to the dilution of pyridine in the

Figure 6. Raman second derivative spectra (413 nm excitation) of
hematin and hemin at varying mole ratios of CQ in solution. The spectra
were normalized to the ν10 band positioned at ca. 1624 cm-1 prior to
the second derivative calculation.

Figure 7. Model structures of the five coordinate Fe(III)PPIX µ-oxo
dimer (a), Fe(III)PPIX-OH monomer (b), Fe(III)PPIX-OH π-π dimer
(c), and hemozoin dimer unit (d). CQ noncovalently binds through π-π
interactions and other dispersion forces to the unligated faces of panels
a, b, and d but not panel c.

Figure 8. UV-visible absorbance spectra of hematin (_____) and hemin
(-----) solutions at varying mole ratios of CQ.
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system. The Soret band red shifts upon CQ-Fe(III)PPIX
monomer stacking from 384 nm with no CQ to 394 nm at higher
mole ratios of CQ. The Q bands at 492 and 530 nm reduce
significantly and a shift from 609 to 597 nm in the CT band is
observed when CQ is introduced. These changes reflect non-
covalent binding of CQ on Fe(III)PPIX.33 The effects of CQ
on Fe(III)PPIX-OH aggregation can easily be seen in the
UV-visible spectra and not in the Raman spectra because the
concentration of Fe(III)PPIX-OH is diluted 100-fold. Thus, at
lower concentration there is a higher probability prior to the
formation of possible π-π dimers that CQ associates to the
unligated face of aggregated Fe(III)PPIX-OH monomer units
giving rise to a red shift of the Soret band in the UV-visible
spectrum. Previous studies10,17 have supported the suggestion
of π-π stacking of quinoline drugs to Fe(III)PPIX. de Villiers
et al.10 also reported UV-visible spectra that show a nonco-
valent dimer being the dominant species at CQ concentrations
above 10-5 M. Egan and co-workers17 show UV-visible
spectroscopic evidence of Fe(III)PPIX binding to CQ through
π-π stacked complexes in solution and invoke an exciton
model. Because of the Fe(III)PPIX-quinoline complex being
much smaller than the wavelength of light, the oscillating electric
field of a photon will simultaneously interact with electrons from
both molecules of the complex.17 Since, the transition dipole
moments are positioned within the planes of these molecules
this can cause the transition dipoles of both molecules in the
complex to overlap which induces excitonic coupling and
consequent band splitting. The Soret band of Fe(III)PPIX is the
net absorbance envelope of closely spaced bands consisting of
πfπ* electronic transitions. Therefore, upon quinoline π-π
stacking the symmetry of the complex reduces and further splits
the bands. This accounts for the strong hypochromic effects
observed in the UV-visible spectra.17 UV-visible absorbance
spectra of µ-oxo dimer Fe(III)PPIX/CQ complex solutions are
compared (Figure 9). The Soret band has shifted from 384 nm
in the monomer to 392 nm in the µ-oxo dimer. This is evidence
that aggregation is occurring, which splits the electronic energy
levels into a broadband of states with different energies through
excitonic coupling.4,7 Upon increasing the amount of CQ relative
to Fe(III)PPIX µ-oxo dimer, there is no change in the Soret
band.

Conclusion

An early study by Wood et al.4 presented resonance Raman
band enhancement profiles of �-hematin and hemin at various

laser excitation wavelengths in the solid phase. Excitation into
the Soret band produces a type A scattering pattern and
enhancement of several totally symmetric A1g modes. Excitation
in the Q-band region showed a decrease in enhancement of the
A1g modes. Although this last study showed the enhancement
profile of Fe(III)PPIX in the solid phase using resonance Raman
spectroscopy, no study has shown AERS enhancement of
Fe(III)PPIX in solution using resonance Raman spectroscopy.
For the iron(III) protoporphyrin IX (Fe(III)PPIX) compounds
hemin and hematin we have observed within the millimolar
concentration range an increase in Raman intensity of the ν4

totally symmetric A1g mode (ca. 1370 cm-1) relative to ν10 with
increasing concentrations in aqueous solutions. This increase
is seen to be wavelength dependent. From a band intensity
analysis of different concentration solutions we conclude that
AERS occurs in Fe(III)PPIX solutions. This study provides new
insight into the nature of excitonic coupling which initially
occurs due to supramolecular interactions resulting in the π-π
stacking of Fe(III)PPIX units in solutions. This may have
important implications in understanding energy transfer pro-
cesses in heme systems.

To test the excitonic hypothesis we introduced chloroquine,
which based on UV-visible spectroscopy is known to bind
cofacially via π-π interactions to Fe(III)PPIX. The results
indicate CQ acts as a molecular spacer binding to the unligated
faces of µ-oxo dimer through π-π interactions and other
dispersion forces. The CQ thus reduces the probability of heme
excitonic interactions throughout the supramolecular network
explaining the decrease in ν4 as a function of increased CQ
concentration. The same CQ drug binding mechanism to the
unligated face of Fe(III)PPIX-OH monomers manifests in the
electronic spectra as a red shift in the Soret band at increasing
CQ mole ratios. This also reduces the formation of Fe(III)PPIX-
OH/H2O π-π aggregates in the system. This study has
important implications in understanding the photophysical
behavior of hemes in concentrated solutions. Moreover, the
study shows that resonance Raman spectroscopy can be used
to indirectly monitor drug:heme interactions by studying the
intensity of excitonically sensitive bands such as ν4.
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Abstract:  To gain more understanding into the mechanism that enables the dramatic resonant Raman 

enhancement of totally symmetric modes observed in hemozoin (malaria pigment) and other related 

heme supramolecular aggregates when applying near-infrared excitation wavelengths, the iron(III) 

porphyrins Fe(TPP)Cl, [Fe(TPP)]2O, Fe(OEP)Cl, and [Fe(OEP)]2O were analyzed in the solid state 

using resonance Raman spectroscopy. The critical finding was that from the model compounds 

investigated only [Fe(OEP)]2O did not show the enhancement of the totally symmetric mode ν4 when 

exciting the molecules with 782 and 830 nm laser lines. Through a detailed comparison of X-ray 

crystallographic structures it is proposed that intermolecular noncovalent interactions play an integral 

role in enabling excitonic interactions to occur in these heme supramolecular systems. All heme 

derivatives investigated have similar stereochemistry with a five-coordinate high-spin iron(III) ion. The 

crystallographic data indicate no significant differences in porphyrin geometry between TPP and OEP 

derivatives studied. However, [Fe(OEP)]2O contains less (weaker) intermolecular interactions in 

comparison to the other species. The results indicate that the intensity of ν4 is strongly affected by C−

H···X hydrogen bonding interactions when X (π, chloro) is an electron donating entity. This is the first 

time that hydrogen bonds have been implicated in causing RR enhancement via the excitonic coupling 

mechanism. Such information may have important implications in the design and monitoring of 

antimalarial drugs that specifically interfere with hemozoin formation. Moreover, the discovery of the 

important role noncovalent interactions play in energy transfer in heme supramolecular aggregates may 

pave the way forward to the development of nano-wire heme based assemblies and other near-infrared 

photon transfer devices. 

 

KEYWORDS: iron(III) porphyrin, resonance Raman spectroscopy, hemozoin, malaria, near-infrared 

excitonic enhancement, , supramolecular interaction  
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Introduction
∗∗∗∗ 

Hemozoin (malaria pigment) is a virtually insoluble byproduct produced from the catabolism of 

hemoglobin by the malaria parasite Plasmodium falciparum and other species.1−3 The compound is 

spectroscopically identical to β-hematin, which was found to be a heme dimer linked via reciprocal 

carboxylate groups with the dimers in turn linked together into a supramolecular hydrogen bonded 

array.4 The interest in hemozoin stems from the fact that quinoline based antimalarials are thought to 

bind to hemozoin, therefore preventing its formation or capping crystal growth, which results in the 

build up of toxic free heme, which can kill the parasite.5−8 Consequently, knowledge on the electronic, 

vibronic, and molecular structure of hemozoin could lead to the development of new antimalarials that 

target and block hemozoin formation. In pursuit of new approaches to examine hemozoin drug 

interactions and gain more insight into the structure of this important compound we have been utilizing 

near-infrared (IR) resonance Raman (RR) spectroscopy.5,9−11  

RR spectroscopy has long been used to provide structural information on porphyrin moieties 

including metalloporphyrins and in particular iron porphyrins that serve as prosthetic groups for heme 

proteins.12 Isotopic substitution studies and theoretical calculations have led to the assignment of many 

bands in the RR spectra of metalloporphyrins and in particular hemes.13,14 Early RR studies reported that 

specific vibrational modes are sensitive to both the oxidation state and coordination number of the 

central metal ion.15,16 One band designated ν4, assigned to the totally symmetric Cα−N pyrrole breathing 

mode,13 appeared particularly sensitive to oxidation state, shifting in position from ~1370−1375 cm−1 in 

ferric hemes to ~1355 cm−1 in ferrous hemes as a result of increased back-donation of electron density 

from Fe dπ (dxz, dyz) to porphyrin π* molecular orbitals.15,16 This band was found generally enhanced in 

RR spectra of hemoglobin solutions when using excitation wavelengths in resonance with the Soret 

band at ~400 nm and diminished when exciting in the vicinity of the Q (0,0) and Q (0,1) bands at ~540 

                                                 

∗
 IUPAC names: TPP = 5,10,15,20-tetraphenylporphyrin; OEP = 2,3,7,8,12,13,17,18-

octaethylporphyrin; PPIX = 3,8,13,17-tetramethyl-7,12-divinylporphyrin-2,18 dipropionic acid. 
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and 575 nm, respectively.17,18 The enhancement can be explained through the classical A- and B-type 

scattering mechanisms based on the sum-over-states approach to light dispersion derived by Kramers 

and Heisenberg19 and Dirac20 from second-order time dependent perturbation theory. 

In type A scattering or Franck−Condon scattering only totally symmetric modes are enhanced because 

these are ineffective in mixing the electronic states. The intensity of a particular band is mainly 

dependent on the square of the transition dipole moment and more importantly on the overlap 

wavefunction integrals between the initial, intermediate, and final vibrational states summed over all the 

vibrational states (Equation 1). The enhancement of totally symmetric modes in heme solutions are 

commonly seen when exciting into the 400−500 nm Soret band region where there is little electronic 

configuration interaction occurring. Type B scattering involves a vibronic coupling mechanism whereby 

due to strong electronic configuration interaction between neighboring electronic states non-totally 

symmetric modes can become enhanced. The intensity of a band is dependent on the derivative of the 

normal coordinate with respect to the transition dipole but more importantly on how the normal 

coordinate, usually a low frequency non-totally symmetric mode, can couple the exited electronic states 

to give rise to the greatest wavefunction overlap between the initial, intermediate, and final states 

summed over all the vibrational states (Equation 2). Type B scattering explains the enhancement of non-

totally symmetric modes observed when exciting hemes with excitation wavelengths between 500−600 

nm. 
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where i  and j  are the initial and final vibrational wave functions of the ground electronic state, Q  

represents the normal coordinate operator, v  represents the intermediate vibrational wave function in 

the resonant excited state, vν∆  is the difference between the frequency of laser excitation wavelength 

and the frequency of the vibration in the excited state v , vΓ  is the half-width of the vibrational wave 

function for the excited state and represents the lifetime of the excited state, and h  is h/2π (h, Plank 

constant).12 

Recent RR studies of hemozoin demonstrated that the compound produced dramatic enhancement of 

the totally symmetric mode (ν4) when irradiated with near-IR excitation wavelengths (782 and 830 nm) 

well away form the Soret and Q bands.10,11 It was postulated that the enhancement was attributable to 

excitonic interactions occurring throughout the supramolecular array.10 To understand the mechanism of 

this excitonic enhancement we investigated a number of structurally related high-spin ferric hemes with 

RR spectroscopy and correlated these results with X-ray crystallographic structural results. 

RR spectra of model heme complexes including iron tetraphenylporphyrin Fe(TPP) and iron 

octaethylporphyrin Fe(OEP) derivatives in both monomeric and dimeric forms have been extensively 

studied.21 Furthermore, the crystal structures of Fe(TPP)Cl,22,23 [Fe(TPP)]2O,24,25, Fe(OEP)Cl,26 and 

[Fe(OEP)]2O
27 have been analyzed for supramolecular interactions. The stereochemistry of the dimers 

[Fe(TPP)]2O, [Fe(OEP)]2O, and [Fe(PPIX)]2 (β-hematin) are similar, each consisting of a high-spin 

five-coordinate Fe(III) displaced above the mean plane of the porphyrin towards the axially coordinated 

O atom. Consequently, these structures serve as excellent model complexes to study the stereochemistry 

of hemozoin and provide excellent models to investigate the Raman “excitonic” enhancement 

mechanism previously reported for malaria pigment and its synthetic analogue β-hematin at near-IR 

excitation wavelengths.10,11 

In this study we compare excitation profiles for Raman bands of crystalline monomeric Fe(TPP)Cl 

and Fe(OEP)Cl and of the corresponding dimeric [Fe(TPP)]2O and [Fe(OEP)]2O. Only one of the four 

compounds investigated namely [Fe(OEP)]2O does not show the enhancement of the totally symmetric 
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modes at near-IR excitation. Based on X-ray crystallographic results it is hypothesized that the 

enhancement could be in part attributed to noncovalent supramolecular interactions. Since the axial 

ligands and the peripheral substitution groups are different for monomers and dimers of Fe(TPP) and 

Fe(OEP), their intermolecular interactions are also different which in turn affects the excitonic 

interactions throughout the aggregates. To date, there has been no report on the enhancement of Raman 

bands of these compounds at near-IR excitation. 

This study provides new insight into the mechanism of Raman excitonic enhancement observed at 

near-IR excitation wavelengths in heme compounds thus providing additional insight into the 

supramolecular structure of malaria pigment. The combination of RR spectroscopy and X-ray 

crystallography indicates a correlation between the presence of inter-heme interactions including 

C−H···X hydrogen bonding (where X (π, chloro) is an electron donating entity) and the enhancement of 

ν4 in heme complexes at near-IR excitation. Consequently, the enhancement of ν4 at near-IR excitation 

can be used as an indicator of intermolecular interactions in heme complexes especially in β-hematin. 

Such information could be used to monitor the effects of anti-malarial drugs designed to inhibit 

hemozoin formation in Plasmodium falciparum infected erythrocytes. Moreover, the results underpin 

the importance of noncovalent interactions in excitonic energy transfer processes in heme aggregates, 

which could have enormous implications in the development of heme based near-IR photon transfer 

devices. 

 

Experimental 

Compounds. Fe(TPP)Cl and Fe(OEP)Cl were purchased from Sigma Aldrich. [Fe(TPP)]2O and 

[Fe(OEP)]2O were prepared based on the method of Cheng et al.27 

Electronic Absorbance Spectra. Electronic absorption spectra of samples in the solid state were 

recorded using a J&M MSP800 UV−visible spectrometer equipped with a Leica DM4000M microscope 
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and an ×40 quartz UV−visible objective with a 7×7 µm aperture size in the spectral range 940−500 nm 

as 20 accumulations using a 1.2 sec integration time per accumulation.  

FTIR Spectroscopy. FTIR spectra of samples were recorded with a Varian 600-UMA FTIR 

microscope equipped with an HgCdTe detector and coupled to a Varian 7000 FTIR spectrometer. 

Spectra were recorded in reflection mode on KevleyTM “low e” IR reflective slide substrates (6 cm−1 

resolution, 128 co-added scans, apodized using a Blackman Harris 4 term function and zero filled by a 

factor of 2).  

Resonance Raman Spectroscopy. RR spectra of products were recorded on a Renishaw system 

2000 spectrometer using a 413 nm (or 514 nm) excitation line (Spectra Physics Ar+ Stabilite 2017 laser 

system), a 633 nm excitation line generated by Coherent 45 mW helium−neon laser, or a 782 nm (or 830 

nm) excitation line generated by diode lasers (Renishaw RM2000) in a back scattering geometry. The 

laser power on the sample was approximately 39, 130, 160, 500, and 600 µW for the excitation 

wavelengths 413, 514, 633, 782, and 830 nm, respectively. The system was equipped with an Olympus 

optical microscope and a Zeiss ×60 water immersion objective to enable spectral acquisition in water to 

prevent the thermal degradation of the solid samples. All spectra presented have been smoothed and 

normalized after interactive baseline-correction using the concave rubber band algorithm in the OPUS 

software. 

Crystallographic Calculations. Supramolecular interaction contact distances and angles were 

calculated with ORTEP-III
28 and are reported with the conventional D−H···A notation or with 

D−H···(A−A') notation where the acceptor position is the midpoint of the A−A' bond of the relevant 

aromatic system. Coordinates for Fe(TPP)Cl23, [Fe(TPP)]2O
25, Fe(OEP)Cl26, triclinic [Fe(OEP)]2O

27, 

and monoclinic [Fe(OEP)]2O
27 were obtained from the Cambridge Structural Database29. Refcodes: 

KANYUT, PPORFE01, TOYRUU, YIKJOR, and YIKJOR01, respectively. 
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Results 

FTIR Spectroscopy. Oxo-bridged dimers of transition metals including Fe(III) porphyrins have been 

characterized by ATR/FTIR spectroscopy of microcrystalline samples. The IR absorption band in the 

region 800−900 cm−1 has been used as evidence of the µ-oxo-bridged dimer for several transition metal 

complexes.30 The FTIR spectra of dimers presented in Figures 1 and 2 exhibit the asymmetric stretching 

vibration of Fe−O−Fe at 877 and 876 cm−1 for [Fe(TPP)]2O
31 and [Fe(OEP)]2O

21(f), respectively which 

confirm the formation of the µ-oxo-dimer complexes. 

 

 

Solid State Resonance Raman Spectroscopy. Figures 3 and 4 compare the solid state RR spectra of 

monomers and dimers of Fe(TPP) and Fe(OEP) at different excitation wavelengths while Table S1 and 

S2 (Supporting Information) give a complete listing of the observed bands along with relative 

enhancement at each excitation wavelength. It should be noted that all spectra were min(0)−max(10) 

normalized to facilitate the comparison. The vibrational mode notation is based on that proposed by Abe 

et al.
13 for Ni(OEP) with some amendments to the assignments made by Rush et al.

32 from their studies 

on Ni(TPP). Although the axial ligands lower the actual symmetry, the idealized D4h symmetry selection 

rules are followed closely enough to maintain the assignment scheme and are adopted by convention.  

When exciting into the Soret band using a 413 nm laser, all heme derivatives investigated exhibit 

dramatic enhancement of the totally symmetric modes including ν2, ν3, and ν4 as expected when the A-

term RR scattering mechanism is the dominant term. Relative enhancement of other A1g modes 

including ν1 and ν8 (in TPPs), and ν6 (in [Fe(OEP)]2O) are also observed. 

When exciting at 514 nm, in TPPs, totally symmetric modes ν2, ν4, ν6 (in dimer), and ν8 (in 

monomer) again dominate the spectra although the B1g mode ν11 is also enhanced. However, in OEPs 

non-totally symmetric modes ν10, ν11, ν19, ν21, and ν29 dominate the spectra and the A1g mode ν4 is also 

enhanced.  
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When exciting with a 633 nm laser line all types of modes are observed in TPPs including polarized 

(ν2, ν4, ν1, ν8), depolarized (ν11, ν30), and inverse polarized modes (ν19, ν20). However, in OEPs, the 

spectra are dominated by B1g (ν10, ν11, ν13, ν15) and A2g (ν19, ν21) modes. 

Finally, when using near-IR excitation wavelengths (782 and 830 nm), the spectra of TPPs are still 

dominated by totally symmetric modes ν2, ν4, ν1, ν6, and ν8. However, in the spectra of Fe(OEP)Cl both 

B1g (ν11, ν13) and A1g (ν2, ν4) modes are dramatically enhanced while the spectra of [Fe(OEP)]2O are 

dominated by B1g modes ν10, ν11, and ν13 and the A1g mode ν4 has virtually disappeared. Notably, the 

pattern of the bands in the spectrum of [Fe(OEP)]2O resembles the FT-Raman spectra (at 1064 nm 

excitation) of heme derivatives indicating a lack of any type of RR enhancement.33,34 

The band at ~366 cm−1 observed in the spectra of [(FeTPP)]2O is assigned to the Fe−O−Fe symmetric 

stretch, whilst the band at ~390 cm−1 is assigned to an in-plane deformation mode that incorporates 

contributions from the Fe−N stretching vibration.21(d) The relative intensity of these bands radically 

changes depending on the excitation wavelength applied. At 413, 782, and 830 nm the intensity of the 

band at ~390 cm−1 is much greater than the 366 cm−1 band. The opposite is observed when exciting with 

514 and 633 nm where the 366 cm−1 band is much more intense than the 390 cm−1 band. Moreover, the 

axial ligand vibrations ν(Fe−Cl) and νsym(Fe−O−Fe) are enhanced at 633 nm and near-IR excitation 

except for [Fe(OEP)]2O in which the νsym(Fe−O−Fe) band is virtually absent at all excitation 

wavelengths studied. 

Phenyl internal modes of the TPP derivatives are observed enhanced for all wavelengths investigated. 

The enhancement of these modes is explained through kinematic mixing of the phenyl internal modes 

with porphyrin skeletal modes.35 Based on isotopic substitution and polarization studies Burke and co-

workers21(d) assigned bands appearing at 1599, 1030, and 886 cm−1 in [Fe(TPP)]2O solutions to the 

phenyl modes. These bands are also observed in the solid phase spectra, albeit small and slightly shifted 

when using visible excitation wavelengths. Interestingly, these bands become more pronounced in the 

solid phase when using near-IR excitation wavelengths. The fact that these modes are polarized like the 
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totally symmetric A1g porphyrin modes, which are also enhanced when using near-IR excitation 

wavelengths, indicates there is another mechanism at work contributing to their enhancement. 

 

Solid State UV-visible Spectroscopy. The UV−visible absorption spectra of TPP and OEP 

derivatives are depicted in Figure 5. The “normal” absorption spectrum of metalloporphyrin contains a 

sharp intense Soret band at approximately 400 nm along with two smaller bands in the visible region 

(500−600 nm). However, different types of absorption spectra are usually observed depending on the 

characteristics of the central metal ion and the substituent groups. The perturbation of the "normal" 

spectrum is partly caused by intramolecular charge transfer from the porphyrin orbitals to the metal dπ 

orbitals,36 which is usually connected with an unsymmetrical axial coordination of the ligand(s) and/or a 

nonplanar coordination of the metal ion to the porphyrin. The high-spin five coordinate ferric porphyrins 

generally display several overlapping bands in the visible region. Assignment of these complex spectra 

has been controversial.17,21(d),37 However, the major electronic bands observed in these compounds are 

still from π → π* transitions occurring at approximately 400 nm (Soret) and between 500 and 600 nm 

(Q bands). Other transitions include various charge-transfer transitions from porphyrin to iron or 

between iron and axial ligand. 

As shown in Figure 5, the spectral profiles have remarkable differences between monomers and 

dimers although RR enhancement patterns are very similar (except at near-IR excitation of OEPs). 

Another factor that influences the absorption spectrum of metalloporphyrins is the intermolecular 

interactions and excitonic effects in aggregates. Most of the previous studies regarding the effects of 

aggregation on absorption spectra of porphyrins are focused on Soret and Q band regions. Since the 

exciton interaction depends on the square of the transition moment, generally the excitonic effects 

(including splitting of bands) in the visible region are substantially less than those in the near-UV.38 

However, the discovery of “excitonic” enhancement of A1g modes at near-IR excitation in our lab10 

indicates that excitonic transition bands (albeit weak) in near-IR region can have substantial effects on 

the pattern of RR spectra. Since there is no vibronic coupling in this region, the relative enhancement of 
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A1g modes via resonance with a small excitonic transition can make totally symmetric modes dominate 

the spectrum. An inspection of the near-IR region of the UV−visible spectra presented in Figure 5 shows 

there is possibly a very broad weak absorption band between 800−900 nm and another between 700−750 

nm.  

 

Figure 5. UV-visible absorbance spectra of crystalline heme derivatives. 

Recently Paulat and Lehnert37 assigned in detail the magnetic circular dichroism (MCD) and 

UV−visible bands of Fe(TPP)Cl using TD-DFT. However, the nature of two weak bands, 863 nm 

(MCD, broad) and 738 nm (UV−visible) remained unclear. Using a higher basis set (TZVP) we repeated 

the calculations and could assign the broad band at 875 nm (in our spectrum of Fe(TPP)Cl) to a2u(π) → 

dπ transition (Table S3, Supporting Information). Similar calculations on OEPs and [Fe(TPP)]2O are 

under way. We believe there should be similar electronic transitions in the near-IR region absorption 

spectra of [Fe(TPP)]2O and Fe(OEP)Cl, which show the RR enhancement of A1g modes at near-IR 

excitation. There is a similar broad band (at 867 nm) in the absorption spectrum of hemin which is 

pronounced in β-hematin and has already been evoked to explain RR enhancement of A1g modes at 

near-IR excited spectra of these compounds.10 

 

Solution Resonance Raman Spectroscopy. It is important to note that we were unable to obtain 

solution phase RR spectra of Fe(OEP)Cl and Fe(TPP)Cl along with their related µ-oxo dimers when 

using near-IR excitation wavelengths even at high concentrations (>10 mM) and relatively high laser 

power (20 mW). The solution phase spectra at these excitation wavelengths show a broad featureless 

baseline with no evidence of any bands. However, a number of studies have reported solution phase RR 

spectra of Fe(TPP) and Fe(OEP) monomers and µ-oxo dimers using visible excitation wavelengths.21 In 

a very recent study we investigated the RR spectra of hematin and hemin at different concentrations 

using 413 and 514 nm excitation. As the concentration of hematin/hemin increases there is an increased 

probability of supramolecular interactions between iron(III) Fe(PPIX) units occurring. The iron(III) 
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Fe(PPIX) concentration reaches a saturation point in solution and excitonic coupling reaches a 

maximum causing the enhancement profile to plateau when applying 514 nm excitation. In contrast, 

when using 413 nm excitation there were no changes in band intensity with increased concentration 

showing that excitonic coupling through supramolecular interactions for aggregated solutions is 

wavelength dependent.39 

X-ray Crystallography. (a) General Comments. ORTEP-III
28 illustrations of monomeric and 

dimeric [Fe(TPP)] and [Fe(OEP)] molecules, as they exist in crystal structures, are shown in Figures 

S1−S5 (Supporting Information). In the previous studies, the structural parameters of interest were 

primarily the conformational characteristics of the iron atom and porphyrin core, including the bond 

lengths of Fe−N and Fe−axial ligand as well as the displacement of iron atom out of the porphyrin plane. 

From the X-ray crystallographic results, these features are similar, all showing five-coordinate square-

pyramidal geometry in the high-spin ferric state. Table 1 summarizes the average Fe−N bond distances, 

Fe(III) displacements from the porphyrin plane, and shortest porphyrin-porphyrin contact distances. 

However, the fact that [Fe(OEP)]2O does not exhibit the enhancement of electron density marker 

band ν4 at near-IR excitation wavelengths reveals that there should be additional parameter(s) which 

influence the RR enhancement mechanisms. To further investigate the mechanism of enhancement of 

totally symmetric modes a detailed analysis of the crystal structures is required. We have considered the 

supramolecular chemistry of TPP and OEP derivatives as a possible factor to explain the enhancement 

of totally symmetric modes (particularly at near-IR excitation wavelengths). Since the axial ligands and 

the peripheral substituent groups are different in monomers and dimers of Fe(TPP) and Fe(OEP), their 

intermolecular interactions may also be different which in turn could affect the excitonic interactions 

throughout the aggregates. In the following, the various intra- and inter-molecular interactions are 

considered and support the hypothesis that supramolecular interactions are one factor in explaining the 

enhancement of A1g modes in TPPs and OEP monomer and the dramatic reduction of the same modes in 

the OEP dimer. The number of noncovalent intermolecular interactions for the heme compounds in this 

study are also included in Table 1. 
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(b) Distance between Porphyrin Planes. In the case of dimeric β-hematin, the closest 

intermolecular distance between porphyrin planes is 3.4 Å (Diamond
40 calculation; Figure S6). The 

average mean plane separations between two porphyrin rings for the Fe(TPP) and Fe(OEP) monomers 

and dimers are all greater than 4 Å (Table 1), indicating minimal π−π interactions between the two 

chromophores in these species. However, in the case of the triclinic Fe(OEP) dimer the geometric 

constraints of the nearly eclipsed porphyrin cores along with an Fe−O−Fe angle of 172º leads to 

porphyrin-porphyrin contact distances between the nonparallel cores as short as 3.8 Å. 

 

(c) Delocalized π System and Steric Interaction. The appearance of enhancement of Raman bands 

assignable to internal modes of the phenyl rings, in resonance with the porphyrin π−π* transition, 

demonstrates an interaction between the phenyl and porphyrin π systems previously attributed to 

intramolecular delocalization between the porphyrin and phenyl π systems.41 However, since the phenyl 

rings are tilted with respect to the porphyrin ring (by angles from 53 to 83°), and there is a substantial 

barrier to rotation, reflecting the steric hindrance between the ortho hydrogen atoms of the phenyl 

groups and the adjacent pyrrole rings24,42, overlap between the phenyl and porphyrin π systems in the 

ground state has been questioned41,43. It is also significant that the enhancement observed here is a solid 

state effect. NMR evidence for phenyl ring rotation in solution from five-coordinate para-substituted 

phenyl analogues finds an activation barrier of about 16 kcal mol−1 for chloro iron(III) analogues, and 

also facilitation of the averaging of nonequivalent phenyl ring ortho protons by addition of chloride 

ion42, suggesting a dissociation mechanism is also operating to average the nonequivalent ortho 

hydrogen atoms. Furthermore, rotation of the phenyl rings in the solid state would be expected to 

destroy the crystal lattice, as occurs with as little as 35° rotation of axial pyridines in the perchlorate salt 

of [Fe(OEP)(3-Clpy)2]
+ to achieve an S = 3/2 (quantum-admixed intermediate-spin state)44 to S = 1/2 (low 

spin state)45 transition, where the transition is accompanied by fragmentation of the crystal. 

In any case, the fact that the aliphatic substituents on Fe(OEP)Cl do not allow the possibility of 

extended delocalization and yet Fe(OEP)Cl exhibits enhancement of A1g modes at near-IR excitation 
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indicates there should be other factors that account for the RR enhancement of the ν4 band. Further, the 

lack of enhancement in the solution phase RR spectra even at high concentrations for all heme 

derivatives investigated here when using near-IR excitation wavelengths suggests that the enhancement 

is not due to an intramolecular mechanism. This provides supporting evidence that the band 

enhancement observed when applying near-IR excitation is a solid state phenomenon involving 

intermolecular interactions. 

(d) Hydrogen Bonding. β-hematin shows the enhancement of A1g modes at near-IR excitation 

wavelengths.10 The interpretation of the high-resolution powder diffraction data indicates that β-hematin 

contains centrosymmetric dimers with reciprocal propionate linkages, and that the dimers are linked 

together by strong hydrogen bonds.4 TPPs exhibit hydrogen bond interactions including C−H···π (π 

system of phenyl and/or porphyrin rings) and C−H···Cl (in monomer) as shown in Figures 6 and 7. Both 

OEP derivatives also show hydrogen bond interactions between the porphyrin π systems and C−H of the 

methylene and methyl groups (Figure 8) and numerous C−H···Cl bonding interactions in the monomer 

(Figure 9). The total number of C−H···X intermolecular interactions (included in Table 1) for the 

Fe(OEP) monomer and both the Fe(TPP) monomer and dimer is much larger than for the Fe(OEP) 

dimer.  

 

Discussion 

Detailed investigation of the above results reveals that there are a few deviations from the excitation 

profiles expected for the intermolecular heme compounds based on conventional Type A and Type B 

resonance Raman enhancement mechanisms. 

1- Exciting solid phase TPP derivatives with 514 nm in the Q band region is similar to solution phase 

spectra reported by Burke and co-workers for [Fe(TPP)]O2
21(d),21(e) which in turn shows a similar 

excitation profile to those reported by Shelnutt et al. for Cr(TPP)Cl.46 The spectra show enhancement of 

non-totally symmetric modes including A2g, B1g and to a lesser extent B2g modes. This was interpreted 
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in terms of strong vibronic coupling between the Q and B (Soret) states, superimposed on a small 

amount of Jahn-Teller activity.46 Exciting with laser wavelengths in the Q band region also resulted in 

the enhancement of totally symmetric A1g modes including bands at 1362 and 390 cm−1. Shelnutt and 

co-workers46 observed similar enhancement profiles for Cr(TPP)Cl and interpreted them as “helping 

mode” behavior. In case of [Fe(TPP)]O2 the band at ~1362 cm−1 helps the 390 and 363 cm−1 modes by 

virtue of its large origin shift in the Q state producing large Franck−Condon products involving 

scattering into the 390 and 363 cm−1 states via an intermediate state with one quantum of excitation in 

the 1359 cm−1 mode.21(d),46 Through this mechanism both Type A and B term scattering can result as 

theorized by Warshel and Dauber.47
 

2- In general the Fe−O−Fe, Fe−N and Fe−Cl stretching modes are enhanced at 633 nm and near-IR 

excitation for TPPs and OEP monomer but not at 413 nm. The intensity of these modes might be 

expected to arise from resonance with a charge transfer transition (Cl− → Fe3+ or O2− → Fe3+). However, 

this seems too low an energy for a charge-transfer from oxide or halide to high-spin iron(III). Time-

dependent density functional theory (TD-DFT) calculations do not show any charge-transfer from 

chloride to Fe ion in Fe(TPP)Cl at near-IR region (Table S3, Supporting Information). Another 

argument is the effect of angle on the intensity of these modes. Theoretical models for µ-oxo complexes 

predict a potential minimum at an angle smaller than 150º but steric interaction which occurs between 

two porphyrin rings can increase the angle.43 In [Fe(TPP)]2O the observed Fe−O−Fe angle is 174.5º24. 

An increase of angle could promote the overlap of iron d orbitals and oxygen 2p orbitals and thus 

decreases the energy of the µ-oxo → Fe(III) charge transfer transition.21(g) However, the lack of RR 

enhancement of νsym(Fe−O−Fe) in [Fe(OEP)]2O (with Fe−O−Fe angle similar to that of TPP dimer) 

rules out the generality of this argument. Moreover, a correlation between motion of the nitrogen and 

iron atoms has been evoked as the mechanism to explain the coupling between the Fe−O−Fe stretching 

and the ν4 breathing modes.21(d) Motion of the iron atom into the plane of the pyrrole nitrogen atoms is 

made easier if the nitrogen atoms simultaneously move outward. This provides a mechanism for 
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coupling the Fe−O−Fe stretch with the ν4 pyrrole-breathing mode. Our results corroborate this 

argument. Following the lack of enhancement of ν4 at 633 and near-IR excited RR spectra of 

[Fe(OEP)]2O, the intensity of νsym(Fe−O−Fe) is near zero while the dramatically enhanced ν4 breathing 

mode in TPPs and OEP monomer help the axial ligand stretching modes to be enhanced as well. 

3- A striking observation, first observed in our lab for hemozoin and β-hematin10, is the dramatic 

enhancement of the totally symmetric RR modes at near-IR excitation of all heme species studied to date 

except for [Fe(OEP)]2O. It was noted that when exciting with 782 and 830 nm lines a number of totally 

symmetric modes including ν4 (1374 cm−1), ν2 (1572 cm−1), and ν7 (678 cm−1) dramatically enhance 

relative to ν10 (1625 cm−1). Such enhancement can only occur under an A-term mechanism. It was 

suggested that the dramatic A-type enhancement observed at near-IR excitation wavelengths well away 

from any of the major optical electronic transitions was the result of excitonic interactions occurring 

throughout the heme aggregate. A small broad electronic transition observed at ~867 nm during the 

acidification of Fe(PPIX)Cl (hemin) to β-hematin, was implicated in the mechanism of enhancement. 

Similar enhancement of these modes was also observed for the monomeric precursors, hemin and 

Fe(PPIX)OH (hematin) but not as much as that observed in the dimer complex indicating less 

interaction between porphyrins in monomeric forms. Based on symmetry arguments and UV−visible 

spectroscopic monitoring of the acidification of hemin to β-hematin which shows a red shifting of the 

Soret, Q, and a band at ~867 nm, it was hypothesized that an excitonic mechanism is contributing to the 

observed enhancement.10 In this scenario, the symmetric electronic component of the near-IR photon 

couples the excited states of charge transfer transitions resulting in a superposition of states increasing 

the contributions to the Franck−Condon integrals. 

To the best of our knowledge, there has been no other report in the literature about the 

enhancement of A1g modes at near-IR excited RR spectra of Fe(OEP) and Fe(TPP) porphyrins. 

However, unusual resonance Raman enhancement has been observed for porphyrin linked arrays when 

exciting in the visible region. RR spectra of the meso,meso-linked arrays recorded in the B-state 
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excitation range exhibit a complex and unusual scattering pattern. Bhuiyan et al 48 noted several striking 

features about the spectra (1) the observation of only polarized (A1g for D4h) and anomalously polarized 

modes (A2g for D4h) in the RR spectrum, (2) the enhancement of anomalously polarized vibrations with 

B-state excitation, and (3) the large differential enhancement of symmetric versus non-totally symmetric 

vibrations with excitation across the B-state absorptions. Bhuiyan et al.48 surmised that these scattering 

characteristics were due to the effects of symmetry lowering. The asymmetric meso substitution pattern 

inherent to the meso,meso-linked arrays contributes to symmetry lowering in both the ground and 

excited electronic states. The strong uniaxial excitonic interactions make an additional contribution to 

symmetry lowering in the excited state(s) promoting novel Franck−Condon and vibronic scattering 

mechanisms in the B state(s) of the arrays. Collectively, the studies of the meso,meso-linked arrays 

provide insight into the type of RR scattering that might be anticipated for other types of systems that 

exhibit strong excitonic interactions among the constituent chromophores. However, the unusual 

scattering patterns observed by Bhuiyan et al.
48 could not explain the enhancement observed when 

exciting Fe(OEP)Cl, Fe(TPP)Cl and [Fe(TPP)2]O with near-IR excitation wavelengths, because the A1g 

modes are much more enhanced in the near-IR compared to the B-state region. The extremely strong 

scattering by the A1g modes implicates a true Frank−Condon mechanism at work with little or no 

vibronic coupling. 

Akins et al.49,50 reported that in highly conjugated systems such as cyanine dyes and porphyrin arrays 

other enhancement effects can also be significant. One such important mechanism is Aggregated 

Enhanced Raman Scattering (AERS) where bands can become enhanced through excitonic interactions 

between neighboring chromophores.49,50 In this case energy in the form of an exciton is either 

transferred via covalent linkages between chromophores or directly though space via overlapping π-

orbitals, resulting in the enhancement of particular vibrational modes. The enhancement of vibrational 

modes can be explained in terms of an increase-size effect and near-resonance terms in the 

polarizability.51 Excitonic coupling will essentially split the electronic states into a broad band of states 
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with different geometries, energies, and oscillator strengths. The Raman intensities for a particular 

wavelength will then reflect the extent of the excitonic coupling. The net effect is that both Type A and 

Type B modes can become enhanced in these highly conjugate systems. 

To provide more insight into the enhancement mechanism, we utilized additional spectrophotometric 

and crystallographic tools to find possible factors involved in the enhancement mechanism considering 

the similar model compounds with different enhancement behavior. In order for excitonic interactions to 

occur there must be an electronic transition. UV-visible measurements show possibly a very broad weak 

absorption band between 800−900 nm for Fe(OEP)Cl and another between 700−750 nm for the 

Fe(TPP)Cl and [Fe(TPP)]2O but no such band is observed for [Fe(OEP)]2O. Theoretical calculations 

have assigned a transition at 875 nm to a a2u(π) → dπ transition in Fe(TPP)Cl which is not obvious in the 

UV-Visible spectrum indicating other transitions may be in this region but low temperature magnetic 

circular dichroism measurements are required to validate these findings. 

By far the most compelling difference between the heme compounds that show strong enhancement 

of A1g modes when irradiating with near-IR excitation wavelengths and the [Fe(OEP)]2O derivative is 

the number of intermolecular interactions as deduced by the ORTEP
28 calculations. It is hypothesized 

that the enhancement of some of the A1g modes in β-hematin results from excitonic coupling in the 

extended heme aggregate through strong intermolecular interactions. Similarly, the summation of 

concerted weaker intermolecular interactions between the respective porphyrins appears to be the pivotal 

factor in explaining the enhancement of totally symmetric A1g modes when exciting with near-IR 

excitation wavelengths. Fewer intermolecular hydrogen bond interactions between porphyrins in 

Fe(OEP) dimer may decrease the probability of excitonic interactions in the Fe(OEP) dimer aggregate. 

Supporting this argument is the indication that simple π−π intramolecular contact, as between the 

porphyrin cores of the [Fe(OEP)]2O dimer, may not be a sufficient condition to enable enhancement.  

 

Page 19 of 37

ACS Paragon Plus Environment

Submitted to Journal of the American Chemical Society

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



 

19 

Conclusions 

RR spectra of heme derivatives Fe(TPP)Cl, [Fe(TPP)]2O, and Fe(OEP)Cl reveal a dramatic 

enhancement of totally symmetric modes (particularly ν4) at near-IR excitation wavelengths; however, 

[Fe(OEP)]2O does not exhibit this feature. The enhancement of the A1g modes in heme porphyrins at 

near-IR excitation could be interpreted in terms of the presence of intermolecular C−H···X hydrogen 

bonding where X is a π system or an electron donor atom. Consequently, the enhancement of ν4 at near-

IR excitation can be used as an indicator of the supramolecular interactions in heme aggregates. 

Moreover the relative intensity of ν4 may be an indicator of the strength of concerted supramolecular 

interactions in heme systems. This is the first time that hydrogen bonds have been implicated in causing 

RR enhancement via the excitonic coupling mechanism. This study has potential implications in the 

development of antimalarial drugs that are designed to disrupt hydrogen bond interactions. Moreover, 

the discovery of the importance of hydrogen bonding interactions to transfer energy excitonically in the 

near-IR may have important implications in the development of heme-based nano-wires and sensors. 
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visible absorption spectra of Fe(TPP)(Cl). Table S4−S9. The ORTEP calculated interactions of 

Fe(TPP)Cl, [Fe(TPP)]2O, Fe(OEP)Cl, triclinic and monoclinic [Fe(OEP)]2O, and β-hematin. Figure 

S1−S5 ORTEP diagrams showing molecular structure of Fe(TPP)Cl, [Fe(TPP)]2O, Fe(OEP)Cl, triclinic 

Page 20 of 37

ACS Paragon Plus Environment

Submitted to Journal of the American Chemical Society

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



 

20 

and monoclinic [Fe(OEP)]2O. Figure S6. β-hematin molecules in the crystal structure showing the 

closest porphyrin plane to porphyrin plane contact distance. Figure S7. Contour plots of important 

molecular orbitals of Fe(TPP)Cl. 
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FIGURE CAPTIONS  

Figure 1. FTIR spectra of Fe(TPP)Cl and [Fe(TPP)]2O. 

Figure 2. FTIR spectra of Fe(OEP)Cl and [Fe(OEP)]2O. 

Figure 3. RR spectra of Fe(TPP)Cl and [Fe(TPP)]2O. The solid lines correspond to the µ-oxo dimer 

complexes and the dashed lines correspond to the chloro monomers. 

Figure 4. RR spectra of Fe(OEP)Cl and [Fe(OEP)]2O. The solid lines correspond to the µ-oxo 

aggregates and the dashed lines correspond to the monomers. 

Figure 5. UV-visible absorbance spectra of heme derivative solid crystals. 

Figure 6. Diamond diagram of Fe(TPP)Cl showing (a) the C−H···πphenyl, (b) C−H···πpyrrole, and (c) C−

H···Cl hydrogen bond interactions. 

Figure 7. Diamond diagram of [Fe(TPP)]2O showing (a) the C−H···πphenyl and (b) C−H···πpyrrole hydrogen 

bond interactions. 

Figure 8. Diamond diagram of [Fe(OEP)]2O showing C−H···πpyrrole hydrogen bond interactions. 

Figure 9. Diamond diagram of Fe(OEP)Cl showing (a) C−H···πpyrrole and (b) C−H···Cl hydrogen bond 

interaction. 
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TABLE  

Table 1. Molecular parameters including intermolecular distance and interactions for heme compounds 

in this study. 

Heme 
derivatives 

O.S 
of 
Fe 

Spin 
state 
of 
Fe 

C.
N 
of 
Fe 

Axial 
ligand 

d[Fe−N] 
(Å) 

Displacement 
of Fe (Å) 

Intermolecular 
distance between 
porphyrin ring 

Type of interaction 
(*) 

Enhancement of ν4 
band (Cα−N, ∼1375 
cm−1) at near-IR 
excitation laser 

Fe(TPP)Cl 
monomer23 
P21/n, Z =  

3+ high 
spin 

5 Cl 2.070(9) 0.57 4.5                 
(by Diamond

40) 
C−H···Cl (3) 
C−H···πpyrrole (10) 
C−H···πphenyl (1) 

✓  

 

[Fe(TPP)]2

O dimer24 
C2ca, Z = 4 

3+ high 
spin 

5 O    
µ-oxo 

2.087(3) 0.54 ∼ 5.20 C−H···πpyrrole (18) 
C−H···πphenyl (6) 

✓  

Fe(OEP)Cl 
monomer26 
P21/c, Z = 4 

3+ high 
spin 

5 Cl 0.271(2) 0.49 4.02 C−H···Cl (4) 
C−H···πpyrrole (11) 

✓  

 

[Fe(OEP)]2

O dimer27  
P−1, Z = 4 
P21/c, Z = 4 

3+ high 
spin 

5 O    
µ-oxo 

2.077(3) 
for triclinic 
2.080(5) 
for 
monoclinic 

0.50 for 
triclinic      
0.54 for 
monoclinic 

4.5 for triclinic 
4.6 for 
monoclinic 

C−H···πpyrrole (6) 

 

✘  

 

β-hematin 
dimer4    
P−1, Z = 2 

3+ high 
spin 

5 O 2.061 0.47 3.4                 
(by Diamond

40) 
C−H···O (17) (**) 
O−H···O (2) 
C−H···πpyrrole (24) 

✓  

 

 

(*) The numbers in parentheses refer to the number of calculated interactions based on d[H···A] ≤ 3.0 
Å and d[D···A] ≤ 4.0 Å (except A = N; d[H···A] ≤ 3.2 Å). (**) The calculated interactions of β-hematin 
are only calculated d[D···A] ≤ 4.0 Å due to hydrogen atoms were not included in the original paper. See 
Tables S4−S9 (Supporting Information) for full listings of the calculated H-bond parameters. 
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Table S1. Observed Raman bands (cm−1), assignments, local coordinates, symmetry modes and 

relative enhancement factors for of Fe(TPP)Cl and [Fe(TPP)]2O  at 413, 514, 633, 782 and 830 nm.  

d(pyr tilt)B2u?16258(1)257(1)254(5)255(2)256(1)256(1)257(1)
ν(Fe−O−Fe)symA1g366(3)366(1)365(5)366(4)
ν(Fe−Cl)375(7)375(2)374(4)366(1)
ph op, ring twistingEgs 3''394(6)393(3)392(3)389(2)394(2)388(4)388(4)388(10)389(8)391(3)
ph ipp5501(2)497(1)

?(CaCm)B1u?13543(1)
ν(Fe−N)B1gν8+ν18572(0)569(1)570(0)570(1)573(1)
ph ipA1gF 9639(2)638(1)640(1)637(3)636(1)638(1)638(1)
ph ipEuF 9''667(2)666(1)666(1)

?(CßC1)asymEg?26727(2)726(1)727(1)723(1)722(0)723(1)724(1)

A1g2ν8779(2)780(1)
d(pyr def)asymA2gν24833(1)833(1)832(1)
d(pyr def)asymB2gν32833(3)840(1)846(1)847(1)850(1)
δ(pyr def)symA1gν7889(1)886(0)875(1)888(1)888(1)886(3)885(1)889(1)886(1)887(0)
ν(pyr breathing)A1gν61006(8)1004(4)1003(5)1005(1)1006(8)1004(3)1003(2)1009(2)
ν(pyr half-ring)asymB2gν301017(2)1014(3)1015(4)1014(3)

ph, ν(C−C)A1gF 71030(2)1029(1)
d(CßC1)symB1gν171078(3)1077(2)1079(2)1081(2)1078(1)1075(2)1073(2)1077(2)1074(2)1076(1)
d(CßC1)asymB2gν341183(1)1182(1)1183(1)1181(1)1174(1)1182(0)1183(0)1182(1)1182(1)
ν(Cm−X)A1gν11239(8)1236(6)1237(3)1236(3)1239(3)1234(10)1232(5)1231(5)1235(2)1236(2)
ν(Cm−X)B2gν271268(2)1271(3)1268(1)1273(2)
ν(pyr half-ring)symB1gν121299(2)1294(3)
ν(pyr quarter-ring)A2gν201335(2)1335(6)1335(1)
ν(pyr half-ring)symA1gν41365(8)1361(8)1361(8)1361(5)1362(10)1365(8)1362(10)1365(6)1362(5)1363(6)
ν(CaCm)symA1gν31455(1)1462(2)1453(4)1453(3)1450(2)1453(2)1453(3)

ν(CaCm)symB2gν281469(2)1464(2)

ν(CßCß)B1gν111498(3)1495(3)1496(3)1495(6)1497(1)1497(5)1495(2)1496(5)1495(3)1496(1)
ν(CaCm)asymA2gν191515(3)1518(9)1515(2)
ν(CßCß)A1gν21557(10)1553(10)1556(10)1553(10)1555(4)1556(4)1552(6)1556(8)1553(10)1556(10)
ν(CaCm)asymB1gν101565(8)1565(7)
ph, ?(C−C)symB2gF 4'1575(1)1574(10)1571(3)

ph, ?(C−C)symA1gF 41602(4)1597(3)1597(2)1599(1)1597(2)1597(2)1595(1)

830782633514413830782633514 413
local coordinatesymmetryassignment[Fe(TPP)]2OFe(TPP)Cl

d(pyr tilt)B2u?16258(1)257(1)254(5)255(2)256(1)256(1)257(1)
ν(Fe−O−Fe)symA1g366(3)366(1)365(5)366(4)
ν(Fe−Cl)375(7)375(2)374(4)366(1)
ph op, ring twistingEgs 3''394(6)393(3)392(3)389(2)394(2)388(4)388(4)388(10)389(8)391(3)
ph ipp5501(2)497(1)

?(CaCm)B1u?13543(1)
ν(Fe−N)B1gν8+ν18572(0)569(1)570(0)570(1)573(1)
ph ipA1gF 9639(2)638(1)640(1)637(3)636(1)638(1)638(1)
ph ipEuF 9''667(2)666(1)666(1)

?(CßC1)asymEg?26727(2)726(1)727(1)723(1)722(0)723(1)724(1)

A1g2ν8779(2)780(1)
d(pyr def)asymA2gν24833(1)833(1)832(1)
d(pyr def)asymB2gν32833(3)840(1)846(1)847(1)850(1)
δ(pyr def)symA1gν7889(1)886(0)875(1)888(1)888(1)886(3)885(1)889(1)886(1)887(0)
ν(pyr breathing)A1gν61006(8)1004(4)1003(5)1005(1)1006(8)1004(3)1003(2)1009(2)
ν(pyr half-ring)asymB2gν301017(2)1014(3)1015(4)1014(3)

ph, ν(C−C)A1gF 71030(2)1029(1)
d(CßC1)symB1gν171078(3)1077(2)1079(2)1081(2)1078(1)1075(2)1073(2)1077(2)1074(2)1076(1)
d(CßC1)asymB2gν341183(1)1182(1)1183(1)1181(1)1174(1)1182(0)1183(0)1182(1)1182(1)
ν(Cm−X)A1gν11239(8)1236(6)1237(3)1236(3)1239(3)1234(10)1232(5)1231(5)1235(2)1236(2)
ν(Cm−X)B2gν271268(2)1271(3)1268(1)1273(2)
ν(pyr half-ring)symB1gν121299(2)1294(3)
ν(pyr quarter-ring)A2gν201335(2)1335(6)1335(1)
ν(pyr half-ring)symA1gν41365(8)1361(8)1361(8)1361(5)1362(10)1365(8)1362(10)1365(6)1362(5)1363(6)
ν(CaCm)symA1gν31455(1)1462(2)1453(4)1453(3)1450(2)1453(2)1453(3)

ν(CaCm)symB2gν281469(2)1464(2)

ν(CßCß)B1gν111498(3)1495(3)1496(3)1495(6)1497(1)1497(5)1495(2)1496(5)1495(3)1496(1)
ν(CaCm)asymA2gν191515(3)1518(9)1515(2)
ν(CßCß)A1gν21557(10)1553(10)1556(10)1553(10)1555(4)1556(4)1552(6)1556(8)1553(10)1556(10)
ν(CaCm)asymB1gν101565(8)1565(7)
ph, ?(C−C)symB2gF 4'1575(1)1574(10)1571(3)

ph, ?(C−C)symA1gF 41602(4)1597(3)1597(2)1599(1)1597(2)1597(2)1595(1)

830782633514413830782633514 413
local coordinatesymmetryassignment[Fe(TPP)]2OFe(TPP)Cl
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Table S2. Observed Raman bands (cm−1), assignments, local coordinates, symmetry modes and 

relative enhancement factors for of Fe(TPP)Cl, [Fe(TPP)]2O, Fe(OEP)Cl and [Fe(OEP)]2O  at 413, 514, 

633, 782 and 830 nm.  

d(pyr tilt)Eg?23252(1)251(1)244(1)
d(CßC1)symA1gν9270(1)269(1)270(0)269(1)
?278(1)281(1)280(1)
ν(Fe−N)338(2)337(2)341(1)338(3)342(1)
ν(Fe−Cl)352(4)353(4)345(2)350(1)353(2)
ν(Fe−O−Fe)symA1g386(1)387(2)391(1)387(1)
d(pyr fold)?487(1)464(1)466(1)464(1)454(1)
d(pyr def)symA1gν7673(1)672(1)673(0)672(2)671(1)671(3)670(3)673(1)672(2)
d(pyr fold)symA2u?5732(1)735(1)
ν(pyr breathing)B1gν15753752(2)753(3)752(2)752(2)751(4)752(3)751(1)753(2)
ν(pyr breathing)Euν47767(1)765(1)767(2)766(2)765(2)
d(pyr def)asymB2gν32783(1)781(1)782(1)779(1)
ν(pyr breathing)A1gν6804(2)802(1)803(1)802(1)804(3)801(2)800(3)
ethyl887(1)875(0)874(0)873(0)
d(porph def) + d(pyr transl)A1gν32+ν35960(1)959(1)960(1)960(0)964(1)962(1)961(1)962(1)962(1)959(1)
ν(CßC1)symA1gν51025(3)1023(3)1024(3)1023(2)1024(1)1026(2)1024(4)1026(4)1024(2)1024(1)
ν(CßC1)asymA2gν231059(1)1056(1)1058(0)1055(1)1055(1)1054(1)1054(1)
ν(pyr half-ring)asymA2gν221127(2)1124(3)
ν(Ca−Cß)sym + ν(Fe−N)A1gν6+ν81137(2)1135(2)1136(2)1135(4)1135(2)1136(2)1134(3)1134(1)1134(2)
ν(pyr half-ring)asymB2gν301162(1)1160(1)1157(3)1155(2)
d(CmH)B1gν131213(5)1210(4)1212(4)1210(3)1219(1)1211(3)1210(5)1211(4)1210(2)1213(2)
d(CßC1)symA1gν5+ν91257(3)1263(1)1262(1)1262(2)
ethyl1276(1)1274(1)1274(1)1277(1)1275(2)1275(1)
d(CmH)A2gν211317(1)1315(1)1314(2)1313(3)1313(1)1311(1)1312(1)1308(5)1308(3)1313(1)
ν(pyr half-ring)symA1gν41376(3)1378(10)1376(10)1375(5)1373(3)1372(6)1376(10)
ν(pyr quarter-ring)A2gν201388(1)1386(1)1389(2)
ν(pyr quarter-ring)B2gν291403(2)1402(3)1404(6)1402(2)
ν(CaCm)symB2gν281453(1)1447(1)1452(1)1452(1)1454(0)1453(1)1454(3)1453(1)
ν(CaCm)symA1gν31492(2)1494(9)1495(0)1494(5)
ν(CßCß)B1gν111565(10)1560(10)1563(10)1562(7)1567(2)1561(5)1560(10)1562(10)1563(7)
ν(CaCm)asymA2gν191565(10)1560(10)1563(10)1562(7)1567(2)1561(5)1560(10)1562(10)1563(7)
ν(CßCß)A1gν21590(3)1586(3)1585(5)1588(3)1583(4)1582(5)1581(8)
ν(CaCm)asymB1gν101628(4)1624(4)1626(7)1624(8)1625(1)1631(2)1629(6)1630(10)1628(10)1632(4)
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local coordinatesymmetryassignment[Fe(OEP)]2OFe(OEP)Cl
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Supporting Information: 

 

Density Functional Theory Calculations  

The structure of Fe(TPP)Cl was optimized at the B3LYP/TZVP level of theory using the program 

package Gaussian 03 (Revision E.01)1 starting from a X-ray crystallography structure derived from 

Scheidt et al.2 The optimization was followed by frequency calculation at the corresponding level to 

assure finding the local minimum on the potential energy surface. Excited state calculations were 

performed using time-dependent density functional theory (TD-DFT) at the same level of theory. The 

number of excited states was limited to 50 which cover the energy states up to 361 nm. 

 

(1) Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. E.; Robb, M. A.; Cheeseman, J. R.; 

Montgomery, Jr., J. A.; Vreven, T.; Kudin, K. N.; Burant, J. C.; Millam, J. M.; Iyengar, S. S.; Tomasi, 

J.; Barone, V.; Mennucci, B.; Cossi, M.; Scalmani, G.; Rega, N.; Petersson, G. A.; Nakatsuji, H.; Hada, 

M.; Ehara, M.; Toyota, K.; Fukuda, R.; Hasegawa, J.; Ishida, M.; Nakajima, T.; Honda, Y.; Kitao, O.; 

Nakai, H.; Klene, M.; Li, X.; Knox, J. E.; Hratchian, H. P.; Cross, J. B.; Bakken, V.; Adamo, C.; 

Jaramillo, J.; Gomperts, R.; Stratmann, R. E.; Yazyev, O.; Austin, A. J.; Cammi, R.; Pomelli, C.; 

Ochterski, J. W.; Ayala, P. Y.; Morokuma, K.; Voth, G. A.; Salvador, P.; Dannenberg, J. J.; 

Zakrzewski, V. G.; Dapprich, S.; Daniels, A. D.; Strain, M. C.; Farkas, O.; Malick, D. K.; Rabuck, A. 

D.; Raghavachari, K.; Foresman, J. B.; Ortiz, J. V.; Cui, Q.; Baboul, A. G.; Clifford, S.; Cioslowski, J.; 

Stefanov, B. B.; Liu, G.; Liashenko, A.; Piskorz, P.; Komaromi, I.; Martin, R. L.; Fox, D. J.; Keith, T.; 

Al-Laham, M. A.; Peng, C. Y.; Nanayakkara, A.; Challacombe, M.; Gill, P. M. W.; Johnson, B.; Chen, 

W.; Wong, M. W.; Gonzalez, C.; and Pople, J. A.; Gaussian, Inc., Wallingford CT, 2004.  

 

(2) W. Robert Scheidt, Michael G. Finnegan, Acta Crystallogr. 1988, 45, 1214 
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Table S3. Assignment of the UV-visible absorption spectrum of Fe(TPP)Cl 

Exp (nm) Calc (nm) f Assignment
367* 361 0.0387 a2u→dπ, b2u→π*
377 st 370 0.0057 px,py→dπ, pz→dz2

" 376 0.0256 px,py→dπ, b2u→dz2, a2u→dπ, b2u→π* 
" 379 0.4553 b2u→dπ,  π→π*, a2u→dπ
- 389 0.0132 b2u→π*

415 vst 411 0.1543 π→π*, b2u→π*
460 sh 426, 432 0.0778 b2u→dπ

" 444 0.0004 px,py→dπ
509 513 0.0154 π→π*, a2u(π)→dπ
575 571 0.009 π→π*, a1u(π)→dπ

- 641 0.0026 a2u(π)→dz2

660, 690 676, 688, 734, 746 0.0046 a1u(π)→dπ, a2u(π)→π*
875* w br 882, 906 0.0013 a2u(π)→dπ

Exp, experimental results; Calc, calculated data; f, oscillator strength; st, strong; v, very; w, weak; *, 
shoulder; br, broad; px,py, pz , chloride orbitals 

 

 

Table S4. The ORTEP calculated interactions of Fe(TPP)Cl. 

C−H···π121.853.4972.8870.945C9_iii−H1_iii···(C30−C31)
C−H···π178.013.9332.9840.950C31_iii−H17_iii···(C15−C16)
C−H···π156.883.5612.6680.950C31_iii−H17_iii···(C7−C15)
C−H···π137.613.7593.0020.950C31_iii−H17_iii···N4
C−H···π142.453.5502.7500.950C31_iii−H17_iii···(N4−C7)
C−H···π127.953.5862.9210.953C41_ii−H25_ii···(C3−C11)
C−H···π148.133.6352.7910.953C41_ii−H25_ii···N2
C−H···π160.773.7602.8470.953C41_ii−H25_ii···(N2−C4)
C−H···π138.123.4922.7250.953C41_ii−H25_ii···(N2−C3)
C−H···π158.323.8252.9260.950C40_ii−H24_ii···N1
C−H···π150.793.6602.8020.950C40_ii−H24_ii···(N1−C2)
C−H···Cl125.023.7733.1460.951C24_iv−H11_iv···Cl
C−H···Cl131.603.7343.0400.945C42_i−H26_i···Cl
C−H···Cl153.683.8262.9530.948C15_ii−H7_ii···Cl

Type of interaction<D−H···A>D···A  (Å)H···A (Å)D−H (Å)D−H···A

C−H···π121.853.4972.8870.945C9_iii−H1_iii···(C30−C31)
C−H···π178.013.9332.9840.950C31_iii−H17_iii···(C15−C16)
C−H···π156.883.5612.6680.950C31_iii−H17_iii···(C7−C15)
C−H···π137.613.7593.0020.950C31_iii−H17_iii···N4
C−H···π142.453.5502.7500.950C31_iii−H17_iii···(N4−C7)
C−H···π127.953.5862.9210.953C41_ii−H25_ii···(C3−C11)
C−H···π148.133.6352.7910.953C41_ii−H25_ii···N2
C−H···π160.773.7602.8470.953C41_ii−H25_ii···(N2−C4)
C−H···π138.123.4922.7250.953C41_ii−H25_ii···(N2−C3)
C−H···π158.323.8252.9260.950C40_ii−H24_ii···N1
C−H···π150.793.6602.8020.950C40_ii−H24_ii···(N1−C2)
C−H···Cl125.023.7733.1460.951C24_iv−H11_iv···Cl
C−H···Cl131.603.7343.0400.945C42_i−H26_i···Cl
C−H···Cl153.683.8262.9530.948C15_ii−H7_ii···Cl

Type of interaction<D−H···A>D···A  (Å)H···A (Å)D−H (Å)D−H···A

 

Table S5. The ORTEP calculated interactions of [Fe(TPP)]2O. 
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C−H···π150.403.7112.8510.955C26_ii−H13_ii···(C41f−C42f)
C−H···π168.803.7572.8160.955C26_ii−H13_ii···(C40f−C41f)
C−H···π148.933.6862.8320.959C29_iii−H15_iii···(C41f−C42f)
C−H···π137.903.7542.9700.979C32_i−H18_i···(C16f−C17f)
C−H···π111.253.5903.1180.979C32_i−H18_i···N4f
C−H···π118.193.5552.9860.979C32_i−H18_i···(N4f−C16f)
C−H···π148.373.7552.8940.971C31_ii−H17_ii···(N3f−C14f)
C−H···π136.213.8463.0850.971C31_ii−H17_ii···N3f
C−H···π118.793.3622.7860.970C44_i−H28_i···(N2f−C9f)
C−H···π109.213.3182.8700.970C44_i−H28_i···N2f
C−H···π111.593.4552.9820.964C43_i−H27_i···(N1f−C4f)
C−H···π124.543.5782.9430.964C43_i−H27_i···N1f
C−H···π150.403.7112.8510.955C26f_i−H13f_i···(C41−C42)
C−H···π168.803.7572.8160.955C26f_i−H13f_i···(C40−C41)
C−H···π148.933.6862.8320.959C29f_ii−H15f_i···(C41−C42)
C−H···π137.903.7542.9700.979C32f_i−H18f_i···(C16−C17)
C−H···π111.253.5903.1180.979C32f_i−H18f_i···N4
C−H···π118.193.5552.9860.979C32f_i−H18f_i···(N4−C16)
C−H···π148.373.7552.8940.971C31f_ii−H17f_ii···(N3−C14)
C−H···π136.213.8463.0850.971C31f_ii−H17f_ii···N3
C−H···π118.793.3622.7860.970C44f_i−H28f_i···(N2−C9)
C−H···π109.213.3182.8700.970C44f_i−H28f_i···N2
C−H···π111.593.4552.9820.964C43f_i−H27f_i···(N1−C4)
C−H···π124.543.5782.9430.964C43f_i−H27f_i···N1

Type of interaction<D−H···A>D···A  (Å)H···A (Å)D−H (Å)D−H···A

C−H···π150.403.7112.8510.955C26_ii−H13_ii···(C41f−C42f)
C−H···π168.803.7572.8160.955C26_ii−H13_ii···(C40f−C41f)
C−H···π148.933.6862.8320.959C29_iii−H15_iii···(C41f−C42f)
C−H···π137.903.7542.9700.979C32_i−H18_i···(C16f−C17f)
C−H···π111.253.5903.1180.979C32_i−H18_i···N4f
C−H···π118.193.5552.9860.979C32_i−H18_i···(N4f−C16f)
C−H···π148.373.7552.8940.971C31_ii−H17_ii···(N3f−C14f)
C−H···π136.213.8463.0850.971C31_ii−H17_ii···N3f
C−H···π118.793.3622.7860.970C44_i−H28_i···(N2f−C9f)
C−H···π109.213.3182.8700.970C44_i−H28_i···N2f
C−H···π111.593.4552.9820.964C43_i−H27_i···(N1f−C4f)
C−H···π124.543.5782.9430.964C43_i−H27_i···N1f
C−H···π150.403.7112.8510.955C26f_i−H13f_i···(C41−C42)
C−H···π168.803.7572.8160.955C26f_i−H13f_i···(C40−C41)
C−H···π148.933.6862.8320.959C29f_ii−H15f_i···(C41−C42)
C−H···π137.903.7542.9700.979C32f_i−H18f_i···(C16−C17)
C−H···π111.253.5903.1180.979C32f_i−H18f_i···N4
C−H···π118.193.5552.9860.979C32f_i−H18f_i···(N4−C16)
C−H···π148.373.7552.8940.971C31f_ii−H17f_ii···(N3−C14)
C−H···π136.213.8463.0850.971C31f_ii−H17f_ii···N3
C−H···π118.793.3622.7860.970C44f_i−H28f_i···(N2−C9)
C−H···π109.213.3182.8700.970C44f_i−H28f_i···N2
C−H···π111.593.4552.9820.964C43f_i−H27f_i···(N1−C4)
C−H···π124.543.5782.9430.964C43f_i−H27f_i···N1

Type of interaction<D−H···A>D···A  (Å)H···A (Å)D−H (Å)D−H···A

 

 

 

Table S6. The ORTEP calculated interactions of Fe(OEP)Cl. 

C−H···π121.083.6102.9980.989C3_ii−H2_ii···(C28−C29)
C−H···π153.623.9863.0750.989C3_ii−H2_ii···N4
C−H···π143.453.8202.9790.989C3_ii−H2_ii···(N4−C28)
C−H···π113.643.5122.9950.990C12_ii−H13_ii···(C20−C23)
C−H···π108.103.3472.9040.990C12_ii−H13_ii···(C19−C20)
C−H···π136.823.8983.1160.990C12_ii−H13_ii···N3
C−H···π124.493.6222.9680.990C12_ii−H13_ii···(N3−C19)
C−H···π117.423.5302.9630.990C33_iii−H39_iii···(C1−C2)
C−H···π132.533.6232.8800.990C33_iii−H39_iii···(N1−C8)
C−H···π144.763.7012.8490.990C33_iii−H39_iii···N1
C−H···π139.143.5932.7860.990C33_iii−H39_iii···(N1−C1)
C−H···Cl139.883.7902.9790.989C3_i−H2_i···Cl
C−H···Cl116.343.6573.1080.991C24_iv−H28_iv···Cl
C−H···Cl141.623.7062.8870.981C13_ii−H15_ii···Cl
C−H···Cl138.433.6642.8640.990C33_i−H39_i···Cl

Type of interaction<D−H···A>D···A  (Å)H···A (Å)D−H (Å)D−H···A

C−H···π121.083.6102.9980.989C3_ii−H2_ii···(C28−C29)
C−H···π153.623.9863.0750.989C3_ii−H2_ii···N4
C−H···π143.453.8202.9790.989C3_ii−H2_ii···(N4−C28)
C−H···π113.643.5122.9950.990C12_ii−H13_ii···(C20−C23)
C−H···π108.103.3472.9040.990C12_ii−H13_ii···(C19−C20)
C−H···π136.823.8983.1160.990C12_ii−H13_ii···N3
C−H···π124.493.6222.9680.990C12_ii−H13_ii···(N3−C19)
C−H···π117.423.5302.9630.990C33_iii−H39_iii···(C1−C2)
C−H···π132.533.6232.8800.990C33_iii−H39_iii···(N1−C8)
C−H···π144.763.7012.8490.990C33_iii−H39_iii···N1
C−H···π139.143.5932.7860.990C33_iii−H39_iii···(N1−C1)
C−H···Cl139.883.7902.9790.989C3_i−H2_i···Cl
C−H···Cl116.343.6573.1080.991C24_iv−H28_iv···Cl
C−H···Cl141.623.7062.8870.981C13_ii−H15_ii···Cl
C−H···Cl138.433.6642.8640.990C33_i−H39_i···Cl

Type of interaction<D−H···A>D···A  (Å)H···A (Å)D−H (Å)D−H···A

 

Table S7. The ORTEP calculated interactions of triclinic [Fe(OEP)]2O.  
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C−H···π118.233.7413.1970.949C41_i−H10_i···N7
C−H···π100.273.3493.0470.949C66_i−H70_i···N3
C−H···π109.593.3772.9380.949C66_i−H70_i···(N3−C5)
C−H···π101.253.3493.0320.948C66_i−H69_i···N3
C−H···π140.163.7572.9790.949C53_i−H34_i···N1
C−H···π130.543.5762.8860.949C53_i−H34_i···(N1−C1)

Type of interaction<D−H···A>D···A  (Å)H···A (Å)D−H (Å)D−H···A

C−H···π118.233.7413.1970.949C41_i−H10_i···N7
C−H···π100.273.3493.0470.949C66_i−H70_i···N3
C−H···π109.593.3772.9380.949C66_i−H70_i···(N3−C5)
C−H···π101.253.3493.0320.948C66_i−H69_i···N3
C−H···π140.163.7572.9790.949C53_i−H34_i···N1
C−H···π130.543.5762.8860.949C53_i−H34_i···(N1−C1)

Type of interaction<D−H···A>D···A  (Å)H···A (Å)D−H (Å)D−H···A

 

Table S8. The ORTEP calculated interactions of monoclinic [Fe(OEP)]2O.  

C−H···π115.533.6713.1610.948C50_i−H73_i···N7

C−H···π136.753.7042.9580.945C53_i−H80_i···(N5−C10)
C−H···π146.823.9323.1060.945C53_i−H80_i···N5
C−H···π122.813.5992.9970.946C57_i−H88_i···N3
C−H···π109.213.5243.0960.949C62_i−H16_i···N1
C−H···π119.323.5612.9990.949C62_i−H16_i···(N1−C1)

Type of interaction<D−H···A>D···A  (Å)H···A (Å)D−H (Å)D−H···A

C−H···π115.533.6713.1610.948C50_i−H73_i···N7

C−H···π136.753.7042.9580.945C53_i−H80_i···(N5−C10)
C−H···π146.823.9323.1060.945C53_i−H80_i···N5
C−H···π122.813.5992.9970.946C57_i−H88_i···N3
C−H···π109.213.5243.0960.949C62_i−H16_i···N1
C−H···π119.323.5612.9990.949C62_i−H16_i···(N1−C1)

Type of interaction<D−H···A>D···A  (Å)H···A (Å)D−H (Å)D−H···A

 

 

 

Table S9. The ORTEP calculated interactions of β-hematin.  



 

12

C−H···π3.482C26_i−H···N20
C−H···π3.571C26_i−H···(N20−C24)
C−H···π3.806C26_i−H···(N20−C21)
C−H···π3.817C4_i−H···(C23−C24)
C−H···π3.823C4_i−H···N20
C−H···π3.616C4_i−H···(N20−C24)
C−H···π3.430C43_i−H···(C23−C24)
C−H···π3.177C43_i−H···(C22−C23)
C−H···π3.201C43_i−H···(C21−C22)
C−H···π3.690C43_i−H···N20
C−H···π3.615C43_i−H···(N20−C24)
C−H···π3.477C43_i−H···(N20−C21)
C−H···π3.583C30_iii−H···(C23−C24)
C−H···π3.388C30_iii−H···(C22−C23)
C−H···π3.207C30_iii−H···(C21−C22)
C−H···π3.566C30_iii−H···N20
C−H···π3.574C30_iii−H···(N20−C24)
C−H···π3.349C30_iii−H···(N20−C21)
C−H···π3.210C29−H···(C5−C6)
C−H···π3.413C29−H···(C4−C5)
C−H···π3.532C29−H···(C3−C4)
C−H···π3.418C29−H···N2
C−H···π3.450C29−H···(N2−C3)
C−H···π3.252C29−H···(N2−C6)
C−H···O3.592C34_i−H···O41
C−H···O3.570C30_i−H···O41
C−H···O3.464C29_i−H···O41
C−H···O3.841C13_i−H···O41
C−H···O3.733C35_i−H···O40
C−H···O3.146C34_i−H···O40
C−H···O3.884C29_i−H···O40
C−H···O3.973C21_ii−H···O40
C−H···O3.543C19_ii−H···O40
C−H···O3.651C18_ii−H···O40
C−H···O3.667C13_i−H···O40
C−H···O3.191C38_i−H···O40
C−H···O3.207C30_i−H···O40
C−H···O3.214C31−H···O37
O−H···O3.802O36−H···O40_i
O−H···O2.830O36−H···O37_iii
C−H···O3.959C33_i−H···O36
C−H···O3.778C31_i−H···O36
C−H···O3.949C19_i−H···O36

Type of interaction<D−H···A>D···A  (Å)H···A (Å)D−H (Å)D−H···A

C−H···π3.482C26_i−H···N20
C−H···π3.571C26_i−H···(N20−C24)
C−H···π3.806C26_i−H···(N20−C21)
C−H···π3.817C4_i−H···(C23−C24)
C−H···π3.823C4_i−H···N20
C−H···π3.616C4_i−H···(N20−C24)
C−H···π3.430C43_i−H···(C23−C24)
C−H···π3.177C43_i−H···(C22−C23)
C−H···π3.201C43_i−H···(C21−C22)
C−H···π3.690C43_i−H···N20
C−H···π3.615C43_i−H···(N20−C24)
C−H···π3.477C43_i−H···(N20−C21)
C−H···π3.583C30_iii−H···(C23−C24)
C−H···π3.388C30_iii−H···(C22−C23)
C−H···π3.207C30_iii−H···(C21−C22)
C−H···π3.566C30_iii−H···N20
C−H···π3.574C30_iii−H···(N20−C24)
C−H···π3.349C30_iii−H···(N20−C21)
C−H···π3.210C29−H···(C5−C6)
C−H···π3.413C29−H···(C4−C5)
C−H···π3.532C29−H···(C3−C4)
C−H···π3.418C29−H···N2
C−H···π3.450C29−H···(N2−C3)
C−H···π3.252C29−H···(N2−C6)
C−H···O3.592C34_i−H···O41
C−H···O3.570C30_i−H···O41
C−H···O3.464C29_i−H···O41
C−H···O3.841C13_i−H···O41
C−H···O3.733C35_i−H···O40
C−H···O3.146C34_i−H···O40
C−H···O3.884C29_i−H···O40
C−H···O3.973C21_ii−H···O40
C−H···O3.543C19_ii−H···O40
C−H···O3.651C18_ii−H···O40
C−H···O3.667C13_i−H···O40
C−H···O3.191C38_i−H···O40
C−H···O3.207C30_i−H···O40
C−H···O3.214C31−H···O37
O−H···O3.802O36−H···O40_i
O−H···O2.830O36−H···O37_iii
C−H···O3.959C33_i−H···O36
C−H···O3.778C31_i−H···O36
C−H···O3.949C19_i−H···O36

Type of interaction<D−H···A>D···A  (Å)H···A (Å)D−H (Å)D−H···A
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Figure S1. ORTEP diagrams showing molecular structure of Fe(TPP)Cl. 

 

Figure S2. ORTEP diagrams showing molecular structure of [Fe(TPP)]2O. 

 

Figure S3. ORTEP diagrams showing molecular structure of Fe(OEP)Cl.  

      

Figure S4. ORTEP diagrams showing molecular structure of triclinic [Fe(OEP)]2O.  
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Figure S5. ORTEP diagrams showing molecular structure of monoclinic [Fe(OEP)]2O.  

 

Figure S6. β-hematin molecules in the crystal structure show the closest porphyrin plane to porphyrin 

plane contact distance. 

 

Figure S7. Contour plots of important molecular orbitals of [Fe(TPP)Cl]  
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This dissertation reports on some applications of resonance Raman and infrared 

microspectroscopy in malaria research. The powerful combination of spectroscopic data 

and multivariate statistical analysis has allowed the development of Raman and FTIR 

based techniques to analyse the Plasmodium falciparum strain of malaria parasite within 

human erythrocytes. Three major scientific areas have been addressed. Firstly, the 

potential of FTIR microspectroscopy to be used as a diagnostic tool for discriminating 

between the different stages of the malaria parasite lifecycle based on changes in lipid 

composition within the cell has been explained. Secondly, resonance Raman 

microscopy has been used to analyse the putative drug target, haemozoin, which 

develops in the late feeding stage (trophozoite) of the parasite. It was found the addition 

of chloroquine (CQ) can affect the molecular environment of haemozoin. Thirdly, 

Raman wavelength dependent investigations into the aggregation of Fe(III)PPIX 

molecules in solution as a function of concentration have demonstrated the process of 

CQ interaction with haemozoin through binding by supramolecular interactions to the 

unligated faces of Fe(III)PPIX-OH/H2O monomers and µ-oxo-dimers. This later study 

discovered the important role CQ non-covalent binding has in reducing excitonic effects 

in monomeric or dimeric precursors of haemozoin and in the haemozoin dimer unit 

directly, which ultimately inhibits the growth of the biomineral.  

The application of FTIR spectroscopy in combination with PCA and ANN to 

discriminating the different stages of the Plasmodium falciparum’s intra-erythrocytic 

lifecycle in fixed single erythrocytes and to investigating the formation of haemozoin 

has been discussed in this dissertation (Chapter 3). Bands assigned to the haemozoin 

moiety are observed in FTIR difference spectra between uninfected erythrocytes and 

infected trophozoites. PCA identified that these bands are important contributors in 

separating the trophozoite spectra from the uninfected cell spectra. Excellent 
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spectroscopic discrimination between Plasmodium falciparum infected cells and the 

control cells became possible by training of an ANN. FTIR difference spectra indicated 

a change in the production of unsaturated fatty acids as the parasite matures, where 

different phases of its intra-erythrocytic lifecycle are characterised by different lipid 

compositions giving rise to distinct spectral profiles in the C-H stretching region.  

Looking to practical applications for this research, it can be seen that although 

the FTIR instrument is expensive, the actual cost per test can be very cheap especially if 

one uses inexpensive IR substrates such as Kevley slides. In addition, a synchrotron 

source for a clinical environment is impractical. Therefore the development of cheaper 

and more realistic techniques is necessary. Hence, with the continued development of 

confocal FTIR imaging spectrometers with powerful globar sources and improved 

sensitivity FPA detectors, one can imagine conventional FTIR instruments becoming 

the instrument of choice when diagnosing malaria.  

To more fully determine the applicability of FTIR spectroscopy to clinically 

diagnosing the different stages of malaria infection, future research is needed into the 

study of live infected erythrocytes and the effects antimalarial drugs have on lipid 

composition at the different developmental stages of the parasite. To effectively analyse 

live infected erythrocytes at the different stages, preliminary experiments by the group 

have shown that spectra can be taken of cells placed between two CaF2 windows with 

thin sized spacers (ca 7 – 12 µm) fabricated onto one of the CaF2 windows. To keep 

them positioned and parallel they can be placed into a compression cell and FTIR 

spectra can be taken in transmission mode.  

Within the field of malaria research, the value of using FTIR spectroscopy lies in 

its ability to detect haemozoin and discriminate between the intra-erythrocytic lifecycle 

stages of the parasite based on the specific lipid signature from each individual stage 
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and in the near future the technique can potentially provide a cheaper diagnostic 

alternative.  

On the other hand, FTIR spectroscopy cannot detect structural changes in 

haemozoin within trophozoite infected erythrocytes following quinoline drug treatment. 

The results of the synchrotron FTIR study to identify and discriminate the different 

stages of the parasite’s intra-erythrocytic lifecycle and detect changes in the amount of 

haemozoin formed by the parasite after incubation with CQ within RBCs directed 

research towards investigating the applications of resonance Raman spectroscopy to 

malaria research. 

Initially, FTIR-ATR and Raman measurements (II) were taken of β-haematin 

treated with quinoline drugs to monitor the direct effects quinoline drugs have on the 

molecular environment of synthetic malaria pigment. The results showed changes in the 

surface propionic acid groups (1744 cm-1) of the haemozoin biomineral when CQ was 

present, which would be hidden in FTIR spectra of trophozoite infected RBCs by the 

superposition of the ester carbonyl band. Furthermore, the Raman spectra of β-haematin 

show changes in A1g and B1g modes in the presence of quinoline drugs. This lends 

support to a model involving a π-π stacked drug binding complex. 

However, the true value of using Raman spectroscopy lies in its ability to detect 

haemozoin as well as the CQ interactions with haemozoin within the digestive vacuole 

of live trophozoite infected erythrocytes (III). Raman spectroscopy can also detect drug 

interactions with haemozoin precursors (Fe(III)PPIX-OH/H2O monomer, µ-oxo dimers 

and π-π dimers). 

There are many drug target sites located in the malaria parasite, of which some 

are the apicoplast, mitochondrion, cytosol and digestive vacuole. However, the 

application of Raman spectroscopy focuses on the analysis of constituents within the 
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digestive vacuole of the malaria parasite in particular because it is the site of haem 

accumulation and haemozoin formation, which are large Raman scatterers. Haemozoin 

precursors and the haemozoin dimer unit are drug targets within the digestive vacuole. 

Through the use of resonance Raman spectroscopy to analyse these Fe(III)PPIX 

molecules, one can detect structural changes in haemozoin as a result of drug 

interactions. 

 It was found that a number of bands assigned to A1g and B1g modes 

characteristic of the haemozoin biomineral are reduced in intensity in CQ-treated cells. 

However, no bands from CQ itself are observed as the drug concentration is too low and 

CQ is a weaker Raman scatterer. The intensity changes are attributable to 

intermolecular drug binding of CQ in a sandwich type complex between Fe(III)PPIX 

dimer units. It is postulated that CQ binds via supramolecular interactions between 

adjacent and oriented porphyrins thereby disrupting the haemozoin aggregate and 

reducing excitonic interactions between adjacent Fe(III)PPIX units. 

Tip enhanced Raman scattering (TERS) is an alternative technique on the 

forefront of malaria research that can be used to analyse haemozoin growth within 

functional erythrocytes. Future research into the use of TERS to analyse single 

haemozoin biominerals at nano-scale spatial resolution (ca 20 nm) could also produce 

spectra showing the interaction of antimalarial drugs with haemozoin biominerals 

within infected erythrocytes, and also the location of those drugs directly on the 

haemozoin biominerals. Preliminary studies performed by my supervisor Dr. Bayden 

Wood show that TERS spectra display bands that are characteristic of haemozoin, 

which can be correlated to a precise position on the biomineral by comparison with the 

corresponding atomic force microscopy (AFM) image.  
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TERS enhancement occurs when a metal tip with dimensions smaller than that 

of the wavelength of light is irradiated.1 A local enhancement of Raman scattering (ca 

106-107) occurs in the vicinity of the electromagnetic near-field, when the tip apex 

(usually a silver nano-particle) interacts with a small portion of molecules.  

The TERS experiment, although promising, still has some major challenges to 

overcome. Firstly, the reproducibility and yield of good tips is difficult, due to the tips 

picking up fractions of sample during a scan or simply breaking.1 Ideally, TERS tip 

production will be made commercially available in the near future to combat this 

problem. Secondly, to obtain quality TERS spectra of haemozoin within trophozoite 

infected erythrocytes, the cells must be sectioned. Preparing quality samples of 

sectioned infected erythrocytes that are thin enough to allow laser light to pass through 

and interact with the tip, yet still preserve the structural integrity of the internal matrix 

of the cell, is challenging. However, these challenges aside, the TERS technique could 

be used in the foreseeable future as a new antimalarial drug screening tool for detecting 

the surface attachment of drugs to the haemozoin biomineral within the digestive 

vacuole of trophozoite infected erythrocytes. 

The question still remains as to the mode in which CQ non-covalently associates 

with the haemozoin dimer unit. The results of Chapter 5 suggest that CQ can non-

covalently bind to the unligated faces of Fe(III)PPIX-OH/H2O monomer and µ-oxo 

dimers before haemozoin is formed within the digestive vacuole. This caps the faces of 

the haemozoin dimer unit and reduces the amount of haemozoin formed.  

Resonance Raman spectra of haematin and haemin solutions are reported for 

413 nm and 514 nm wavelengths. Enhancement of A1g modes (1569 cm-1 and 1370 cm-

1) and B1g modes (1124 cm-1 and 755 cm-1) as a function of increased concentration are 

observed when irradiating with 514 nm laser excitation but not 413 nm. This can be 
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rationalised by considering an excitonic coupling mechanism. As the concentration of 

haematin increases there is an increased probability of supramolecular interactions such 

as π-π and other dispersion forces between Fe(III)PPIX units occurring. Resonance 

Raman spectra recorded using 514 nm excitation show that CQ acts as a molecular 

spacer and binds non-covalently through supramolecular interactions, most likely π-π 

interactions, between µ-oxo dimer units of Fe(III)PPIX. This is evinced by the decrease 

in intensity of ν4 in the Raman spectrum as a function of increasing CQ mole ratio.  

In comparison, UV-Visible spectra show that CQ can bind to the unligated face 

of Fe(III)PPIX-OH/H2O monomers, potentially reducing the formation of π-π dimers. 

The discovery that CQ can bind to the monomeric and dimeric precursors of haemozoin 

or directly to the haemozoin dimer unit has important implications for the development 

of future antimalarial compounds that could exert effectiveness by binding through 

supramolecular interactions to the unligated faces of Fe(III)PPIX-OH/H2O monomers 

and µ-oxo dimers.  

Future research into using Raman spectroscopy could involve analysing the 

effects of other antimalarial drugs within live infected erythrocytes and observing for 

similar CQ-type drug binding effects. Previous work by de Villiers et al.2 examined the 

crystal structure of a halofantrine-Fe(III)PPIX complex by single crystal X-ray 

diffraction. It was shown that halofantrine can exert its antimalarial activity by 

interacting with Fe(III)PPIX through coordination to the Fe(III) center by means of its 

alcohol functionality, π-stacking of the phenanthrene ring over porphyrin and other 

hydrogen bonding interactions.  

Other antimalarial drugs include artemisinin and its derivatives, which could be 

analysed in future research involving Raman spectroscopy to determine the effects they 

have on Fe(III)PPIX and haemozoin. Previous work undertaken by the candidate as a 
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component of his Honours thesis investigated the effects artemisinin had on haemozoin 

within trophozoite infected erythrocytes using 633 nm and 782 nm excitation 

wavelength lasers. Spectra taken using the 782 nm excitation laser showed small 

changes in haemozoin bands are caused by the presence of artemisinin. These were 

similar to the haemozoin bands that are affected by the non-covalent binding of CQ. 

In light of these findings, further research is needed to draw solid conclusions 

about the mode of attachment of artemisinin antimalarial drugs. Furthermore, the use of 

Raman spectroscopy to analyse supramolecular drug interactions make it an appropriate 

and powerful technique to monitor other antimalarial drugs (such as halofantrine, 

artemisinin and artemisinin derivatives) and the antimalarial activity they exert on 

haemozoin precursors and haemozoin dimer units.   
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