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Abstract

GaAs based communication and optoelectronic devices are widely used in our daily
lives. Applications range from mobile phones and satellite communications to laser
pointers, printers, barcode readers and DVD players. The components making up these
devices are composed of thin layers of III-V semiconductor material, the thicknesses
of which must be finely controlled. This is achieved by growing such layers via
molecular beam epitaxy (MBE) with atomic layer precision. In addition to current
technologies, the long-term research objective in III-V materials is to utilise variants
of MBE to fabricate new quantum structures of nanoscale dimensions for new device
applications. However, despite this current and future technological importance,
the real-space imaging of III-V MBE surface growth dynamics is restricted by the
presence of large incident As flux which restricts the use of conventional imaging
techniques. To address this issue, the main goal of this thesis is therefore to develop a
unique surface electron microscope to study the surface dynamics of III-V materials
in real-time during MBE growth.

The thesis begins with the design and development of a III-V low energy electron
microscope (LEEM). The incorporation of III-V MBE and a high As flux, in particular,
required numerous modifications to a commercial LEEM instrument (Elmitec LEEM
III). These are described in detail in Chapter 2.

Following the development of the LEEM it is important to understand the contrast
associated with quantum structure formation. With this in mind, theories of mirror
electron microscopy (MEM) were developed and experimentally verified using Ga
droplets and their associated surface trails as convenient test objects. This work
resulted in the development of the Laplacian and caustic theories of MEM imaging
which is fully described in Chapters 3, 4 and 5.

Finally, based on the advances in instrumental development and imaging, proof-of-
principle applications were undertaken to confirm that III-V and other materials could
be investigated under high As flux. These included the control of the GaAs (001)
congruent evaporation temperature by As flux (Chapter 6), the asymmetric coalescence
of Ga droplets during Langmuir evaporation (Chapter 7), and the dynamic behaviour
of As on Si(111) at high temperatures (Chapter 8).
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Introduction and overview 1

1.1 Growth and applications of GaAs

1.1.1 Applications of GaAs

Gallium Arsenide (GaAs) is widely used in everyday applications ranging from satel-
lite communications and cell phones to car collision warning radar and TV tuners.
Compared with other semiconductor materials such as Si, GaAs has several superior
properties. In particular, its direct bandgap allows it to be used to manufacture high
efficiency lasers for DVD technology, barcode readers, printers and laser pointers. Fur-
thermore, GaAs has a higher saturated electron velocity and a higher electron mobility
which have led to the development of high frequency electronics for radar systems and
microwave equipment. The fundamental components underlying these applications
are composed of epilayers of III-V semiconductor materials on a GaAs(001) surface.

In addition to current technologies, there is a rising interest in the growth of
novel structures such as quantum dots (QDs) and quantum rings (QRs) on GaAs(001)
(Joyce and Vvedensky, 2004; Watanabe et al., 2000; Mano et al., 2005; Somaschini
et al., 2009; Lee et al., 2009). These structures are regarded as promising building
blocks for a new generation of electronics including quantum dot lasers. Additionally,
quantum structures open up new possibilities for investigating fundamental physics
like the Aharonov-Bohm effect (Fuhrer et al., 2001; Bayer et al., 2003; Fomin et al.,
2007) and the Rashba spin-orbit interaction (Kuan et al., 2007; Lucignano et al.,
2007). Therefore, understanding how to fabricate high quality quantum structures has
received intensive interest from both industrial and scientific communities.

1.1.2 MBE growth on GaAs(001)

Molecular beam epitaxy (MBE) (see, for example, Cho and Arthur (1975)) has
been the technique of choice for growing epitaxial layers on GaAs surfaces (Davey
and Pankey, 1968; Arthur and LePore, 1969; Cho, 1971). This is because MBE
provides very precise control of deposition fluxes and growth temperature. MBE
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2 Introduction and overview

Figure 1.1: Diagram of a typical MBE system growth chamber containing effusion
cells for the source materials. Techniques such as RHEED typically monitor the
surface during growth.

is conceptually quite simple: molecular beams of material such as Ga and As are
evaporated from Knudsen effusion cells and deposited on the atomically flat surface
at a certain temperature. The surface structures and the deposition thickness are
monitored in real-time using characterization techniques such as reflection high energy
electron diffraction (RHEED) (Neave et al., 1983; Hove et al., 1983; Joyce et al.,
1986; Stroscio et al., 1993; Horio et al., 1996), see Fig. 1.1. The deposition species
impinge on the surface and undergo a variety of fundamental processes including
surface diffusion, nucleation and/or step attachment depending on the deposition
conditions (Voigtländer, 2001; Mutaftschiev, 2001; Barth et al., 2005). A large variety
of structures including atomically flat surfaces (homoepitaxy), epitaxial layers of a
different material (heteroepitaxy), QDs and QRs can be fabricated by varying the
growth conditions or by using variants of MBE such as droplet epitaxy (Joyce and
Vvedensky, 2004; Ohtake, 2008; Tersoff et al., 1996; Moison et al., 1994; Mano et al.,
2005; Somaschini et al., 2009; Barth et al., 2005). Fig. 1.2 illustrates some of these
structures. Understanding the basic physical processes underpinning the formation of
these structures is of critical importance to tailor their properties for potential device
applications.
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(a)
(c)

(b)

Figure 1.2: (a) STM image of a GaAs(001) sample grown by homoepitaxy showing
a (2×4) surface reconstruction (Bastiman et al., 2009). (b) STM image of an InAs
QD grown on GaAs(001) by heteroepitaxy (Márquez et al., 2001). (c) AFM image
of multiple concentric quantum rings grown by droplet epitaxy (Somaschini et al.,
2009).

1.1.3 Homoepitaxy

Homoepitaxy is one of the most common epitaxial processes conducted in MBE,
the aim being to produce an atomically flat surface for the subsequent growth of
heteroepitaxial layers or quantum structures (Xue et al., 1997; Joyce and Vvedensky,
2004; Ohtake, 2008). Fig. 1.2(a) is a scanning tunneling microscopy (STM) image
of a GaAs(001) layer grown by homoepitaxy (Bastiman et al., 2009). This so-called
buffer layer is normally achieved by the deposition of Ga and As species at 580-620 °C
after thermal cleaning of a GaAs(001) substrate (Smith et al., 1991). The quality of the
homoepitaxial layer is affected by a number of factors including the relative amounts
of Ga and As, the deposition rate, and the growth temperature. Varying the growth
conditions leads to the formation of a wide variety of surface reconstructions ranging
from the most As-rich c(4×4), through (2×4), (6×6) and c(8×2), to the Ga-rich (4×6)
(Joyce and Vvedensky, 2004; Xue et al., 1997; Ohtake, 2008; LaBella et al., 2005).
These reconstructions influence both the quality of the buffer layer and the growth
of subsequent epilayers (Avery et al., 1997; Kneedler et al., 1997). The prevailing
opinion is that the best quality of GaAs buffer layer is obtained under the conditions
when the surface forms β2(2 × 4) (Xue et al., 1997). Therefore, understanding the
phase transition dynamics of GaAs(001) during homoepitaxy is important to improve
material quality.

1.1.4 Heteroepitaxy

Heteroepitaxy on GaAs (001) frequently involves the deposition of alloy layers with
the same crystalline structure but different composition for various device applications
(Liu et al., 1999; Kirstaedter et al., 1994; Choquette et al., 2000; Loss and DiVincenzo,
1998; Miller et al., 1984; Leonard et al., 1993; Finley et al., 1998). The differing
composition gives rise to different lattice parameters and misfit strain in the deposited
layers. AlGaAs, for example, is associated with low misfit strain whereas InGaAs
layers have much greater lattice mismatch. In the latter case, the large misfit (up
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to 7% for InAs) gives rise to the possibility of strain induced 3D island formation
which relieves misfit strain in the deposited layer (Grundmann et al., 1995a; Priester
and Lannoo, 1995; Chen and Washburn, 1996; Shchukin and Bimberg, 1999). Such
dislocation free 3D islands, or so-called quantum dots, can be subsequently buried by
the deposition of a capping layer and used for device applications including novel laser
systems (Kirstaedter et al., 1994; Landin et al., 1998; Marzin et al., 1994; Grundmann
et al., 1995b). However, the performance of quantum dot devices requires narrow size
distributions and spatial ordering for some applications (Xie et al., 1995; Yamaguchi
et al., 2000) which necessitates a detailed knowledge of quantum dot formation.

The study of quantum dot formation in real-time has, however, remained elusive
due to the significant As flux during InAs growth which limits the application of
standard imaging methods. It is known that InAs grows via the Stranski-Krastanov
growth mode (Yamaguchi et al., 2000; Solomon et al., 1996; Ledentsov et al., 1996)
in which layer-by-layer growth is followed by QD formation at a so-called critical
thickness (Heitz et al., 1997; Tu and Tersoff, 2004; Jesson et al., 2004). The transition
from layer by layer to 3D growth occurs rapidly with an incremental deposition of
less than 0.1 ML of InAs. Critical dynamic factors such as surface segregation, dot
nucleation dynamics and the role of shape transformations during self-assembly are
therefore incompletely understood.

1.1.5 Droplet epitaxy

Droplet epitaxy is a variant of MBE and is regarded as one of the most promising
techniques to prepare exotic quantum nanostructures for a new generation of electronic
devices. The technique uses an external As flux to solidify pre-deposited Ga droplets
which are around 50 nm in diameter. The nanostructures prepared by droplet epitaxy
range from QDs, single quantum rings, double quantum rings, concentric multiple
quantum rings (Fig. 1.2(c)), quantum discs and nanoholes dependent on different
growth conditions (Mano et al., 2005; Watanabe et al., 2000; Somaschini et al., 2009,
2011a,b; Wang et al., 2006, 2007). These structures have distinguishing optoelectronic
signatures (Mano et al., 2005; Kuroda et al., 2005; Abbarchi et al., 2009). Control-
ling the formation of these structures therefore requires an understanding of droplet
crystallisation under As flux.

1.2 Motivation for the development of III-V LEEM

As discussed above, the key areas of III-V homo-, hetero- and droplet epitaxy would all
greatly benefit from real-time imaging of the important growth mechanisms. However,
this presents a significant experimental challenge due to the presence of significant As
flux (up to 10−5 Torr). This limits the application of traditional surface microscopies
such as STM (Pashley et al., 1988; Biegelsen et al., 1990; LaBella et al., 1999; Xue
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et al., 1995; Ohtake et al., 2002) and atomic force microscopy (AFM) (Kolodziej
et al., 2003, 2007; Apostolopoulos et al., 2000) due to interference with and shielding
by the tip. The lack of dynamic studies in III-V MBE provides motivation for the
development of a III-V surface electron microscope capable of providing new insights
into surface phase transformations, QD self-assembly and droplet crystallisation which
is the chief research goal of this thesis. Achieving this goal involved three broad
stages:

(i) The basic design and development of the III-V low energy electron micaroscopy
(LEEM) system. The instrument combines III-V MBE with a commercially
available LEEM (Elmitec Gmbh). Although LEEM has been widely used to
study the surfaces of metals and semiconductors over the past three decades, the
incorporation of III-V MBE requires significant modifications to cope with the
high As flux (chapter 2).

(ii) Following the establishment of III-V LEEM, the second stage of the thesis is
to understand the imaging of 3D structures in the system. Electron microscopy
images can be non-intuitive and it is therefore important to investigate contrast
mechanisms as a basis for the future study of MBE growth. Experiments were
therefore undertaken on Ga droplets and their trails at different microscope
defocus settings to obtain a comprehensive data set for subsequent image inter-
pretation. This facilitated the development of caustic and Laplacian theories of
mirror electron microscopy (MEM) imaging (chapters 3, 4, 5).

(iii) Finally, proof of principle applications were undertaken to show that the III-V
LEEM could indeed image under high As flux and/or during As evaporation.
These studies involved the measurement of the congruent evaporation tempera-
ture of GaAs (001) as a function of As incident flux, the asymmetric coalescence
of Ga droplets during Langmuir evaporation of GaAs (001) and high temperature
studies of As adsorption dynamics on Si (001) (chapters 6, 7, 8).

1.3 III-V LEEM

1.3.1 Conventional LEEM

Compared with STM, AFM and scanning electron microscopy (SEM), LEEM is
characterized by its large field of view and fast imaging rate, which makes it well
suited for studying surface dynamics (Bauer, 1994; Phaneuf and Schmid, 2003; Bauer,
2007; Altman, 2010). Over the years, LEEM has been used to study a large variety
of surfaces including those of metals (Altman and Bauer, 1996; Pelhos et al., 1999;
Altman et al., 1998; Gabaly et al., 2007; Ondrejcek et al., 2005a,b) and semiconductors
(Tromp and Hannon, 2002; Hannon and Tromp, 2003). Recently, there is a growing
interest in compounds such as TiO2(110) (McCarty and Bartelt, 2003), SiC(0001)
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(Hannon and Tromp, 2008) and GaP(111) (Hilner et al., 2009). The information
obtained from these surfaces includes phase transformation dynamics (Telieps and
Bauer, 1985; Hannon and Tromp, 2003), surface chemical potentials of adatoms
(Theis et al., 1995; Tromp and Mankos, 1998), step dynamics (Bartelt et al., 1994;
McCarty et al., 2001; Ondrejcek et al., 2005a,b), surface stress (Hannon et al., 2001,
2002), nucleation and growth of thin films (Tromp and Reuter, 1992; Phaneuf et al.,
1997; Sutter et al., 2008), self-organization (Plass et al., 2001; Schmidt et al., 2007),
faceting (Ross et al., 1999; Tang et al., 2002), and surface chemical reactions (Schmidt
et al., 2000).

The power of LEEM to study surface dynamics originates from its use of low
energy electrons for imaging (typically ≤ 10 eV). Low energy electrons at a normal
incident angle have excellent reflectivity and are well suited for imaging surface
dynamics (Bauer, 1998). Fig. 1.3 schematically indicates the electron optical configu-
ration of a LEEM. A coherent electron beam is emitted from Schottky field emitter
which is then accelerated to high energy (usually 20 keV), focused by a series of
electromagnetic lenses (CL1, CL2, CL3) and deflected by a magnetic prism towards
the cathode immersion lens, also called the objective lens (Fig. 1.3 inset). A strong
electric field is applied between the sample and the cathode immersion lens which
decelerates the incident electrons to the low energy range required for reflection by
the sample. The reflected electrons are then reaccelerated by the electric field and
deflected by the magnetic prism into the imaging part of the column and then finally
focused on the channel plate by the projector lens system where the image is recorded
by a CCD camera. An electron diffraction pattern is formed at the back focal plane of
the immersion lens, which is shown in Fig. 1.3 inset. However, this is usually imaged
in a conjugate plane in the imaging column as shown.

Utilizing such low energy electrons for imaging provides LEEM with strong image
intensity to probe the surface, and gives rise to numerous types of image contrast. The
image contrast can generally be divided into three categories: reflectivity contrast,
diffraction contrast and phase contrast. Reflectivity contrast arises from the difference
in electron reflectivity between different surface phases. Diffraction contrast occurs by
selecting particular imaging beams associated with diffraction spots in the back focal
plane (see Fig. 1.3 inset). This contrast is useful for surface phase transition studies.
If the (00) electron beam is selected, bright field imaging is obtained (Fig. 1.4 (a)).
Dark field images are formed by selecting any other diffracted electron beams rather
than the (00) beam (Fig. 1.4 (b)). In dark field mode, specific phases on the surface
can be imaged by selecting a diffraction spot which is associated with the surface
periodicity of the phase. While the lateral resolution limit of LEEM is about 4 nm, the
vertical resolution can reach atomic scale for the phase contrast imaging of surface
steps (Mundschau et al., 1989). In LEEM, phase contrast can be further divided into
two categories: quantum size phase contrast and step phase contrast. As its name
implies, quantum size contrast originates from the interference between electrons
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Figure 1.3: Schematic of LEEM optics. The inset shows in schematic form how the
objective lens forms an image and a diffraction pattern in the back focal plane.

reflected from the surface of a deposited film and the interface between the substrate
and film (shown in Fig. 1.4 (c)) (Altman et al., 2001). Step phase contrast arises from
the phase difference of electrons reflected from upper and lower terraces at a step,
shown in Fig. 1.4 (d) (Chung and Altman, 1998; Kennedy et al., 2009).

A further complementary technique to the various LEEM imaging modes is that
of MEM in which the sample surface is held at slightly more negative potential than
the electron source. The incident electrons therefore turn-around before reaching
the sample and image contrast results from spatial and/or temporal variations in the
near-surface electric field. Such variations may result from surface topography, work
function or potential variations across the sample (Nepijko et al., 2001a; Dupuy et al.,
1984; Nepijko and Schönhense, 2010). This mode is particularly powerful for imaging
3D objects such as Ga droplets and is used extensively in this thesis.

1.3.2 Development of the III-V LEEM (Paper 1)

Although LEEM has been widely used to study surface dynamics, little work has
focused on real-time studies of III-V materials. This is mainly because the use of high
As flux during MBE growth affects the surface imaging. In chapter 2, we demonstrate
how III-V MBE can be incorporated into a LEEM instrument. The system is based on
a commercial LEEM instrument (Elmitec LEEM III). However, the incorporation of
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Figure 1.4: Schematic description of contrast mechanism in LEEM: (a) bright field,
(b) dark field, (c) quantum size phase contrast, (d) step contrast.

III-V MBE requires numerous modifications including the installation of an internal
cooling shroud to limit the build-up of As background pressure, multiple deposition
sources with smart design to collimate the deposition beam, magnetic shielding
to screen the electron beam from stray fields originating from the MBE sources,
a hydrogen atom beam source for surface cleaning at lower temperature (Sugaya
and Kawabe, 1991; Tschersich et al., 2008), and an infrared pyrometer for surface
temperature measurement. The development of III-V LEEM opens up the possibility
of real-time imaging of GaAs surfaces at growth temperature under high As flux.

1.4 Understanding MEM image contrast in the III-V

LEEM

As discussed in 1.3, the MEM imaging mode is well suited for imaging 3D objects
such as droplets on surfaces. It is therefore important to understand the image contrast
in detail as a precursor to studying III-V growth mechanisms such as crystallisation
during droplet epitaxy. Here we study MEM images of Ga droplets and their trails
resulting from motion (Tersoff et al., 2009; Hilner et al., 2009) as a function of micro-
scope defocus. These respectively represent significant and shallow perturbations in
surface morphology. The data set is the basis for the development of the Laplacian
and caustic imaging theories of LEEM contrast as discussed in sections 1.4.1 and
1.4.2 respectively.

1.4.1 Laplacian theory of MEM image contrast (Papers 2, 3)

A large amount of work has been devoted to studying MEM image contrast. Al-
though some approaches are based on wave mechanics (Hermans and Petterson, 1970;
Kennedy et al., 2006), the vast majority utilise geometrical ray-tracing techniques
(Luk’yanov et al., 1974; Someya and Kobayashi, 1974; Rempfer and Griffith, 1992;
Godehardt, 1995). Based on the latter approach, a geometrical theory of MEM con-
trast has been developed in which images are interpreted as a transverse redistribution
of electron current density on an imaging screen (Nepijko and Sedov, 1997). This has
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the advantage that for special cases, the transverse shifts can be evaluated analytically
which provides important insight into the contrast mechanisms (Nepijko and Sedov,
1997; Nepijko et al., 2001a). However, there is no direct way of intuitively interpreting
MEM contrast from a given general specimen.

In Chapter 3 we address this issue by approximating the geometrical theory for
the case where surface topography is slowly varying and/or small microscope defocus.
We show that the image contrast can be interpreted in terms of the Laplacian of a
blurred-surface height function so that the contrast can be intuitively linked to surface
features. This is confirmed by the MEM imaging of a Ga trail profile on GaAs (001)
which has also been characterised by AFM. The Laplacian theory of MEM contrast is
applicable to a wide range of practical imaging situations and is largely independent
of specimen illumination details (Kennedy et al., 2011).

1.4.2 Caustic imaging theory of MEM (Paper 4)

Although the Laplacian imaging theory is simple and intuitive, it is only valid for
surface features with slowly varying height profiles. For large variations in surface
height, the electron trajectories can deviate so much that very strong image contrast
can be produced, including caustics. In Chapter 4 we present a general ray based
method of interpreting MEM image contrast using a family or envelope of incident
electron rays traced through the electric field close to the specimen surface. Images
are then interpreted as caustics in the virtual image plane of the objective lens. To
confirm the approach, an experimental through focus series of MEM images of a Ga
droplet is compared with image simulations and the optimum defocus condition is
established to image droplets in dynamical studies (Tersoff et al., 2009, 2010). A
method is developed to utilise caustics to determine the droplet contact angle and the
result is in excellent agreement with ex situ AFM measurements.

1.4.3 Electron caustic lithography (Paper 5)

As seen in 1.4.2, electron caustics are created naturally in MEM. As caustics are
regions of very high intensity, reflected electron caustics projected onto a resist-coated
wafer would apply a high electron dose to the resist producing a strong response.
In Chapter 5 we therefore consider the use of such caustics as a basis for maskless
electron beam lithography.

To explore the range of caustics available, we utilise an array of circular micro
holes in GaAs (001) fabricated by focussed ion beam (FIB) milling (Fig. 1.5) as
a caustic mirror (CAM). Line and fold caustics are experimentally produced in the
LEEM which is in excellent agreement with the predictions of caustic imaging theory.
It is feasible to tailor specific CAMs by conventional lithography techniques to produce
a variety of projected caustics, including curved lines and junctions, with contributions
from both surface topography and potential variations.
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Figure 1.5: SEM image of an array of holes milled by FIB. The scale marker is 1
µm across.

1.5 Applications of III-V LEEM

The development of III-V LEEM and our new understanding of image contrast
establish a foundation for the study of surface dynamics involving As surface species
in real-time. In the following sections we describe three real-time experiments which
confirm the potential of III-V LEEM to study critical topics in III-V MBE and As
surface dynamics.

1.5.1 Controlling the congruent evaporation temperature

(Paper 6)

When a GaAs wafer is heated up in a vacuum, the surface undergoes evaporation by
decomposing into Ga and As. Such so-called Langmuir evaporation has been inten-
sively studied over the years due both to its scientific and technological importance
(Foxon et al., 1973; Arthur, 1967; Goldstein et al., 1976). The congruent evaporation
temperature (Tc) is critical to understanding the physics of Langmuir evaporation.
Below Tc, Ga and As evaporate at the same rate and preserve chemical stoichiometry.
By increasing the evaporation temperature, the chemical stoichiometry of the surface
changes accompanied with an increase of Ga chemical potential (µGa) (Tersoff et al.,
1997). At Tc, µGa reaches the Ga liquidus value (µL). Therefore, above Tc, As prefer-
entially leaves the surface leading to the formation of Ga droplets (Zinke-Allmang
et al., 1992; Lowes and Zinke-Allmang, 1993). In addition to droplet formation, Tc

has recently been found to play an important role in droplet motion on GaAs(001)
(Tersoff et al., 2009). It is also important for surface cleaning (Isomura et al., 2007)
and defining the upper bound in temperature for MBE growth (Tsao, 1993). Con-
sequently, it is important to establish how Tc varies as a function of experimental
conditions.

In Chapter 6 we describe how Tc can be directly controlled by varying As de-
position flux. The III-V LEEM is used to image the stability of Ga droplets which
defines a sensitive measure of Tc. This study provides a means of investigating the
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decomposition of III-V materials as well as elucidating the role of As flux during
surface preparation and MBE growth.

1.5.2 Asymmetric coalescence of Ga droplets (Paper 7)

The spreading of molten metal droplets at high temperatures, is accompanied by
chemical reactions or interdiffusion at the solid-liquid interface which may deform
the contact-line structure via mass-transport (Chatain and Carter, 2004; Warren et al.,
1998). Such reactive wetting is of appreciable technological importance (Braun et al.,
1995; Ambrose et al., 1992, 1993). Compared with non-reactive droplets at ambient
temperatures (Narhe et al., 2004), coalescence between reactive droplets is poorly
understood. In Chapter 7 we use the III-V LEEM to study the coalescence dynamics
of Ga-rich droplets during high temperature annealing. Such droplets readily etch
the GaAs surface (Lowes and Zinke-Allmang, 1993) and are consequently a model
reactive system. Surprisingly, the coalescence dynamics is observed to be highly
asymmetric involving the motion of one reactive droplet relative to the other. Using
AFM and selective etching a ridge is identified in the vicinity of the contact line which
pins the motion of droplets, giving rise to the asymmetric coalescence phenomena
which is described by a simple geometrical model.

1.5.3 Dynamics of As on Si(111) (Paper 8)

The development of III-V LEEM also facilitates the study of As surface dynamics
in technologically important systems such as Si. Indeed, As deposition on Si has
received considerable attention over the years since it represents the initial stage of
GaAs growth on Si and the resulting As-terminated surface is extremely resistant
to contamination (Olmstead et al., 1986; Copel et al., 1988; Becker et al., 1988;
Zinke-Allmang et al., 1988). In Chapter 8, As adsorption on Si (111) is studied at
high temperature to reduce the As surface chemical potential and identify preferential
regions of As incorporation. This is seen to occur preferentially in the vicinity of steps
which is attributed to a reduction in surface stress associated with (1×1) As:Si(111)
regions. Cycling the incident As flux on and off creates surface roughening and an
increased step density which enhances As coverage due to surface stress relief at steps.
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Ga droplet surface dynamics during Langmuir 

evaporation of GaAs 

 

W. X. Tang, C. X. Zheng, Z. Y. Zhou, D. E. Jesson and J.  Tersoff 

 

Abstract:  We describe the design and application of a low energy 

electron microscope (LEEM) dedicated to the study of III-V materials. 

Recent studies of Langmuir (free) evaporation of GaAs (001) have been 

reviewed. Running Ga droplets are observed and the motion is predicted and 

shown to slow and stop near a characteristic temperature. Striking bursts of 

“daughter” droplet nucleation accompany the coalescence of large “parent” 

droplets. These observations imply that evaporation and surface morphology 

are intimately connected, suggesting a new approach for the self-assembly 

and positioning of nanostructures on patterned surfaces. 

 

Introduction 

GaAs based devices play a central role in radiofrequency communications 

technology and optoelectronics. Applications range from mobile phones and 

wireless networks to laser pointers and DVD players. GaAs high electron 

mobility transistors and III-V based laser diodes can be viewed as the major 

components underlying modern communications and optoelectronics. Such 

structures are composed of thin layers of III-V semiconductor materials, 

which are grown by molecular beam epitaxy (MBE) with atomic layer 

precision. Given the technological importance of III-V MBE growth, the 

real-space imaging of surface growth dynamics is highly desirable. However, 

this has remained elusive largely because any imaging method must be 

compatible with the incident As flux, which is a characteristic of III-V MBE.   

 

In parallel with advancing current technologies, longer term objectives in 

III-V research are to move beyond the constraints of conventional 
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lithography and fabricate new quantum structures using variants of MBE. 

Quantum dots, double dots, rings, double rings, molecules and rods have 

now been assembled [1-4] with potential applications including novel lasers, 

electron-spin memory and quantum computing. However, a significant 

limitation in the realisation of new quantum structures is our inability to 

observe how they form in real time and hence understand how to tailor their 

characteristics.  Just like interfaces grown by MBE, quantum structures are 

usually created under an As flux at elevated temperatures,  and thus, 

imaging how they form under real growth conditions is highly desirable.  

 

To facilitate imaging of technologically important interface and quantum 

structure formation under an As flux, we have developed a surface electron 

microscope integrated with a III-V MBE system. In this paper, we describe 

the basic design of this III-V low energy electron microscope (LEEM). 

Applications of III-V LEEM to the study of Langmuir (free) evaporation of 

GaAs into a vacuum are then reviewed, revealing the unexpected and 

striking motion of Ga droplets [5] and how decomposition is controlled by 

surface morphology during evaporation [6].  

III-V LEEM system 

The basic instrument consists of an Elmitec LEEM III configuration, which 

incorporates a Schottky field emission electron source for enhanced 

brightness and beam coherence compared with the conventional LaB6 gun. 

Incorporation of III-V MBE required significant modifications, including 

installation of multiple deposition sources, dedicated equipment for surface 

cleaning, and an internal cooling shroud to limit the buildup of As 

background pressure [7].  Figure 1(a) contains an overview of our 

instrument. A cross-section of the basic LEEM system and the specimen 

region are shown in Figures 1(b) and (c), respectively. 

 

The system is equipped with Ga and In effusion cells with integrated 

cooling shrouds and shutters and a metal valve As cracker source (MBE-
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Komponenten).  Since Ga and In are liquids at high temperature, it is 

necessary to mount the effusion cells in a face-up configuration [they are 

located underneath the instrument in Figure 1(a)]. Dual filaments are used to 

heat the crucibles to minimise droplet formation via condensation near the 

orifice to improve flux reproducibility. Both sources are equipped with 

automatic shutters.  In order to reduce material deposition in the objective 

lens region, a pyrolytic boron nitride cap with a small orifice, together with 

additional Ta shielding, ensures a well-collimated evaporation beam. The 

Ga source is backed up by an uninterruptible power supply system to 

maintain the source temperature at 50 oC and prevent cracking of the 

crucible in the event of a power failure.  

 

The As cracker source consists of a 300-mL As reservoir, which is heated to 

evaporate the As. A cracking zone on top of the reservoir can be used to 

convert naturally sublimated As4 into As2 if required. An integrated all-

metal valve between the reservoir and cracking zone provides precise 

control of the As flux, which is important for dynamic imaging experiments. 

The reservoir and cracker temperature gradient is computer controlled 

during heating and cooling to reduce stress on the valve.   

 

During III-V MBE, it is necessary to reduce the background As pressure 

resulting from high molecular As4 or As2 flux. Our III-V LEEM system 

therefore incorporates a cooling shroud for this purpose, which prevents 

discharge between the specimen and objective lens. The Cu shroud design is 

shown in Figure 1(c). Liquid nitrogen (LN) is supplied via a vacuum feed 

through to achieve thermal insulation. Small apertures in the shroud allow 

Ga, In and As fluxes to impinge on the centre of the sample. The 

background pressure is reduced by nearly 4 orders of magnitude when the 

shroud is in operation, which provides suitable conditions for imaging. 

However, following long time exposure to the As flux, the objective lens 

surface must be cleaned to reduce the probability of discharge.  Magnetic 

shielding surrounds the cathode and anode regions in Figure 1(c) to screen 
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the electron beam from stray fields originating from the MBE sources. An 

atomic hydrogen source (AHS) [8] is used for in situ surface cleaning of 

GaAs wafers. The AHS is effective at removing the surface oxide layer and 

surface impurities such as carbon. Several imaging modes such as LEEM 

and photoemission electron microscopy (PEEM) are applied in this paper 

[9-11]. 

 

Figure 1 (a) Image of the III-V LEEM system [7]. (b) Cross section of the 

III-V LEEM instrument. (c) Enlarged view of the objective lens area 

showing the location of the cooling shroud and access for the MBE sources. 

(CCD: charge-coupled devices; YAG: yttrium-aluminium garnet.) 
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Langmuir evaporation of GaAs 

Langmuir (free) evaporation of GaAs (001) into a vacuum has been studied 

for many decades [12-15]. When heated, GaAs decomposes, and As and Ga 

fluxes evaporate from the surface. Below congruent evaporation 

temperature , the fluxes are equal, preserving the compound 

stoichiometry. However, above , As more readily evaporates, leaving 

behind Ga-rich droplets on the surface [16-19]. There has been a resurgence 

of interest in such droplets in the area of droplet epitaxy, where they are 

recrystallised under the As flux to generate GaAs quantum structures. Such 

structures can now be formed in different geometries, including dots, rings, 

and multirings with varied potential applications [20-22]. 

cT

cT

 

The formation and behaviour of Ga droplets can be imaged by heating an 

epitaxy-ready (epi-ready) GaAs substrate above  ~ 625 °C [15] in the III-

V LEEM. An undoped GaAs(001) ± 0.1o epi-ready wafer was initially 

degassed at 300 oC under ultrahigh vacuum for 24 hours in the LEEM 

system. This was followed by high-temperature flashing up to 600 oC and 

annealing at 580 oC for 2 hours to remove the surface oxide. Ga droplets 

were produced by annealing above . The growth rate of the droplets is 

strongly dependent on annealing temperature, and this could be used to 

control their size. The base pressure of the system is below 2 × 10-10 torr, 

and typical pressures observed during imaging at the annealing temperature 

of 630 oC are approximately 1 × 10-9  torr with LN cooling of the internal 

shroud.   

cT

cT

  

Mirror electron microscopy (MEM), in which the specimen potential is 

adjusted so that electrons turn around just before the surface, is an ideal 

imaging mode for studying droplets [5,6, 23-26]. A droplet distorts the 

uniform electric field between the planar sample surface and the objective 

anode, which significantly redistributes electron intensity. This can cause 

families of electron rays to overlap, creating strong caustic features in the 
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image.  For a large negative defocus range of the objective lens, droplets 

appear as dark circles enclosed by a bright caustic ring [see Figure 2(a)]. It 

should be noted that the caustic ring diameter in Figure 2(a) is larger than 

the actual perimeter of the droplet so that the droplet size is enlarged in 

MEM. This contrast can be understood and quantified from a numerical 

evaluation of classical electron ray trajectories [25].   

 

Running Ga droplets  

The most striking observation in the III-V LEEM is that Ga droplets 

spontaneously “run” across the surface during annealing.  Even after 

evaporation of many hundreds of monolayers of the crystal, the motion 

continues.  Despite many studies of GaAs Langmuir evaporation over the 

years [12-17], to our knowledge, Ga droplet dynamics had not been 

previously observed, illustrating the advantages of in situ real-time imaging.  

 

MEM images taken from movies of Ga droplet motion at three different 

temperatures are shown in Figure 2(a). The epi-ready surface is associated 

with slight roughness, and as the droplets move, they leave behind a smooth 

trail. The motion has a stick-slip character. It occurs preferentially along the 

[110] direction but equally in both directions, ruling out thermal gradient 

effects. It can be noted in  Figure 2(a) that the size of the moving droplets 

decreases for   and increases for .  At  the droplet size 

remains stable, and surprisingly, there is a temperature range of 

approximately 20 °C about   in which the droplets do not move. To 

further explore the relationship between motion and temperature, we 

adjusted the temperature to the desired T  and measured the droplet velocity 

averaged over many minutes.  The results are shown in Figure 2(b). Away 

from , the average droplet velocity increases with either increasing or 

decreasing temperature. This unusual temperature dependence suggest that 

the motion is intimately linked to . 

cTT  cTT  cT

cT

cT

cT
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Figure 2 Droplet motion on epi-ready GaAs(001) [5]. (a) Image pairs are 

shown at successive times for three temperatures T  as indicated; the centre 

image pair is near the congruent evaporation temperature. Arrows are 

reference markers for comparing position and diameter at two times. The 

droplets (left panel) move and shrink below  and (right panel) move and 

grow above . Close to  (center panel), there is no visible motion or size 

change. (b) Average velocity versus temperature. Error bars show root-

mean-square scatter of multiple measurements at the same T. The solid line 

is the truncated cubic fit described in the text, and the dashed line is the 

quadratic term alone, which is extracted from the fit. 

cT

cT cT

 

Guided by the experimental results, it would seem natural to consider the 

net force on the droplet derived from the thermodynamics of the GaAs 
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surface during evaporation. The GaAs surface can be characterized by its 

surface Ga and As chemical potentials, i.e., Ga  and As , respectively, 

where the sum GaAsAsGa    is fixed by equilibrium with the crystal, and 

GaAs  is the bulk crystal free energy per atom pair. Congruent evaporation at 

a given temperature T occurs because Ga  adjusts to a steady-state value 

where Ga and As evaporate at equal rates. Increasing T favours As 

evaporation, causing Ga to accumulate on the surface. Consequently,   Ga  

increases until the Ga and As evaporation rates are equal and congruent 

evaporation is restored. However, with increasing T , Ga  will eventually 

rise beyond liquidus value L , and Ga can nucleate as liquid droplets rather 

than all evaporating.  This defines the upper limit for congruent 

evaporation. It is expected that the Ga droplets will stay close to equilibrium 

with the GaAs crystal at 

cT

L , which gives rise to a disequilibrium between 

the droplet and surface for temperatures away from , where cT LGa   . 

 

To see how the disequilibrium in chemical potential results in motion, it is 

necessary to consider the net force on a droplet when it is displaced (e.g. by 

a thermal fluctuation). Integrating the force vector around the periphery of 

the droplet, it can be shown that the total net force on a droplet is 

proportional to the difference in Gibbs free surface energy of the surfaces 

exposed and covered during the motion [5]. The newly exposed surface is 

created in equilibrium with the droplet at chemical potential  L  . However, 

before being covered by the droplet,  the surface on the opposite side had a 

structure corresponding to Ga , whereas the reservoir for the excess Ga is 

now the droplet at L . Expanding to the lowest order in )cT(T  , one finds 

that the difference in free surface energy is quadratic in )( LGa    and that 

)( LGa  

d

 is linear in ( , giving the total net force on a droplet of 

diameter  at temperature 

)cTT

T as 
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                                                   ,   (1) 

                                                               

dTTF c
2)( 

where the coefficient  embodies both thermodynamic and kinetic 

properties of the surface [5]. Modelling the time-averaged stick-slip motion 

as a damped response to F  with an effective frictional force that is 

independent of velocity and opposite to the direction of motion, then from 

Equation (1), the velocity becomes  

 

                                                fcTTm   2)( ,   (2) 

             

where is the mobility, and m f is the friction term. For  ,  mTT fc /)( 2 

0 , which is consistent with the region of zero motion about . When 

the range of 

cT

T  is large, it is necessary to include cubic and higher order 

terms in the expansion about , and with Equation (2) extended to cubic 

order, it is possible to fit (solid blue line) the velocity data well, as shown in 

Figure 2(b).  The basic prediction of  is, however, sufficient to 

capture the overall general behaviour.   

cT

2)( cTT 

 

We note that there have been a number of interesting studies of droplet 

dynamics on surfaces with different proposed mechanisms for motion [27-

29]. The mechanism for running droplets described here should be 

applicable to other III-V semiconductors such as InAs, where the more 

slowly evaporating component forms droplets on the surface at temperatures 

where a liquidus exists. More broadly, the droplet motion may create new 

possibilities to position nanostructures in droplet epitaxy. 

 

Droplet coalescence during Langmuir evaporation 

Above , excess Ga is left behind during evaporation and diffuses to the 

droplets, which grow via adatom capture. Occasionally, however, droplets 

cT
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also abruptly grow  via coalescence [6,9] These events are particularly 

interesting, as illustrated by the sequence of PEEM images shown in Figure 

3. Droplet 1 in Figure 3(a) is absorbed into droplet 2 (which remains 

stationary) in a coalescence event [see Figure 3(b)]. This leaves behind the 

etch pit framed in Figure 3(b) and magnified in Figure 3(c). Within 2 

seconds, a rapid burst of daughter droplet nucleation occurs within this area. 

Following rapid growth, they begin to move at t = 51 seconds. Eventually, 

the droplets move outside the etch pit arena, and there is no subsequent 

nucleation suggesting an unanticipated nucleation mechanism. 

 

To elucidate the mechanism we employ MEM [5,6,23-26] to reveal 

information on surface morphology. In particular, MEM movies of 

coalescence events similar to Figure 3 reveal that the concave etch pit left 

behind by the coalescing droplet planarizes with time, and only then do the 

daughter droplets move away from the region. The time for significant 

planarization corresponds to the initial burst of nucleation and growth of the 

daughter droplets with no further nucleation occurring after the surface is 

planarized. 

 

Simple model for Langmuir evaporation of GaAs 

The linkage between planarization and droplet formation suggests surface 

steps are important, and we develop a simple model of Langmuir 

evaporation from a miscut wafer of mean step spacing . Our assumption 

is that Ga adatoms persist on the surface long enough to maintain 

approximate equilibrium between terrace and steps [30]. However, it is 

known that As readily evaporates, and a constant excess flux of As is 

required to prevent decomposition during MBE [15]. Consequently, we 

assume that, at our experimental temperatures, As surface species evaporate 

too rapidly to maintain a significant population across the terrace.  Then, the 

rate of As evaporation is proportional to step density, whereas Ga 

evaporation is independent of step density.  Formalizing this using a 

SL
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standard transition-state model for As and Ga evaporation, the evaporation 

rates per unit area are 







 


kT

E
rF GaGa

GaGa


exp  ,   (3) 







 

 

kT

EN
LrF AsNGaGaAs

ssAsAs

)(
exp1

,


 . (4) 

 

Here,  and  are the respective transition-state energy values for Ga 

and As evaporation, and it is assumed that the As transition state consists of 

atoms. The rate constants  (per unit area) and  (per unit step 

length) include the transition-state entropy or degeneracy, for example, the 

density of sites for evaporation. As discussed earlier, 

GaE AsNE

N Gar sAsr ,

Ga increases with 

increasing T until . However, if AsGa FF Ga  rises above the liquidus value, 

Ga can accumulate as droplets, which defines . Inserting Equations (3) 

and (4) in the condition F

cT

AsFGa   for LGa    then yields an expression 

for the congruent evaporation temperature, i.e.,  

 

,

( 1)

ln( / )
L GaAs Ga AsN

C
As S S Ga

N N E E
kT

r L r

    
  .          (5) 

 

This simple model leads to several important predictions [6]. First, above , 

if droplet coalescence suddenly exposes an etch pit of much higher local 

miscut, then that region will experience much faster As evaporation and Ga 

release, explaining the burst of nucleation and subsequent growth of  the 

daughter droplets. Second, the release of Ga increases 

cT

Ga  in the etch pit 

region. This drives the surface further from the liquidus composition, which 

enhances the force for the droplet motion [5] and accounts for the rapid 

daughter droplet dynamics. Finally, it can be observed in Equation (5) that 

 depends on the miscut via the mean step spacing . This has potential cT SL
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implications for positioning nanostructures, which we consider in the next 

section. 

 
Figure 3 Images captured from a PEEM video of Ga droplet coalescence at 

630 oC [6]. Liquid Ga appears bright against dark GaAs. (a) Droplets 1 and 

2 are in close proximity at t=0. (b) At t=3 seconds, droplet 1 translates 

across the substrate and coalesces with droplet 2, leaving an exposed 

shallow etch pit. This exposed etch pit, which is enclosed by the frame in 

(b), is magnified in (c-f). Daughter droplet formation and (d) growth are 

sometimes associated with surface ridges, R. 
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Positioning nanostructures using spatial variations in  cT

Equation (5) indicates that regions of the surface possessing a higher local 

miscut will have a lower , suggesting new possibilities for controlled 

nanostructure formation on lithographically patterned substrates. 

Evaporation should preferentially occur on the most highly sloped regions, 

allowing generation of droplets at predetermined locations.  Annealing at 

temperatures above  for the sloped regions, but below  for the 

surrounding planar surface, should provide especially reliable Ga placement. 

The droplets could then be converted into quantum structures under an 

overpressure of a group V vapour as in standard droplet epitaxy methods [2, 

20-22].  

cT

cT cT

 

We have demonstrated droplet positioning at a proof-of-concept level. We 

first heated a GaAs(001) sample above  to form a number of well-

separated Ga droplets [see Figure 4(a)] The sample was then cooled below 

 so that the Ga droplets shrink and eventually disappear [see Figure 4(b)]. 

This leaves a surface patterned with nanoscale depressions due to droplet 

etching. The largest droplet, which is designated 1 in Figure 4(a), is 

associated with the deepest etch pit and was the last to disappear. When we 

slowly increase the temperature to 620 oC, a new droplet appears at 

precisely the same position as droplet 1 [see Figure 4(c)].  We can control 

the stability of this single droplet over a significant time period (many 

minutes) and temperature range 

cT

cT

 5 oC [see Figure 4(d)]. On increasing the 

temperature to 635 oC, a new droplet is generated in the etch pit previously 

occupied by droplet 2 [see Figure 4(e)]. Even after 1 minute of annealing at 

635 oC, approximately 90% of the new droplets generated in Figure 4(f) 

correspond to etch pit positions. This demonstrates that droplet positions can 

be controlled by surface patterning. 
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Figure 4 PEEM images of Ga droplet shrinkage and formation [6]. (a) The 

sample is cooled below   so that Ga droplets shrink and eventually 

disappear in (b). Circled droplet 1 in (a) is the largest droplet and the last to 

disappear. (c) On slowly heating the sample to 620 oC, a new droplet is 

generated in the original position of droplet 1. (d) This droplet was stable in 

the temperature range of 620–625 oC for several minutes. (e) Increasing the 

temperature to 635 oC results an additional droplet appearing at the original 

position of droplet 2 in (a). (f) After a further minute at 635 oC, 90% of the 

new droplets correspond to previous droplet positions in (a) (circled 

droplets). The droplet enclosed by a triangle has appeared at a new position. 

cT
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Conclusions 

We have described the design of a III-V surface electron microscope and its 

application to study Langmuir evaporation of GaAs(001). Droplets move 

during evaporation, which is driven by disequilibrium with the surface, 

giving rise to an unusual temperature dependence. Coalescence events are 

associated with the nucleation and motion of numerous “daughter droplets”. 

These observations indicate a morphology-dependent congruent evaporation 

temperature, which has important implications for writing nanostructures. 
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Laplacian image contrast in mirror electron microscopy

By S. M. Kennedy, C. X. Zheng, W. X. Tang, D. M. Paganin, D. E. Jesson†
School of Physics, Monash University, Victoria 3800, Australia.

We discuss an intuitive approach to interpreting mirror electron microscope (MEM) images, whereby image
contrast is primarily caused by the Laplacian of small height or potential variations across a sample surface.
This variation is blurred slightly to account for the interaction of the electrons with the electrical potential
away from the surface. The method is derived from the established geometrical theory of MEM contrast, and
whilst it loses quantitative accuracy outside its domain of validity, it retains a simplicity that enables rapid
interpretation of MEM images. A strong parallel exists between this method and out of focus contrast in
transmission electron microscopy (TEM), which allows a number of extensions to be made such as including
the effects of spherical and chromatic aberration.

Keywords: Mirror electron microscopy (MEM), Laplacian image contrast,
phase contrast, Ga droplets, GaAs

1. Introduction

Mirror electron microscopy (MEM) is a well-established technique which has seen wide application in the real
time study of surface phenomena. Applications include the study of chemical processes at solid surfaces (Świȩch
et al. 1993), surface magnetic fields (Barnett & Nixon 1967a), electric field contrast (Luk’yanov et al. 1974;
Bok 1978; Slezák et al. 2000; Shimakura et al. 2008) and droplet surface dynamics (Tersoff et al. 2009). MEM
is unique in surface electron microscopy in that electrons neither impact nor are emitted from the specimen
surface. Instead, a near-normally incident beam is reflected at equipotential surfaces just above the specimen.
This is achieved by holding the specimen at a small negative voltage relative to the electron source. As the
electrons reverse direction, they are travelling very slowly and are consequently sensitive to spatial and/or
temporal variations in microfields in the vicinity of the surface. These microfields may, for example, result
from small variations in the electric field above the cathode caused by the surface topography (Bauer 1998;
Nepijko et al. 2001b; Speake & Trenkel 2003) and/or variations in the electric potential of the specimen itself,
including contact potentials, surface charges and varying conductivity (Barnett & Nixon 1967a, b; Luk’yanov
et al. 1974; Bok 1978; Świȩch et al. 1993; Godehardt 1995). MEM therefore has a significant advantage in that
it can probe surface phenomena benignly, without electrons impacting the surface.

The reflected electrons in MEM contain information concerning microfields which are in turn related to the
topography and/or the electrical and magnetic properties of the surface. This has stimulated significant efforts
over the years to interpret MEM image contrast and extract quantitative information regarding the microfields
and surface properties. Although a variety of approaches have been employed, including some based on wave
mechanics (Hermans & Petterson 1970; Kennedy et al. 2006), most have been based on geometrical ray tracing
techniques (Barnett & Nixon 1967b; Sedov 1970; Luk’yanov et al. 1974; Someya & Kobayashi 1974; Bok 1978;
Rempfer & Griffith 1992; Świȩch et al. 1993; Godehardt 1995). Building on this latter work, a geometrical
theory has been developed in which MEM contrast is viewed as a transverse redistribution of electron current
density on an imaging screen due to shifts in electron trajectories following interaction with microfields just
above the specimen surface (Sedov 1970; Dyukov et al. 1991; Nepijko & Sedov 1997). This work, which has
been used extensively to simulate MEM and photoemission electron microscopy (PEEM) contrast in a variety
of situations (Nepijko et al. 2001a, b, 2003, 2007; Jesson et al. 2007; Nepijko & Schönhense 2010; Tang et al.
2009), will form the basis of this paper and we henceforth refer to this approach as the geometrical theory of
MEM contrast.

An advantage of the geometrical theory of MEM contrast is that, for special geometries, the electron shifts
can be calculated analytically which can provide important insight into the mechanisms of contrast (Nepijko
& Sedov 1997; Nepijko et al. 2001a). Presently, however, there is no direct way of intuitively interpreting
MEM contrast of a given general specimen. Here, we present a theory of Laplacian image contrast (see, for

† Author for correspondence ( ).
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example, Berry (2006)) in MEM which is an approximation of the geometrical theory, yet applicable to a
wide range of practical imaging situations. The advantage of the theory is that the image contrast can be
interpreted in terms of the Laplacian of an effective two-dimensional phase object which is directly related
to the near-surface microfield. For variations in surface topography, the effective phase is related to a blurred
surface height function so that the contrast can be intuitively linked to surface features. Even beyond its
strict range of applicability, Laplacian image contrast retains a simplicity which enables rapid interpretation
of MEM images. We will show that a strong parallel exists between this method and ‘out of focus’ contrast in
transmission electron microscopy (TEM) (Cowley 1995; Spence 2003). This allows a number of extensions to
be made to the intuitive method, such as including the effects of spherical and chromatic aberration.

2. Geometrical theory of MEM contrast

Nepijko, Sedov and Dyukov (Dyukov et al. 1991; Nepijko & Sedov 1997), building upon earlier work of Se-
dov (1970), Luk’yanov et al. (1974) and others (Barnett & Nixon 1967b; Bok 1978) have developed a robust
geometrical theory of MEM contrast. The approach utilizes a predominantly classical ‘ray based’ description
of the electron motion inside the imaging system. While the major results are quoted by Nepjiko & Sedov
(1997) and Nepijko et al. (2001b, 2003), and many salient points of the theory are emphasized by Luk’yanov
et al. (1974), the foundations of the methodology are less accessible (Dyukov et al. 1991, in Russian). Since
the geometrical theory is the basis for our development of a theory of Laplacian image contrast in MEM, we
therefore briefly summarize the key steps here, highlighting the assumptions used in the general case as well
as adapting the method to a low energy electron microscope (LEEM) imaging system.

A typical electrostatic MEM immersion lens is shown schematically in figure 1. Here the z axis coincides with
the optical axis of the immersion lens and the anode aperture corresponds to the (x, y) plane of a Cartesian
coordinate system. The specimen is held at a negative potential (V < 0) relative to the grounded anode aper-
ture a distance L away. The specimen therefore acts as the cathode of the immersion objective lens (Barnett &
Nixon 1967b; Luk’yanov et al. 1974; Bok 1978; Bauer 1985). Electrons, accelerated to initial energy U , travel
along the optic axis, pass through the anode aperture (figure 1) and are deflected by the difference in electric
field either side of the aperture (Grant & Phillips 1990). For a perfectly smooth sample surface, the electric
field between anode and cathode is uniform (except very close to the aperture) and we may trace the electron
path classically, whereby the electron moves along a parabolic path as shown in figure 1. If the potential V
is chosen such that the electron has zero energy at the cathode surface, i.e. U = −eV with electronic charge
−e, the classical turning point is at z = L. Experimentally it is customary to adjust V so that U < −eV and
the classical turning point is at z = LM as per figure 1, which is located a distance of δ above the specimen
surface. For simplicity deflections in the y direction are not shown, but they are treated independently in the
same fashion.

0 z

x

V

L

A S

LM

Figure 1. Classical electron trajectories (solid lines), travelling parallel to the optical axis z along the centre of an anode
aperture A, are deflected away from the axis due to the aperture acting as a diverging lens, both upon entering and
exiting the anode–cathode region. The aperture separates an electric field free region (z < 0) from a constant electric
field of V/L (0 ≤ z ≤ L), where the cathode specimen S is held at potential V < 0 compared to the anode. An electron
of energy U < −eV turns at a distance of z = LM . The y axis extends out of the page. Based on Nepijko & Sedov
(1997).
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The objective lenses of modern LEEM instruments frequently consist of the electrostatic MEM immersion lens
shown in figure 1 combined with a magnetic imaging part (Bauer 1994). To a good approximation these two
components can be treated separately (Bauer 1985). As shown in figure 2, the effect of the homogeneous elec-
tric field on the trajectory of an electron which turns around a distance δ above the surface is that it appears
to originate from the point P , located in the virtual image plane at a distance 2LM from the anode where
LM = L− δ. The effect of the anode aperture is incorporated by assuming that the uniform field is terminated
by an ideal diverging lens (Grant & Phillips 1990; Rempfer & Griffith 1992; Nepijko & Sedov 1997), as shown
in figure 2. The virtual specimen created by the uniform field at z = 2LM is the object of the aperture lens
with focal length f = −4LM . This lens forms a virtual image of the virtual specimen at point Q which is
located in a virtual image plane a distance 4LM/3 from the anode. This is the object plane of the magnetic
LEEM objective lens.

x0

3x0 �2

V
L

0 z

x

P

Q

A S

∆

LM 4LM �3 2LM

Figure 2. The electron trajectory (solid line) entering the anode aperture A at a lateral position x0 is defected by the
homogeneous electric field in the region 0 ≤ z ≤ L so that it appears to originate from the point P at z = 2LM . Upon
passing back through the anode aperture A the electron trajectory is again deflected so that the apparent point of
origin P is moved to Q at a distance of z = 4LM/3 with a magnification of 2/3. Note that the electron is closest to the
surface S at x = 3x0/2.

The geometrical theory of MEM contrast (Dyukov et al. 1991; Nepijko & Sedov 1997) considers the interaction
of an electron with variations in the electrical potential V (x, y, z̄) above the sample surface, where z̄ = L − z.
This potential is associated with a local surface potential function V (x, y, z̄ = 0) which may, for example, arise
due to areas of differing work function or applied voltage. A further case arises when the surface is equipotential
but varies in height. This situation is equivalent to a planar surface with a corresponding potential distribution
(Nepijko & Sedov 1997)

V (x, y, z̄ = 0) = V H(x, y)/L, (2.1)

where H(x, y) specifies the surface height of the specimen. In this paper we will chiefly concentrate on situations
of MEM contrast from variations in surface topography via equation (2.1). However, we emphasize that the
discussion is entirely valid for variations in potential which can be incorporated directly in V (x, y, z̄ = 0). By
solving the Dirichlet problem for Laplace’s equation for a half space we have (Polozhiy 1967; Boudjelkha &
Diaz 1972; Nepijko & Sedov 1997)

V (x, y, z̄) =
z̄

2π

∫ ∫ ∞

−∞

V (ξ, η, z̄ = 0)

((x − ξ)2 + (y − η)2 + z̄2)3/2
dξdη, (2.2)

which expressed as a convolution is (Cowley 1995; Press et al. 2007)

V (x, y, z̄) =
z̄

2π
V (x, y, z̄ = 0) ~ (x2 + y2 + z̄2)−3/2. (2.3)

37



From equation (2.1), the variation in electric potential above the specimen surface can then be expressed as
the height function H(x, y) convolved with a smoothing function,

V (x, y, z̄) =
z̄V

2πL
H(x, y) ~ (x2 + y2 + z̄2)−3/2. (2.4)

Physically the smoothing function represents the blurring and softening of the electric field when moving away
from the cathode surface. This smoothed potential will therefore extend beyond the (x, y) range of a localised
hill or valley described by H(x, y), for example. The additional potential V (x, y, z̄) rapidly approaches zero as
z̄ increases away from the surface. The geometrical theory therefore assumes that any change to the electron
motion caused by the finite height variation of the cathode occurs very close to the sample surface. In addition,
the z-dimension motion is assumed to be unchanged, so that all of the momentum change in the transverse
dimensions (x, y) occurs very close to the classical turning point at z = LM . This amounts to a column
approximation, whereby an electron entering the anode at (x0, y0) is affected most strongly by the cathode
at (3x0/2, 3y0/2) where it is closest to the surface (see figure 2). The x and y derivatives of the potential,
integrated along the z axis for the column (3x0/2, 3y0/2) therefore give the change to the x and y velocities
respectively. Using the approach of Nepijko & Sedov (1997) and Dyukov et al. (1991) the shift of electron
position Sx, Sy on the plane z = 4LM/3+∆f due to H(x, y) for a small defocus ∆f of the magnetic objective
lens (see figure 3) is given by

Sx(x, y, δ,∆f) =
∂

∂x

√
LM

π

9∆f

8LM − 6∆f
H(x, y) ~ ((δ2 + x2 + y2)−3/4(2EE(x, y, δ) − EK(x, y, δ))), (2.5)

Sy(x, y, δ,∆f) =
∂

∂y

√
LM

π

9∆f

8LM − 6∆f
H(x, y) ~ ((δ2 + x2 + y2)−3/4(2EE(x, y, δ) − EK(x, y, δ))), (2.6)

where

EE(x, y, δ) = E

(
1

2
− δ

2(δ2 + x2 + y2)1/2

)
, EK(x, y, δ) = K

(
1

2
− δ

2(δ2 + x2 + y2)1/2

)
, (2.7)

and K, E respectively denote complete elliptic integrals of the first and second kind (Abramowitz & Stegun
1964; Borwein & Borwein 1987). Here, the magnitude of the electron shift is scaled to the object coordinates
(Dyukov et al. 1991; Nepijko & Sedov 1997). Note that for ∆f = 0 the electron shifts are zero, even for a rough
surface with non-zero H(x, y). The plane z = 4LM/3 therefore corresponds to the in-focus plane of minimum
contrast and a finite defocus ∆f is required to obtain image contrast. In the special case where δ = 0 the
electron has sufficient energy to reach the surface, and the shifts simplify to

Sx(x, y, ∆f) =
∂

∂x

√
L

π3

9∆f

8L − 6∆f
Γ(3/4)2H(x, y) ~ (x2 + y2)−3/4, (2.8)

and similarly for Sy. For later convenience, we separate the derivatives in Sx and Sy from the convolution of
the height with the blurring function, introducing the blurred height HB

HB(x, y, δ,∆f) =
∆f

4LM − 3∆f
H(x, y) ~ B(x, y, δ). (2.9)

The blurring function is

B(x, y, δ) =
9
√

LM

2π
(δ2 + x2 + y2)−3/4(2EE(x, y, δ) − EK(x, y, δ)), (2.10)

which incorporates the smoothing or softening of the electric field as we move away from the cathode surface
(see equation (2.4)), and the resulting interaction of the electron with this field. Note that the factor ∆f/(4LM−
3∆f) in equation (2.9) also contributes to the blurring of the height, but it is kept separate from B(x, y, δ) for
later convenience. Equation (2.5), for example, can then be expressed as

Sx(x, y, δ,∆f) = (∂/∂x)HB(x, y, δ,∆f). (2.11)

The shifts in electron position defined by equations (2.5) and (2.6) result in a redistribution of intensity on the
plane z = 4LM/3 + ∆f . The new intensity distribution can be derived from electron flux conservation giving
(Dyukov et al. 1991; Nepijko et al. 2001b)

I(x + Sx, y + Sy) = I0(x, y)/

∣∣∣∣1 +
∂Sx

∂x
+

∂Sy

∂y
+

∂Sx

∂x

∂Sy

∂y
− ∂Sx

∂y

∂Sy

∂x

∣∣∣∣ , (2.12)
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where I0(x, y) is the unperturbed intensity distribution on the plane corresponding to H(x, y) = 0 and is
typically taken as unity. Intensity values are therefore calculated from the first spatial derivatives of the shift
functions, and these are moved from (x, y) to (x + Sx, y + Sy) to evaluate the new intensity distribution.

DrDf

0 z

x

L

A S

x0 3x0�2

LM 4LM �3

Figure 3. The unperturbed (grey line) and perturbed (black line) electron trajectories are traced back along their
apparent straight line paths (dashed lines) to the plane z = 4LM/3 + ∆f . The difference in their position ∆r is scaled
by the expected magnification of the image on this plane relative to the cathode surface S, to obtain the electron
position shifts Sx and Sy in the specimen plane.

3. Laplacian image contrast in MEM

We now consider the geometrical theory of MEM contrast in the limit of small objective lens defocus and/or
slowly varying H(x, y), which is an important practical case frequently encountered in MEM. In addition to
the assumptions underpinning the geometrical model highlighted in section §2, we require that the derivatives
of the blurred height are small,

|∂2HB(x, y, δ,∆f)/∂x2| ≪ 1, |∂2HB(x, y, δ,∆f)/∂y2| ≪ 1, (3.1)

which for simplicity we will refer to as

|∇2
⊥HB(x, y, δ, ∆f)| ≪ 1, (3.2)

where ∇2
⊥ is the transverse Laplacian (∂2/∂x2 +∂2/∂y2). For a given blurring function B (equation 2.10) that

is determined by the experimental parameters, the required limits of equations (3.1) and (3.2) are met with a
sufficiently small objective lens defocus ∆f satisfying

|∆f | < 4LM/(3 + maxx,y|∇2
⊥H(x, y) ~ B(x, y, δ)|), (3.3)

where maxx,yg(x, y) denotes the maximum value of g(x, y) over the range of points (x, y). Conversely, if we
require that the maximum |∆f | used in a through-focal series of images is large enough to provide significant
image contrast, i.e. |∆f | > α for some distance α, equation (3.3) demands that H(x, y) be sufficiently slowly
varying to satisfy maxx,y|∇2

⊥H(x, y) ~ B(x, y, δ)| < −3 + 4LM/α. Note that smoothness of the height profile
is not required, only that the Laplacian of the height profile (blurred by the function B) and/or the defocus
is small enough to satisfy equations (3.1) and (3.2).

Inserting equations (2.9) and (2.11) into equation (2.12), the image intensity can be expressed in terms of the
blurred height function as

I

(
x +

∂HB

∂x
, y +

∂HB

∂y
, δ,∆f

)
= 1/

∣∣∣∣∣1 +
∂2HB

∂x2
+

∂2HB

∂y2
+

(
∂2HB

∂x2

)(
∂2HB

∂y2

)
−

(
∂2HB

∂x∂y

)2
∣∣∣∣∣ . (3.4)
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For small defocus ∆f and/or slowly varying H(x, y) ensuring small derivatives of the blurred height (equations
(3.1) and (3.2)), the intensity expression is approximated by

I(x, y, δ,∆f) ≈ 1/|1 + ∂2HB/∂x2 + ∂2HB/∂y2|. (3.5)

This is valid for small shifts in electron trajectory (see equation (2.11)) so that we have neglected the change
in x, y coordinates in I(x, y, δ,∆f) and derivatives greater than second order. Since the second derivatives in
equation (3.5) are much smaller than unity, the denominator will always be positive, so we may remove the
absolute value signs and take the binomial approximation of the denominator giving

I(x, y, δ,∆f) ≈ 1 − (∂2/∂x2 + ∂2/∂y2)HB(x, y, δ, ∆f) = 1 − ∇2
⊥HB(x, y, δ,∆f). (3.6)

The blurred height contains the constant term ∆f/(4LM − 3∆f) (see equation (2.9)), and provided we choose
a defocus much smaller than the sample-to-anode distance L, e.g. ∆f = 10−5 m, L = 10−3 m, this term is
approximately proportional to the defocus ∆f . So we may write the intensity as

I(x, y, δ,∆f) ≈ 1 − ∆f∇2
⊥H(x, y) ~ B(x, y, δ)/4LM , (3.7)

where the blurring function B(x, y, δ) is given in equation (2.10). This indicates that where the height varia-
tion and/or defocus is small enough to satisfy equation (3.2), the image intensity on the ‘out of focus’ plane
z = 4LM/3 + ∆f is the Laplacian image of the height function, blurred with a function B(x, y, δ)/4LM to
account for the interaction of the electron with the electric field above the cathode surface. In the regime where
this approximate expression is valid, we may therefore interpret MEM image contrast to be created solely by
the transverse second derivatives (curvature) of the surface height variation, smoothed by a blurring function.
This is an important result for the intuitive interpretation of MEM contrast of surface topography.

Laplacian imaging is widely encountered in many contexts ranging from X-Ray imaging (Paganin 2006) to
oriental magic mirrors (Berry 2006) and their modern equivalent in Makyoh topography (Riesz 2000). It is
also known as out of focus contrast in transmission electron microscopy (TEM) of thin specimens (Lynch et
al. 1975; Cowley 1995; Spence 2003). The applicability of the Laplacian imaging formalism to MEM under
particular conditions considerably simplifies image interpretation as we will discuss in §4.

4. Intuitive interpretation of MEM image contrast

As an application of Laplacian imaging in MEM we apply the technique to investigate Ga droplets on GaAs
(001). This system is known to exhibit droplet surface dynamics which obey an unusual temperature depen-
dence (Tersoff et al. 2009). As Ga droplets move on the rough GaAs (001) surface they leave behind smooth
trails as shown in the atomic force microscope (AFM) image in figure 4. Outside of the trail there is significant
surface roughness and we obtain a mean trail profile by averaging the surface height along the y axis in the
framed region shown in figure 4. The resulting averaged cross-sectional profile, contained in figure 5(a), is 1.9
µm wide and 14 nm deep. For the range of droplet sizes studied by AFM we find that the width to depth ratio
of the trails is approximately constant (∼ 140). With L = 2 mm, δ = 40 nm, V = −20000.4 V and U = 20
keV, and for the droplet trails considered here we find that maxx,y|∇2

⊥H(x, y)~B(x, y, δ)| ≈ 35 m−1 or lower,
so that the condition of equation (3.3) requires that |∆f | < 200 µm in order to satisfy |∇2

⊥HB | ≪ 1. Therefore
the assumptions underpinning a Laplacian contrast interpretation as outlined in §3 are valid and we choose
the droplet trails as convenient test objects for Laplacian MEM imaging. Note that the height of the droplet
itself (denoted ‘D’ in figure 4) is too large (0.3 µm above the cathode surface) to satisfy the assumption that
changes in the z-component of the electron motion can be neglected. Therefore, it is inappropriate to apply
the geometrical theory and a Laplacian interpretation in this case.

It is experimentally impractical to obtain both AFM and MEM images of the same droplet trail, therefore we
consider only the general features of the AFM data of figure 4. Specifically, we ignore the significant surface
roughness outside the trail, still present due to the limited area available for averaging, which will inevitably
lead to strong intensity fluctuations in MEM images. So rather than use the AFM data directly in the Laplacian
MEM method, in this example we instead model the trail using a height function H(x) which is the sum of
two inverse tangent functions,

H(x) =
T

π

(
tan−1

(
x − R

O

)
− tan−1

(
x + R

O

))
. (4.1)

40 Laplacian image contrast in mirror electron microscopy



x
y

1 mΜ

D

Figure 4. Atomic Force Microscope (AFM) image of a trail left by a moving Ga droplet marked D on a GaAs (001)
surface. The region inside the box is integrated along y to obtain a one dimensional height profile in x, shown in figure
5(a).

Here T sets the maximum depth of the trail, R is the distance of the side from the centre, and O sets the
steepness of the trail edge, e.g. for O = 0.1 µm, 80% of the variation of the trail edge about its midpoint
occurs over a distance of 0.5 µm (see figure 5(a)). A background linear variation in x in the AFM data was
ignored when fitting the height function (the variation was removed to give figure 5(a)), as we consider only
the general features of the AFM data in this example. Note that the Laplacian contrast method is insensitive
to linear variations in x that span the entire AFM image, since the second derivative of the height dominates
the image contrast. However a linear variation that begins and/or ends within the data range will introduce
a discontinuity where the linear variation starts and/or finishes, which has a non-zero second derivative and
will contribute to the image intensity.
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Figure 5. (a) Averaged one dimensional profile of a droplet trail on the cathode surface (grey line), along with the
simplified height function H(x) (black line) fitted using equation (4.1) with R = 0.95 µm, O = 0.1 µm, T = 15 nm. (b)
Second spatial derivative of H(x) which provides the key qualitative features of the MEM image.

Fitting equation (4.1) to the general features of the averaged cross-sectional profile gives a simplified model of
the trail height function (see figure 5(a)). As indicated in figure 5(a), we choose a broad trail edge to account
for the width variation and surface roughness evident in figure 4. As discussed earlier, a major advantage of
Laplacian imaging contrast is its ease of interpretation via equation (3.7). It is therefore straightforward to
predict the general features of the image contrast of a droplet trail from the second derivative of the model trail
height function contained in figure 5(a). This is shown in figure 5(b) and indicates that the MEM image should
contain a bright and dark contrast band in the vicinity of the trail edges, along with constant intensity in the
centre of the trail. We emphasise that such a first order interpretation of MEM contrast in terms of surface
curvature is quite general and independent of the surface profile, provided the Laplacian imaging theory is
valid. This has important practical value for studies of surface phenomena using MEM.

In practice, equation (3.7) indicates that the second derivative of H is softened or smoothed by convolution
with the blurring function B(x, y, δ) in forming the image, physically accounting for the electron interacting
with the electric field above the cathode. The defocus ∆f will affect both the magnitude and the sign of the
contrast peaks. A qualitative comparison of simulated Laplacian contrast images, based on equation (3.7),
with experimental MEM images of a trail similar to that in figure 4 is shown in figure 6 for negative, zero and
positive defocus values. Although the surface roughness outside the trail region results in significant contrast
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fluctuations, it can be seen that the main features of the experimental image through-focus sequence are con-
sistent with Laplacian imaging theory for a generalised trail profile. A more complex or realistic height profile,
e.g. that recovered in §7 in figure 9(b), can account for image features caused by surface roughness. Figure 7
compares simulations and experimental profiles of the MEM image intensity for positive and negative defocus
values. The latter profiles have been integrated over the two dimensional panel region on figure 6, parallel to
the trail edges, to reduce the intensity fluctuations caused by the surface roughness. The good agreement in
both cases again illustrates the applicability of Laplacian imaging which facilitates the interpretation of image
contrast in terms of surface curvature.

D

HaL

HbL

HcL

HdL

2 mΜ

1 mΜ

Figure 6. (a) MEM image of a moving Ga droplet D and the trail left on a GaAs (001) surface. Imaging conditions were
V = −20000.4 V, U = 20 keV and L = 0.002 m giving δ = 40 nm. Comparison of MEM images and simulations using
equation (3.7) of the trail region contained in the frame in (a) are shown for (b) negative defocus (∆f = −15 µm), (c)
approximately zero defocus and (d) positive defocus (∆f = 15 µm). The trail height function was approximated using
equation (4.1) for R = 0.83 µm, O = 0.1 µm, T = 13 nm.
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Figure 7. Comparison of simulated Laplacian contrast images (black lines) with experimental MEM intensity profiles of
a droplet trail (grey lines). The experimental MEM intensity profiles were obtained by spatially averaging the intensities
parallel to the trail edge over the two dimensional regions in figure 6(b) and (d). (a) ∆f = −15 µm, (b) ∆f = 15 µm.
The trail height function was approximated using equation (4.1) for R = 0.83 µm, O = 0.1 µm, T = 13 nm. The grey
scale intensity values in the experimental images were scaled to match the vertical axis of the simulations, allowing a
qualitative comparison.

5. Comparison of the Laplacian and geometrical theory

It is important to establish and confirm the domain of validity of Laplacian imaging theory. We therefore
compare image simulations based on the height profile of the droplet trail shown in figure 5(a), using the
geometrical (equation (3.4)) and the approximate Laplacian contrast approaches (equation (3.7)). As shown
in figure 8(a) for defocus ∆f = −15 µm and classical turning point δ = 40 nm from the cathode surface, the
two methods agree very closely. Increasing the magnitude of the defocus and/or decreasing the turning point
distance will increase the blurred height HB and its derivatives. This weakens the validity of the assumption
made in the Laplacian contrast method that |∇2

⊥HB | ≪ 1, and we therefore see an increased discrepancy
between the image contrast generated from the Laplacian contrast and geometrical imaging simulation meth-
ods (figure 8(b)). Conversely, reducing the magnitude of the defocus and/or increasing the turning distance
improves the agreement between the two approaches as expected.
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Figure 8. Comparison of the one dimensional intensity profile predicted using the geometrical treatment (grey line)
with the Laplacian contrast method (black line), for the droplet trail height profile of figure 5, using R = 0.83 µm,
O = 0.1 µm, T = 13 nm. (a) ∆f = −15 µm, δ = 40 nm, (b) ∆f = −30 µm and δ = 20 nm.

6. Extensions of the Laplacian imaging theory of MEM contrast

Having established the applicability of Laplacian imaging theory to MEM we now utilise previous studies to
extend our analysis. In particular, Laplacian contrast is also known as out of focus contrast in TEM of thin
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specimens (Lynch et al. 1975; Cowley 1995; Spence 2003), and we can utilise this formalism to include the
effects of spherical and chromatic aberration. These aberrations are an intrinsic part of an MEM imaging
system and limit resolution (Rempfer & Griffith 1992). Since a Laplacian contrast interpretation is applicable
to imaging objects at high resolution provided |∇2

⊥HB | ≪ 1, it is important to incorporate such effects into
the imaging theory. The expression for TEM out of focus contrast for a thin uniformly-illuminated specimen
is (Lynch et al. 1975; Cowley 1995; Spence 2003)

I(x, y, z = z0 + ∆f) = 1 − k−1∆f∇2
⊥ϕ, (6.1)

for a defocus ∆f and electron wavenumber k = 2π/λ. The electron phase change through the specimen ϕ is
inversely proportional to the local electron wavelength λ so that the wavelength dependence factors out in
equation (6.1) and so it is possible to extrapolate the wavelength to zero (cf. equation (6.4)).

We note that equation (6.1) is identical to the Laplacian theory description of MEM contrast (equation (3.7))
provided the phase of the wave function is

ϕ(x, y, δ) =
k

∆f
HB(x, y, δ, ∆f). (6.2)

We may view this as the effective phase variation of an electron wave post interaction with the cathode sample
surface, which has been scaled up to the vacuum or post anode aperture energy. Equation (6.1) therefore
describes the out of focus MEM contrast in the defocused image plane z = 4LM/3 + ∆f .

Lynch et al. (1975) extended the TEM out of focus expression to include the effects of spherical aberration,
which depends on the bi-Laplacian or iterated Laplacian (∇4

⊥ ≡ ∇2
⊥∇2

⊥) of the phase variation ϕ, scaled by
the spherical aberration coefficient CS ,

I(x, y, δ,∆f) ≈ 1 − ∆f

k
∇2

⊥ϕ(x, y, δ) +
CS

2k3
∇4

⊥ϕ(x, y, δ). (6.3)

We may recast this equation using equation (6.2) to give

I(x, y, δ,∆f) ≈ 1 − ∇2
⊥HB(x, y, δ,∆f) +

CS

2∆fk2
∇4

⊥HB(x, y, δ,∆f), (6.4)

which extends our Laplacian contrast expression to include spherical aberration. For the resolutions employed
in the study of droplet trails and with CS values derived by Rempfer & Griffith (1992) we have found that
including spherical aberration provides less than a one percent change in the simulated intensity variation.
However, we anticipate that the inclusion of spherical aberration will be of benefit in simulating higher reso-
lution images of surface objects within the domain of validity of Laplacian imaging.

We may also extend the Laplacian contrast method to include the effects of a finite energy spread in the
electron beam, which causes chromatic aberration in the image intensity. A distribution in energy D(U) varies
the classical turning point δ, via

δ = L

(
1 +

U

eV

)
, (6.5)

where the cathode surface is kept at a potential of V < 0. The distribution in turning point D(δ) can then
be obtained from the energy distribution, e.g. D(δ) ≈ D(U)dU/dδ. Following the approach of Fejes (1977) we
incoherently average over the distribution, summing up the contributions of each intensity (equation (3.7))
weighted by the distribution function,

IC(x, y, ∆f) =

∫
I(x, y, δ,∆f)D(δ)dδ ≈

∫
D(δ)dδ − ∇2

⊥

∫
HB(x, y, δ,∆f)D(δ)dδ. (6.6)

Since the turning distance δ only appears in the blurring function, in effect we may replace the monochromatic
blurring function (∆f/(4LM − 3∆f))B(x, y, δ) with the chromatically averaged BC(x, y, δ0, ∆f), given by

BC(x, y, δ0,∆f) =

∫ √
L − δ

π

9(∆f + 2(δ − δ0))

8(L − δ) − 6(∆f + 2(δ − δ0))
(δ2 + x2 + y2)−3/4
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×(2EE(x, y, δ) − EK(x, y, δ))D(δ)dδ, (6.7)

with a defocus of ∆f+2(δ−δ0) to ensure that each intensity corresponds to the plane z = 4(L−δ0)/3+∆f , and
where δ0 is the mean of the distribution. Chromatic aberration, then, can be incorporated into the approximate
method by adjusting the blurring function, in essence averaging over several blurring functions to obtain the
effective blurring function BC . With a normalized distribution we then have

IC(x, y, δ0,∆f) ≈ 1 − ∇2
⊥H(x, y) ~ BC(x, y, δ0, ∆f). (6.8)

As with spherical aberration, chromatic aberration has a small effect on simulating the MEM image contrast
of the droplet trails (less than one percent as expected). This is true for a Gaussian energy distribution with a
typical full-width-half-maximum equal to 0.3 eV for a Schottky field emission source and a variety of mean δ0

values. However, we would again envisage that equation (6.8) will be of value for the study of surface objects
at high resolution within the Laplacian imaging regime of |∇2

⊥HB | ≪ 1.

7. Inverse problem of Laplacian MEM imaging

Many of the geometrical treatments consider the important ‘inverse problem’ of MEM imaging, whereby image
contrast is analysed to estimate the perturbed electric potential and/or the height variation of the specimen
(Luk’yanov et al. 1974; Dyukov et al. 1991; Nepijko & Sedov 1997; Nepijko & Schönhense 2010). The inverse
problem has also been explored in other areas of surface electron microscopy such as LEEM (Yu et al. 2010).
In the Laplacian theory of MEM contrast this may be achieved in a very straightforward fashion using the
Fourier derivative theorem (Cowley 1995; Paganin 2006) to convert between spatial derivatives and Fourier
space coordinates,

F(I(x, y, δ,∆f) − 1) ≈ F(−∇2
⊥HB(x, y, δ,∆f)) = (k2

x + k2
y)FHB(x, y, δ,∆f). (7.1)

Here kx and ky are the Fourier space coordinates corresponding to real space coordinates x and y respectively,
F is the Fourier transform with respect to x and y, and F−1 is the corresponding inverse Fourier transform.
We therefore have (Gureyev & Nugent 1997)

HB(x, y, δ,∆f) ≈ F−1((k2
x + k2

y)−1F(I(x, y, δ,∆f) − 1)), (7.2)

which in principle allows the recovery of the blurred height function from a single image, facilitating the
analysis of MEM movie dynamics (Tersoff et al. 2009). This expression bears a strong resemblence to phase
retrieval via the transport of intensity equation (Teague 1983; Gureyev & Nugent 1997; Paganin & Nugent
1998), whereby a phase contrast image may be used to recover the original phase object.

Upon obtaining the blurred height function, we then deconvolve to obtain the height function, for example via
equation (2.9) using the convolution theorem (Cowley 1995)

H(x, y, δ) =
(4LM − 3∆f)

2π∆f
F−1

(F(HB(x, y, δ,∆f))

F(B(x, y, δ))

)
. (7.3)

If the value of the defocus is not known, we can only recover the height to within the scaling factor (4LM −
3∆f)/∆f . Here we present two preliminary examples in one dimension of the inverse problem of Laplacian
MEM imaging. Figure 9(a) shows the recovered height using equations (7.3) and (7.3) from the simulated
MEM images shown in figure 7. The recovered height is in very good agreement with the ideal height profile
of equation (4.1), also shown in figure 9(a).

Figure 9(b) shows an average of the recovered heights from the experimental MEM intensity profiles of figure 7
to within a scaling factor, as the specific defocus values were not known. The general features of the recovered
height are in good agreement with the ideal height profile, with discrepancies largely due to the surface
roughness evident in the recovered height profile. Using equation (3.7) to simulate the Laplacian image contrast
of the recovered height profile of figure 9(b), we found that the normalised root mean squared difference between
the simulated intensity and the measured MEM image intensity profiles (figure 7) was 3 % and 10 % for the
negative and positive defocus images respectively.
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Figure 9. Recovered height profiles of the droplet trail (black lines) using equations (7.3) and (7.3) compared to the
ideal height profile (grey lines) of equation (4.1) with R = 0.83 µm, O = 0.1 µm, T = 13 nm. (a) the recovered height
from the simulated MEM intensity profiles for the ideal height (black lines in figure 7), using ∆f = −15 µm. (b) average
of the recovered height profiles (black line) of the experimental MEM images (grey lines in figure 7). The recovered
height H(x, ∆f) = H(x)∆f/(4LM − 3∆f) includes the scaling factor ∆f/(4LM − 3∆f) since ∆f in each image was
unknown.

8. Conclusions

We have demonstrated that Laplacian imaging theory can be applied to MEM imaging of surface topography
(or equivalently surface potentials) provided the height function describing the surface topography is slowly
spatially varying and/or the objective lens defocus is small. Under such conditions, image contrast is primarily
caused by the Laplacian of small height or potential variations across a sample surface. This contrast is blurred
due to the interaction of the electrons with the electrical potential away from the surface. However, the method
facilitates the rapid and intuitive interpretation of image contrast in terms of surface topographic or potential
variations. The approach can be readily extended to include spherical and chromatic aberration. Finally, we
have demonstrated that the Laplacian imaging theory forms a convenient basis for the solution of the inverse
problem in MEM.

We are grateful to Rod Mackie for technical support. S.M.K. acknowledges funding from the J. L. William Bequest.
D.M.P., W.X.T. and D.E.J. acknowledge funding from the Australian Research Council.
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Laplacian image contrast in mirror electron microscopy.

Addendum

By S. M. Kennedy, C. X. Zheng, W. X. Tang, D. M. Paganin, D. E. Jesson†
School of Physics, Monash University, Victoria 3800, Australia.

We extend the theory of Laplacian image contrast in mirror electron microscopy (MEM) to the case where the
sample is illuminated by a parallel, collimated beam. This popular imaging geometry corresponds to a modern
low energy electron microscope equipped with a magnetic objective lens. We show that within the constraints
of the relevant approximations, the results for parallel illumination differ only negligibly from diverging MEM
specimen illumination conditions.

Keywords: Mirror electron microscopy (MEM), Laplacian image contrast,
phase contrast

1. Introduction

A recent paper by Kennedy et al. (2010) describes how, under certain conditions, images formed in mirror
electron microscopy can be interpreted in terms of the Laplacian of small height or potential variations across
a sample surface. The specific MEM imaging geometry considered conforms to an experimental configuration
where the incident electron beam is slightly divergent as a result of the anode aperture. This arrangement has
been considered by several authors (Dyukov et al. 1991; Nepijko & Sedov 1997; Nepijko et al. 2001a, b, 2003,
2007; Nepijko & Schönhense 2010). It is a subset of non–parallel MEM specimen illumination considered in
the literature (Barnett & Nixon 1967a; Luk’yanov et al. 1974; Someya & Kobayashi 1974; Dupuy et al. 1984;
Godehardt 1995). Modern low energy electron microscopes are, however, equipped with a magnetic objective
lens and it is customary to slightly converge the incident illumination to compensate for the diverging effect of
the anode aperture, resulting in collimated illumination of the sample (Altman 2010; Tromp et al. 2010), within
the domain of validity of the aperture lens approximation. This paper therefore considers how MEM Laplacian
imaging theory (Kennedy et al., 2010) is modified by a parallel or collimated illumination geometry. We show,
that in the limit of small objective lens defocus, the results converge to the original divergent illumination
geometry considered by Kennedy et al. (2010) so that the conclusions drawn there remain valid.

2. Comparison of divergent and parallel MEM illumination geometries

An electrostatic MEM immersion lens is shown schematically in figure 1, which illustrates the divergent MEM
illumination geometry considered by Kennedy et al. (2010), Luk’yanov et al. (1974), Dyukov et al. (1991),
Godehardt (1995), Nepijko & Sedov (1997), Nepijko et al. (2001a, b, 2003, 2007), Nepijko & Schönhense
(2010). Here, an electron beam of energy U travels parallel to the optical axis z of the immersion lens and
passes through the grounded anode aperture A. The overall effect of the electric field in the vicinity of the
grounded aperture is approximated by replacing the aperture with a thin diverging lens (Grant & Phillips
1990; Lenc & Müllerová 1992; Rempfer & Griffith 1992; Nepijko & Sedov 1997; Kennedy et al., 2010), so that
the electron beam is deflected away from the optical axis z. The electron beam is therefore diverging as it
interacts with the electric field above the specimen surface C, which is located a distance of L from the anode
and acts as the cathode of the immersion objective lens (Barnett & Nixon 1967b; Luk’yanov et al. 1974; Bok
1978; Bauer 1985, 1998; Kennedy et al., 2010). The cathode C is held at a negative potential V < −U/e < 0
relative to the grounded anode, where −e is the electronic charge, so that the electron beam is reflected in the
vicinity of z = LM , a distance of δ above the specimen surface,

LM = L − δ = −LU/e V, (2.1)

and the returning electron beam is further deflected as it exits the anode aperture. For a perfectly flat, equipo-
tential specimen, an electron that enters the anode aperture at (x0, y0) is closest to the cathode surface at
(3x0/2, 3y0/2).

† Author for correspondence ( ).
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Figure 1. Classical electron trajectories (solid lines), travelling parallel to the optical axis z in the electric field free
region (z < 0) along the centre of an anode aperture A. The trajectories are deflected away from the z axis both upon
entering and exiting the anode–cathode region, due to the distortion of the electric field in the vicinity of the anode
aperture A. This effect is approximated by treating the aperture A as a diverging lens (Grant & Phillips 1990; Lenc
& Müllerová 1992; Rempfer & Griffith 1992; Nepijko & Sedov 1997; Kennedy et al., 2010). This deflection results in
diverging illumination of the cathode specimen C, which is held at the potential V < 0 compared to the anode, so that
an electron of energy U < −eV turns at a distance of z = LM . The y axis extends out of the page. Based on Kennedy
et al. (2011).

To a good approximation, the magnetic imaging part of the objective lens can be considered separately to
the electrostatic MEM immersion lens of figure 1 (Bauer 1985, 1994). A virtual image is formed by retracing
the exiting electron trajectories at z = 0 to the plane at z = ∆f + 4LM/3, which is the object plane of the
magnetic objective lens defocused by ∆f (Rempfer & Griffith 1992; Nepijko & Sedov 1997; Kennedy et al.,
2010). The magnification on this plane is

M̄(∆f) =
2

3

(
1 − 3∆f

4LM

)
, (2.2)

compared to the specimen surface, which reduces to 2/3 for small defocus.

U V

z
x

Source

Imaging LM

A C

Df

4L �3M

Figure 2. Classical electron trajectories (solid lines), in which the converging incident electron beam in the electric field
free region (z < 0) is focused on the optical axis z at z = 4LM . The trajectories are deflected away from the z axis due
to the distortion of the electric field in the vicinity of the anode aperture A. This effect is approximated by treating
the aperture A as a diverging lens (Grant & Phillips 1990; Lenc & Müllerová 1992; Rempfer & Griffith 1992; Nepijko
& Sedov 1997; Kennedy et al., 2010). The deflection of the converging beam away from the z axis results in parallel
illumination of the cathode specimen C, which is held at the potential V < 0 compared to the anode, so that an electron
of energy U < −eV turns at a distance of z = LM . The returning electron trajectories are deflected away from the
z axis when passing back out the anode aperture, retracing the incident trajectory for a perfectly flat equipotential
specimen. As in figure 1, we trace back along the apparent straight line paths (dashed lines) to the virtual image plane
in the vicinity of z = 4LM/3. The y axis extends out of the page. Based on Kennedy et al. (2011)

In a modern LEEM instrument, it is customary to illuminate the specimen with an electron beam that is
parallel to the optical axis z (Altman 2010; Tromp et al., 2010). When treating the anode aperture A as a
diverging lens with focal length −4LM (Grant & Phillips 1990; Lenc & Müllerová 1992; Rempfer & Griffith
1992; Nepijko & Sedov 1997; Kennedy et al., 2010), we achieve parallel illumination by using a converging
electron beam that is focused on the z axis to the point z = 4LM . After passing through the anode aperture the
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beam emerges parallel to the optical axis z. As shown in figure 2, for a perfectly flat, equipotential specimen
an electron that enters the anode aperture at (x0, y0) remains at (x0, y0) in the vicinity of the turning region
z = LM , and exits the anode aperture at approximately the same transverse position. As before we trace back
along the apparent straight line path of the exiting electron to the virtual image plane z = ∆f +4LM/3, where
the virtual image plane is magnified by

M(∆f) =
2

3

(
1 − 3∆f

8LM

)
, (2.3)

compared to the specimen surface.

Given the wide applicability of systems using the modern LEEM parallel illumination of the specimen (figure
2), it is important to consider the modifications to Laplacian imaging theory, since the latter was originally
developed in a divergent-illumination geometry.

3. Geometrical theory of MEM contrast

Following the approach of Kennedy et al. (2010), we consider the interaction of an electron with variations in
electrical potential V (x, y, z̄) above the specimen surface, where z̄ = L − z. This additional potential can be
caused by areas of differing work function or applied voltage, and/or when a surface varies in height. Here we
concentrate on surface height variations, but the methodology is equally applicable to surface potential varia-
tions, or both height and potential variations. We approximate a surface with height variations, characterised
by H(x, y), with the equivalent planar surface with a corresponding potential distribution (Nepijko & Sedov
1997)

V (x, y, z̄ = 0) = V H(x, y)/L. (3.1)

Solving the Dirichlet problem for Laplace’s equation for a half space we have (Polozhiy 1967; Boudjelkha &
Diaz 1972; Nepijko & Sedov 1997; Kennedy et al. 2010)

V (x, y, z̄) =
z̄

2π

∫ ∫ ∞

−∞

V (ξ, η, z̄ = 0)

((x − ξ)2 + (y − η)2 + z̄2)3/2
dξdη, (3.2)

which expressed as a convolution is (Cowley 1995; Press et al. 2007)

V (x, y, z̄) =
z̄

2π
V (x, y, z̄ = 0) ~ (x2 + y2 + z̄2)−3/2. (3.3)

From equation (3.1), the variation in electric potential above the specimen surface can then be expressed as
the height function H(x, y) convolved with a smoothing function,

V (x, y, z̄) =
z̄V

2πL
H(x, y) ~ (x2 + y2 + z̄2)−3/2. (3.4)

As discussed in Kennedy et al. (2010), the smoothing function represents the blurring and softening of the
electric field when moving away from the cathode surface. For example, the smoothed potential extends beyond
the (x, y) range of a localised hill or valley described by H(x, y). The geometrical theory of MEM contrast
assumes that any change to the electron motion caused by the finite height variation of the specimen occurs
very close to the sample surface, since the additional potential V (x, y, z̄) rapidly approaches zero as z̄ increases
away from the surface. Additionally, it is assumed that the z-dimension motion is unchanged, so that all of the
momentum change in the transverse dimensions (x, y) occurs very close to the classical turning point at z = LM .

In the modern LEEM geometry, an electron that enters the anode at (x0, y0) is affected most strongly by the
cathode at (x0, y0) where it is closest to the surface (see figure 2), rather than (3x0/2, 3y0/2) for the divergent
illumination geometry. We therefore estimate the x and y derivatives of the potential by integrating along the
z axis for the column (x0, y0), obtaining the change to the x and y velocities respectively. The shift of electron
position Sx, Sy on the plane z = 4LM/3+∆f due to H(x, y), which is scaled by 1/M (equation (2.3)) (Dyukov
et al., 1991; Nepijko & Sedov, 1997), is given by

Sx(x, y, δ,∆f) = (∂/∂x)

√
LM

π

9∆f

8LM − 3∆f
H(x, y) ~ ((δ2 + x2 + y2)−3/4(2EE(x, y, δ) − EK(x, y, δ))), (3.5)
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and

Sy(x, y, δ,∆f) = (∂/∂y)

√
LM

π

9∆f

8LM − 3∆f
H(x, y) ~ ((δ2 + x2 + y2)−3/4(2EE(x, y, δ) − EK(x, y, δ))), (3.6)

where

EE(x, y, δ) = E

(
1

2
− δ

2(δ2 + x2 + y2)1/2

)
, EK(x, y, δ) = K

(
1

2
− δ

2(δ2 + x2 + y2)1/2

)
, (3.7)

and K, E respectively denote complete elliptic integrals of the first and second kind (Abramowitz & Stegun
1964; Borwein & Borwein 1987). For ∆f = 0 the electron shifts are zero, even for a rough surface with non-zero
H(x, y). Therefore the plane z = 4LM/3 corresponds to the in-focus plane of minimum contrast, and a finite
defocus ∆f is required to obtain image contrast (Kennedy et al., 2010).

We note that equations (3.5) and (3.6) differ from equations (1.5) and (1.6) of Kennedy et al. (2010) only
in that the term 9∆f/(8LM − 6∆f) has been replaced by 9∆f/(8LM − 3∆f) here. This is equivalent to
multiplying the position shift functions in the divergent illumination geometry by the change in magnification
M̄/M (equations (2.2) and (2.3) respectively), in changing from divergent to parallel illumination. That is,
multiplying the prefactor in (1.5) and (1.6) of Kennedy et al. (2010), which is (

√
LM/π)(9∆f/(8LM − 6∆f)),

by the change in magnification

M̄

M
=

2
3

(
1 − 3∆f

4LM

)

2
3

(
1 − 3∆f

8LM

) =
8LM − 6∆f

8LM − 3∆f
, (3.8)

gives a prefactor of (
√

LM/π)(9∆f/(8LM − 3∆f)), as per equations (3.5) and (3.6) here. Thus for small ob-
jective lens defocus ∆f ≪ 4LM/3, these shifts are negligibly affected by the change in MEM geometry.

We may express the electron position shifts in terms of the blurred height HB . For example, Sx becomes

Sx(x, y, δ,∆f) = (∂/∂x)HB(x, y, δ,∆f), (3.9)

and similarly for Sy, with

HB(x, y, δ,∆f) =
∆f

8LM − 3∆f
H(x, y) ~ B(x, y, δ), (3.10)

and blurring function

B(x, y, δ) =
9
√

LM

π
(δ2 + x2 + y2)−3/4(2EE(x, y, δ) − EK(x, y, δ)). (3.11)

The shift in electron positions redistributes the intensity on the plane z = 4LM/3 + ∆f , which can be derived
from electron flux conservation giving (Dyukov et al. 1991; Nepijko et al. 2001b; Kennedy et al., 2010)

I

(
x +

∂HB

∂x
, y +

∂HB

∂y
, δ,∆f

)
= 1/

∣∣∣∣∣1 +
∂2HB

∂x2
+

∂2HB

∂y2
+

(
∂2HB

∂x2

)(
∂2HB

∂y2

)
−

(
∂2HB

∂x∂y

)2
∣∣∣∣∣ , (3.12)

in terms of the blurred height HB .

4. Laplacian Image contrast in MEM with parallel illumination

We now consider the geometrical theory of MEM contrast in the limit of small objective lens defocus and/or
slowly varying H(x, y). This limit requires that the derivatives of the blurred height are small,

|∂2HB(x, y, δ,∆f)/∂x2| ≪ 1, |∂2HB(x, y, δ,∆f)/∂y2| ≪ 1, (4.1)

which for simplicity we will refer to as

|∇2
⊥HB(x, y, δ, ∆f)| ≪ 1, (4.2)
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where ∇2
⊥ is the transverse Laplacian (∂2/∂x2+∂2/∂y2). The conditions (4.1) and (4.2) are met for a sufficiently

slowly varying H and for defocus that satisfies

|∆f | ≪ 8LM/(3 + maxx,y|∇2
⊥H(x, y) ~ B(x, y, δ)|), (4.3)

where maxx,yg(x, y) denotes the maximum value of g(x, y) over the range of points (x, y). Note that smooth-
ness of the height profile is not required, only that the Laplacian of the height profile (blurred by the function
B) and/or the defocus is small enough to satisfy equations (4.1) and (4.3). In comparison with the equivalent
validity condition for diverging illumination, equation (3.3) of Kennedy et al. (2010), noting that the modified
form of B(x, y, δ) for parallel illumination (equation (3.11)) is twice that of B for diverging illumination (equa-
tion (2.10) of Kennedy et al. (2010)), under parallel illumination we have a factor of 3 in the denominator of
equation (4.3) rather than 6. This suggests that for parallel illumination, Laplacian imaging theory is valid for
a broader range of defocus values.

In the limit of small defocus ∆f and/or slowly varying H(x, y) ensuring small derivatives of the blurred height,
the intensity (equation (3.12)) is approximated by (Kennedy et al., 2010)

I(x, y, δ,∆f) ≈ 1 − ∇2
⊥HB(x, y, δ,∆f). (4.4)

This is valid for small shifts in electron trajectory, so we have neglected both the change in x, y coordinates
in I(x, y, δ,∆f) and derivatives greater than second order. Since we have assumed the derivatives are small
(equation (4.1)), we have also taken the binomial approximation in the denominator. The blurred height
contains the constant term ∆f/(8LM − 3∆f) (see equation (3.10)), so for defocus values satisfying ∆f ≪
8LM/3 we have an intensity of

I(x, y, δ,∆f) ≈ 1 − ∆f∇2
⊥H(x, y) ~ B(x, y, δ)

8LM
. (4.5)

We note that because B(x, y, δ) for parallel illumination (equation (3.11)) is twice that for diverging illumina-
tion, the intensity (equation (4.5)) is identical to the intensity expression for divergent illumination, equation
(3.7) of Kennedy et al. (2010). Consequently, the simulations and interpretation of droplet trail contrast in §4
and §5 of Kennedy et al. (2010) equally apply to both geometries.

Whilst we consider parallel illumination here, the Laplacian imaging theory can be applied to similar imaging
geometries. The general effect will be to multiply the electron shifts with the term M̄/M , where M̄ is the
virtual image plane magnification in an existing geometry, and M is the magnification in the new geometry.
Lastly, where these approximations are not valid, due, for example, to either large defocus and/or strong
surface height variations, alternative methods such as numerical ray tracing or the recently developed caustic
imaging theory may be employed (Kennedy et al. 2011). For fully quantitative simulations, alternative methods
may also require a more rigorous treatment of the electric field variations throughout the path of the electron
beam, for example, the distortion of the equipotential surfaces in the vicinity of the anode aperture, which
was approximated by a thin diverging lens here.

5. Extensions and the inverse problem

Kennedy et al. (2010) discuss a number of extensions, such as the inclusion of chromatic aberration. These
extensions are equally applicable to the modern geometry considered here, with the same equations used
provided the appropriate expressions for the blurred height and blurring function are used (equations (3.10)
and (3.11) respectively). In particular, to include chromatic aberration, we replace the monochromatic blurring
function (∆f/(8LM −3∆f))B(x, y, δ) with the chromatically averaged BC(x, y, δ0, ∆f), given by (Kennedy et
al. 2010)

BC(x, y, δ0,∆f) =

∫ √
L − δ

π

9(∆f + 2(δ − δ0))

8(L − δ) − 3(∆f + 2(δ − δ0))
(δ2 + x2 + y2)−3/4

×(2EE(x, y, δ) − EK(x, y, δ))D(δ)dδ. (5.1)

Here, a defocus of ∆f +2(δ − δ0) ensures that each image corresponds to the plane z = 4(L− δ0)/3+∆f , and
where δ0 is the mean of the distribution. Chromatic aberration, then, can be incorporated into the Laplacian
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imaging theory by averaging over several blurring functions to obtain the effective blur BC . With a normalized
distribution we then have (Kennedy et al. 2010)

IC(x, y, δ0,∆f) ≈ 1 − ∇2
⊥H(x, y) ~ BC(x, y, δ0, ∆f). (5.2)

Kennedy et al. (2010) also considers the inverse problem whereby image contrast is analysed to estimate the
perturbed electric potential and/or the height variation of the specimen. In the Laplacian imaging theory of
MEM contrast this may be achieved using the Fourier derivative theorem (Cowley 1995; Paganin 2006) to
convert between spatial derivatives and Fourier space coordinates,

F(I(x, y, δ,∆f) − 1) ≈ F(−∇2
⊥HB(x, y, δ,∆f)) = (k2

x + k2
y)FHB(x, y, δ,∆f), (5.3)

where kx and ky are the Fourier space coordinates corresponding to real space coordinates x and y respectively,
F is the Fourier transform with respect to x and y, and F−1 is the corresponding inverse Fourier transform.
This gives (Gureyev & Nugent 1997; Kennedy et al. 2010)

HB(x, y, δ,∆f) ≈ F−1((k2
x + k2

y)−1F(I(x, y, δ,∆f) − 1)), (5.4)

namely the recovery of the blurred height function from a single image, facilitating the analysis of MEM movie
dynamics (Tersoff et al. 2009). This expression bears a strong resemblance to phase retrieval via the transport
of intensity equation (Teague 1983; Gureyev & Nugent 1997), whereby the original phase object may be re-
covered via a single phase contrast image.

After obtaining the blurred height function, which depends on the parameters of the MEM, we then deconvolve
to obtain the height function, for example via equation (3.10) and using the convolution theorem (Cowley 1995)

H(x, y, δ) =
(8LM − 3∆f)

2π∆f
F−1

(F(HB(x, y, δ,∆f))

F(B(x, y, δ))

)
. (5.5)

If the value of the defocus is not known, we can only recover the height to within the scaling factor (8LM −
3∆f)/∆f . The scaling factor is the sole difference between equation (5.5) and the equivalent equation (7.3) for
divergent illumination in Kennedy et al. (2010). But since the preliminary examples of a droplet trail in figure
9 of Kennedy et al. (2010) were recovered to within the scaling factor, the examples are unchanged assuming
parallel illumination.

6. Conclusions

We have applied the recently developed Laplacian imaging theory of MEM to an imaging geometry where a
converging electron beam is used to ensure parallel illumination of the specimen. Within the domain of validity
of the aperture lens approximation and for small defocus, the expressions for the MEM image contrast are
unchanged when compared with divergent illumination, and the results and extensions considered by Kennedy
et al. (2010) apply. We have shown that the Laplacian imaging theory for parallel illumination has a broader
range of valid defocus values. For larger defocus, a scaling factor is geometry dependent, but the Laplacian
imaging theory remains a valid and intuitive method of interpreting MEM image contrast.

We are grateful to Michael Altman and Ruud Tromp for stimulating this work. S.M.K. acknowledges funding from the
J. L. William Bequest and a Postgraduate Publication Award. D.M.P., W.X.T. and D.E.J. acknowledge funding from
the Australian Research Council.
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Abstract

We discuss a new interpretation of mirror electron microscopy (MEM) im-
ages, whereby electric field distortions caused by surface topography and/or
potential variations are sufficiently large to create caustics in the image con-
trast. Using a ray-based trajectory method, we consider how a family of
rays overlaps to create caustics in the vicinity of the imaging plane of the
magnetic objective lens. Such image caustics contain useful information
on the surface topography and/or potential, and can be directly related to
surface features. Specifically we show how a through-focus series of MEM
images can be used to extract the contact angle of a Ga droplet on a GaAs
(001) surface.

Keywords: Mirror electron microscopy (MEM), caustic imaging, Ga
droplets, GaAs, contact angle

1. Introduction

Mirror electron microscopy (MEM) is a well-established technique for imag-
ing surface phenomena in real time, with applications in studying electric
field contrast [1–6], droplet surface dynamics [7–9], surface magnetic fields
[10], and chemical processes at solid surfaces [11]. The importance of un-
derstanding in situ dynamical behaviour and surface evolution under tech-
nologically important conditions makes the interpretation of MEM images
an important avenue of investigation. In MEM, electrons neither touch nor
are emitted from the sample. Instead a normally incident electron beam
is reflected just above the specimen surface, as a result of the specimen

1
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voltage being tuned to be slightly more negative than that of the electron
source. In the turn-around region, the slow moving electrons are sensitive
to spatial and/or temporal variations in the electric field and are deflected,
creating image contrast in the reflected beam. Such variations in the electric
field may, for example, be caused by the surface topography [12–15] and/or
variations in the electric potential of the specimen, which includes contact
potentials, surface charges and varying conductivity [1–3, 6, 10, 11, 16].

The returning electron beam therefore contains information on the electric
field variations caused by surface topography and/or electrical and mag-
netic phenomena. This has stimulated numerous efforts to interpret MEM
image contrast and extract quantitative information regarding electric field
variations and surface properties. A variety of approaches have been em-
ployed, some based on wave mechanics [17, 18], but most have been based
on geometrical ray tracing techniques [1, 2, 11, 14, 16, 19–24]. For small sur-
face variations and/or small defocus, it has recently been shown that MEM
image contrast can be intuitively and rapidly interpreted as the Laplacian
or curvature of a blurred surface height function [25].

Large variations in surface height or potential are, however, capable of
deflecting the electron trajectories so much that very strong image contrast
is created including caustic features [1, 19, 26, 27]. Such deflections typically
violate the assumptions underlying many of the previous approaches, which
assume that the z motion of the electron beam (i.e. along the optical axis)
is largely unchanged by the surface height or potential variations [6, 14, 19,
20, 24, 25]. Approaches allowing for strongly deflected electron trajectories
have, to date, only been solvable for specific analytical cases [14, 20]. Here
we present a general ray-based method of interpreting MEM image contrast
using a family or envelope of incident electron rays traced through the
electric field close to the specimen surface. This approach is similar to
the methods employed by Kan and Phaneuf [13]. Where strong deflections
occur, ray trajectories crossing a caustic surface are observed, which can be
directly related to variations in the field above the surface. This specifically
allows for the simulation and interpretation of MEM image contrast in the
presence of stronger field variations than has previously been possible.

2. MEM imaging geometry

A typical electrostatic MEM immersion lens is shown schematically in Fig.
1. Electrons of initial energy U travel along the optical axis z of the im-
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mersion lens, pass through the anode aperture A, and are reflected in the
vicinity of z = LM , a distance of δ above the specimen surface C. The
specimen, located a distance of L from the anode, acts as the cathode of
the immersion objective lens [1, 2, 16, 25, 28, 29], and is held at a negative
potential V < −U/e < 0 relative to the grounded anode, where −e is the
electronic charge.

z
x

Source

Imaging LM

A C

Df

4L �3M

Figure 1: MEM imaging geometry. An electron beam of energy U is focused by the
magnetic objective lens to a cross-over point (x = 0, z = 4LM ). The anode aperture
A acts as a diverging lens, deflecting the electron trajectories away from the z axis as
they enter and leave. The cathode C is set at the potential V < −U/e < 0 so that the
electron beam turns around in the vicinity of z = LM , where it is sensitive to deviations
in the electric field due to surface and/or potential variations of the cathode. We trace
the exiting electron trajectories back along the apparent straight line paths to the virtual
image plane at z = ∆f + 4LM/3. This is the object plane for the magnetic objective
lens. The y axis extends out of the page.

The magnetic imaging part of the objective lens can, to a good approx-
imation, be considered separately to the electrostatic MEM immersion
lens of Fig. 1 [28, 29]. Following reflection, the returning electron beam
is further deflected by the anode aperture which acts as a diverging lens
[20, 22, 25, 30]. On retracing back along the apparent straight line paths
of the exiting electron trajectories it can be seen that a virtual image is
formed on a plane at z = ∆f + 4LM/3. This is the object plane of the
magnetic objective lens defocused by ∆f , which is defined as positive in
the positive z direction, and where LM is given by

LM = −LU/eV = L − δ. (1)

As shown in Fig. 2, the incident electron beam is focused on the point
z = 4LM by the magnetic objective lens. However, the anode aperture
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acts as a diverging lens providing parallel illumination of the sample. For
the perfectly flat and equipotential specimen of Fig. 2, the electron beam
remains parallel to the z axis at the transverse distance of x = x0. After
turning in the vicinity of z = LM , the returning electron beam is deflected
away from the z axis as it passes back through the anode aperture, and
travels along the same trajectory as the incident beam. We trace the ap-
parent straight line path of the emerging electron beam back to the virtual
image plane in the vicinity of z = 4LM/3. At this plane, an electron that
interacted with the potential above the cathode surface at x = x0 appears
on the virtual image plane at 2x0/3, so the virtual image must have trans-
verse distances scaled by 3/2 to return to the scale of the specimen.

z
x

x0 2x0�3

LM

A C

Df

4L �3M

Figure 2: Formation of the virtual image plane at z = 4LM/3 for an unperturbed cathode
specimen. An electron trajectory directed towards the point (x = 0, z = 4LM ) is deflected
when passing through the anode aperture, emerging parallel to the z axis. After turning
in the vicinity of the point (x = x0, z = LM ), the returning electron is again deflected
away from the z axis. The apparent straight line path of the exiting electron is traced
back to the virtual image plane in the vicinity of z = 4LM/3, with transverse distance
2x0/3. The y axis extends out of the page.

3. Evaluation of the electric potential above the specimen surface

To calculate the distribution of electron positions on the image plane z =
∆f+4LM/3, we must first solve Laplace’s equation for the electric potential
ϕ(r, θ, z) in the region 0 ≤ z ≤ L. In cylindrical coordinates r, θ, z, this is
given by [31]

∇2ϕ =
1

r

∂

∂r

(
r∂ϕ

∂r

)
+

1

r2

∂2ϕ

∂θ2
+

∂2ϕ

∂z2
= 0. (2)
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For an equipotential flat specimen surface, there is no r or θ dependence
and the solution of Eq. (2) is approximately

ϕU (z) = V z/L, 0 ≤ z ≤ L, (3)

where the penetration of the electric field through the anode aperture is ap-
proximated by treating the aperture as a thin diverging lens [20, 22, 25, 30].
For spatial variations in surface topography and/or potential the solution
of Eq. (2) is necessarily more complex. In limited cases, analytical solu-
tions can be found [20]. Additionally, for surface potential variations, and
for sufficiently small variations in topography, the system can be reduced
to the equivalent Dirichlet problem for Laplace’s equation for a half space,
facilitating the calculation of ϕ(r, θ, z) [20, 25, 32–35]. However, this lat-
ter approach breaks down when surface topographical variations are large
enough to appreciably move the electron turn-around region (i.e. by many
times the unperturbed turning distance δ from the specimen).

In general it is necessary to solve Eq. (2) numerically. Many authors use
charge-ring techniques [36–38], but here we employ standard finite element
methods, using the specimen topography as one boundary (either equipo-
tential or with a variable surface potential) and the grounded anode as
the opposite boundary. Our simulations utilise the finite element meth-
ods package FreeFem++ v3.9-0 [39], with mesh adaptation. We consider
the specific case of a cylindrically symmetrical electric potential, ϕ(r, z),
so we need only consider the electric field in two dimensions. However,
the method is readily extendable to three dimensions with a corresponding
increase in complexity and computation time.

4. Caustic image simulations

With knowledge of the electric potential in the region 0 ≤ z ≤ L, we
can evaluate the electron trajectories through this region and project them
back onto the virtual image plane at z = ∆f + 4LM/3. To this end, let

(r(j)(t), z(j)(t)) and (v
(j)(t)
r , v

(j)(t)
z ) denote the respective position and velocity

of the jth electron at time t. For the maximum velocities vmax ≈ 0.28c m/s
considered here, where c is the speed of light in vacuum, the Lorentz factor
(1 − v2

max/c2)−1/2 ≈ 1.04 so we ignore relativistic corrections. At t = 0
we input a family of electron ray trajectories at z = 0, which are equally
spaced in the transverse dimension r by the distance r0. The jth ray at
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t = 0 begins at the point

(r(j)(0), z(j)(0)) = (jr0, 0), (4)

with velocities (v
(j)(0)
r , v

(j)(0)
z ) in the r and z directions respectively. The

initial velocity in z is set by the electron beam energy,

v(j)(0)
z =

√
2U/m, (5)

where m is the electron rest mass. The initial velocity in r is zero, as the
electron trajectories at z = 0 are parallel to the z axis after passing through
the anode aperture that acts as a diverging lens with focal length −4LM

[20, 22, 25, 30], giving
v(j)(0)
r = 0. (6)

From these initial conditions we use a fourth order Runge–Kutta method to
trace each trajectory through the electric potential, calculating the position
and velocity for successive time steps of h [40]. Details of this procedure
are provided in Appendix A, and are similar to the approach used in Kan
and Phaneuf [13]. Eventually, the jth electron exits the immersion lens

at position (r(j)(exit), 0) with velocities (v
(j)(exit)
r , v

(j)(exit)
z ). We account for

the anode aperture deflection and trace back along the apparent straight
line path of the electron to the virtual image plane z = ∆f +4LM/3 (Figs.
1 and 2), giving the virtual position of the jth ray,

(
r(j)(exit) −

(
∆f +

4LM

3

)(
v

(j)(exit)
r

−v
(j)(exit)
z

+
r(j)(exit)

4LM

)
, ∆f +

4LM

3

)
. (7)

The family of ray trajectories from a flat equipotential (i.e. unperturbed)
specimen surface exit the anode aperture equally spaced at position jr0,
and will maintain an equal spacing S(∆f) when traced back to the image
plane, with

S(∆f) = r0

(
2

3
− ∆f

4LM

)
. (8)

We may calculate the image intensity on the plane ∆f + 4LM/3 by con-
sidering the density of rays on this plane. This is inversely proportional to
the ray spacing in r, s(r,∆f) [41], given by the difference between r posi-
tions of adjacent rays in Eq. (7). Assuming an input intensity of unity, a
ray spacing of s(r,∆f) = S(∆f) gives unit intensity. We therefore convert
the family of ray trajectories into an intensity at any position on the plane
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∆f + 4LM/3 by dividing the unperturbed ray separation S(∆f) by the
distance between adjacent rays s(r,∆f), so giving [41]

I(r,∆f) = S(∆f)/s(r,∆f). (9)

The image intensity may then be expressed as a one-dimensional profile in r,
or as a two-dimensional plot by exploiting the cylindrical symmetry. Where
initially adjacent rays cross (s → 0) the intensity is theoretically infinite,
but in practice this results in a region of very high intensity, creating caustic
features in the image [26, 27, 42]. Caustic surfaces, most of which are
stable with respect to perturbation, are envelopes of ray families that may
be classified into a variety of equivalence classes [27, 43]. Numerically, we
may account for crossing rays by choosing a threshold ray spacing, e.g.
s(r,∆f) = 0.1S(∆f), below which from Eq. (9) we keep I ≈ 10. This is
equivalent to specifying the saturation level of the detector.

5. Caustic imaging of Ga droplets on GaAs (001)

As a specific application of caustic imaging theory we investigate liquid
Ga droplets on GaAs (001). Such droplets are formed during Langmuir
evaporation [9] and exhibit droplet surface dynamics with an unusual tem-
perature dependence [8]. In particular, Ga droplets move on the rough
GaAs (001) surface and leave behind smooth trails, as shown by the room
temperature atomic force microscope (AFM) image in Fig. 3. An exper-
imental through-focus MEM image sequence obtained at 660 ◦C during
Langmuir evaporation is shown in Fig. 4. We now separately remark on
the image contrast of the trails and droplets.

(a) Trails. The AFM data indicates that the droplet trails are typically
shallow (15 nm) with slowly varying edges, so that Laplacian imaging the-
ory is applicable and the MEM contrast can be interpreted in terms of
surface curvature [25]. Specifically, the Laplacian imaging theory states
that the image contrast is proportional to both ∆f and to the transverse
Laplacian of the local height profile H(x, y), providing that H(x, y) is suf-
ficiently slowly varying and/or ∆f is sufficiently small [25]. At exact focus
(∆f = 0) the trail contrast vanishes.

(b) Droplets. The droplets, however, typically extend 0.3 µm from the sur-
face, which is many times larger than a typical electron turning distance
(δ = 40 nm) from the cathode. This produces significant perturbations
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of the electric field creating caustic features for a wide range of defocus
values. At negative defocus the image consists of a bright caustic ring CR

bordering a dark central region (see [8]). For large positive defocus, a very
bright central caustic region is visible. Close to ∆f = 0 there is still strong
droplet contrast visible exhibiting a transition between the two extremes.
This illustrates the breakdown of Laplacian imaging theory [25] and we
therefore apply caustic imaging theory to understand droplet image con-
trast.

xy
1 Μm

D

Figure 3: AFM image of a liquid Ga droplet D and the smooth trail it leaves on a GaAs
(001) surface [25]. The shape of the droplet is well–approximated by a spherical cap.

6. Electric potential due to a liquid surface droplet

We evaluate the perturbing potential by modelling the droplet height H
as a cylindrically symmetric spherical cap shown in Fig. 5, which is in
good agreement with AFM measurements of solidified droplets (Fig. 3).
This equilibrium shape is characterized by the projected radius R and the
contact angle Θ,

H(0 ≤ r ≤ R) =

√
R2

sin2 Θ
− r2 − R

tanΘ
, H(r > R) = 0, (10)

as shown in Fig. 5. We use dimensions R = 0.78 µm, Θ = 36◦ and
H(0) = 0.25 µm for a typical droplet as imaged by AFM. Since the droplet
consists of almost pure Ga, it may also be at a different potential to the
GaAs (001) cathode, due to having a different surface work function [3, 44].
Massies et al. [44] indicate that the work function difference between the
Ga droplet and the GaAs surface is in the range of 0.1 V to 0.3 V.
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Figure 4: Experimental MEM images of a liquid Ga droplet marked D and the smooth
trail it leaves on a GaAs (001) surface, for defoci ∆f1 = 16 µm, ∆f2 = 0, and ∆f3 = −78
µm. Note the caustic ring CR bordering a dark central region D in the bottom panel.
Images were obtained using an Elmitec LEEM III system at 660 ◦C. U = 20 keV and
V = −20000.4 V which, for L = 2 mm, gives a turning distance of δ = 40 nm.

We solve Laplace’s equation (Eq. (2)) in the region 0 ≤ r ≤ 100 µm
and from L − 120 µm ≤ z ≤ L using the finite element methods pack-
age FreeFem++ v3.9-0 [39], using mesh adaptation with an interpolation
error level of 5×10−6 (see the end of Appendix A for a discussion on suitable
computational parameters). The bottom boundary follows the height pro-
file of Eq. (10) and has a potential of V = −20000.4 V outside the droplet
and −20000.7 V at the droplet boundary to account for a work function
difference of 0.3 V. The top boundary has the potential expected for the
unperturbed potential (Eq. (3)) ϕU (z = L−120 µm) = −18800.376 V with
L = 2 mm. The r = 0 and r = 100 µm boundaries are kept open, and the
model assumes that the equipotential lines will be perpendicular to these
boundaries. This ensures that the system is rotationally symmetric about
the axis r = 0, and demands that the perturbations to the potential caused
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Figure 5: The droplet is modelled as a spherical cap (Eq. (10)), with projected radius R
and contact angle Θ.

by the droplet are zero at the chosen distance of r = 100 µm. The bound-
aries and mesh are shown in Fig. 6, and the resulting equipotential lines
close to the droplet surface are shown in Fig. 7 for a work function of 0.3 V.

7. Caustic image simulation of a Ga droplet

To simulate the MEM contrast of a Ga droplet we employed the methods of
section 4, inputting 201 rays at z = 0 from r = 0 µm to r = 4.5 µm which
gives an equal spacing of r0 = 22.5 nm. Using a fourth order Runge–Kutta
method (Appendix A) with a sufficiently small time step of h = 5 × 10−14

s, we propagated each ray through the electric field, and then traced the
exiting electron trajectories back along the apparent straight line paths to
z = ∆f + 4LM/3 using Eq. (7). The resulting distribution of electron ray
trajectories is shown in Fig. 8 for −100 µm ≤ ∆f ≤ 100 µm, where positive
∆f is in the positive z direction (Fig. 1). Accompanying grey scale image
simulations are shown for indicated defocus values.

The distribution of the envelope of electron ray trajectories and accompa-
nying image simulations in Fig. 8 displays three distinct regimes of caustic
features which accurately reproduce and explain the experimental through
focus sequence in Fig. 4. For negative defocus, the contrast is dominated
by a bright fold caustic ring CR bordering a dark central region, with di-
ameter increasing with negative defocus. For positive defocus, we expect
a very bright central spot associated with the central cusp caustic evident
in the ray tracing. For defocus values close to zero, we see a transition be-
tween the two extremes, where both a bright ring and bright central spot
coexist. Note that the contrast close to zero defocus is not explainable
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Figure 6: Boundaries and adapted mesh used to solve Laplace’s equation (Eq. (2)) above
the droplet surface with the FreeFem++ v3.9-0 package [39]. Note that the base of the
droplet, as shown in Fig. 5, extends out to r = 0.78 µm.

with Laplacian imaging theory [25], which predicts zero image contrast.
Caustic imaging theory may therefore be used to interpret and understand
the image features of specimens that significantly perturb the electric field
close to the sample. We now consider the potential utility of caustic imag-
ing theory in recovering surface structural information from experimental
MEM images.
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Figure 7: Equipotential surfaces above a Ga droplet on GaAs (001) evaluated from Eq.
(2). A work function difference of 0.3 V exists between the droplet surface (black line) and
the planar GaAs (001) surface (L−z = 0 axis). The droplet and GaAs (001) surfaces are
therefore at −20000.7 V and −20000.4 V respectively. Equipotential surfaces, beginning
at −20000.6 V and increasing by 0.3 V, are indicated by the grey lines.
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Figure 8: Distribution of the family of electron ray trajectories on the imaging plane
z = ∆f + 4LM/3, after interaction with the electric field above a Ga droplet on GaAs
(001) (solid lines). The defocus ∆f is positive in the positive z direction (see Fig. 1).
The r positions have been multiplied by 3/2 so that the virtual image plane matches
the transverse scale of the specimen (see Fig. 2). The projected radius of the droplet,
R = 0.78 µm is indicated by vertical dashed lines. (Right panels) two dimensional image
simulations calculated from Eq. (9) are shown for ∆f1 = 16 µm, ∆f2 = 0 µm, and
∆f3 = −78 µm, and show good agreement with the experimental images of Fig. 4. Color
online.
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8. Recovering surface topography from experimental MEM im-
ages

Caustic imaging theory provides a direct link between strong image features
in experimental MEM images and the electric field distortions produced by
specimen surface and/or potential variations. Understanding the “forward
problem” of caustic formation allows one to broach the associated “inverse
problem” of extracting structural information from the caustics present in
a through-focus series of images. As a particular example of this inverse
problem of caustic imaging, here we show how to determine the contact
angle Θ (Fig. 5) of a Ga droplet during Langmuir evaporation of GaAs
(001).

As noted earlier, a running droplet of Ga leaves a shallow trail on GaAs
(001) as shown in Fig. 3. We can apply Laplacian imaging theory [25] to the
trail image contrast in Fig. 4 to estimate the trail width as 1.56± 0.02 µm.
This utilises the approximately symmetrical change in the width of the trail
contrast for defocus values close to and either side of zero, and therefore
fixes the droplet projected radius R = 0.78±0.01 µm. We can also compare
the features of the simulated trail contrast using caustic imaging theory to
the MEM images to calibrate the relationship between the magnetic ob-
jective lens defocus and the lens current. The weaker contrast trail region
therefore provides a useful reference to help quantify the droplet contrast.
In general, however, there may not exist a convenient object for defocus
calibration. In such cases, and as an alternative to the method outlined
above, Schmidt et al. [45] have derived an expression relating defocus and
experimental parameters including objective lens current.

Since the droplet has a spherical cap geometry, with R known, it is only
necessary to determine Θ to fully reconstruct the droplet shape. To de-
termine the contact angle we select a caustic feature in the experimental
images and compare this with simulation for a range of defocus values. The
radius RD of the dark central region bounded by the bright caustic in Fig.
9 is an excellent candidate since: (i) it is well defined, (ii) it is a sharp
feature of intrinsically high visibility, and (iii) it varies monotonically with
defocus in the range −140 µm < ∆f < −30 µm.

Simulated values of RD as a function of ∆f are displayed in Fig. 10 for
different values of contact angle. Here, we have assumed a work function
difference of 0.3 V between the droplet and GaAs (001) surface. Exper-
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Figure 9: Radius of the dark central region bounded by the bright fold caustic, RD, is
shown on (a) an experimental MEM image and (b) a family of simulated rays. Colour
online.

imental measurements of RD are overlayed on this plot which fixes the
contact angle to be 38 ± 3◦. This is in excellent agreement with the ex
situ AFM measurement of 36◦ with standard deviation of 2◦ for typical Ga
droplets, and demonstrates that caustic imaging can provide quantitative
topographical data. Note that introducing a lower work function will affect
the simulated RD values and increase our estimate of Θ. However, the
maximum increase is only 4 degrees for the limiting case of zero work func-
tion difference. If the uncertainties are added in quadrature, we measure
the contact angle to be 38 ± 7◦.

The effects of spherical aberration of the magnetic objective lens on the
simulated images can be estimated using the exit angle of the electron, α,
as it emerges from the anode aperture. The tangent of this angle is given
by

tan α =
v

(j)(exit)
r

−v
(j)(exit)
z

+
r(j)(exit)

4LM
, (11)

using the terminology of Eq. (7). We estimate the change to the transverse
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Figure 10: Simulated radius of the dark central region RD for MEM images at negative
defocus, for Ga droplets of projected radius 0.78 µm, work function difference 0.3 V, and
contact angles Θ1 = 15◦, Θ2 = 25◦, Θ3 = 35◦, Θ4 = 45◦, and Θ5 = 55◦ (grey lines).
Measured experimental radius values, with uncertainty of ±0.03 µm, are overlayed and
the line of best fit is shown as the black line.

position ∆r of an electron in the vicinity of the virtual image plane z =
4LM/3 via [22, 46]

∆r = CSα3, (12)

where CS is the spherical aberration coefficient. This can be directly incor-
porated into Eq. (7), by adding the approximate shift ∆r to each ray’s vir-
tual position (Eq. (7)). We have simulated the ray envelope with CS = 0.1
m [22, 25, 45], and find that for the ray trajectories that determine the ra-
dius of the dark central region RD, the change in position due to spherical
aberration ∆r is less than 5 nm, so spherical aberration for CS ≤ 0.1 m has
a negligible effect on the results of Fig. 10. The small number of rays with
the largest angle α, which determine the outer edge of the caustic ring CR

in Fig. 8, are estimated to be shifted by as much as 50 nm, but this does
not affect the determination of the contact angle using the method outlined
here. We may also include the effects of chromatic aberration by taking
a weighted average of a series of monochromatic intensity patterns for a
spread of energy values [25, 47]. For a Gaussian energy spread of full-width
half-maximum 0.3 eV, we find that the effect on the image intensity for the
low resolution case considered here is very small (< 1 %).
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The capability to extract three-dimensional topographical or surface po-
tential information from surface electron microscopy is extremely valuable.
Experiments can be undertaken at elevated temperatures during material
deposition under ultra high vacuum (UHV) conditions. Surface features
such as contact angles can in principle be determined in situ from caustic
features as a function of external conditions, provided the conditions do
not vary rapidly on the time scale of a through-focus series which typically
takes only a few seconds to acquire. By mapping several different caustic
features as a function of defocus it should be possible to eliminate defo-
cus entirely from the structure determination and/or extend the method to
more complex geometries.

9. Multi-dimensional caustic imaging

We saw particular caustics in Fig. 8, namely cusp and fold caustics, fully
unfolded [27] in a control space coordinatised by the transverse spatial coor-
dinate r and a single control parameter τ = ∆f . More generally, one could
have higher-dimensional caustics (e.g. the hyperbolic umbilic, the elliptic
umbilic, the parabolic umbilic, etc. [43]). Since such higher-dimensional
caustics require more than two dimensions for a full unfolding, the previ-
ously mentioned through-focal series I(r, τ = ∆f) might be replaced with
the more general control-parameter series I(x, y, τ1, τ2, · · ·); here (x, y) are
Cartesian coordinates in the detector plane perpendicular to the optical
axis z, and (τ1, τ2, · · ·) denote a suitable set of continuously-variable con-
trol parameters such as defocus, cathode potential, electron energy, etc. For
a given image series, the number of parameters in the set (x, y, τ1, τ2, · · ·)
will ideally be equal to the dimension of the space required for a full un-
folding of the caustic being imaged.

Regarding the inverse problem, of determining surface structure from a
given MEM caustic in the image series I(x, y, τ1, τ2, · · ·), the approach of
Fig. 10 may be generalised as follows. Suppose one has an a priori model of
the structure of interest (cf. Fig. 5), which is parameterized by a suitably
small set of numbers (Θ1,Θ2, · · ·). Suppose, further, that in a given ex-
periment one has measured the MEM caustic surfaces in I(x, y, τ1, τ2, · · ·).
Importantly, such caustic surfaces are intrinsically of high visibility, and
will therefore typically dominate image contrast. Under a suitable error
metric, let E [(Θ1, Θ2, · · ·); I(x, y, τ1, τ2, · · ·)] denote the mismatch between
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the measured MEM caustic surfaces in I(x, y, τ1, τ2, · · ·), and the caustic
surfaces which result when one evaluates the forward problem for the spec-
ified model as a function of (Θ1, Θ2, · · ·). The inverse problem of caustic
imaging is then reduced to the multi-dimensional optimisation problem of
finding the particular set of parameters (Θ1, Θ2, · · ·) which minimise E .
Many numerical algorithms exist for such a multi-dimensional optimisation
problem, see for example Chapter 10 of Press et al. [40]. Note, moreover,
that such optimisations might also be carried out over data spaces with di-
mension smaller than that required for a full caustic unfolding, a particular
example of which was given in Fig. 10.

10. Conclusions

We have demonstrated that a caustic dominated imaging theory can be use-
fully applied to interpret MEM contrast from surface topography (and/or
surface potential) variations which appreciably distort the electric field
above the specimen surface. The method obtains the electric potential
above the specimen by numerically solving Laplace’s equation. A fam-
ily of electron ray trajectories is then numerically propagated through the
electric field close to the specimen surface to obtain the electron distribu-
tion in the objective lens image plane. The resulting contrast may include
strong image features where one has envelopes of overlapping rays, evident
as bright caustic regions. Such caustics can be related to the specimen to-
pography and/or potential and may be used to recover quantitative surface
topographical information.
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Appendix A. Fourth order Runge–Kutta method

The fourth order Runge–Kutta method is one of several methods that may
be used to evaluate the electron path through the electric field (see the
discussion and references in [38, 40]). Assuming rotational symmetry in
cylindrical polar coordinates, at time t the jth electron is at (r(j)(t), z(j)(t))

with velocity (v
(j)(t)
r , v

(j)(t)
z ). We estimate the new electron location and
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velocity at time t + h using classical kinematic equations of motion. The
fourth order Runge–Kutta method in essence estimates the average velocity
in r and z over the time interval from t to t + h, and then multiplies this
average velocity by h to obtain the new position in r and z. In the r
direction, for example, the equation of motion is

vr,f = vr,i + ∆t ar,av(r, z), (A.1)

where vr,f is the final velocity, vr,i is the initial velocity, the acceleration ar

is

ar(r, z) = − e

m

∂ϕ(r, z)

∂r
, (A.2)

and ar,av is the average acceleration over the time interval ∆t. Where
the acceleration is constant at all points (r, z), Eq. (A.1) is trivial to apply.
However where ar(r, z) and az(r, z) vary with (r, z), we use the fourth order
Runge–Kutta method to generate a series of estimates of the acceleration
and velocity over the time from t to t + h,

vr1 = v
(j)(t)
r , vz1 = v

(j)(t)
z ,

vr2 = v
(j)(t)
r + (h/2)(−e/m)

[
∂ϕ(r,z)

∂r

]
(r=r(j)(t)+(h/2)vr1,z=z(j)(t)+(h/2)vz1)

,

vz2 = v
(j)(t)
z + (h/2)(−e/m)

[
∂ϕ(r,z)

∂z

]
(r=r(j)(t)+(h/2)vr1,z=z(j)(t)+(h/2)vz1)

,

vr3 = v
(j)(t)
r + (h/2)(−e/m)

[
∂ϕ(r,z)

∂r

]
(r=r(j)(t)+(h/2)vr2,z=z(j)(t)+(h/2)vz2)

,

vz3 = v
(j)(t)
z + (h/2)(−e/m)

[
∂ϕ(r,z)

∂z

]
(r=r(j)(t)+(h/2)vr2,z=z(j)(t)+(h/2)vz2)

,

vr4 = v
(j)(t)
r + h(−e/m)

[
∂ϕ(r,z)

∂r

]
(r=r(j)(t)+hvr3,z=z(j)(t)+hvz3)

,

vz4 = v
(j)(t)
z + h(−e/m)

[
∂ϕ(r,z)

∂z

]
(r=r(j)(t)+hvr3,z=z(j)(t)+hvz3)

,

r(j)(t+h) = r(j)(t) + (h/6)(vr1 + 2vr2 + 2vr3 + vr4),

z(j)(t+h) = z(j)(t) + (h/6)(vz1 + 2vz2 + 2vz3 + vz4).
(A.3)

Similarly, we may estimate the average acceleration over the time interval,
and multiply this by h to obtain the new velocity in r and z. We use the
classical kinematic equation of motion, in r for example,

rf = ri + vr,i∆t + (ar,av(r, z)/2)∆t2, (A.4)
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for final and initial points rf and ri respectively, to obtain the necessary
points at which we evaluate the acceleration and obtain a weighted average,

ar1 = (−e/m)
[

∂ϕ(r,z)
∂r

]
(r=r(j)(t),z=z(j)(t))

,

az1 = (−e/m)
[

∂ϕ(r,z)
∂z

]
(r=r(j)(t),z=z(j)(t))

,

ar2 = (−e/m)
[

∂ϕ(r,z)
∂r

]
(r=r(j)(t)+(h/2)v

(j)(t)
r +(ar1/2)(h/2)2,

z=z(j)(t)+(h/2)v
(j)(t)
z +(az1/2)(h/2)2)

,

az2 = (−e/m)
[

∂ϕ(r,z)
∂z

]
(r=r(j)(t)+(h/2)v

(j)(t)
r +(ar1/2)(h/2)2,

z=z(j)(t)+(h/2)v
(j)(t)
z +(az1/2)(h/2)2)

,

ar3 = (−e/m)
[

∂ϕ(r,z)
∂r

]
(r=r(i)(t)+(h/2)v

(j)(t)
r +(ar2/2)(h/2)2,

z=z(j)(t)+(h/2)v
(j)(t)
z +(az2/2)(h/2)2)

,

az3 = (−e/m)
[

∂ϕ(r,z)
∂z

]
(r=r(i)(t)+(h/2)v

(j)(t)
r +(ar2/2)(h/2)2,

z=z(j)(t)+(h/2)v
(j)(t)
z +(az2/2)(h/2)2)

,

ar4 = (−e/m)
[

∂ϕ(r,z)
∂r

]
(r=r(j)(t)+hv

(j)(t)
r +(ar3/2)h2,

z=z(j)(t)+hv
(j)(t)
z +(az3/2)h2)

,

az4 = (−e/m)
[

∂ϕ(r,z)
∂z

]
(r=r(j)(t)+hv

(j)(t)
r +(ar3/2)h2,

z=z(j)(t)+hv
(j)(t)
z +(az3/2)h2)

,

v
(j)(t+h)
r = v

(j)(t)
r + (h/6)(ar1 + 2ar2 + 2ar3 + ar4),

v
(j)(t+h)
z = v

(j)(t)
z + (h/6)(az1 + 2az2 + 2az3 + az4).

(A.5)

Typically, we expect that any perturbations to the electric field will ap-
proach zero far from the specimen (e.g. 10−4 m), so we often need only
solve for the electric field relatively close to the cathode variations. We
may also, then, begin the Runge–Kutta method at some point z = z1 much
closer to the cathode, minimising computation time. This also ensures
that the final point of the trajectory is at z = 0 as required, whereas a full
Runge–Kutta treatment to z = 0 would often overshoot the position z = 0
due to the discrete size of the time step h.

The derivative of the electric potential ϕ may be performed, for example,
via the symmetric finite-difference approximation [40]

∂ϕ(r, z)/∂r ≈ (ϕ(r + ∆, z) − ϕ(r − ∆, z))/2∆. (A.6)
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Note that a smaller derivative step size ∆ will not always increase accuracy,
as a ∆ that is too small may result in the difference (ϕ(r+∆, z)−ϕ(r−∆, z))
being in the significant figures affected by numerical noise and/or rounding
errors. For the examples in this paper, ∆ = 5 × 10−9 m for z derivatives
and ∆ = 10−7 m for r derivatives.

The choice of time step h follows similar constraints. If it is too large (e.g.
10−12 s), the electron may pass beyond the classical turning point z = LM

and the boundary of the droplet, which disrupts the ray tracing method.
If it is too small (e.g. 10−15 s), computation time is greatly increased and
the differences in position may occur only in the significant figures that are
most strongly affected by numerical noise and/or rounding errors.

The choice of the parameters used in the FreeFEM++ solution of Laplace’s
equation (see section 6) will influence the accuracy of the simulations, as
numerical errors in the electric potential solution will directly affect the
simulated trajectories. In particular, the number of maximum mesh points
allowed in the mesh adaption function must be sufficient to properly sam-
ple the variations of the electric field. For the droplet and trail considered
here, the default FreeFEM++ maximum of 9000 mesh vertices was suffi-
cient, but for a rapidly varying electric potential (e.g. sharp surface steps
that are tens of nanometres apart) a higher maximum is required. Similarly,
the mesh adaption error must be sufficiently small, so that the generated
mesh samples the electric potential over an appropriately small scale where
the potential varies over a short distance.

If these parameters are not well chosen, it is usually evident as large coarse
areas of mesh, in asymmetry in the mesh pattern above a symmetrical
specimen, and in the instability and roughness of the recovered equipoten-
tial surfaces. We therefore recommend examining plots of the mesh and
equipotential surfaces above the specimen to ensure they are well behaved.
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Abstract

A maskless method of electron beam lithography is described which uses the reflection of an

electron beam from an electrostatic mirror to produce caustics in the demagnified image projected

onto a resist–coated wafer. By varying the electron optics, e.g. via objective lens defocus, both the

morphology and dimensions of the caustic features may be controlled, producing a range of bright

and tightly focused projected features. The method is illustrated for line and fold caustics and is

complementary to other methods of reflective electron beam lithography.
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I. INTRODUCTION

Electron optical systems have emerged as attractive candidates for high resolution lithography.1,2

Direct–write e–beam lithography (EBL) utilising scanning electron microscopy (SEM), for

example, is of significant value in laboratory based nanofabrication.2–6 However, the serial

nature of this inherently scanning technique renders it too slow for high–throughput indus-

trial applications involving large scale circuits.1,3,7 Projection methods utilising a parallel

electron beam and mask can, in principle, overcome such patterning speed limitations.2,7–13

However, significant demands are placed on the design of the electron mask due to the re-

quirement of sufficiently high aspect ratio between thick/thin regions which absorb/transmit

electrons.3 This has limited the approach to stencil masks and low energy electrons, com-

promising the attainable resolution.2

The mask limitation is therefore a serious issue in the application of projection electron

lithography methods. This has led to innovative approaches such as SCALPEL which

utilises the angular scattering properties of electrons, rather than absorption in the mask,

to create intensity variations across a resist.2,8,9,11 In addition there has been a develop-

ment of maskless approaches, including the use of multiple beams,14,15 low energy electron

microscopy,10 and reflective electron beam lithography (REBL) wherein the electron beam is

reflected by an array of electrostatic mirrors.12,13 In this letter we describe a complementary

approach to REBL and electron projection lithography which is based on the formation

of intense electron caustics which can be subsequently projected onto a resist by suitable

electron optics. The caustics are formed within the cathode lens of a mirror electron micro-

scope (MEM) in which electrons turn around in the vicinity of a negatively biased specimen

surface.16–18 Rather than using an array of individually controlled electrostatic mirrors as

in REBL, a single mirror surface is lithographically patterned to create perturbations in

the uniform electric field above the specimen which can be used to form caustics. This

perturbed electric potential mirror therefore entirely replaces the conventional mask and

specific caustics can be tuned by the patterning and subsequently projected onto a resist

coated wafer. The method has the advantage that for a given lithographically patterned

mirror surface, the caustic pattern projected onto the resist can be varied by simply adjust-

ing the electron optics, e.g. the objective lens defocus.
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Caustics are regions of very high intensity created naturally by focusing optics. For exam-

ple, the sharp bright lines on the floor of a swimming pool are formed by sunlight shining

through the perturbed water surface. As caustics are regions of very high intensity, re-

flected electron caustics projected onto a resist–coated wafer would apply a high electron

dose to the resist producing a strong response. A variety of caustic classes can be formed

in MEM.19 Here we consider line and fold caustics which produce bright focused points

and lines respectively when projected onto a resist. These caustic features form the ba-

sic building blocks or elements of a projected lithographic pattern, and can include more

complex caustic classes such as an elliptic umbilic, which could form a three way junc-

tion element. Importantly, caustics are typically sharper and finer than the mirror surface

variations producing them. In the analogy of swimming pool caustics, a gently perturbed

water surface produces much finer caustics on the swimming pool floor. The combination of

bright and finely focused features therefore makes caustic mirrors of significant value to EBL.

II. ELECTRON CAUSTIC LITHOGRAPHY

The proposed experimental arrangement for mirror electron caustic lithography (ECL) is

shown in Fig. 1. An electron beam is directed into the immersion objective lens provid-

ing parallel illumination of the cathode, which is negatively charged so that the electron

beam turns around above the surface. Variations in the cathode surface topography and/or

potential result in a varying electric field close to the surface, which deflect the electron

beam in the vicinity of the turn–around region. These deflections and distortions create

caustics in the returning electron beam, which in Fig. 1 is demagnified and directed onto a

resist such that the cathode is acting as a caustic mirror (CAM). As a proof of concept, we

now consider two examples of CAMs which produce point, circular, and line elements of a

projected lithographic pattern.

As a first example of a CAM, we consider circular microholes in a GaAs surface which pro-

duce line and fold caustics as shown in Fig. 2(a)–(c). As discussed by Kan and Phaneuf,20

microholes act to focus the reflected electron beam forming very bright central spots, which
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FIG. 1. (a) Proposed experimental arrangement for mirror electron caustic lithography (ECL). The

electron beam (blue line) provides parallel illumination of the cathode specimen. The electron beam

is slowed by the electric field in the region above the cathode, and the cathode is negatively charged

so that the electron beam turns around just before the surface. The electron beam interacts with

and is deflected by the electric field above the cathode surface, is reaccelerated away, and carries

these distortions back through the system to the resist. (b) Electron ray trajectories (blue lines)

projected onto the resist–coated wafer (dashed box in (a)). Where initially adjacent electron rays

cross (marked by arrow) a caustic C is formed, creating a focused region of very high intensity and

high dose to the resist.

are seen experimentally in Fig. 2(a). These are line caustics,19 and are evident as bright

spots when projected onto the resist. Decreasing the objective lens current introduces darker

circular regions around the diminished central spots. Fold caustics form at the edges of these

darker regions, which are evident as bright circular outer rings in Fig. 2(b). As objective

lens current is further decreased, the central spot or line caustic fades, leaving larger darker

central regions with fold caustics or bright circular boundaries in Fig. 2(c). These begin to

overlap with the images of adjacent microholes, eventually becoming a grid of vertical and

horizontal bright lines.

88 Electron caustic lithography



HaL

1 Μm

HdL

1 Μm

HbL HeL

HcL Hf L

FIG. 2. Experimental and simulated MEM images of a grid of circular microholes in a GaAs

surface of diameter 600 nm and depth 200 nm, formed by focused ion beam (FIB) techniques.

The experimental images are taken with varying objective lens current i.e. defocus providing a

through–focus sequence of images. The electron energy is U = 20 keV, the specimen voltage is

V = −20000.4 V, and the anode–cathode separation is L = 2 mm so that the electron beam turns

approximately 40 nm above the surface. The objective lens current is (a) 1670 mA, (b) 1650 mA,

(c) 1640 mA, and the defocus for the simulated images is (d) −20 µm, (e) 10 µm, and (f) 50 µm.

The range of caustic shapes of varying sizes and intensities produced in ECL may be un-

derstood using the recently developed caustic imaging theory.21–23 This approach interprets

caustic features as the natural result of electron redistribution created by the perturbed

electric field above the cathode surface. In Fig. 3 we show the simulated positions of ini-

tially equidistant electrons that are projected onto the resist with objective lens defocus

∆f . This simulated electron ray family shows the formation of a central line caustic in the

vicinity of ∆f = −5 µm and the surrounding fold caustic for ∆f > 25 µm, where initially
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adjacent electron ray paths overlap. By comparing the spacing of originally adjacent rays to

the original spacing at a specific defocus (solid horizontal lines in Fig. 3), we may simulate

the projected caustic features21–23 as shown in Fig. 2(d)–(f). The simulated caustics are

in good agreement with experimental caustics, and further highlights that by varying the

objective lens current (i.e. defocus) we can control both the dimensions and the type of

caustic features that are produced. The caustic imaging theory can be used to simulate

and predict the caustics that will be produced in MEM, and so develop a suitable CAM to

produce the desired lithographic pattern.
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FIG. 3. Simulated electron ray path positions projected onto the resist, having reflected from a

caustic mirror of a surface hole in GaAs, for defocus ∆f which is controlled by the objective lens

current. A line caustic is formed at the region marked ‘a,’ a fold caustic at the region marked ‘b,’

these caustics are regions of strongly enhanced electron intensity. The mirror or cathode surface

is held at a potential of V = −20000.4, the electron energy is U = 20 keV, and the cathode–anode

distance is L = 2 mm. The edges of the circularly symmetrical hole are indicated by vertical

dashed lines. The r positions of the rays were multiplied by 3/2 to remove the demagnification of

the anode aperture as discussed in Kennedy et al.21 The horizontal solid lines are the positions of

the projected image plane for the images in Fig. 2.

In order to create line elements in a lithographic pattern, consider a raised ridge or wire on

the mirror surface as depicted in cross section in Fig. 4(a). Simulated MEM images indicate

that this mirror surface produces both double and single fold caustics, producing lines in

the projected image (Fig. 4(b) and (c) respectively), with the type, position and intensity
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of the caustics varying with the electron optics of the MEM system. These caustic features

are similar to those experimentally obtained from a nanowire on a planar surface.23
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FIG. 4. (a) Equipotential surfaces above a raised ridge (dark region) on a CAM substrate with

height profile H(x) and potential −20000.4 V. The potential difference between each surface is

0.3 V. (b) Simulated MEM image an infinitely long raised line at negative defocus, demonstrating

that two line caustics can be formed. (c) Simulated MEM image of the same raised line at positive

defocus, demonstrating that the same surface feature can produce a single line caustic.

III. CAUSTIC MIRRORS IN ECL

The use of a CAM in place of a conventional mask in ECL has a number of advantages.

All surfaces are potentially CAM candidates and specific mirrors can be tailored by con-
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ventional lithography techniques such as top–down direct write EBL techniques.4–6,24–26 It

may also be feasible to utilize self–assembled nanostructures on surfaces, such as quantum

dots, as the basis of CAMs for niche applications. Caustics are commonly produced when

focusing an optical beam, and they are typically stable to perturbations19 such as imper-

fections on the mirror surface, and aberrations in the optical system including an electron

energy spread.3,8,12 Thus a variety of caustics should be readily formed from a vast range of

mirror surfaces, including curved lines and junctions, with contributions from both surface

topography and potential variations, such as differences in material work function. Caustic

features can typically be focused to finer dimensions than the surface structures or varia-

tions producing them, improving resolution of lithographic patterns. For example, bright

spots of diameter 100 nm are shown in Fig. 2(b) and were produced from microholes of

diameter 600 nm, and a raised line of width 400 nm produced a simulated line caustic of

width less than 100 nm. Caustic features are by definition very bright, which increases the

electron dose to the desired region of the resist, which in combination with the fine focus-

ing of features increases the contrast between exposed and underexposed regions of the resist.

In REBL, the role of the mask is played by the digital pattern generator (DPG) developed

by Petric et al.,12,13 which is a sophisticated array of electrostatic mirrors that create the

pixels of the image projected onto the resist. As a logical extension, the flexibility of ECL

could be improved by adopting a DPG with every individually controllable pixel ‘on,’ i.e.

reflecting every electron with a variable but consistently negative potential, creating a flex-

ible CAM. While this decreases the ease of use compared to a static CAM, with no ‘off’

pixels of the CAM DPG, few electrons would be absorbed, increasing electron current and

efficiency. By further controlling the electron optics i.e. the defocus of the projected image,

a single pattern in the CAM DPG could produce a range of caustic features, such as the

examples in Figs. 2 and 4.

Finally we consider throughput, which is a major consideration confronting EBL. As men-

tioned earlier, the throughput of serial scanning techniques is inherently limited. Simply

increasing beam current to increase throughput creates the issue of space–charge effects

which tend to blur image features.6,8,9 However, ECL is a parallel illumination method

which can simultaneously illuminate large areas of the resist, ameliorating the requirements
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for large beam currents.8,10 In addition, dual beam LEEM methods have been shown to

reduce the effect of the electron beam on the mirror itself, which causes some mirror surfaces

to change potential and distort the outgoing electron beam.10 ECL is entirely compatible

with a multiple column architecture which can, in principle, reduce the required beam cur-

rent in any one column, and realise several tens of wafers per hour.13 Further improvements

are likely in throughput for reflective electron beam lithography systems and ECL will also

benefit from such developments.

IV. CONCLUSION

In summary, we have outlined a new approach to EBL, ECL, which utilises the reflection of

an electron beam from an electrostatic mirror to produce caustics in the demagnified image

projected onto the resist. By varying the electron optics both the type and dimensions of

the caustic features may be controlled, producing a range of bright tightly focused image

features which form the building blocks of a lithographic pattern. The potential exists to

apply DPG technology to ECL, providing a more flexible CAM and a complementary mode

of REBL.
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The congruent evaporation temperature Tc is a fundamental sur-

face characteristic of GaAs and similar compounds. Above Tc the

rate of As evaporation exceeds that of Ga during Langmuir (free)

evaporation into a vacuum. However, during molecular beam epi-

taxy (MBE) there is generally an external As flux F incident on

the surface. Here we show that this flux directly controls Tc. We

introduce a sensitive approach to measure Tc based on Ga droplet

stability, and determine the dependence of Tc on F . This depen-

dence is explained by a simple model for evaporation in the presence

of external flux. The capability of manipulating Tc via changing F

offers a means of controlling congruent evaporation with relevance

to MBE, surface preparation methods and droplet epitaxy.

a)
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Langmuir evaporation of GaAs (001), in which the surface freely evap-

orates into a vacuum, has been widely studied over the years.1–4 Central

to understanding the physics of Langmuir evaporation is the so-called con-

gruent evaporation temperature Tc. Below Tc, Ga and As fluxes leaving

the surface are equal which preserves compound stoichiometry. However,

above Tc, As preferentially evaporates from the surface leaving behind Ga-

rich liquid droplets.5,6 In addition to being a major characteristic of III-V

surfaces,7 Tc is technologically important in defining the upper-bound in

temperature for MBE growth4 and surface cleaning.8 Recently, it has also

been shown that Tc plays a central role in the physics of Ga droplet dynam-

ics on GaAs (001) (Refs. 9 and 10) which has implications for extending

the droplet epitaxy technique.11 It is therefore important to understand

how Tc depends on experimental conditions.

In this paper we demonstrate that one can directly control Tc by varying

As deposition flux. A sensitive approach is presented for the measurement

of Tc based on the stability of Ga droplets. Our results are explained using

a simple model for evaporation in the presence of external As flux. The

ability to control Tc via an applied As flux provides a means of investigating

the evaporation and decomposition of III-V materials, as well as elucidating

the effect of As flux during surface preparation and MBE growth.

The measurement of Tc in the presence of external As flux presents

a significant experimental challenge. Previous studies have measured Tc

in the absence of flux using careful modulated beam measurements and

evaporated species identification.1 However, there is a barrier to the initial

nucleation of Ga droplets. This could lead to hysteresis effects, which

would explain the large scatter in earlier measurements of Tc.
1,3 To avoid

this, we focus on the stability of droplets that are already present, finding

the temperature where they neither shrink nor grow. In this way we can

determine Tc in the presence of an incident As flux F , as long as the As
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FIG. 1. (Color online)(a) Droplet area A as a function of time t. The area

is defined as the dark region enclosed within the bright concentric ring in (d).

Circles/diamonds in (a) correspond to the respective temperature variation indi-

cated by the circles/diamonds in (b). Temperatures are measured to an accuracy

of ±0.2◦C. (c) dA/dt as a function of temperature T obtained from the gradients

of two lines in (a). Tc,F for the droplets is estimated to occur at the intersection

of the straight-line connecting the points with dA/dt = 0. (d) MEM image of

a Ga droplet with the area A defined as the dark region within the bright con-

centric ring (scale bar, 1µm). For this series of measurements PAs = 4.6 × 10−6

Torr.
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pressure is not so high as to prevent electron imaging of the droplets.

To create Ga droplets we degassed an undoped GaAs (001) ±0.1◦ epi-

ready wafer at 300 ◦C under ultra high vacuum for 24 h in an Elmitec low

energy electron microscope (LEEM) III system. This was followed by high

temperature flashing up to 600 ◦C and annealing at 580 ◦C for 2 hours to

remove the surface oxide. Well-separated Ga droplets (∼ 5µm) were pre-

pared by annealing at 650 ◦C and were imaged using mirror electron mi-

croscopy (MEM),12–14 in which droplets appear as dark circles surrounded

by a bright concentric ring (Fig. 1(d)).9,14 The droplets were brought into a

stable condition by adjusting the temperature so that they neither shrink

nor grow. This is the congruent evaporation temperature for zero flux, Tc,0,

to which we assign the literature value4 of 625 ◦C. All temperatures were

measured relative to this value and remained stable to within ±1◦C.

On opening the As shutter, there are transient effects due to changes in

surface work function. This occurred over a period of 30 s and care was

taken to allow the imaging and As deposition conditions to stabilise before

droplet stability measurements commenced. The beam equivalent pressure

(BEP) of the As4 molecular beam PAs was determined from the calibrated

valve position of the cracker source. Following image stabilisation, we use

pattern recognition software to measure and record the droplet area A as a

function of time. The temperature was adjusted to slow the rate of change

of droplet size below ∼ 2 × 10−3µms−1. The area A is defined as the dark

region enclosed within the bright concentric ring as shown in Fig. 1(d).

Note that the droplets appear larger in MEM than their real size,9,12 but

as we are only concerned with nulling the rate of change of droplet size,

this does not influence our measurements.

Having obtained a condition where a droplet shrinks (or grows) with a

rate ≤ 2 × 10−3µms−1 the temperature was recorded and then slightly in-

creased (decreased) to produce the opposite behaviour, growth (shrinkage).
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Such a pair of readings is displayed in Fig. 1(a) and (b) for PAs = 4.6×10−6

Torr and yields two values of dA/dt of opposite sign which are plotted

against T in Fig. 1(c). Note that all droplets were observed to shrink (or

grow) simultaneously within the field of view (50 µm). The method is very

sensitive and allows the stability condition to be determined to within a

few degrees centigrade. As shown in Fig. 1(c), Tc,F is determined within

this narrow temperature range as the intersection point between a straight

line connecting the data points and dA/dt = 0. This procedure was re-

peated for different values of PAs and the resulting plot of Tc,F versus PAs

is shown in Fig. 2. Error bars were estimated as the temperature range

spanning the pair of dA/dt measurements for each value of Tc,F (see, for

example, Fig. 1(c)).

Figure 2 shows that Tc,F increases linearly with As flux. We explain

this using a standard transition rate model for Ga and As evaporation.

Consider a GaAs (001) surface at temperature T with zero external As

103



flux. We assume that the surface is in equilibrium with the crystal so that

µGa + µAs = µGaAs, (1)

where µGa and µAs are the respective Ga and As surface chemical potentials

and µGaAs is the chemical potential of the bulk crystal. During congruent

evaporation, µGa attains a steady-state value such that Ga and As evapo-

rate at equal rates. As T increases, µGa will increase (thereby equalizing

the evaporation rates) until it reaches the liquidus value µGa,0 which defines

the upper limit T = Tc for congruent evaporation. Above Tc, µGa > µGa,0

so excess Ga can collect as droplets. These are assumed to remain close

to equilibrium with the GaAs substrate at the liquidus composition. The

Ga droplets act as sinks for Ga adatoms, which restricts the increase in

µGa. Therefore for T > Tc As evaporates more rapidly than Ga, and Ga

droplets can grow.4 Below Tc, µGa < µGa,0, so a Ga droplet will lose Ga to

the surrounding surface and eventually disappear. At Tc, µGa = µGa,0 and

the droplet is stable, it neither shrinks nor grows. This stability condition

can therefore be used as a sensitive test for measuring Tc.

Now consider the GaAs crystal under external As flux F , which changes

the steady-state value of µGa during congruent evaporation. Consequently,

the congruent evaporation temperature at which µGa is at the liquidus

value will also change, making Tc dependent on F . For clarity, we denote

the flux dependent congruent evaporation temperature as Tc,F , and Tc,0

is the conventional congruent evaporation temperature in the absence of

flux. The bulk liquidus values of the chemical potential are µGa,F and µGa,0

at Tc,F and Tc,0, respectively. The Tc,F measured by the droplet stability

condition thus corresponds to the temperature at which µGa = µGa,F with

the surface under an As flux F .

The net evaporation rates per unit area are

ΦGa = rGa exp

(
µGa − EGa

kT

)
, (2)
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ΦAs = NrAs exp

(
NµAs − EAs,N

kT

)
− αF, (3)

where α is the sticking probability of the incident As species and it is

assumed that As evaporates as an N -mer (probably a dimer). EGa and

EAs,N are the respective transition state energies for Ga adatom and As N -

mer evaporation, with associated rate constants rGa and rAs (including the

transition state entropy or degeneracy, e.g. number of sites for evaporation

per unit area). In Eq. (3), ΦAs and F are defined per atom independent of

N , while rAs refers to N -mer desorption events. For congruent evaporation

we have ΦGa = ΦAs and so combining (1) - (3) gives

NrAs exp

(
NµGaAs − NµGa − EAs,N

kT

)
− αF

= rGa exp

(
µGa − EGa

kT

)
.

(4)

Tc,F is given by replacing µGa in Eq. (4) by its liquidus value µGa,F at Tc,F .

Note that the bulk liquidus chemical potential is a basic thermodynamic

material property, independent of evaporation. However, it does depend

on T , so from Eq. (4) we obtain an implicit equation for Tc,F . To solve

this we expand µGa,F to first order about Tc,0, the congruent temperature

in the absence of flux, giving

µGa,F = µGa,0 + µ′
Ga,0(Tc,F − Tc,0). (5)

Tc,F is then obtained by substituting (5) into (4) for µGa = µGa,F at T =

Tc,F , expanding to first order in (Tc,F − Tc,0) and rearranging to give

Tc,F = Tc,0 + ηF, (6)

where the constant η is given by

η−1 =
rGa

αkT 2
c,0

exp

(
µGa,0 − EGa

kTc,0

)
[EAs,N − EGa

+ (N + 1)(µGa,0 − µ′
Ga,0Tc,0) − NµGaAs].

(7)
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We note PAs = βF/4 where the factor of 4 arises because of the incident

As4 species and β = (2πmkTs)
1/2 with m the molecular mass and Ts the

temperature of the As4 gas. Eq. (6) predicts a linear dependence of Tc,F

on PAs, as long as the As flux is not too large. This is precisely the

behaviour observed in Fig. 2. Unfortunately, the slope 4η/β is a mix of

several unknown parameters, so we cannot compare our measurements with

the quantitative value. However, the experimental results of Fig. 2 confirm

the behaviour predicted by the theory.

Although it is well appreciated that an external As flux compensates for

loss of As by evaporation, the control of Tc,F by varying F offers important

complementary insight into this process. In particular, the results of Fig. 2

provide a quantitative basis for systematic interpolation and extrapolation

to different growth conditions. This data also allows a quantitative under-

standing of the As flux required to avoid decomposition of GaAs during

oxide desorption at elevated temperatures.15 Finally, it is known that Tc

controls the motion of Ga droplets on GaAs.9 Changing Tc,F by varying As

flux will therefore allow the manipulation of droplet motion which may have

applications in the positioning of quantum structures formed via droplet

epitaxy methods.11
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Asymmetric Coalescence of Reactively Wetting Droplets

C. X. Zheng, W. X. Tang, and D. E. Jessona)

School of Physics Monash University, Victoria 3800,

Australia

Coalescence of droplets during reactive wetting is investigated for

the liquid Ga/GaAs(001) system. In situ mirror electron mi-

croscopy reveals that coalescence predominantly involves the mo-

tion of one reactive droplet relative to the other. This behaviour

differs significantly from coalescence in non-reactive systems and is

associated with contact line pinning at a ridge/etch pit edge which

is identified using atomic force microscopy and selective etching. A

simple geometrical model is presented to describe the pinning.

a)
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The dynamics of droplet coalescence on surfaces at ambient tempera-

tures is an active area of research.1–3 Unlike freely suspended droplets, the

contact-line at the liquid-solid-gas interface strongly influences the coales-

cence kinetics of sessile drops. Analysing droplet kinetics is therefore an

important means of studying the contact line motion itself. Studies of coa-

lescence have primarily been restricted to non-reactive droplets. However,

there is also significant interest in the contact line dynamics of reactive

systems4–8 which are of appreciable technological importance.9–11 At high

temperatures, the spreading of molten metal droplets is accompanied by

chemical reactions or interdiffusion at the solid-liquid interface which may

deform planar substrates by mass-transport and change the kinetics via

ridge formation at the contact-line. Studies of such phenomena have led to

important new insights into the kinetics of reactive spreading.4–11 However,

in comparison with liquids at ambient temperatures,1–3 droplet coalescence

in reactive systems is still poorly understood.

Here, we present a study of droplet coalescence in a model reactive sys-

tem; liquid Ga on GaAs (001). We identify ridge formation at the contact

line by selective etching and atomic force microscopy. The dynamics of

reactive droplet coalescence is then studied in real-time by mirror elec-

tron microscopy (MEM)12,13 and is found to differ significantly from the

behaviour of non-reactive systems, such as low viscosity liquids. A distinc-

tive feature is the motion of one droplet relative to the other. We associate

this with enhanced pinning of the contact-line at the ridge/etch pit which

subsequently planarises on exposure to vacuum following coalescence.

Ga droplets were formed on undoped, ’epi-ready’ grade GaAs (001)

wafers with an actual orientational accuracy of ± 0.1◦. Wafers were out-

gassed at 300 ℃ under ultra-high-vacuum conditions for 24 hours in an

Elmitec low energy electron microscope (LEEM) III system. The sam-

ple was then flashed up to 600 ℃, followed by annealing at 580 ℃ for 2
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hours, to remove the surface oxide. Ga droplets were created by anneal-

ing above the planar surface congruent evaporation temperature at 670 ℃

and were imaged using mirror electron microscopy (MEM).13–16 Droplet

motion was observed14,15 and movies of coalescence events were recorded.

The sample was then quenched to room temperature and droplets were im-

aged ex situ by atomic force microscopy (AFM) in non-contact mode. To

characterise the morphology of the liquid-solid interface, the Ga droplets

were selectively etched away using 10 mol/L NaOH solution at 50 ℃ which

preserved the GaAs surface. The sample was then reimaged by AFM.

At temperatures of 670 ℃, Ga droplets readily etch GaAs17–19 and also

move across the surface driven by a disequilibrium between the droplet and

the surface during Langmuir evaporation.14,15 Fig. 1(a) contains an AFM

image of a droplet which has moved across the slightly rough epi-ready

surface leaving behind a smooth trail. A line trace of the droplet and trail

is contained in panel (b). Panel (c) contains an AFM image of the etch pit

geometry underneath a droplet following selective etching of Ga. The line

trace shown in panel (d) clearly identifies a ridge (arrowed) which forms a

rim around the etch pit. This appears similar in form to the ridge observed

by Somaschini et al. in droplet epitaxy.20

Fig. 2(a) displays an AFM image of droplet A that has undergone a

coalescence event with a second droplet which had previously occupied the

adjacent etch pit B. A line trace across etch pit B and trail as indicated by

the white line is contained in (b). Here, there is an absence of a ridge at the

edge of the etch pit (cf. panel 1(d)). An AFM image of a post-coalescence

geometry similar to panel 2(a) is shown in panel 2(c) following selective

etching of the surface Ga. The line trace corresponding to the horizontal

white line is shown in panel (d). Etch pit C clearly contains a ridge similar

to that observed in panel 1(d). We can therefore deduce that, since ridges

are associated with the etch pits of isolated droplets (Fig. 1(d)) and are
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FIG. 1. AFM images of Ga-rich liquid droplets on GaAs (001). (a) A droplet has

left behind a smooth trail on the slightly rough epi-ready wafer surface. A line

trace corresponding to the line shown is given in (b). (c) AFM image following

selective etching of Ga revealing the etch pit geometry beneath a droplet. The

line trace corresponding to the horizontal dark line is contained in (d). A ridge

(arrowed) forms a rim around the etch pit. Scale markers in (a) and (c) are 1

µm across.

absent from etch pits exposed by droplets which have been displaced by

coalescence events (Fig. 2(b)), the droplet which previously occupied etch

pit D in Fig. 2(c) was absorbed into a droplet occupying etch pit C by

coalescence.

The absence of ridges at the edges of etch pits exposed by coalescence

events suggests two possibilities. First, it is possible that the ridge is

dragged by the contact line of the coalescing droplet such that it is erased

from the surface. Alternatively, if the droplet coalescence is fast on the

time scale of ridge formation/dissolution, the ridge may be left exposed to

vacuum and subsequently planarise. To further investigate this issue we

turn to MEM which is capable of studying coalescence events of reactive

droplets in real-time at elevated temperatures. Images taken from a MEM

movie of Ga droplet coalescence at 670 ℃ are contained in Fig. 3. The
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FIG. 2. AFM images of Ga-rich liquid droplet coalescence events on GaAs (001).

(a) A droplet previously occupying etch pit B has coalesced with droplet A. (b)

Height profile of etch pit B corresponding to the line shown in panel (a). No

ridge is present at the edge of the etch pit exposed by coalescence. (c) AFM

image of a coalescence event of geometry similar to panel (a) following selective

etching of Ga. A line trace of etch pit B is contained in (d) for the line shown

in panel (c). Scale markers in (a) and (c) are 1 µm across.

droplets appear as uniform dark discs somewhat larger than the actual

droplet, surrounded by a concentric bright halo.14,15 In panel (a), droplet

1 translates across the substrate and coalesces with droplet 2. The coales-

cence event is rapid, occurring in less than a movie frame (0.1 s) giving a

minimum contact line velocity of 18 µms−1. It is also highly asymmetric

in nature involving the slippage and motion of droplet 1 relative to droplet

2. This exposes the etch pit associated with droplet 1 in panel (b).

To explain the observed coalescence dynamics in reactive systems it

is instructive to first consider the coalescence of non-reactive droplets as
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1
2

FIG. 3. Images taken from a MEM movie of Ga droplet coalescence at 670 ℃.

(a) Droplet 1 translates across the surface and coalesces with droplet 2. This

occurs in less than 0.1 s and exposes the etch pit beneath the droplet as shown

in (b). The coalescence occurs by the motion of droplet 1 relative to droplet 2.

Scale markers in (a) and (b) are 1.5 µm across.

schematically depicted in Fig. 4(a). Here the droplets are coalescing via a

neck region and in Fig. 4(b) we consider the forces acting at contact line

position A. The equilibrium angle of contact θ = θ0 for an isolated droplet

is usually related to surface tensions via Young’s equation21

γvs − γls = γvlcosθ0, (1)

where γvs, γls and γvl are the respective tensions of the vapour-solid, liquid-

solid and vapour-liquid interfaces. This can be simply derived by assuming

force equilibrium at the contact line in a direction parallel to the sub-

strate. However, during coalescence the neck region (Fig. 4(a)) will result

in a reduction in θ such that θ < θ0. This will unbalance the surface

tensions creating a net force on the contact line which will move it to

the right (ignoring any pinning due to surface roughness). It is therefore

usual to observe both droplets moving during coalescence in non-reactive

systems.1–3

The lateral force balance, at the heart of Young’s equation, leaves an

unbalanced vertical component so that Eq. (1) inherently assumes the

substrate is perfectly rigid and nonreactive. For our reactive liquid Ga/solid
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FIG. 4. (a) Schematic representation of droplet coalescence in a non-reactive

system. The surface tensions acting at contact line position A are shown in (b).

(c) Schematic representation of droplet coalescence in a reactive system. The

surface tensions acting at contact line position B are shown in (d).

GaAs system, it is possible to form a ridge at the contact line by mass

transport, as shown in Figs. 1(d) and 2(d). This allows the equilibration

of the vertical force as shown in Fig. 4(d)8,22–24 which, for an isolated

droplet, gives rise to the relationship

γvs

sinθR

=
γvl

sinϕ
=

γls

sinδ
, (2)

as derived from Neumann’s triangle of forces. Here, θ = θR, which exactly

balances the surface tensions. However, Gibbs25 showed that the contact

line remains pinned for a range of contact angles given by the inequality

θ0 ≤ θ ≤ (π − ϕ) + θ0, (3)

which has important implications for coalescence in reactive systems.
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In particular, consider the coalescence of two reactive droplets as de-

picted schematically in Fig. 4 (c). The coalescence events in the MEM

movies occur in less than 0.1 sec and so we assume that the ridge geometry

is preserved during the process. The surface tensions acting at contact line

position B are shown in Fig. 4(d). Following formation of the neck region,

θ will be reduced away from θR but, provided θ ≥ θ0, Eq. (3) indicates

that the contact line will remain pinned. To unpin the droplet at point B,

the applied force per unit length of contact line resulting from a reduction

in θ needs to be greater than f where

f = γvl(cosθ0 − cosθR). (4)

The magnitude of the total force to overcome the pinning will increase with

droplet radius and so large droplets will tend to absorb smaller droplets

during coalescence without shifting their centre of mass. This explains the

asymmetric nature of the coalescence dynamics in reactive systems.

In summary, we have studied droplet coalescence events in a model

reactive wetting system. Ridge formation at the contact line changes the

coalescence dynamics so that when two droplets touch they coalesce with

the resulting centre of mass located at the projected centre of the larger of

the two droplets. Following exposure to vacuum, the ridge planarises due

to As evaporation and surface diffusion of Ga.

We thank Jerry Tersoff for helpful discussions and Rod Mackie for tech-

nical support. D. E. J and W. X. T. acknowledge support by the Australian

Research Council (Grant No. DP0985290).
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Relief of Surface Stress at Steps during Displacive Adsorption of As

on Si(111)

C. X. Zheng, W. X. Tang, and D. E. Jessona)

School of Physics Monash University, Victoria 3800,

Australia

(Dated: 15 August 2012)

The displacive adsorption of As on 1×1 Si(111) is examined using

surface electron microscopy. High temperature adsorption exper-

iments are used to reduce the As chemical potential and identify

regions of enhanced As incorporation in the vicinity of steps. This

is explained by a reduction in tensile surface stress associated with

1×1 As:Si(111). Cycling the incident As flux on and off creates

surface roughening via respective displacive adsorption and evapo-

ration of As. This roughness facilitates increased 1×1 As:Si(111)

coverage during As deposition due to surface stress relief at steps.

a)
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It is well known that adsorbates on semiconductor surfaces can radically

influence the surface reconstruction and hence its surface stress.1 Given

that surface steps offer potential sites for strain relaxation,2–5 it would seem

natural that they could play an important role in preferential adsorption

via the relief of surface stress. However, experimental verification of such

behaviour in semiconductor systems is rare. Indeed, an investigation of

displacive adsorption of As on Si(001) showed that, contrary to popular

belief, surface steps played no role in the observed intermixing.6

In this Letter we study the role of surface steps in the adsorption of As

on Si(111) which has received considerable attention over the years. From

a technological perspective it represents the initial stages of GaAs growth

on Si and the resulting As-terminated surface is extremely resistant to sur-

face contamination. This latter property results from the replacement of

the outermost Si atoms of the (111) surface by three-fold coordinated As

atoms.7–9 This saturates all surface bonds in the 1×1 surface. To elucidate

the interplay between surface stress and steps we apply surface electron

microscopy to study As adsorption on Si(111) in real-time. By studying

adsorption at high temperatures, under large As flux, we can identify the

relative roles of terraces and steps. 1×1 As:Si(111) regions form preferen-

tially in the vicinity of steps which we attribute to a reduction in surface

stress.

Experiments were performed in an Elmitec LEEM III system adapted

for III-V epitaxy.10 A sulfur doped Si(111)±1o wafer was degassed at 680

℃ under ultrahigh vacuum for 24 hours. A clean surface was obtained

by heating the surface to 1250 ℃ for 30 s. To relieve thermal stress, the

flashing temperature was approached in several rounds of 50 ℃ increments.

The sample was then cooled to the As adsorption temperature and exposed

to As2 flux from an As cracker source. The beam effective pressure (BEP) of

the As2 molecular beam was determined from the calibrated valve position
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of the cracker source.

Images taken from a mirror electron microscopy (MEM)11? –13 movie

of As2 adsorption at 745 ℃ are contained in Fig. 1. Panel (a) shows the

Si(111) surface consisting of triangular 7×7 domains on 1×1 terraces. After

25 s of exposure to a 3.7 × 10−6 Torr As2 molecular beam the break up of

the 7×7 domains can be observed in panel (b) and after 40 s the surface is

completely covered in 1×1 As:Si(111) (panel (c)). Zinke-Allmang et al.14

established that As desorption follows a second-order kinetic law with As

coverage θ decaying with time t as θ = (1 + κ(T )t)−1 from an initial full

ML coverage. The desorption rate constant at temperature T is given by

κ(T ) = κ0 exp(−QD/kT ) with κ0 = 1018 ML−1s−1 and QD = 4.3 eV. A

plot of θ is contained in panel (d) for various temperatures showing that As

desorption from the surface is negligible at 745 ℃. The incident As appears

to be incorporated uniformly across the Si surface and there is no direct

evidence that steps play a preferential role compared with the terrace.

In order to develop an experimental method to isolate the role of surface

steps, we consider a simple model for a Si surface under As flux F . We as-

sume the system is in equilibrium so that the incident As flux compensates

for the flux lost by surface evaporation. We then have

αF = NrAs exp(
NµAs − EAs,N

kT
), (1)

where α is the sticking probability of the incident As species and As evapo-

rates as an N-mer, most likely a dimer. EAs,N is the transition state energy

for As N-mer evaporation, with associated rate constant rAs including the

transition state entropy or degeneracy, e.g. number of sites for evaporation

per unit area. F is defined per atom independent of N , while rAs refers to

N-mer desorption events. Rearranging (1) then gives
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FIG. 1. MEM images of As adsorption (BEP: 3.7×10−6 Torr) on Si(111) at 745

℃. (a) Triangular 7×7 domains on 1×1 terraces. (b) Break up of 7×7 domains

after 25 s exposure to As flux. (c) Eventually the whole surface is covered by

a ML of As and the image contrast is lost. (d) As coverage θ as a function of

time for various temperatures during desorption. The scale marker in (c) is 2

µm across.

NµAs = EAs,N + kT ln(αF/NrAs). (2)

Since the argument of the logarithm is less than unity, µAs decreases with

temperature T but increases with F .

The surface As at chemical potential µAs acts as a reservoir for estab-

lishing regions of 1×1 As:Si(111) surface. However, it is well appreciated

that the 1×1 As:Si(111) surface is under strong tensile stress.1 The struc-

ture of 1×1 Si(111) is unknown but it is thought that a disordered array
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FIG. 2. MEM images of As adsorption on Si(111) at 890 ℃. (a) 1 × 1 surface

showing dark bands at the positions of surface steps after 8 s of As exposure.

Arrows indicate the direction of step movement caused by Si adatom incorpo-

ration. (b) Nucleation of 2D Si islands at the centre of terraces. (c) Further

nucleation of 2D Si islands after longer As exposure. (d) Saturation of As ad-

sorption on the surface resulting in a stabilised array of 2D islands. (e) Area of

several islands denoted in (d) as a function of time. The scale marker in (a) is

2 µm across.

of adatoms is a reasonable approximation.15,16 Since 2×2 and
√

3 ×
√

3

adatom covered Si give rise to mild tensile surface stress,1 it is likely that

1×1 Si(111) is also associated with tensile surface stress. With increasing

coverage, the stress component of the surface free energy will therefore in-

crease and so for a given µAs there will be a finite equilibrium coverage
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FIG. 3. µLEED I-V curves of (00), (01) and (10) spots obtained on 1×1 Si(111)

and 1×1 As:Si(111) surfaces. Inset shows the µLEED pattern of 1×1 As:Si(111)

at 16.9 eV.

of 1×1 As:Si(111). At low enough temperatures, where As evaporation is

low, µAs will be sufficiently high to establish near ML coverage as seen in

our experiment at 745 ℃ (Fig. 1(c)).

At higher T one would expect lower µAs (Eq. (2)) and hence a reduced

1×1 As:Si(111) terrace coverage for a given As2 flux. However, surface

stress can be relieved at steps at the cost of elastic deformation2–5 and it

would therefore seem feasible that terrace regions adjacent to steps can

provide significant potential for strain relaxation and favourable sites for

ordered 1×1 As:Si(111). To explore this possibility we therefore performed

MEM imaging at an increased temperature of 890 ℃ where the evaporation
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rate of As is significantly higher (panel 1(d)). Fig. 2(a) displays the 1×1

Si surface following 8 s of exposure to As2 flux. First, a dark band appears

at the positions of surface steps associated with a change in surface work

function. The steps are observed to advance across the surface in the

direction of the arrows. After 14 s, 2D islands nucleate on terraces between

steps (panel (b)) which grow and are accompanied by further 2D island

nucleation (panel (c)) until the morphology saturates in panel (d). Pattern

recognition software was used to measure and record the area of several 2D

islands in panel (d) as a function of time (panel (e)). LEED patterns of

the surface before and after As adsorption displayed a 1×1 geometry (Fig.

3) but the I-V curves provide a different signature. This is consistent with

As atoms replacing the outermost Si atoms of the Si(111) surface which

preserves the (1×1) symmetry and is the commonly accepted structural

model for 1×1 As:Si(111).7–9

These observations at elevated temperatures and reduced µAs are con-

sistent with terrace regions adjacent to steps acting as preferred sites for

strain relaxation2–5 which stabilises regions of 1×1 As:Si(111). We note

that the attachment of As adatoms to step edges offers the possibility of

removing Si dangling bonds and reducing step energy.3 However, the work

function contrast observed as a dark band at step edges in Fig. 2(a) is spa-

tially too extensive to be explained alone by such a microscopic, localised

effect. Although we are unable to unambiguously identify the precise lo-

cation of ordered 1×1 As:Si(111) regions in relation to the step edge, it is

likely that preferred adsorption occurs on the terrace on the top of the step

edge where one would intuitively expect strain relaxation to be greater.

In addition to preferential intermixing in the vicinity of step edges, Si

atoms are also displaced from the terraces where they migrate to the step

edges causing them to flow (Fig. 2(a)). Eventually, the Si adatom super-

saturation caused by displacive adsorption of As results in the nucleation
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FIG. 4. LEEM images of As adsorption and desorption on 1 × 1 Si(111) at 890

℃. (a) Stabilised surface after 120 s of As exposure. (b) Surface following 60 s

of As desorption after turning off the As flux. Inset shows an enlarged star-like

island shape caused by desorption. (c) After 170 s of As desorption the image

contrast disappears. (d) Readsorption of As on the surface following 180 s of As

exposure. (e) Further round of As adsorption following 60 s of As exposure to

the surface in (d) after As desorption. (f) Following 260 s of As exposure full

As coverage is approached. The scale marker in (f) is 2 µm across. Images were

obtained at 5.1 eV.

of Si islands at the centre of terraces, midway between surface steps (Fig.

2(b)). This is consistent with the steps acting as sinks for Si adatoms. Once

nucleated, the 2D islands provide new surface steps which are associated

with dark regions of well-ordered 1×1 As:Si(111) (Fig. 2(b)-(d)) consistent

with preferential intermixing.

We note that if small patches of 1×1 As:Si(111) form by displacive
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adsorption on the terraces then eventually the tensile surface stress will

increase as more As is adsorbed. Eventually, the equilibrium concentration

will be obtained, explaining the stagnation in growth of the 2D islands ob-

served in panel 2(e). By summing the areas obtained by step advancement

and 2D island nucleation using pattern recognition software we estimate a

critical As coverage of approximately 0.5 ML for stagnation of displacive

adsorption at this temperature. We note that here, intrinsic surface stress

associated with the terrace acts to resist intermixing which is opposite to

Si(001) in which intrinsic stress favours displacive adsorption.6

To further elucidate the role of surface stress in intermixing, regions

close to the surface steps were imaged using low energy electron microscopy

(LEEM) where the high As content 1×1 As:Si(111) appeared with bright

reflectivity contrast (Fig. 4(a)). The steps associated with the quasi-

hexagonal 2D islands are of [1̄1̄2] and [112̄] types.3 Upon turning off the

As2 flux, the LEEM contrast reverses rapidly as the large transient pop-

ulation of surface As, probably in the form of dimers, evaporates into the

vacuum (panel (b)). As can be seen from the inset in panel (b), during

evaporation the quasi-hexagonal 2D islands change shape adopting a star-

like morphology which may reflect the preference for 〈1̄10〉 type steps. The

shape change may be associated with a number of factors including the

elimination of vacancies within the 2D islands which are left behind by As

evaporation from the surface layer. After 170 s the contrast disappears

(panel (c)) as the Si(111) 1×1 surface is restored.

Upon resumption of As deposition the step contrast associated with

the 2D islands reappears as As is preferentially incorporated and it can

be observed that island coarsening and dissolution into the surrounding

step edges is strongly suppressed by the presence of As.17 The islands grow

through attachment of Si atoms displaced from the terraces and after 180

s of As exposure (panel (d)), the island array resembles the arrangement in
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panel (a), before the flux is turned off. The steps however appear to have

roughened and there is a greater proportion of bright contrast correspond-

ing to larger areas of well-ordered 1×1 As:Si(111). This is consistent with

an increased defect/step density following As evaporation from the surface

and a second round of displacive adsorption when the flux is turned on.

After a further sequence of evaporation/displacive adsorption the surface

has roughened considerably and the 1×1 As:Si(111) regions have increased

in area (panel (e)). Eventually this expands until full As coverage is ap-

proached (panel (f)).

Note that in our experiments we are unable to resolve the atomic-scale

nature of 1×1 As:Si(111) intermixing. At less than full ML coverage it is

possible that patches of As in terminating 1×1 positions are surrounded

by patches of Si in similar positions. Alternatively, it is conceivable that

the intermixing is alloy-like where individual As atoms intermix with Si

atoms in the uppermost layer. In either case, the detailed nature of the

intermixing does not effect our main conclusions regarding preferential As

adsorption in the vicinity of steps.

In summary, by tuning the As chemical potential µAs we are able to

identify surface steps as preferential sites for displacive adsorption of As

on Si(111). We attribute this effect to a relaxation in surface stress on

terrace regions adjacent to steps. At lower temperatures where µAs is suf-

ficiently large, the effect is masked by displacive adsorption on the terraces.
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Conclusions and future work 9

The central aim of this thesis has been to develop a method capable of imaging III-V
MBE dynamics in real-time and specifically address the difficulties of imaging under
high incident As flux. Further goals were to understand the imaging of 3D objects
with a view to studying quantum structure formation and undertake proof-of-principle
experiments, combining the advances in instrumentation and imaging.

We have developed and implemented a III-V low energy electron microscope
(LEEM) which combines a commercially available LEEM system with In, Ga and
As MBE sources and a specially designed cooling shroud to minimise the build up in
background As pressure. The design also incorporates a hydrogen atom beam source
for surface cleaning, magnetic shielding of the electron beam from MBE sources and
an infrared pyrometer for surface temperature measurement.

Utilising Ga droplets and their trails as test-objects, a through focal MEM imaging
series was used as the basis for the development of the Laplacian and caustic theories
of mirror electron microscopy (MEM) imaging. The Laplacian theory is applicable to
cases where surface topography is slowly varying and/or small microscope defocus.
Under such circumstances, the image contrast can be interpreted in terms of the
Laplacian of a blurred-surface height function which is intuitively linked to surface
features. Caustic imaging theory can be used to interpret large variations in surface
height, which are interpreted as caustics in the virtual image plane of the objective
lens. Caustics are used to determine the droplet contact angle and the result is in
excellent agreement with ex situ AFM measurements.

As a first application of III-V LEEM we imaged the stability of Ga droplets under
As flux which provides a sensitive measure of Tc. This study showed how Tc can
be directly controlled by As flux, elucidating its role during surface preparation and
MBE growth. A second application imaged the coalescence dynamics of Ga-rich
droplets during high temperature annealing. The droplets etch the GaAs substrate and
represent a model reactive wetting system. The coalescence dynamics is observed
to be highly asymmetric, involving the motion of one reactive droplet relative to the
other, due to contact line pinning which is described by a simple geometrical model.
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136 Conclusions and future work

Finally, the high As flux capability of the III-V LEEM is used to study As adsorption
on Si (111) at high temperature. This facilitated a reduction in As surface chemical
potential to identify preferential regions of As incorporation in the vicinity of steps
which is attributed to a reduction in surface stress associated with (1×1) As:Si(111)
regions.

The development of III-V LEEM now creates wide ranging possibilities for future
work in the III-V system. This includes the imaging of surface phase transformations
on GaAs surfaces, investigations of surface diffusion and steps in the presence of As
flux and mechanisms of homoepitaxy. This can be extended to the study of interface
formation during heteroepitaxy, the formation of wetting layers and QDs during InAs
growth on GaAs (001) and the basic mechanisms of droplet epitaxy.
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