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Abstract 
 
Advanced particle manipulation techniques with synergistic effects of low cost, high 

degrees of controllability, precision, and delicateness have been developed. In 

particular, the one-dimensional pressure fields in a microfluidic channel device driven 

by a piezoelectric plate have been investigated. Particles lines were observed along the 

channel when corresponding resonant frequencies applied. The more complex two-

dimensional pressure fields excited by one electrode in the microfluidic channel were 

also investigated. Single array of particles clumps have been achieved by switching 

between two frequencies. Additionally, two arrays of particles clumps were observed by 

sweeping frequency rapidly. Furthermore, particles levitation was observed under 

certain excitation frequency. 

 

Based on the knowledge gained from the microfluidic channel, a microfluidic chamber 

was conducted in the development of an ultrasonic technique. Cavitation bubbles driven 

by the standing wave generated in the chamber have been studied. Various oscillation 

modes of the bubbles were also studied. Additionally, the vibrating bubbles as size-

based particle selective mechanism were examined. Size varied particles either been 

attracted (larger particles dominated by Bjerknes force) or repelled (smaller particles 

dominated by drag force) by the bubble were achieved.  

 

As an alternative to the ultrasonic particle manipulation methods, the development of 

particles forming in lines by capillary flow due to water evaporation has also been 

demonstrated in this thesis. Particles behaviour has been investigated in a capillary cell 

formed by a parallel glass slide and a glass cover slip. Particles remaining in hydrated 

while assembled and harvested in batches were shown.  

 

Finally, the establishment of advanced strategies for using the float-sink scheme to 

selecting single fragile particles has been conducted. A droplet dispensed directly above 

the selected particle floating on the liquid surface was demonstrated to cause the particle 

to sink even when the particle was within a floating cluster. 
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Chapter 1 

Introduction 

 

1.1 Background 
 

The miniaturisation of fluidic systems for chemical and biological analysis has 

become an important research field. The area is collectively termed micro total 

analysis systems  (µTAS) or “lab on a chip”, with the driving force being the goal of 

producing systems capable of completing full laboratory experiments with stages 

including sample preparation, fluid pumping, suspended particle handling, reagent 

mixing and sorting [1]. The advantages of reducing the size of laboratory processes 

include reduced reagent consumption, increased automation, reduced production 

costs of disposable components, smaller sample sizes and improved analysis and 

sensitivity [2].  

 

The manipulation of suspended particles as a research area has been studied for many 

decades, and it is relevant to multiple applications including more recently 

microfluidics. Many investigations have also been conducted in the selective 

handling of fragile single particles and positioning micrometer sized particles.  

 

Applications for microparticles handling include, for example: 

(a) Lipid particles can be separated continuously from erythrocytes in a 

microfluidic channel by acoustic standing wave forces [3]; 

(b) The investigation of the interactions between DNA and DNA-binding 

proteins has been done based on the magnetic tweezers approach [4]; 

(c) A flagella construction can be formed by binding thin particle patterns 

together due to capillary force [5].  

 

The development of particle manipulation has become a great technological 

challenge for future research in areas including biomedical research and the 

manipulation of biological samples in solution. Generally, the techniques utilised for 



 2

particle handling in a controlled manner can be classified as either non-contacting or 

contacting.  

 

The non-contacting approaches typically apply to the use of one of four methods: 

(a) Optical [6-10]. Optical methods offer the highest degrees of 

controllability (high accuracy of spatial control, e.g. three-

dimensional particle manipulation [6]), precision, and delicateness 

(easy mechanical damage, such as part deformation or breakage). It is 

a powerful tool for handling single or a small number of particles 

very accurately. Unfortunately this approach has the lack of 

delicateness due to heating which can result in cell damage [11]; 

(b) Magnetic [4, 12, 13]. Magnetic methods offer low cost, and is an 

excellent way to apply forces to a controlled subset of the particles or 

cells in a system. As only specialized materials which are affected by 

magnetic fields, this method has material limitations;  

(c) Ultrasonic [14-17]. An ultrasonic field is present throughout the 

whole fluidic volume. Therefore particles do not need to be located 

before manipulation when ultrasonic methods are conducted. 

Additionally, many particles can be positioned simultaneously in 

distinct location because of the periodicity of the ultrasonic standing 

wave field and typical larger wavelength than particle diameter;  

(d) Dieletrophoresis [18, 19]. Dieletrophoresis is the electric analogy of 

magnetophoresis. In fluid suspensions its properties can be used to 

differentiate between various particle types. But this method which 

offers high effectiveness operates only over short distances - in the 

range of a few   micrometers. 

 

In the present work another non-contacting method based on capillary flows in thin 

films of liquids has been developed for depositing controlled line patterns [20].   

 

To contrast with the non-contacting methods, one of the most generally used 

contacting techniques employs vacuum suction via micropipettes, which offers low 

degrees of controllability and precision. Probes and grippers based MEMS 

technology offer higher degrees of controllability and precision than vacuum 

method; although the degree of delicateness achievable is much lower than non-

contacting schemes [21, 22]. 
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Notably, both non-contacting and contacting methods have limitations. The non-

contacting methods generally offer a higher degree of controllability but are more 

expensive and require complex experiment setups, while the contacting methods 

offer lower degrees of delicateness and controllability. Therefore, methods with high 

degrees of controllability, delicateness and precision, simple cheap setup, moreover, 

low energy consumption or even obviating the use external energy sources, are the 

challenging tasks for current researchers.   

 

1.2 Project Aims and Research Approach 
 

Advanced particle manipulation techniques require the combination of low cost, high 

degrees of controllability, precision, and delicateness. For this reason, the broad aim 

of this research is to develop a range of highly specific particle separation and sorting 

techniques to manipulate delicate particles in an easy and highly controllable way. In 

this research, the specific objectives include: 

• to analyse and develop acoustical methods for particle manipulation by 

using (a) a microfluidic channel and (b) a fluidic cell; 

• to explore bubbles as a soft medium method in a new application of 

particle sorting by combination with ultrasonic actuation. 

• to develop a method using the capillary force mechanisms to permit 

particles remaining hydrated, while assembling and harvesting in 

batches; 

• to establish a new method to sink particles based on a sink-float 

scheme. A droplet is dispensed directly above a selected particle 

floating on the liquid surface to cause it to sink. 

 

A roadmap of the research approach is summarized as shown in Fig. 1.1. 
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Figure 1.1 Illustration of the scope of the research work 
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1.3 Thesis Structure 
 

Background information is presented as a Literature Review in Chapter 2. Section 

2.2 presents previous research concerning contacting methods for particle 

manipulation, including micropipette, microrobots and soft medium application. 

Section 2.3 presents researches in the area of non-contacting methods. Such methods 

including optic, magnetic, ultrasonic and dielelctropheresis offer higher 

controllability, precision and delicateness. Research gaps are identified in Section 

2.4. 

 

Chapter 3 extends the technique of using ultrasonic methods for particle 

manipulation. A brief introduction is presented followed by the background theory. 

Experiments presented in this chapter include: (a) simple pressure field analysis in a 

microfluidic channel, (b) two-dimensional field observation in a microfluidic 

channel. The piezoelectric device and experimental setup are characterised in Section 

3.3. The microfluidic channel consists of an etched silicon substrate bonded to a 

glass wafer, and subsequent adhesion of a piezoelectric actuator with electrode 

shapes designed to excite the modes required in the investigations. Both acoustic 

radiation force and acoustic streaming are studied. In experiment (a), line formation 

is observed under resonant frequencies. Furthermore, particle clumps are achieved in 

the form of an array in the microfluidic channel. Experiment (b) shows that under 

certain region of actuation frequency, a two-dimensional pressure field is obtained by 

a single electrode actuator.  

 

By way of further developing the ultrasonic method, vibrating bubbles within the 

acoustic field are demonstrated as a mechanism for particle sorting in Chapter 4. The 

microstreaming flow pattern around the oscillating bubbles and its applications are 

discussed in Section 4.2. The piezoelectric driven chamber and experimental setup 

are characterised in Section 4.3. The size based particle sorting demonstrated 

operates by use of the secondary Bjerknes force between the bubble and particles, 

and the drag force on the particles due to streaming flow. Experiments on the 

behaviour of different sized bubbles in varied pressure field are presented.  Two sizes 

of particles are used to examine the sorting application. Larger particles (6 µm) are 

caught by a oscillating bubble while small particles (1.9 µm) aren’t; whilst at a lower 

resonant frequency, both sizes of particles are repelled from the oscillating bubble.  
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In Chapter 5, capillary force mechanisms are discussed with a view to developing a 

new method for particle assembling. A brief theoretical background is presented in 

Section 5.2. Section 5.3 describes the simple setup of the experiment, which has a 

fluid cell created by a glass slide and a glass cover slip. This method offers the 

advantage of keeping particles hydrated and obviating the use external energy 

source. Experimental results are discussed in Section 5.4.  

 

In Chapter 6 a delicate method, that of using a droplet to sink a selected floating 

particle from a liquid surface, is discussed. This method is based on the sink-float 

scheme, which is broadly used in the recycling industry with macro objects. Section 

6.2 presents summarised background information. Section 6.3 presents the 

experimental setup and discussion for selecting single floating particle from water 

surface. A single particle located within the vicinity of a droplet can be sunk due to 

the sink-float scheme. Moreover, in Section 6.4, the development of the sink-float 

scheme to select particles from a floating cluster group is presented. It is necessary to 

find a droplet size such that the objectives of sinking an individual particle within a 

floating cluster can be achieved, whilst the neighbouring particles remained floating 

and the cluster itself stays largely undisturbed. This is shown to be possible. Section 

6.5 presents a brief conclusion of the sink-float scheme. 

 

In the final chapter, conclusions of the research project are presented, as well as the 

recommended further work from the research. 

 

A collection of the relevant journal articles that have been published, or submitted 

for publication has been included in the appendices.  
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Chapter 2 

Literature Review 

    

2.1 Introduction  
 

The reduction in scale of fluidic based chemical and biological processes offers 

significant analytical and sensitivity improvements as well as reduced reagent usage, 

increased automation and reduced manufacture costs [2], these advantages motivate 

interest in “lab-on-a-chip” or micro total analysis systems (µTAS) [1]. Most 

microfluidic systems involve enclosed fluidic channels. These can be fabricated in a 

range of manners including etching in silicon and sealed with glass [23], hot 

embossed in plastics [24], or moulding in PDMS [25]. An issue which arises when 

using such enclosed systems is that they must be filled, if the samples need to be 

handled as otherwise pumping mechanisms fail [26]. When attention is turned to 

very small volumes of sample, this requires separation in an immiscible buffer 

solution [27], or the switching from using enclosed volumes to be use of droplets 

deposited on plane surfaces [28]. In this switch, some of the key technological 

building blocks required remain the same including the manipulation of suspended 

matter [29, 30], sample mixing [31] and fluid motion [32] (whether pumping or 

droplet movement). 

 

Generally, the techniques utilised for particle handling in a controlled manner can be 

classified as contacting or non-contacting methods. Section 2.2 will introduce the 

contacting methods which include one of the most generally used technique which 

employs vacuum suction via micropipettes offering low degrees of controllability 

and precision; as well as probes and grippers based on MEMS technology which 

offer higher degrees of controllability and precision. Section 2.3 will summarise the 

non-contacting methods which include optical methods, magnetic methods, 

ultrasonic methods and dieletrophoretic methods, as well as the capillary methods. 

The degrees of delicateness achievable by non-contacting methods are much higher 

than contacting methods. 
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2. 2 Contacting Methods for Particle Manipulation 
 

Contacting methods require direct surface contact. The most generally used 

contacting approaches include vacuum suction via micropipette, and probes and 

grippers based on MEMS technology.  

 

2.2.1 Micropipette application 

A micropipette aspiration technique applied to cells detached from the substrate was 

reported by Sato et al. [33]. During the experiments, the tip of the micropipette was 

made to approach the surface of a cell by manipulation of both the cell chamber and 

the stage of the microscope. A negative pressure was applied to the tip, to draw the 

cell toward and into the pipette; this pressure gradient was set by using the difference 

of the height between two reservoirs. As a result, the aspirated part of the cell 

continued to deform after the application of pressure, but an almost steady state was 

observed to occur within 8-10 minutes of investigation. 

 

The micropipette suction technique was also used to investigate the adhesion of 

normal and carcinoma hepatic cells on a membrane containing collagen IV [34], and 

applied to robot/human cooperative microinjection [35] as shown in Fig. 2.1.  

 

 

Figure 2.1: Image of a mouse embryo which is held by a holding pipette during the injection with the 

injecting pipette, cited in Kumar et al. [35]. 

 

Although, the basic principle of this technique is very simple (the use of the 

aspirating pressure produce by the micropipette), effective results are achieved quite 

well. In biological investigations, some issues are raised however. For example, due 

to its low degree of controllability, it is relatively difficult to achieve precise cell 
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manipulation. For this reason, other contacting methods for particle manipulation 

have been developed as discussed in the following. 

 

2.2.2 Micro-fabricated device application 

The use of micro-fabricated devices, such as microgrippers and microprobes, is 

undergoing rigorous development currently. These types of MEMS devices provide a 

wide range of options in terms of design, performance and material compatibility. 

Though such MEMS based grippers solve the problem of low controllability, a new 

challenge of the best achievable delicateness is introduced.  

 

Applying Microrobots 

Jager et al. [36] reported a microrobotic arm operating in an aqueous environment, 

with dimensions suitable and scalable for the manipulation of cells. The 

microfabricated devices are individually controlled by microactuators based on 

polypyrrole-gold bilayers. Patterning of active and passive elements defines the 

geometry of a microrobot, whose individual bending beams are addressed separately 

and are therefore capable of more complex motions. For the microactuators, 

polypyrrole (PPy) doped with dodecyl benzene sulfonate ions in a bilayer 

configuration with Au acting as both a structural layer and an electrode was normally 

used. Unlike the polysilicon microrobots, PPy/Au bilayers microactuators are 

suitable for operating in salt solutions, blood plasma, urine, and cell culture medium; 

therefore, these micro-robots are most interesting for operations in biological fluids. 

The robots could be used for single-cell diagnostics. The robot arm could arrest 

biological entities from a sample and then transfer them sequentially to different 

measurement stations of a multisensors area. An array of standing micro-robots, 

whose fingers are treated with adhesion molecules, could be used to select given 

cells or bacteria in a sample and then transfer them to the multisensor area. In the 

report they demonstrated the gripping and positioning of a 100 µm glass bead by a 

maximum displacement of 270 µm with this microrobotic arm. 

 

Applying grippers 

Generally, the contacting methods have limitations on the application of life science 

investigations. This is due to the fragile nature of the cell membrane. The utmost 

caution is required in order to ensure its healthiness during and after manipulation. 

Alternatively, operating temperature, force and voltage are the major factors that 

could cause non-viability of the cells. As a solution, the development of a SU-8-
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based microgripper can operate in physiological ionic solutions which was presented 

by Nikolas and Luke [37]. The electrothermally activated polymer gripper consists of 

two “hot-and-cold-arm” actuators that are fabricated in a two-mask surface 

micromachining process. The high thermal expansion coefficient of SU-8 compared 

to silicon and metals, allows the actuation of the microgripper with small average 

temperature elevations at low voltages. These properties make the microgripper a 

suitable device to be used for the manipulation of single cells and other biological 

species in solution with minimal undesired interactions. 

 

More recently, Colinjivadi et al. [38] presented the development of an optimized 

contact technique for viable cell manipulation utilizing a high aspect ratio polymer 

chopstick gripper. This gripper, as shown in Fig. 2.2, consists of a 2 µm thick metal 

heater layer and a 60 µm thick SU-8 layer and is fabricated by a typical UV-LIGA 

process using SiO2 as sacrificial layer. For such a gripper, Ansys simulations show 

an average 7ºC increase when a 10 µm displacement is required in air; however an 

average 18ºC temperature raise occur when a similar displacement in phosphate 

buffered saline solution. Critically, there is negligible temperature rise near the tips 

of the gripper. Additionally, the material of the gripper with a relatively low value of 

Young’s modulus of 4Gpa and consequently low stiffness improves the handling 

force. The results of the experiment show that the microgripper is capable of picking, 

moving and placing a suspended cell in a solution without any damage. 

   

 

Figure 2.2: Schematic representation of a polymer chopstick microgripper, cited in Colinjivadi et al. 

[38]. 
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The particle manipulation techniques with micro-fabricated device are demonstrated 

to be suitable for single cell manipulation. Microtechnical structures or particles are 

usually produced in large numbers; therefore individual handling will be very time-

consuming. Moreover this technique can damage the fragile structure of the cell due 

to the dimensions poorly controllable contact forces. The degree of delicateness is 

still questionable. 

 

2.2.3 Soft medium application 

Unlike the vacuum suction and micro-robots methods, soft medium applications 

using microbubbles or hydrogel beads to attach to particles provide a solution to 

improve delicateness. Unfortunately, this method can result in problem associated 

with particle harvesting. 

 

Microbubble actuation 

The earliest use of bubble formation to create a jet of fluid was in the inkjet printer 

industry [32, 39]. The work by Lin in 1998 [39], addressed the thermophysical 

phenomena of bubble formation by using solid-state microheaters and recommended 

specific directions for future applications. Characterization of microbubble formation 

mechanisms leads to new scientific research in microscale heat transfer and provides 

design guidelines for bubble-powered micromachines. Experimentally, individual, 

spherical vapour bubbles with diameters of 2 to 500 µm have been generated, and 

unusual characteristics such as stable and controllable bubbles have been 

demonstrated. Lin [37] also suggested some challenging applications based on 

microbubble formation. Later, Geng et al. [32] presented a potentially useful 

pumping device without moving mechanical parts. The principle of this device is 

based on the periodic generation and collapse of a single vapour bubble in a channel. 

The channel shape is such that it creates an asymmetry in the surface tension forces, 

which results in a pumping effect. Under certain conditions, the device develops a 

head of a few centimetres of water with typical flow rates in the range of 100µl per 

minute. Both head and flow rate can be increased by adjusting geometrical 

parameters and operating conditions. In a similar manner, by using a thin-film heater 

to form a vapour bubble, thermal inkjet pens fire drips of ink out of chambers due to 

the volume expansion created by the bubble. The explosive vaporization used in the 

inkjet printing industry already has been proven as an effective, reliable fluid 

actuation mechanism.  
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Using a Bubble Jet ink jet device, a similar approach also described by Okamoto et 

al. [40] has been used to eject precise volumes of a solution containing DNA onto a 

glass surface, thereby creating a DNA microarray for biological screening. By using 

this method, they fabricated DNA microarrays that carried 64 groups of 18-mer 

oligonucleotides, encoding all possible three-base mutations in the mutational “hot 

spot” of the 53p tumor-suppressor gene. These were screened with a fluorescently 

labelled synthetic 18-mer oligonucleotide derived from the 53p  gene, or segments of 

the 53p  gene that had been PCR amplified from genomic DNA of two cell lines of 

human oral squamous cell carcinoma. This allowed discrimination between matched 

hybrids and 1 bp-mismatched hybrids. 

 

Another controllable bubble actuation method used to manipulate particles is a 

microbubble-powered bioparticle actuator demonstrated by Maxwell et al. [21], as 

shown in Fig. 2.3. In the report, they described that using resistive heaters with 

micromachined nucleation sites, bubbles can be formed in precise locations, at 

temperatures that are repeatable to within 20-30 degrees, and then can dissipate 

completely within seconds of formation. This technology and method for yielding a 

rather deterministic bubble formation process demonstrates the potential for using 

bubbles as a robust actuation scheme. One advantage of this actuator is that the 

fabrication technology involves materials that are biocompatible and processes that 

are scalable. In a proof-of-concept device, they also demonstrated that bubble 

actuation could be used to actuate cell-sized particles.  

 

 
 

Figure 2.3: Schematic representation of a microbubble-powered bioparticle actuator, cited in Maxwell 

et al. [21]. 
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As an alternative to the resistive heater generated bubble, Taylor and Hnatovsky [22] 

used low power continuous wave laser radiation coupled into an etched optical fibre 

to heat a metallized microtip to generate a stable bubble by spontaneous and highly 

localized boiling of the liquid. During the microbubble formation stage it was also 

possible to trap material onto the bubble surface which was dispersed within the 

fluid. As the result, the microbubble, which is firmly attached to the end of the fiber 

probe, can be easily manipulated in 3-D and used to delicately extract small particles 

form a surface. Furthermore, the microbubbles were remarkably resilient and could 

withstand penetration by an external probe. This opens up the possibility of 

positioning probes on either side of biological material trapped on the surface of the 

bubble. While mixing biological material on the surface of a bubble without thermal 

damage is also described in their paper.  A special control over the temperature 

distribution on the probe surface permitted by new probe designs like the focussed 

ion beam nanomachined probe is required. The hollow tip fiber probe design 

provides control over the microbubble both in space and in time and should be very 

useful for the further studies of bubble formation, growth and collapse and on the 

role of trapped gases and surfactants on these processes. Therefore, the microbubble 

experiments are interesting in studying immobilized biological material, since a 

bubble membrane provides an alternative medium compared to glass slides. 

 

Furthermore, a mixing technique based on the principle of bubble-induced acoustic 

microstreaming was developed by Liu et al. [41]. The mixer consists of a 

piezoelectric disk that is attached to a reaction chamber, which is designed in such a 

way that a set of air bubbles with desirable size range is trapped in the solution. 

Fluidic experiments showed that air bubbles resting on a solid surface and set into 

vibration by the sound field generated steady circulatory flows, resulting in global 

convection flows and thus rapid mixing. From the report, numerical simulations 

showed that the induced flowfield and thus degree of mixing strongly depend on 

bubble positions. Optimal simulated mixing results were obtained for staggered 

bubble distribution that minimizes the number of internal flow stagnation regions. 

Alternatively, immunomagenetic cell capture experiments showed that acoustic 

microstreaming provided efficient mixing of bacterial cell matrix suspended in blood 

with magnetic capture beads, resulting in highly effective immunomagnetic cell 

capture. Furthermore, bacterial viability assay experiments showed that acoustic 

microstreaming has a relatively low shear strain field since the blood cells and 
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bacteria remained after mixing. As a result, acoustic microstreaming has many 

advantages over most existing chamber micromixing techniques, including simple 

apparatus, ease of implementation, low power consumption, and low cost.  

 

Consequently bubbles have been used for pumping, printing, jetting, biological 

capture and mixing. In this thesis, bubbles as a soft medium method is explored for a 

new application. A vibrating bubble in an acoustic field is used for particle sorting in 

Chapter 4. 

 

Hydrogel beads  

A bead-based dynamic cell microarray is also a successful contacting technique for 

particle manipulation. Recently, Tan and Takeuchi [42] reported a selective retrieval 

method for arrayed monidisperse hydrogel beads containing cells. Modifications 

were implemented including: the incorporation of cavities as nucleation sites; 

indirect retrieval using bubble powered jets; and the use of low boiling point fluid in 

the device to realize a gentle optical-based retrieval method. Parametric studies 

confirmed that these modifications dramatically reduced both the intensity and 

duration of applied laser pulses required for bubble formation. They also 

demonstrated for the first time the formation of a bead-based dynamic cell 

microarray by introducing cell-encapsulating alginate beads into the dynamic 

microfluidic system, and successfully retrieved an alginate bead from a fluidic trap. 

Two types of devices were used in their experiments. Design 1 was used to study the 

effects of incorporating cavities as nucleation sites and the feasibility of indirect 

retrieval using a bubble-powered jet. This device is easier to control and required less 

complicated fabrication than Maxwell et al. used [21]. Design 2 was used to study 

the effect of using low boiling point fluid. Instead of working with single cell types, 

this device is a trend toward “animal on a chip” devices that incorporate cells from 

different tissues and organs, resulting in a system that better mimics metabolism in 

the body. The platform can be a high-throughput tool to study pathological and 

physiological phenomena in cells with parallelization and automation in the future. 

 

Contacting “soft medium” approaches based on hydrogel beads or bubbles offer 

solution to the delicateness problem but will likely incur some difficulties in particle 

harvesting when the operation is completed.  
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Above all, the micropipette suction technique is a simple way to handle a single cell; 

but its poor controllability gains difficulties for the accuracy. While the micro-

fabricated device give the solution to the controllability. Grippers and micro-robots 

can damage the fragile structure of the cell because of the hardly controllable contact 

forces. The degree of delicateness is quite low. In addition, the delicateness that soft 

medium application achieved is very interesting. Unfortunately, all these methods are 

not suitable for particles manipulation in a bulk solution containing many particles. 

The difficulty of particle harvesting is the big issue.  Therefore, an idea of 

incorporating the bubble method with the ultrasonic method is introduced, and 

demonstrated for particle sorting in Chapter 4. 

 

2.3 Non-contacting Methods for Particle Manipulation 
  

In contrast to the contacting method discussed previously, non-contacting methods 

avoid direct surface contact. The most widely-used non-contacting methods for 

particle manipulation are optical micromanipulation, magnetic tweezers, acoustic 

manipulation and dieletrophoresis. In this Section, a detailed review of these non-

contacting methods is presented. 

 

2.3.1 Optical method 

The first observation of acceleration of freely suspended dielectric particles and 

atoms by the forces of radiation pressure was reported by Ashkin in 1970 [43]. 

Historically, the main problem in studying radiation pressure in the laboratory has 

been the obscuring effects of thermal forces. These are caused by temperature 

gradients in the medium surrounding an object and, in general, are termed 

radiometric forces. When the gradients are caused by light, and the entire particle 

moves, the effect is called photophoresis. These forces are usually orders of 

magnitude larger than radiation pressure. Even with lasers, photophoresis usually 

completely obscures radiation pressure. In Ashkin’s report [43], radiometric effects 

were avoided by suspending relatively transparent particles in relatively transparent 

media. Even more, the thermal effects that Ashkin used are 10
3 

times the power 

densities of Rawson and May in 1966 [44]. One of the experimental result from 

Ashkin’s work [43] when a sphere of r = 1.34 µm in water with P = 19 mW, w0 = 6.2 

µm, is 25±5µm/sec which is good agreement with the computation’s result of v  = 

29µm/sec. 
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Based on the first investigation of particle acceleration by light, Ashkin and Dziedzic 

[45] reported that optical trapping and manipulation of viruses and bacteria by laser 

radiation pressure was achievable by single-beam gradient traps. In this report, 

individual tobacco mosaic viruses and dense oriented arrays of viruses were trapped 

in aqueous solution with no apparent damage using 120 milliwatts of argon laser 

power. The sensitivity of laser trap effectiveness to optical absorption and particle 

shape is of particular importance for the trapping of biological particles. Absorption 

can cause an excessive temperature rise or additional thermally generated forces as a 

result of temperature gradients within a particle. In general, the smaller the particle 

size the less the temperature rise and the less the thermal gradients for a given 

absorption coefficient. For the case of a large particle and a small beam, it is clearly 

the local shape of the particle that dominats the net force. There are some 

disadvantages from their experiments. Firstly, during the experiments the power 

needed to be down to 5 mW to reduce the possibility of optically damaging, once the 

bacterium had been captured. Secondly, for complex shaped particles, a complete 

description of the trapping forces was not provided.  

 

Unfortunately, as mentioned earlier, cells can be damaged by cell manipulation using 

optical traps. As reported by Konig et al. in 1995 [11], the extremely high fields of 

trapping intensities and photon flux densities may induce two-photon absorption 

processes and anomalous biological effects. From their investigation, the continuous-

wave near-infrared micro-beams can stimulate multi-photon processes in single 

living cells. The consequences of micro-irradiation include membrane permeability 

changes, alterations in cloning efficiency and UVA-like stress. 

 

However, optical tweezers are a very widely-used technique for a range of 

applications. Optical tweezers offer high resolution for trapping single particles, but 

have a limited manipulation area owing to tight focusing requirements. Ferrari et al. 

[6] demonstrated both direct and indirect optical manipulation using completely 

customizable multi-trapping systems in 2005. They found that direct trapping is a 

powerful method for force measurements and indirect cell manipulation can be used 

to simulate mechanical stresses in cells in order to monitor reactions to controlled 

stimuli. 
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Chiou et al. [46] presented an optical image-driven dieletropheoresis technique 

(OET) for high-resolution patterning of electric fields on a photoconductive surface 

for manipulating single particles which achieved both high resolution and high 

throughput at the same time. By exploiting the dielectric differences between 

different particles or cells, DEP techniques have been able to discriminate and sort 

biological cells that have differences in membrane properties, internal conductivity, 

and size. The OET technique not only inherits these DEP advantages, but also 

provides the capability of addressing each individual cell. Dholakia [47] also 

summarised the OET work and pointed that a much larger potential-energy landscape 

in which microscopic objects can be arranged can be achieved by the absence of 

wires.   

 

Most recently, holographic optical tweezers for applications in lab-on-chip 

environments was reported by Padgett and Leonardo [48]. Such holographic optical 

tweezers use a commercially available spatial light modulators (SLM) to act as a 

programmable diffractive optical element (DOE) to split a single laser beam into 

many optical traps. One of the advantages is that the independently position in 3-

dimensional can be achieved, and each of the traps can be independently controlled. 

In their paper, the applications such as alternative configurations, micromachines, 

and microdynamics have been discussed. Furthermore, they showed that optical 

tweezers are not limited to use in controlling lab-on-chip systems under the 

microscopes, rather that full chip level integration of multifunctional optical tweezers 

for controlling, driving and sensing lab-on-chip system is also possible. 

 

Above all, optical methods arguably offer the highest degrees of controllability, 

precision, and delicateness; even though it can result in cell phototoxicity [11]. 

Optical tweezers offer high resolution for trapping single particles, but have a limited 

manipulation area owing to tight focusing requirements; on the other hand, 

electrokinetic forces and other mechanisms provide high throughput, but lack the 

flexibility or the spatial resolution necessary for controlling individual cells. 

 

2.3.2 Magnetic manipulation 

Magnetic tweezers were first introduced by Crick and Hughes in 1950s, using micro-

sized magnetic particles and permanent magnets to probe the physical properties of 

the cytoplasm of adherent cells [49]. The magnetic material used was in a finely 
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divided form and added to the culture medium of the original explant for three days 

before subcultivated into the normal medium. In applying the magnetic field to the 

particles within the cells, three types of movement were involved in their 

experiments, which were twisting, dragging and prodding.  

 

Through their experiments, some advantages and disadvantages of the magnetic 

particle method are apparent. Firstly, it is possible to apply a stress which varies 

swiftly with time. This has enabled to distinguish small elastic effects which would 

be difficult to demonstrate by any other method. Secondly, the stresses can be 

applied locally. It is not necessary to apply them intensely to the cell as a whole, as in 

centrifuging. Thirdly, the stresses in the case of dragging of large particles can 

conveniently be made high, and for twisting, less conveniently, very high.  

 

The disadvantages are the difficulty of getting the particles into the cell, since only 

certain types of cells will phagocytose them; the possibility that they may modify the 

neighbouring cytoplasm; and the care needed to perform some of the magnetic 

measurements without artefacts. For small particles the accuracy is low, though this 

could probably be improved for larger particles. The fundamental disadvantage of 

the magnetic method is that the properties can not be measured at constant stress. 

 

Fifty years later, Haber and Wirtz [4] utilized magnetic coils instead of permanent 

magnets to apply forces of controlled amplitude, direction, and time dependence on 

super-paramagnetic microspheres. Magnetic tweezers were generally utilized to 

measure the force produced by individual motor proteins as well as the 

micromechanical and transport properties of individual DNA molecules; to evaluate 

binding of proteins which including histones, TATA-box binding proteins, and 

elastic protein, when DNA is under tension. 

 

Recently, Yan, Skoko and Marko [50] developed a near-field magnetic tweezers by 

using a small permanent magnet moved to within 10µm of the particle. This 

instrument provided a significantly large force for micromanipulation of single DNA 

molecules. They described a hybrid method for manipulation of single DNA 

molecules, using a truly transverse magnetic-tweezer system where the magnet is in 

solution and thus can be very close to the end-attached particles being manipulated, 

allowing large and constant forces to be generated if needed. Either fixed-position 

measurements as in GM or fixed-force MT measurements are possible by this 
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approach. One “bead-catching” micropipette and the magnet particle are mounted on 

motorized three-axis micromanipulators. A “loading” pipette is mounted in a manual 

three-axis manipulator, and a fourth “force-measuring” micropipette is mounted on 

the microscope in a fixed position in the sample cell. With this setup, bead + DNA 

structures can be injected into the sample cell, and the catching pipette can grab them 

using fluid suction. Then, by using the pipettes to stretch DNAs strung between a 

pair of beads, measuring forces uses deflection of the force-measuring pipette. 

Alternately, the small magnet can be used to apply a constant force to the 

paramagnetic optics. 

 

In general, magnetic tweezers are very cost-effective, and they can be used as a 

versatile tool to characterize the physical properties of complex living cell system 

[49]. Furthermore, they are shown to be very efficient in spinning small scaled 

objects [13]. But the devices used are usually too bulky for collaboration with other 

components and result in difficulties in terms of visualisation, they also require 

considerable amount of energy to generate strong local magnetic field gradients. 

 

2.3.3 Ultrasonic manipulation 

The manipulation of suspended particles within microfluidic systems is a big 

challenge as it has many applications, such as flow cytometry, cell sorting, cell 

fusion, and systems where cells need to be divided into clumps to be treated 

differently whilst being kept under observation. One effective method of doing this is 

to use acoustic radiation forces generated by an ultrasonic pressure field.  

 

Acoustic radiation forces arise as a second order effect when an ultrasonic wave 

interacts with a suspended particle. The ultrasonic wave, a pressure wave within a 

compressible fluid oscillating at high frequency (>20 kHz), can simply propagate 

through the fluid, or more usually be multiply reflected and result in a standing wave 

when a suitable resonant frequency is selected. The advantage of the second scenario 

is that the large amplitudes and hence forces can be achieved. When these ultrasonic 

waves impinge on a suspended particle a force is produced, calculated by integration 

of momentum terms in the Navier Stokes equation over the surface of the sphere and 

time averaging. The time averaging is important as the oscillations are at high 

frequency so there is insufficient time for the particle to overcome inertial effects 

within single cycles, hence no response would be expected from linear terms, 
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however these second order terms are non-zero over a complete cycle, hence a force 

field exists which is not oscillating. The result is that particles (denser and more 

compressible than the host fluid) are collected at the pressure minima of the standing 

wave. Since the ultrasonic wavelength is typically much larger than the particle 

diameter, the periodicity of the ultrasonic standing wave field can be used to 

simultaneously position many particles in distinct locations. 

 

Gor’kov [51] has considered the force arising form an arbitrary pressure field, and 

states the time-averaged force as 

UF −∇= ,                             (2.1) 

where U is the force potential, which is given by 
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The terms 
2p and 

2v  refer to the mean-square-fluctuations of the pressure and 
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−= , etc. The particles collect at the areas of 

minimum force potential.  

 

A rapid growth has been witnessed in this field since the year 2000, with the focus 

being shifted to micromachined devices, following the ongoing trend of 

miniaturizaiton of biochemical processes to be performed on chips. These 

microfluidic systems possess the distinct advantages of shortened analysis times, 

reduced sample and reagent consumption, low cost as a consequence of their reduced 

geometrical size and the possibility of integrating different functions on the same 

system in series. Moreover, the use of ultrasound to position particles has some 

advantages over optical tweezers because the particles do not need to be located prior 

to manipulation. In addition, since the ultrasonic wavelength is typically much larger 



 21

than the particle diameter, the periodicity of the ultrasonic standing wave field can be 

used to simultaneously position many particles in distinct locations.  

 

The majority of devices described in the literature are acoustic filters, built using 

conventional techniques, which can partially separate two phases from each other, 

provided that at least one is liquid or gaseous. The devices consist of multiple layer 

resonators, in which one layer is a fluid. The device is in contact with a piezoelectric 

plate, in which there are thin metal electrodes on the bottom and top surface of the 

plate. When modelled, they are treated as 1-D systems. However, there are an 

increasing number of microfabricated devices being studied.  

 

Trapping planes parallel to a transducer 

In one-dimensional resonators, the thickness of the layers is designed carefully, so 

that a standing pressure field of half or a quarter acoustic wavelength can be 

established in the fluid. The trapping plane parallel to the transducer is termed 

“parallel mode”, and is depicted in Fig. 2.4. Quarter wavelength resonators, were 

first reported by Hawkes et al. [52]. In these multilayer resonators, particles can be 

positioned at the centre of a cavity or pushed against the walls. In order to fulfil the 

boundary conditions set to the pressure, half wavelength resonators required quarter 

wavelength thick reflectors and quarter wavelength resonators are used in 

combination with half wavelength reflectors. When operated in continuously flowing 

fluid mode, by pumping fluid into an inlet defined in the silicon substrate and 

removing it through two outlets at different ratios, particles can be focused at half or 

quarter channel depth in a channel etched in glass [53-55]. As a result, all the 

particles are left the device from one outlet, whilst the particle-free fluid is removed 

from the other.  
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Figure 2.4: Schematic representation of a quarter-wavelength resonator: (a) cross-section view of the 

device; and (b) particles concentrated in the channel at the reflector layer. Based on Martin et al. [50]. 

 

Hill et al. [55] also have investigated the possibility of varying materials and hence 

adopts a different, more standard fabrication approach independent of silicon 

micromachining facilities. As a result, it is found out that the material choice                                                                          

played a minor role in the definition of the node position and in the amplitude of the 

pressure field. Furthermore, Haake and Dual [56] have reported that by varying 

electronic parameter (voltage magnitude and voltage phase), the pressure node 

position can be changed. 

 

Trapping planes perpendicular to a transducer 

In contrast to the parallel mode is the perpendicular mode, where the acoustic 

standing field is set up in the plane of the silicon substrate, leading to trapping planes 

parallel to the side walls, as seen in Fig. 2.5. The excitation is still produced by a 

transducer mounted parallel to the cavity bottom surface. The major advantage with 

respect to the previous devices lies in the fact that there is no longer a need to 

carefully design the layer thickness to match multiples of quarter or half acoustic 

wavelength. Additionally, multiple trapping planes resulting in multiple particle lines 

are visually accessible from the top. 
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Figure 2.5: Schematic representation of a half-wavelength resonator: (a) cross-section view of the 

device; and (b) particles concentrated along the centre of the channel. Based on Nilsson et al. [12]. 

 

Dougherty et al. [57] have demonstrated a standing pressure field with a single node 

plane along the centreline of a wet etched channel by out-of-phase excitation of two 

half-channel-width electrodes patterned on the lower surface of a piezoelectric 

transducer. In the 750 µm wide, 250 µm deep and 13mm long channel by Nilsson et 

al. [14], the excitation is given by a transducer largely exceeding the channel size, 

pressed against the silicon chip, coupled using ultrasonic gel and tuned to the 

frequencies at which standing pressure waves across the channel are established in 

the liquid. In 2005, Petersson et al. [3] reported on bovine blood separation into its 

component erythrocytes and lipids using the same system. Lipid particles are 

responsible for disorders after cardiac surgery and therefore it would be of advantage 

to separate them from the rest of the blood. The experiment takes advantage of the 

spatial separation given by their different mechanical properties when exposed to 

ultrasound. Whilst the erythrocytes are focused along the centreline and exit through 

the central outlet, the lipids are gathered at the antinodes along the channel walls and 

removed through the two external branches. 

 

Multiple piezoelectric transducers device 

Lilliehorn [58] described a particle trapping device, which uses multiple trapping 

sites which are controlled by a multilayer ultrasonic transducer individually. Such 

ultrasonic microarray device has the potential to create two-dimensional pressure 

fields. 
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Continuous separation and size sorting of particles in a microfluidic channel with 

two transducer paralleled mounted to the channel is reported by Kapishnikov et al. 

[59]. The phase difference between signals generated by the two transducers 

determined the field of the ultrasonic standing wave with the force anti-nodes. A half 

wavelength resonator was used as a separator. The antinodes located near the wall 

allow the particles to be concentrated and separated from the solution. A multi-stage 

device provided a significant improvement of the purity. While size sorting, a quarter 

wavelength resonator was used. Such a size sorting device was designed based on the 

idea of the particle velocity strongly depends on its size, which means that the larger 

particles move faster.  

 

Recently, particles being trapped and moved in one dimension using three 

piezoelectric transducers have been demonstrated by Courtney et al. [60]. The 

transducer attached on the bottom of the device creates a parallel trapping plane 

which levitates particles against gravity. The other two transducers are located on the 

side walls in an opposing position which create vertical planes. In their 

investigations, the grid pattern of particles is observed due to the coupling of the 

parallel and vertical trapping plane. Furthermore, by varying the relative phase of 

two signals generated by the pair transducers, 140 µm displacement can be 

achievement in one dimension. 

 

Using wedge transducers 

Besides using piezoelectric directly attached to the microfluidic chip, Manneberg et 

al. [61-63] investigated more than one-dimensional particle manipulation by using 

specially designed wedge-mounted transducers. A two-dimensional ultrasonic 

manipulation in a microfluidic chip was designed in terms of actuation frequency, 

wedge angle and the coupling effects in orthogonal directions between single- and 

dual-frequency ultrasonic actuation [61]. As a result, they demonstrated arraying and 

alignment of particles in two dimensions. Another scheme for achieving two-

dimensional spatial control for flow-free ultrasonic transport and positioning cells 

was discussed by combining a rapid (1 kHz) linear frequency sweeping around 6.9 

MHz, and a slow (0.2-0.7 Hz) linear frequency sweeping around 2.6 MHz. 

Additionally, a three-dimensional ultrasonic cage was design by Manneberg et al. 

[62]. The cage is designed as a dual-frequency resonant filled square box integrated 
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in the fluid channel. Based on this, a microplate for parallelized manipulation of 

particles was demonstrated. The device enables aggregation, positioning and high-

resolution microscopy of cells distributed in an array of 100 microwells centred on 

the microchip. And the cells continuously exposed to ultrasound were able to divide 

and remain viable for at least 12 hours inside the device. This demonstrates the 

potential for long-term biocompatibility.  

 

Combination with other techniques 

Due to their different action ranges, it is sensible to think that acoustic manipulation 

can be combined with other manipulation methods discussed in this chapter. To the 

possibilities of simultaneous parallel handling of large number of particles offered by 

the long range acting standing pressure fields, the benefits of the localized, more 

accurate manipulation using electric, optic or magnetic fields could be added.  

 

The combination of acoustic manipulation and dielectrophoresis is reported by 

Wiklund [64]. The spatial accuracy is improved by applying the long range 

ultrasonic forces and short range dielectrophoretic forces. This method is suitable for 

particle and fusion of particle subgroups. 

 

Another device capable of trapping particles within a fluid volume, in which there is 

no bulk flow, has been described by Neild [16]. A pressure field is excited by 

coupling the movement of a shear piezo to the fluid using a bending glass plate. It 

has been shown to collect cells in lines and points effectively. Based on this device, 

Neild [17] investigated the combination of ultrasonic standing wave and 

microgripper for particle manipulation. In the acoustic field, particles are positioned 

in predictable locations. In this experiment, particles are concentrated in the line 

along the centre of the channel. The microgripper is designed to remove the last 

particle in the line.  

 

Advantages of the ultrasonic method include the fact that many particles can be 

manipulated at the same time, and prior pre-location is not necessary. The ultrasonic 

method is also a cost-effective method which allows the experiments to be done on a 

lab-on-chip device. Moreover, particle manipulation such as particle trapping, 

sorting, concentration and separation, particle switching can be demonstrated by 

using ultrasonic method. In Chapter 3, experimental results are included show the 

development of new ultrasonic particle manipulation schemes. 
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2.3.4 Dielectrophoretic method 

Dielectropheresis (DEP) is widely used in microsystems as a mechanism for particle 

manipulation. It is appealing because dielectropheretic forces are quite large when 

small devices are employed, and the dielectrophoretic forces on a particle scales with 

the characteristic length scale of the system to the cubic power. Moreover, the 

particle response varies based on the frequency and phase of the applied field.  In 

contrast to linear electrophoresis, DEP is the controlling forces of an electrically 

polarized object in a non-uniform electric field, it does not require that the object 

have a net charge and has a non-zero time-averaged effect even if AC electric fields 

are used [65]. 

 

A particle experiences a lateral force elecF , when it is placed in an electrical field. 

Such force [66, 67] is given by ( ) ( )EQEmEqF elec ∇∇+∇+= :
6

1
                      (2.3) 

 

Pohl [18] was one of the first to study the dielectric force, recognize and explore it to 

be used for the manipulation of particles, particularly living cells. The movement of 

particles induced by them is called dieletrophoresis (DEP), and the polarization 

forces are strong enough to move particles towards regions of higher or lower field 

strength. 

 

The time-averaged DEP force DEPF  acting on a particle in an imposed electrical 

field ( )ωE , can be approximated in terms of dipole effects from Eq. (2.3) as 
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where mε is the dielectric constant of its suspending medium, SR  is the particle 

radius, and CMf  is the dipolar Clausius-Mossotti factor that embodies the frequency-

dependent dielectric properties of the particle and its surroundings that give rise to 

the induced dipole moment m  in Eq. (2.3), ω is the angular frequency and RMSE is 

the root-mean-square value of the applied electric field. iE and iϕ  ( i = x, θ,ξ ) are 

the magnitudes and phases of the electric field, respectively. 

 

DEP enables electrically-controllable trapping, focusing, translation, fractionation 

and characterization of particulate mineral, chemical, and biological analyses within 
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a fluid suspending medium, it helps in developing means to manipulate and 

discriminate particles and analysis efficiently in microfluidic and micrototal analysis 

systems. DEP is particularly well suited to applications at the small scales of 

microfluidic devices, is amenable to integration by inexpensive fabrication methods, 

is easily and directly interfaced to conventional electronics, and can reduce or 

eliminate the need for complex, expensive, and potentially unreliable sample 

manipulation methods involving microfabricated mechanical pumps and valves. 

Dieletrophoretic forces access a much richer set of particle properties than 

electrophoresis, because the dielectric properties of a particle depend on both its 

structure and composition. 

 

DEP has been used in many applications, but the short-range effect of the DEP 

device requires the electrodes need to be located next the trapping sites. For 

manipulating particles simultaneous within the microfluidic channel, many 

electrodes are needed which makes the device more complex.  In contrast to DEP, 

the ultrasonic pressure field acts throughout the whole fluidic volume using a single 

actuator. In addition, the periodicity of the standing wave field and typical larger 

wavelength than particle diameter allows particles to be positioned simultaneous in 

distinct locations. 

 

2.3.5 Capillary force method 

From the physical point view, another kind of force capable of being used for 

individual cells manipulation is the hydrodynamic force. For particle solutions in a 

capillary cell, the hydrodynamic force is the key factor between the particles and 

solid surfaces. When a coffee drop evaporates on a table, ring-shaped coffee stains 

remain on drying [68]. In this case, the boundary between air, solid, and liquid, the 

contact line, is pinned, that is, immobilized on surface defects. The capillary flows 

push coffee particles to the boundary. Recently, Vyawahre, Craig and Scherer [20] 

demonstrated a way to create and control line patterns using capillary flow. In their 

experiments, they found, under certain conditions, lines are formed instead of rings. 

Three main conditions are necessary: 1) evaporating solutions between partially 

wetting surfaces, 2) the presence pinning points, and 3) the presence of foaming 

surfactants, molecules with a lyophilic or solvent-liking and lyophobic or solvent-

repulsing part. Surfactant molecules prefer to aggregate at surfaces and tend to lower 

surface tension. This process is not very sensitive to concentration, and solutions of 
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BSA from 10nM to 10mM all formed lines. Higher concentrations render the 

solution gellike because of an increase in viscosity; low concentrations are too dilute 

and waterlike, unable to form stable lines. The two surfaces may be peeled apart. 

This leaves a pattern on one surface that is the mirror of the pattern on the other 

surface; the lines seem to break at the centre, leaving behind material on each surface 

with approximately half the height.  

 
The most significant advantage of the capillary method is that there is no external 

energy consumption during the process. Unfortunately, particles in the resultant 

patterns are dry, which is not suitable for application to biological investigations. For 

these reasons, it is worth while to develop this method for cell manipulation. In 

Chapter 5, a capillary cell which can leave the particle patterns hydrated when 

process is completed is demonstrated. 

 
Above all, non-contacting methods generally offer higher degrees of controllability, 

precision and delicateness than contacting methods. Optical tweezers and 

dieletrophoresis are excellent in single particle manipulation with high spatial 

accuracy. Magnetic method offers the most cost-effective solution, but the bulky 

appearance limits the collaboration with other techniques and cause visualisation 

problem. In contrast to magnetic methods, ultrasonic methods are applied on Lab-on-

a-chip techniques with advantages which include simultaneously positioning large 

groups of particles in the whole microfluidic channel. And the dielectrophoresis 

enables controllable trapping, focusing, translation, fractionation and characterization 

of particles within a fluid medium, but the short-range effect of the DEP requires the 

electrodes to be located next to the trapping site which makes the device more 

complex. Finally, the capillary force avoids any external energy requirement for 

particle manipulation. Unfortunately, this method results in particle patterns which 

are in dry, which is not suitable for biological investigation. 

 

2.4 Conclusions 
 

In this chapter, a review of both contacting and non-contacting approaches of particle 

manipulation has been presented. The previous studies have reported the non-

contacting approaches provide higher controllability, delicateness and precision than 

contacting approaches. But many methods from the non-contacting approaches 

require large energy supply, complex setup, bulky and expensive device. The 
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ultrasonic method is used in lab-on-a-chip investigations. Such experiments can 

reduce pollution, sample used, energy consumption, and duration time.  

 

Ultrasonic methods provide a wide range of options in device design, material used, 

actuator chosen, and excitation frequencies applied. Varied one or a combination of 

some options gives different effectiveness of particle manipulation. In this research 

project, we have investigated two piezoelectric devices under varied excitation 

frequencies. A simple two-layer structure is studied in Chapter 3. Two strategies to 

achieve two-dimensional trapping planes in the microfluidic system are also 

demonstrated.  

 

Furthermore, a bubble within the ultrasonic standing wave field can be used for 

particle sorting is discussed in Chapter 4. A combination of the soft medium 

contacting method and an ultrasonic non-contacting method providing a new 

effective particle manipulation technique is thereby achieved. The size-based particle 

sorting by a vibrating bubble is demonstrated depending on the dominant force 

acting on the particles, as illustrated in Appendix A. 

 

Capillary force method for particle alignment, as discussed in this chapter, requires 

no external energy during the process. However, this method results in dried 

particles, which is not suitable for cell manipulation. A capillary cell is designed and 

demonstrated in Chapter 5, which allows the particles to remain hydrated during the 

process and when the process is completed. The publication detailing the 

developments is included in Appendix B. 

 

Additionally, a scheme which is more often used for macro-scale manipulation 

method, is applied for the first time in micro-scale particle manipulation. This is 

demonstrated in Chapter 6. This method applying of a water droplet to select floating 

particles based on sink-float method is a simple, low energy, and highly delicate 

method. The publication detailing the adaption and developments is in Appendix C, 

and Appendix D. 

 

In this thesis, the ultrasonic, vibrating bubble, capillary force and sink-float methods 

are demonstrated and discussed in the following chapters.  
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Chapter 3 

Extending the Ultrasonic Method for 

Particle Manipulation 

 
3.1 Introduction 
 

Particle manipulation by ultrasonic approaches has been studied for decades. There 

are a number of reasons which have encouraged researchers to utilise ultrasonic 

forces. In an ultrasonic system, the acoustic standing wavelength and the particle size 

would typically differ by two or more orders of magnitude; hence the periodicity of 

the standing wave field can be used to simultaneously position many particles in 

several locations. In addition, as the ultrasonic field is present throughout the fluidic 

volume, it is not necessary to first identify the location of particles prior to handling. 

Furthermore exposure to large electrical or intense optical fields is not required. 

Another advantage of using an ultrasonic system is that due to fabrication issues the 

simplest visual access is obtained through the top of the device. In recent studies, the 

use of acoustic radiation forces for the manipulation and positioning of micrometer 

sized particles has been demonstrated [30].   

 

This chapter presents experimental studies of the acoustic radiation forces actuated 

by a piezoelectric driven device. In Section 3.2, a brief background of acoustic 

radiation forces and streaming is presented, which provides a theoretical framework 

of the field. Section 3.3 summarises the varied types of pressure field achieved by 

researchers based on varied geometry of the device and/or actuation signals. In 

Section 3.4, a microfluidic channel is designed, modelled and examined over a range 

of frequencies in this research project. The one-dimensional (1-D) vertical pressure 

fields in the fluidic channel, i.e. parallel to the side wall, are presented. An advantage 

of this approach is that due to fabrication issues the simplest visual access is obtained 

through the top of the device. In addition, two-dimensional (2-D) acoustic planes are 

investigated using two strategies, switching between two frequencies and rapidly 

sweeping frequencies.  
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3.2 Acoustic Forces 
 

The forces in an acoustic field can be categorized into three major types: acoustic 

radiation forces, secondary forces and drag forces due to acoustic streaming. 

Acoustic radiation forces arise from the interaction of one object with the 

surrounding medium, and secondary forces arise between two objects within the 

medium. Acoustic streaming is the movement of the entire fluid, usually in swirling 

patterns, which exert forces on particles due to drag. By establishing a relatively high 

intensity ultrasonic field in a small fluid volume, it is possible to cause any of these 

effects, the dominance of one over the others will depend on factors such as particle 

size [69], frequency and system geometry. Here we discuss the acoustic radiation 

forces and streaming only. The secondary forces, such as secondary Bjerknes forces 

arising between solid particles, are not considered here, but are discussed in Chapter 

4. 

 

3.2.1 Acoustic radiation force 

In this section, only acoustic radiation forces arising as a primary force will be 

considered. This is a second order effect when an ultrasonic wave interacts with a 

suspended particle. An acoustic standing wave is commonly described as 
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This equation expresses the displacement ( Y ) of a point in the standing wave 

corresponding to a certain position ( x ) and time ( t ). The amplitude of the standing 

wave ( A ), the wavelength ( λ ) and the periodic time (T ) affects the displacement as 

well. By looking at the cosine part of the equation it becomes evident that the 

distance between two consecutive nodes is λ /2. 

 

When ultrasonic waves impinge on a suspended particle, a force is produced, 

calculated by integration of momentum terms in the Navier-Stokes equation over the 

surface of the sphere and time-averaging. The time averaging is important as the 

oscillations are at high frequency so there is insufficient time for the particle to 

overcome inertial effects within single cycles; hence no response would be expected 

from linear terms, however these second order terms are non-zero over a complete 

cycle, hence a force field exists which is not oscillating. The result is that particles 

(denser and more compressible than the host fluid) are collected at the pressure 

minima of the standing wave. Since the ultrasonic wavelength is typically much 
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larger than the particle diameter, the periodicity of the ultrasonic standing wave field 

can be used to simultaneously position many particles in distinct locations. 

 

If particles in a liquid are subjected to an ultrasonic field they experience pressure 

fluctuations. These fluctuations arise from the displacement of the molecules of the 

medium. If the acoustic field is in the form of a standing wave, the pressure can be 

written as 
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0

tkxpp ω⋅⋅= .                                                                                        (3.2) 

The constants 
λ

π2
=k and

T

π
ω

2
=  have been introduced and the phase difference 

has been omitted since it only results in a lateral displacement of the wave. Sonic 

acoustic waves in a liquid are longitudinal which means that the particles are 

displaced along the wave. This results in compression and decompression of the 

particles in the medium. At the pressure nodes the molecular displacement is at its 

maximum and at the pressure anti-nodes at its minimum. The pressure fluctuations 

result in forces that act laterally on the particles in the x-direction. According to the 

acoustic force theory presented by Yosioka and Kawasima [70] the force on a 

particle can be expressed in the following way: 
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where SV is the volume of the particle, 0
p is the pressure amplitude from Eq. (3.2) 

and cφ  is defined by Eq. (3.4). The density of the particle and medium are denoted 

Sρ and Fρ respectively and the corresponding compressibility Sβ and Fβ . Small 

particles can generally be trapped in an acoustic standing wave. The first criterion is 

that the particle diameter must be less than half the wavelength for this analysis to 

hold. The second criterion is that cφ  must not equal to zero, otherwise there will be 

no net force exerted on the particle. 

 

To predict the location where the particles are trapped in a multidimensional field, 

the Yosiola and Kawasima’s theory, restricted as it in to 1-D, cannot be applied. Here 

the more comprehensive description by Gor’kov [51] has to be used. The ultrasonic 

wave, a pressure wave within a compressible fluid oscillating at high frequency (>20 

kHz), can simply propagate through the fluid, or more usually for this application be 
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multiply reflected and result in a standing wave when a suitable resonant frequency 

is selected. The advantage of the second scenario is that large amplitudes and hence 

forces can be achieved.  

 

The time average force acting on a particle of radius SR  can be expressed as the 

negative gradient of a force potential U  as has been define by Gor’kov [51]: 
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; ρ is the density and C the speed of 

sound in the particle( S ) and in the fluid( F ). The 
2p∇  term and 

2v∇ represent 

the spatial gradients of the time average pressure and fluid velocity fluctuation and 

can be interpreted as spatial gradients of the time average kinetic and potential 

energies. 

 

To compare the force predicted by Yosiola and Kawasima’s theory Eq. (3.3) and 

Gor’kov Eq. (3.5), firstly, taking the time-average of 
2

p defined by Eq. (3.2), gives: 
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Calculating 
2v  from governing the following equations: 
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On substituting Eqs. (3.6) & (3.7) into Eq. (3.5), we get: 

)2sin(
2

31

3

1
222

2

122

2

0

3
kxf

k
f

C
pRkF

FF

S ⋅







+−=

ωρρ
π .             (3.8) 

Finally, expressed Eq. (3.8) in terms of β and ρ  by substituting
2

2

1 1
SS

FF

C

C
f

ρ

ρ
−= , 

( )

FS

FSf
ρρ

ρρ

+

−
=

2

2
2

and ( )
k

C
ω

βρ ==
−

2

1

, leads to: 



 34

)2sin(
2

25

3

1 2

0

3 kxprkF
F

S

FS

FS

F ⋅















−

+

−
−=

β

β

ρρ

ρρ
βπ .             (3.9) 

On the other hand, expressed Eq. (3.3) by substituting 3
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Thus we obtain the same expression of acoustic radiation force equation based on 

Yosiola and Kawasima’s theory and Gor’kov respectively, and demonstrate how 

Gor’kov’s expression can be used. 

 

3.2.2 Acoustic streaming 

From previous studies, it has become clear that streaming is fairly weak compared to 

the much stronger acoustic radiation forces (ARF) within enclosed channels. 

However, streaming might be the limiting factor for the possibility to separate sub-

micrometer particles, as the drag forces it induced become more significant when 

compared to ARF for small particles. Acoustic radiation force is proportional to the 

cube of the particle radius. Hence, for a large particle, acoustic radiation force is the 

dominant force; while for a small particle (usually ≤1 µm), acoustic streaming is the 

dominant force.    

 

Acoustic streaming is the bulk fluid flow arising due to acoustic vibration. Basic 

equations are governed from the Navier-Stokes equation by considering a small 

volume [71]. The force balance equation is given: 
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And if the fluid is subject to shear and bulk viscosity: 
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The well known equation of continuity is expressed as: 
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∂
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ρ
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Combining Eqs. (3.11) and v ·(3.13), this gives: 
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In order to cause a bulk flow of the fluid, time independent terms are required rather 

than terms varying at frequencies. These can be obtained by time averaging: 
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, the first order harmonic terms time-averaged is 

zero. Therefore, Eq. (3.12) expresses up to second order and time-averaged: 
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The 2P∇  term in Eq. (3.15) presents the streaming pressure, while 2v  presents 

streaming flow. The force SF is given by expressing Eq. (3.14) to second order and 

the time-averaged as: 
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Furthermore, from the previous studies, there is no direct relation between the 

strength of acoustic streaming and acoustic radiation force [69]. This is indicated by 

investigating both circular and square chambers using full-image micro-PIV (Particle 

Image Velocimetry) analysis under acoustically resonant excitations. For the large 

beads (5 µm), the acoustic radiation force dominates exactly in both chambers. An 

inhomogeneity in the strength of the streaming vortices across the square 

microfluidic chamber was observed when a slightly shifted resonant frequency was 

applied. However, the same inhomogeneity was not seen in the acoustic radiation 

force vector plot. 

 

3.3 Degrees of Pressure Field  
 
Besides the acoustic forces presented on the particles, spatial control due to pressure 

planes is also a key factor for particle manipulation. A plane of standing wave field 

arises from the superposition of two waves of equal wavelength and amplitude 

travelling in opposite directions. The interference between the waves results in the 

formation of parallel stationary planes of maximum pressure amplitude (antinode 
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planes) and zero pressure amplitude (node planes) [72]. These two travelling waves 

are coupled by the original acoustic wave and its reflection by the side walls. 

Therefore, the factors affecting the degrees of pressure field achieved in the acoustic 

device include: the device dimensionality, the transducer types and the excitation 

frequencies applied. 

 

Generally, the relationship between fluid restrictions and the dimensionality of the 

field/device limits the degrees of the pressure field, as seen in Fig. 3.1. A one-

dimensional (1-D) trapping plane such that isolated lines (when viewed from above) 

are observed, can be generated in a microfluidic channel [16]. As seen in Fig. 3.1 (a), 

the ultrasound frequency matches half of the wavelength to the channel width, which 

results in a pressure nodal plane along the centre of the channel. Such device has 

been studied and applied in particle separation applications [3, 14, 73, 74]. Lipid 

vesicles as focused at the pressure antinodes were separated from erythrocytes which 

gathered in the pressure node [3]. Furthermore, increasing excitation frequencies to 

match 1
st
, 2

nd
, and 3

rd
 harmonic mode of the device, two, three and four particle 

bands can be observed [14]. 

 

By adding another two side walls, a chamber (usually the depth of the chamber is not 

larger than half the wavelength) has been widely used for achieving a two-

dimensional (2-D) pressure field, as seen in Fig. 3.1 (b). A half-wavelength thick 

fluidic chamber has been investigated by Townsend et al. for a 2-D modal analysis 

[75]. The lateral forces due to lateral variations in the acoustic field by the geometry 

and materials can result a 2-D pressure field by coupling with the axial radiation 

force effect.  

 

Other methods to generate a 2-D pressure field include applying a pair of ultrasonic 

transducers attached on the chamber as demonstrated by Saito et al. [76, 77]. In their 

investigations, two transducers were attached on both the top and bottom of the 

chamber. Microorganisms were trapped at the intersections of the nodes in the two 

orthogonal standing waves at 3.1 MHz. In contrast to the two transducers conducted 

devices, one piezoelectric plate with two orthogonally aligned strips electrodes 

defined on the surface was examined by Neild et al. [78] to achieve 2-D 

manipulation. As a result, a diagonally aligned grid of cells were observed in the 

microfluidic chamber when two electrodes actuated by two similar signals (2.6 MHz 

and 2.6 MHz+10 Hz).  
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In contrast to the use of piezoelectric transducers, wedge transducers have also been 

investigated for 2-D particle manipulation. Manneberg et al. [62, 63, 79] have 

studied ultrasonic manipulation in microfluidic chip based on oblique coupling of 

ultrasound from external transducers combined with refractive wedges. Two-

dimensional continuous alignment of particles based on combining horizontal 

(focusing) and vertical (levitation) was demonstrated. Alternatively, flow-free 

particle transport along a microchannel was demonstrated by combining rapid 

frequency sweeping for stabilized particle alignment in 2-D (6.90-7.00 MHz; rate 1 

kHz), and slow frequency sweeping (2.60-2.64 MHz; rate 0.5 Hz) [79].  

 

Instead of sweeping the device frequency, trapping and moving particles at arbitrary 

positions has also been shown by varying the relative phase of two applied signal 

[60]. In the experiments, three transducers were attached to the device with one 

located horizontally and the other two were vertically facing each other. On the one 

hand, a grid pattern is induced by the orthogonal arranged piezoelectric transducers. 

On the other hand, the phase difference which generated by the facing transducers 

control the nodal positions which can result in particles movement. 

 

Three-dimensional (3-D) trapping planes can also be generated by using ultrasonic 

method in a cage, as seen in Fig. 3.1 (c). A designed 3-D resonant cage was 

demonstrated to enrich, control aggregation, and manipulate of microparticles and 

cells by Manneberg et al. [62]. The ultrasonic cage was simultaneously excited at 

two different frequencies corresponding to half wavelength resonances in three 

orthogonal directions. Therefore, individual particles can be trapped three 

dimensionally. Wedges were used to actuate the fluidic chamber in their 

investigation which is further discussed in the next section. 

 

 
Figure 3.1: Schematic description of pressure field generated in: (a) 1D channel, (b) 2D chamber, and 

(c) 3D cage. Grey dash lines indicate the pressure nodes. 
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Moreover, frequency-modulated ultrasonic actuation can break the fluid restrictions 

and the dimensionality of the field relationship. Therefore, it is possible to generate a 

2-D pressure field in a microfluidic channel. One way to achieve that is when 

different frequencies are applied (1.97 MHz and 6.90 MHz). Manneberg et al. [61] 

demonstrated a 2-D manipulation generated by coupling two orthogonal standing 

wave actuated by two wedges attached to the fluidic channel. Therefore, the 

orthogonal components of the generated 2-D field are strongly coupled and the result 

is an unpredictable and/or complicated pattern of the manipulated particles. The 

other way to achieve 2-D field based on the frequency-modulated is to apply linear 

frequency sweeping. Manneberg et al. [79] demonstrated a slow (0.2-0.7 Hz) linear 

frequency sweep around 2.6 MHz for particle transport in a flow-free microfluidic 

channel. A degree of constraint on particle motion in the length direction of the 

channel is added, so a 2-D field is achieved. 

 

Above all, a 2-D ultrasonic field can be generated in a microfluidic chamber when 

two orthogonal standing waves presented, no matter if the waves are generated by 

two actuators or two electrodes. Furthermore, frequency sweeping is also a suitable 

method to add a degree on the particle movement along the channel. Here we present 

a more complicated force field by exciting one electrode in a microfluidic channel 

which usually generates 1-D field. 

 

3.4 Development of Ultrasonic Manipulation Techniques 
 

Application of ultrasonic standing waves to microfluidic systems began by using 

one-dimensional fields, orientated such that isolated lines (perpendicular planes seen 

from above) can be observed [16]. However, it is also possible to obtain more 

complicated ultrasonic fields. In this research project, a piezoelectric actuated 

microfluidic channel has been investigated for particle manipulation. In this section, 

both 1-D and 2-D ultrasonic fields which are observed in the same microfluidic 

system are discussed. 

 

By putting a droplet of the solution at one of the ends of the channel, the channel is 

filled by capillary forces. The fluid used was distilled water with copolymer particles 

of 6 µm diameter (density = 1050 kg/m
3
). Three resonant frequencies found for 

forming isolated lines were discussed in Section 3.3.3. More complicated 2-D 

ultrasonic fields were discussed in Section 3.3.4. 
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3.4.1 Piezoelectric device and experimental setup 

Acoustic manipulators in microfluidic channels, with both flowing fluid and non-

flowing fluid, have been used. An etched silicon substrate bonded to a glass wafer, 

and subsequent adhesion of a piezoelectric actuator with electrode shapes designed to 

excite the modes required formed the device [15-17]. The anisotropic deep reactive-

ion etching (DRIE) properties of silicon provide a low surface roughness, 

furthermore this micro machinery process offers a high accuracy and so good wall 

alignment is easily achieved (far better repeatability than a coalitional fabrication 

method in offer). Advantages of this design also include the visual access from above 

the device, easy manufacture and processing.  

 

A similar silicon-glass micro-positioning device is introduced here with non-flowing 

fluid. Details of the device, with dimensions, are shown in Fig. 3.2. It consists of a 

1mm thick piece of glass, which is adhered to a deep reactive ion etching etched 

silicon wafer, such that a channel is formed with a cross-section of 0.5×0.2 mm. This 

channel contains the fluid and particles. The silicon wafer is 0.3 mm thick. On the 

underside of the silicon wafer, a 0.5 mm thick piezoelectric plate is attached. The 

device was made by a collaborator in ETH Zurich, using their cleanroom facilities.   

 

A 5mm long piece of piezoelectric is used to excite the channel. The electrode on the 

underside of the piezoelectric plate is cut. The signal is then applied to this strip and 

the rest of the bottom electrode and the upper electrode are grounded. When a signal 

is applied, a wave propagates along the plate consisting of the piezoelectric itself and 

the 0.1 mm silicon layer to which it is attached. This wave couples to the water and 

so the system is set into vibration. A strong field occurs over the short length of the 

channel covered by the piezoelectric, which gives a rise to a localised minimum in 

the force potential. The 14 mm long device is supported at one end.  

 

 

 

 

 

 



 40

 

(a) 

 

(b) 

 
Figure 3.2: Schematic view of the micro-positioning device: (a) 2-D cross-sectional device with 

dimensions; and (b) bottom view, where the dash lines show the channel location. Dimension not to 

scale. 

 

3.4.2 Device simulation results 

Numerical modelling of the device has been performed by a fellow group member 

using COMSOL in order to simulate its acoustic behaviour as a result of the 

electrical excitation of the piezoelectric transducer. In this way it can be determined 

under which conditions a resonant pressure field can be established in the channel. 

The pressure field can be studied and hence conclusions about its suitability for the 

particle manipulation can be formed. A normal acceleration to the channel wall and a 
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pressure based force were applied to the interfaces to set the boundary condition in 

the simulation. Instead of presenting data over the cross section of the channel (2-D 

simulation), a 1-D data set taken from the bottom line of the cross section is 

presented. Figure 3.3 shows the pressure field within the fluid layer, at a range of 

frequencies. The colour indicates the pressure variation with minimum value in dark 

blue and maximum in red. Within this frequency range the pressure field within the 

fluid is essentially 1-D varying only in the x-direction (across the channel width). It 

can be seen that the resonant frequency (frequency at which the amplitude of the 

pressure variation in the fluid is greatest, which is shown as red line near the channel 

edges) is 1.33 MHz. 

 

Figure 3.3:  Simulation of the pressure field within the fluid layer: the data being calculated along a 

line across the lower edge of the chamber (x-axis) at a range of frequencies (y-axis). 

 

3.4.3 One-dimensional fields   

In one series of experiments, with the channel filled by 6 µm particles solution, the 

frequency applied was slowly increased over a range of 1.27-1.49 MHz, in steps of 1 

kHz. It was clearly observed that a better line was formed within the channel at the 

central location, when the excitation frequency of 1.305 MHz was applied. In the 

other series of experiments with smaller steps in the same frequency range, a better 
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line was obtained in the range of 1.305-1.308 MHz. This experimental result is in 

reasonable agreement with the simulation result which predicted 1.33 MHz.  Further 

investigation of the pressure field with the channel under different frequencies, 

showed two lines being formed at 2.66 MHz, and three particle lines were observed 

at 4.17 MHz. All the experiments were done by using a 20 V amplitude signal, and 

lines were formed within a few seconds. If a simple model is used, in which the 

resonances are predicted by considering just the wave propagation in the fluid in the 

horizontal direction, which means if the chamber is assumed to be a certain number 

of half wavelengths wide, then the frequencies which would be predicted for one, 

two and three lines are 1.48 MHz, 2.96 MHz, 4.49 MHz. It can be seen that such a 

simplified model is insufficient.  

 

Figure 3.4 shows images of 6µm particles which have been positioned within the 

chamber, in each case the images are in the xy-plane as defined in Fig. 3.2. Figure 

3.4 (left) shows the image taken when the device was driven with a 20 V amplitude 

signal at 1.305 MHz, when one vertically orientated line was observed. Figure 3.4 

(middle) shows the image taken when the device was driven at 2.66 MHz, when two 

vertically orientated lines were observed. Figure 3.4 (right) shows the image taken 

when the device was driven at 4.17 MHz, when three vertically orientated lines were 

observed. On both sides of the image, the dark strip is un-etched silicon viewed 

through the glass. At the edges of the channel the bright lines are particles which are 

stuck to the walls of the channel.  

 

As discussed previously, in the acoustic field both acoustic radiation force and 

streaming exist. For large particles, acoustic radiation force is the dominant force, 

while for small particles acoustic steaming is the dominant force. To demonstrate 

this, a series of experiments were performed in which the device was driven at 1.305 

MHz with both 6 and 1.9 µm particles present in the channel, both acoustic radiation 

force and acoustic streaming are observed, as shown in Fig. 3.5. The 6 µm particles 

as in Fig. 3.5 (b), the acoustic radiation force dominates exactly as in Fig. 3.4 (left), 

which results in particle accumulation at the pressure nodal lines. The motion of the 

smaller particles of 1.9 µm is dominated by the acoustic streaming of the water. 
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Figure 3.4: Particle enrichment in the microfluidic channel. The bands show the enriched particles in 

resonance mode, fundamental, 1
st
 ad 2

nd
 harmonic with 1, 2 and 3 bands respectively, (a) top view 

microscope photographs and b) schematic description of channel cross-sections.  

 

 

 

Figure 3.5: Schematic description of the cross section view of the channel and the corresponding 

experimental images from the top view: (a) 6 µm and 1.9 µm particles full filled the channel before 

any excitation frequency applied, (b) 6 µm particles forming one line (white arrows indicate the 

acoustic radiation force direction), while 1.9 µm particles swirling at both sides of the line when 

frequency of 1.305 MHz was applied. 
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In order to investigate the motion of the streaming which occurred in the acoustic 

field, a strategy of using different focusing planes was applied. Figure 3.6 (a) shows 

the images taken from the top layer of the channel, the images are one second apart. 

The dark dots (indicated by the black arrow) are a few 6 µm particles which have 

stuck on the glass surface. The line formed by the 6 µm particles appears as a dark 

shadow along the centre of the image. This is caused by the particles sinking down to 

the channel bottom due to gravity. The 1.9 µm particles which were affected mostly 

by the streaming were moved away from the line; and two vortex patterns along each 

side of the line were visible. The motion of the 1.9 µm particles is not clear from the 

images as the 1.9 µm particles are much smaller compared to 6 µm particles. This 

motion is clearly visible from the video taken of the experiment, by way of showing 

the effect using still images, we use a blue box to trace the 1.9 µm particle 

movement. The 1.9 µm particles inside the blue box are highlighted to compensate 

for the visual problem caused by size reduction and poor print quality. The blue 

boxes remain static across the images to allow easy comparison. From the top layer 

of the channel, as shown in Fig. 3.6 (a), particles inside the blue box are moving 

leftwards, as the particles are much closer to the left edge of the box one second 

later. The streaming orientation is opposite to the acoustic radiation force direction as 

indicated by the red arrows. While from the middle layer of the channel, as shown in 

Fig. 3.6 (b), 1.9 µm particles are moving towards to the pressure nodes, which has 

the same direction as the acoustic radiation force. Again, the particle motion is 

shown by using a blue box. The swirling motion of the acoustic streaming is 

confirmed. 

 

Additionally, from the experiments, the acoustic radiation force on the large particles 

leads to a much larger particle velocity than the acoustic streaming velocities of the 

smaller particles. More investigations of the acoustic streaming have been done by 

using another ultrasonic device with different geometry; this will be discussed in 

Chapter 4. 
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Figure 3.6: Schematic description of the cross section view of the channel and the corresponding 

experimental images from the top view by varying focusing plane: (a) the focusing plane is at top 

layer of the channel, 1.9 µm particles are moving outwards from the pressure nodes; (b) the focusing 

plane is at middle layer of the channel, 1.9 µm particles are moving towards to the pressure nodes. 

Images are one second apart. Red circle indicates the focal plane. 

 

The frequency range of well above that required to form one line has been studied by 

other researchers using similar devices [14-16, 80].  With this device, the frequency 

range of 0.9-1.3 MHz was examined, which is below the single line frequency. The 

expectation was that little movement would be observed across the channel, however 

along the length of the channel clear vertically orientated particle clusters formed. 

This is caused by the resonance which exists along the channel instead of crossing 

the channel as it is less than the width (
2

λ
=w ). The particles indicate the locations 
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of minimum force potential. Figure 3.7 shows the image when a 0.98 MHz excitation 

frequency was applied. The particle clusters, which are across the channel, are 

parallel to each other with a uniform separation distance. 

 

 

Figure 3.7: Image of lines across the channel width that particles formed at 0.98 MHz in a non-

flowing fluid volume. 

 

Both 1-D fields achieved in the experiments are vertical planes. The particle lines are 

presented in the yz-plane (perpendicular to the channel bottom and along the 

channel), while the particle clusters are presented in the xz-plane (perpendicular to 

the channel bottom and across the channel, also refer to Fig. 3.2). 

  

3.4.4 Two-dimensional fields 

 

Most recently, Glynne-Jones et al. [81] reported a new technique to achieve the 

controllable agglomeration position in a multi-mode chamber. Such technique uses 

mode-switching between the half and quarter-wave mode. Particles are able to be 

positioned between the half and quarter-wave node position by controlling the 

percentage of the quarter-wave mode used. Notably, the source mode which includes 

the half and quarter-wave mode, and the resulted mode provide 1-D field which is 

parallel to the transducer.  

 

In contrast, we have investigated 2-D particle manipulation by using mode-switching 

between two 1-D source modes.  

 

Switching between resonant frequency method 

From the previous investigation, we found that particles can be focused at the centre 

of the channel (horizontally in xz-plane) to form one line at 1.305 MHz; while 

particles can be concentrated across the channel (vertically in xz-plane) to form 
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clusters at 0.98 MHz. By combining these two focusing forces, a 2-D manipulation 

field can be generated. Instead of applying two signals as reported by Neild et al. 

[78], one signal actuator was studied. In order to have the same effect as two signals 

applied, switching the frequencies between 1.305 MHz and 0.98 MHz in a suitable 

rate was studied. As a result, a 2-D field was successfully achieved.  

 

Figure 3.8 shows a series of images taken when the device was driven by switching 

the frequency between 1.305 MHz and 0.98 MHz every 2 seconds. The transducer 

was actuated from 10 seconds at 1.305 MHz, one particle line was observed at the 

centre of the channel. By switching the frequency between 1.305 MHz and 0.98 

MHz, particles started to move horizontally (in xz-plane), to form clumps. This was 

clearly observed after 22 seconds. Continually switched the frequency between 1.305 

MHz and 0.98 MHz constantly, an array of dots allocated at the middle of the 

channel with uniform distance to each other was obtained. This shows the ability to 

position particles in distinct point location.  

 

 

Figure 3.8: Image sequences of particle movement when frequency switching between 1.305 MHz 

and 0.98 MHz. 

 

 

Rapid frequency sweeping method 

An alternative method to the strategy used above, aimed at achieving 2-D 

manipulation field is by sweeping frequencies [79]. Unexpectedly, at 0.87 MHz, two 

particle lines were observed along the channel. Later investigation was shown that 

this is caused by the distortion of the signal from the amplifier. Figure 3.9 is the FFT 

of the response frequency of 0.87 MHz from the signal amplifier during the 

experiment. From the FFT diagram, the second harmonic resonance frequency of 2.6 
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MHz is observed, which gives the effect of two lines formed along the channel. This 

explains why we obtained two particle lines at frequency of 0.87 MHz. 
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Figure 3.9: FFT of the response frequency of 0.87 MHz. 

 

To illustrate how the rapid frequency sweeping method can generate a 2-D acoustic 

field, the particle patterns are shown in Fig. 3.10 at 10s. Applying a 20 V amplitude 

signal at 0.87 MHz, particles have been collected into lines, as shown in Fig. 3.10 at 

62s. Here a longer time required to form lines is noticed. This is because the device 

was under second harmonic resonance; the acoustic radiation force was weaker than 

in the case when 2.6 MHz actuation frequency was applied.  

 

Sweeping with a rate of 1 kHz, particles started to move into the lowest potential 

position (pressure nodes), as shown in Fig. 3.10 at 78s. Continuously sweeping 

frequency, particles kept moving into the pressure nodes and formed circular shaped 

clumps, as shown in Fig. 3.10 at 86s. Eight dots formed in 42 × arrays in the xy-

plane, and were observed until 0.98 MHz was achieved.  

 

Frequency (Hz) 
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Figure 3.10: Image sequences of the process of clumps formation: starting with particles randomly 

distributed in the channel. A 20 V amplitude signal at 0.87 MHz has been applied to a signal 

transducer. Later, particles formed clumps by rapid sweeping frequency to 0.98 MHz. 

 

Above all, 2-D fields have been created to cluster particles within a microfluidic 

channel excited by a piezoelectric device. One array of particle clusters is achieved 

by applying switching frequencies between 1.305 MHz and 0.98 MHz. Furthermore, 

two arrays of particle clusters are achieved by rapidly sweeping frequency from 0.87 

MHz to 0.98 MHz. Both strategies for achieving 2-D fields are resulted in the 

combination of two vertical planes, xz-plane and yz-plane. Besides that, a 2-D field 

of focusing (xz-plane) and elevating (xy-plane) can also be created by this device, 

discussed in the next section. 

 

3.4.5 Particles levitation from the bottom of the channel 

Most of the previous studies reported that near-one-dimensional ultrasonic fields are 

focusing particles into vertically oriented pressure node plates of the standing wave. 

However, a less desired effect with this arrangement is that the particles settle to the 

bottom of the chamber due to gravity. In pressure-driven flows with near-parabolic 

flow profiles, the results is a large variation in particle speeds and a significantly 

increased risk of adhesion of particles or cells to the channel surfaces that may cause 

problems such as sample loss, sample contamination and channel clogging. In the 

discussion of strategies to achieve 2-D particle manipulation, Manneberg et al. [61-

63, 79] have reported a combination of focusing and levitation can be generated by 

using wedges. This gives one solution to the problem. In this part of research, we 

investigated a possible way to achieve a 2-D field by combing the levitation plate 

with the focusing plate by a single transducer actuated resonator.  
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Experiments of varying frequencies from 2.4 MHz to 2.8 MHz have been done in 

two sweeping rate, 1 kHz per 0.28 second and 5 kHz per 2 seconds. Applying 

excitation frequency range from 2.4 MHz to 2.64 MHz, particles formed patterns 

under 1 kHz sweeping, as shown in Fig. 3.11. Due to the gravity, particles sunk to 

the bottom. Two vertical particle lines were observed once the frequency reached 

2.66 MHz. This is due to the 1-D vertical plane generated with two pressure nodes in 

the channel. As frequency further increased, particles lines remained mostly steady 

until 2.73 MHz was applied. Particles started to elevate from the bottom. Later on, 

particles formed patterns as the frequency was increased. 

 

 

 
Figure 3.11: Image sequences of particles forming patterns in the range of 2.4 MHz to 2.64 MHz.  

 

 

Figure 3.12 shows image sequences of particles behaviour under varied frequencies 

from 2.66 MHz to 2.7 MHz under three focus planes. Initially, particles randomly 

filled in the channel, as seen in Fig. 3.12 (a). Once a 2.66 MHz excitation frequency 

was applied, particles formed two lines along the channel, shown in Fig. 3.12 (b). 

Due to gravity, the particle then sank to the bottom, as seen in Fig. 3.12 (c). As 

frequency increased to 2.73 MHz, particles started to elevate from bottom, as seen in 

Fig 3.12 (d). This motion was observed as the individual particles are visual clear 

bringing the focusing plane up to the middle layer. 
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Figure 3.12: Schematic description and experimental images of particle elevating from the channel 

bottom. (a) 6 µm particles full filled within the channel, (b) particles focused in two vertical planes 

when 2.66 MHz applied, (c) particles sinking to the bottom due to gravity, and (d) particles elevating 

from the bottom to the middle layer of the channel (zoom in image). Arrow indicates the focal plane. 

 

3.5 Conclusions 

In this chapter, acoustic radiation forces actuated by a piezoelectric device have been 

investigated in detail. Particles forming lines are observed from the top of the device 

when 1-D vertical acoustic plane is presented. Switching between two excitation 

frequencies of 1.305 MHz and 0.98 MHz, one array of particle clumps is formed 
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along the centre of the channel. While rapidly sweeping frequency from 0.87 MHz to 

0.98 MHz, particle clumps in the form of 42 × arrays is observed. Both the particle 

clumps arrays are formed in the plane parallel to the bottom, controlled by xz- and 

yz-plane. In the region of 2.66 MHz to 2.8 MHz, particle elevating from the bottom 

of the channel is observed due to the 2-D acoustic field (xz-plane and xy-plane). 

Such levitation can reduce particle waste by avoiding adhesion to the surface. The 

results are repeatable.  

 

To develop the ultrasonic method for other applications, a vibrating bubble is 

introduced to the standing wave field. This method explores bubbles as the 

contacting method for particle manipulation to a new application for particle 

selection due to the particle size. Demonstration of this method is discussed in 

Chapter 4. 
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Chapter 4 

Exploring Bubbles as a Soft Medium 

Method for Particle Sorting 

 

4.1 Introduction 
 

A bulk fluid flow around an air bubble is induced by the frictional forces generated at 

the air/liquid surface when a bubble undergoes vibration within an acoustic field. 

Such fluid motion called cavitation microstreaming or acoustic microstreaming has 

been studied since the 1950s. The mode of oscillation and the flow pattern have been 

investigated in the early stage by Elder [82, 83]. Recently, the effects of  the flow 

pattern by the oscillation motion have also been studied by Tho et al. [84]. The 

presence of micro-scale acoustic streaming gains lots of interest due to applications 

such as rupture of lipid membranes [85] and drug delivery [86, 87]. Furthermore, 

violent flow patterns have been studied for effectively mixing [41, 88, 89].  

 

Cavitation microstreaming is most pronounced for bubbles undergoing resonance. 

This is very difficult when multi-bubbles are presented in the field, as the size of the 

bubbles is not likely to be exactly the same. Therefore, a way to actuate multi-

bubbles with slightly different sizes is very useful. Here we present the method of 

using standing waves to drive the bubbles. The microstreaming achieved is much 

weaker, but importantly varied sized bubbles can be excited under one excitation 

frequency. Furthermore, in this chapter a vibrating bubble in a standing wave field as 

a particle selecting mechanism is demonstrated. The particles experience both the 

secondary Bjerknes force which acts between the bubble and particles, and drag 

force introduced by the streaming lines. The behaviour of the varied size particles (6 

and 1.9 µm) in the acoustic field varies according to which of these two forces is 

dominated. For large particles, excitation can be such that the Bjerknes force 

between the bubble and the particle is dominant; while for small particles, the drag 

force induced by the acoustic streaming is dominant. As a result, the large particles 
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are attracted by the bubble; while the small particles are repelled from the bubble as 

they follow the streamlines of the acoustic streaming.  

 

4.2 Background of Cavitation Bubbles  
 

4.2.1 Cavitation microstreaming  

As early as 1954, Elder et al. [82] observed the small-scale acoustic streaming 

around a bubble attached on the inner wall of a liquid container, present within in an 

acoustic field. A violent streaming pattern was noticed when the bubble matched its 

resonant size. Later, Elder [83] has investigated cavitation microstreaming caused by 

cavitation bubbles located near solid boundaries further. In his investigations, 

cavitation microstreaming was observed to obtain some stable regimes under certain 

sound amplitudes, while other parameters remained the same.  

 

Additionally, cavitation microstreaming differs from conventional acoustic 

streaming. Previous research shows that the microscopic bubbles existing in fluids 

could increase the flow velocity of acoustic streaming [90, 91]. This is mainly caused 

by acoustic bubbles, which are induced by ultrasonic waves, which absorb the energy 

of these ultrasonic waves. Cavitation microstreaming is predicted to be much faster 

than conventional acoustic streaming [92]. Elder [83] also found that the 

microstreaming is most pronounced for bubbles undergoing breathing mode 

(pulsation) resonance. Furthermore, later research shows that the microstreaming 

pattern is affected by the mode of oscillation of the bubble [84]. Several different 

types of oscillation may be observed including translating oscillations, radial 

oscillation, volume oscillation and shape oscillation which is discussed in the 

following section. 

 

4.2.2 Bubble oscillation modes 

Cavitation microstreaming can be influenced by the type of oscillation mode. The 

translation, radial oscillation, volume oscillation and shape deformation of a gas 

bubble in a liquid may be observed in an acoustic field. An erratic dancing motion of 

a spherical bubble trapped in an acoustic standing wave was observed by Eller and 

Crum [93]. They suggested that the erratic dancing motion was caused by the 

presence of shape oscillations that were parametrically excited by the bubble 

pulsations when the pressure amplitude exceeded a threshold. Recently, Doinikov 

[94] has studied the dancing motion in the context of translational instability which is 
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the special case of the nonlinear coupling between the volume pulsation, translational 

motion and shape modes. These are described below: 

 

Translational and radial motions 

Generally, both translational and radial motions can exist for a bubble in an acoustic 

standing wave field. Temporal and spatial variations of an ambient fluid pressure 

induce the translational motions of a bubble in an acoustic field [95]. Under this 

motion, bubbles move periodically along one or more different axes. Furthermore, 

the temporal variation of the pressure induces radial oscillation. Hence it introduces a 

change in bubble volume, which also affects the translational motion. Watanabe & 

Kukita [95] reported that the bubble size would affect both its location and 

oscillation mode. Their experiments showed that a bubble which is larger than the 

resonance size moves to a pressure node position and its radial oscillations becomes 

small; in contrast, for a sufficiently small bubble, it moves to a pressure antinode 

position and radially oscillates under the maximum pressure amplitude. A chaotic 

oscillation was observed in both the radial and translation directions when a slightly 

smaller than the resonance size bubble was presented. 

 

Volume oscillation 

Volume oscillation, sometimes also referred to as radial oscillation, refers to a bubble 

which expands and contracts radially while maintaining its spherical shape. This 

mode is also known as breathing mode and its behaviour is a consequence of the 

compressibility of the gas and is forced by the fluctuating acoustic pressure field. 

This oscillatory mode is most pronounced when the bubble is excited near its natural 

frequency [83]. Therefore, the volume oscillation mode has been investigated in the 

applications of sonoporation of cells by the shear stress caused by microstreaming 

near pulsation oscillating bubbles [87, 96].  

 

Shape oscillation 

Unlike the volume oscillation, shape mode oscillations distort the bubble from its 

usual spherical shape into various polygonal shapes depending on the particular 

shape mode [97].  It is observed when a bubble is excited into higher-order modes of 

oscillation. However, it is difficult to secure a bubble in any particular mode of 

oscillation. Part of an investigation by Tho et al. [84] showed that the bubbles 

usually remain stable shape oscillation for around 30s and most often would change 
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into another mode of oscillation or occasionally would detach from its fixed position 

and move around erratically. 

 

For a bubble with fixed radius 0
R , the expression for the natural frequency of the nth 

mode of the shape oscillation is given as: 
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Such modes have been shown by Matsumoto and Ueno [98]. This can be reduced to 

the dispersion relation for capillary waves on a flat surface if Ro and n tend to infinity 
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where cf is the frequency of the capillary wave, and ef is the frequency of excitation. 

This takes into account that the capillary waves are one half the frequency of the 

excitation [99].  

 

Above all, cavitation microstreaming is one of the most significant phenomena 

observed around an oscillating bubble. Such microstreaming is depended on the 

bubble oscillation mode which can be varied from one type to another during the 

oscillating period. In the investigations of microstreaming patterns, the oscillation 

modes need to be considered. Besides that, a stable cavitation bubble is also the key 

factor. 

 

4.2.3 Cavitation bubble types 

Generally speaking, there are two types of cavitation bubbles that can be generated in 

an acoustic field: stable cavitations and transient cavitations. Stable cavitations are 

bubbles that oscillate usually in a non-linear function around some equilibrium size. 

They are relatively permanent and may continue oscillating for many cycles of the 

acoustic wave. In contrast, transient cavitations generally exist for less than one 

cycle. During this one cycle, they expand to a size which often to many times of their 

original size, and then collapse violently [100]. Factors that affect the type of 

cavitation generated include the driving frequency, the type of transducer and the 

type of acoustic wave.  
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The accuracy of one type of bubble is dependent on the ultrasound frequency. At 

high frequencies, stable cavitation is dominant, where bubbles oscillate for hundreds 

of acoustic cycles. At low frequencies around 20kHz, transient cavitation bubbles are 

generated. However, by using plate type transducers, at low frequencies a significant 

amount of stable cavitation can be generated [101].  

 

Another factor, as shown by Calvisi [102], is that bubbles are more unstable in a 

travelling ultrasonic wave than in a standing wave. For a bubble located at the 

pressure anitnode of a standing acoustic wave field, an approximately uniform 

pressure field causes the bubble to remain spherical. By contrast, a travelling 

acoustic wave generates a time-dependent pressure gradient along its direction of 

travel. This induces non-spherical shape modes to grow.  

 

4.2.4 Cavitation bubbles applications 

Mixing 

Recently, interest in the application of biological systems and engineering 

applications to microfluidics has grown. Cavitation microstreaming has been 

demonstrated by Liu et al. [41] as a mechanism for mixing fluids in microscale. The 

experimental system consists of a microchamber with a piezoelectric plate attached 

to one of its walls. The oscillating multi-bubbles inside the chamber induce the 

microstreaming when excited by a piezoelectric transducer. Furthermore, a low 

frequency (~5 kHz) and low voltage (~ 10 Vpp) is used to provide almost no heating 

to the liquid. As a result, their chamber mixing technique reduces the time to fully 

mix liquid solutions in a 22 µl chamber from hours to tens of seconds.  

 

A more efficient mixing technique was introduced later by Ahmed et al. [89]. In their 

experimental system, a polydimethylsiloxane based microchannel was used with a 

“horse-shoe” shaped microstructure fabricated inside it. A single bubble was induced 

in the horse-shoe structure and can be securely trapped even when a high flow rate 

was applied. An adjacent piezoelectric transducer was used to drive the membrane of 

the trapped bubble at a frequency and voltage of 70.1 kHz and 8 V. Ahmed et al. 

[89] also examined the mixing effectiveness with the flowing fluids with the flow 

rate range from 3 µl/min to 10 µl/min.  As a result, a further reduced mixing time of 

~7 ms was achieved with excellent mixing across the entire width of the channel.  
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Transportation 

The flow field around an oscillating bubble has been studied by Marmottant & 

Hilgenfeldt [85]. In their earlier work, lipid vesicles were used to track the 

streamlines around an oscillating bubble. Bubbles were generated by syringe 

injection of air into a quartz cuvette. The near resonant frequency (180 kHz) for the 

bubble of radius of 1 µm was applied to the system. The streaming flows then 

observed consisted of a vortex ring around the bubble. Additionally, in one 

experiment, a vesicle was ruptured due to the shear forces. This result can be applied 

to sonoporation which is discussed in the next section. 

 

Based on their previous observations, Marmottant & Hilgenfeldt [86] then reported a 

bubble-driven technique to transport particles in a microfluidic device. The bubble 

adsorbed at the bottom of the cuvette was driven to oscillate by a piezoelectric 

transducer attached the side wall at frequencies ranging from 40 to 200 kHz.  A 

doublet – bubble/particle combination was introduced to develop a steady streaming 

flow around it when placing in the vicinity of an oscillating bubble. The flow field of 

the bubble/particle combination- doublet is easily obtained in the present small scale 

regime, where inertial forces are negligible compared to viscous forces. 

 

Sonoporation 

A growing area of interest is in biomedical applications. By maintaining a single 

stable oscillating gas bubble at 20 kHz, hydrodynamic stresses resulting from 

acoustically induced small-scale eddying motion near the bubble may be the 

mechanism of hemolysis [103]. One of the observations from the investigations 

provides a method for determining the mechanical strength of cell membranes by 

measuring the critical threshold for release of cell contents.  

 

As early as 1970, Rooney [103] studied sonically induced shear as a mechanism for 

biological application. In his investigations, the shearing stresses due to cavitation 

microstreaming were observed to cause haemolysis of erythrocytes, which 

supporting the observation made by Marmottant & Hilgenfeldt [85]. Numerical 

calculations of the shear forces induced by cavitation microstreaming have been 

found to be large enough to generate reparable sonoporation of cells [104, 105]. 

Further studies of ultrasound contrast bubbles induced cell deformation and 

enhanced cell membrane permeability were also carried out for the application of 

drug transfer via sonoporation  [87].  
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Micro-rotor/ actuators 

A micro-rotor provided a rotation speed of 625 rpm was reported by Kao et al. [106], 

which was powered by the microstreaming generated in the vicinity of a micro-

bubble excited by ultrasound. In their experiments, three types of micro-rotor were 

designed with diameter of 65 µm and examined. The rotor floating on the solution in 

a cuvette was attracted to the bubble which was attached on the surface of a 

millimetre-size heater by the microstreaming generated. The rotor then was self-

centred on the top of the bubble. Finally, the symmetrical flow of the microstreaming 

drove the rotor rotating. Clearly, when the excitation frequency matches the resonant 

frequency of the bubble-cuvette system, the maximum rotational speed is achieved. 

Furthermore, a misalignment of the rotor can reduce the maximum rotational speed. 

 

4.3 Development of Ultrasonic Manipulation with Bubbles 
 

The previous section shows that vibrating bubbles’ studies in the literature have been 

focused on the violent microstreaming patterns around a resonant bubble in an 

acoustic field. In order to excite the bubble in its resonant mode, some difficulties 

have been raised during these investigations. One of the difficulties is that the bubble 

size is unstable due to the bubble growth. Additionally, in the case of many bubbles 

presented in the acoustic field which may have a wider application field, it is difficult 

to create bubbles with exactly the same size.  

 

In this project, we investigate the standing wave driving of bubbles for particle 

sorting. Some key factors need to be considered, which include the resonant bubble 

size and its location, the surface friction, the drag force presented on the particles due 

to the streaming and the Bjerknes force between the bubble and the particle.  

 

4.3.1 Bubble location in the standing wave field 

An ultrasonic standing wave is established by exciting the fluidic chamber in its 

resonant frequency which results in a one dimensional pressure field. Within the 

pressure field Watanabe and Kukita found that a bubble sufficiently smaller than the 

radius, which would allow resonance at the given drive frequency ( 87.0/
0

<resRR ), 

will move to the pressure anti-node within the standing wave, whilst a bubble radius 

larger than the resonant size will move to the pressure node ( 03.1/
0

>resRR ) [95].  
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The relationship between resonant angular frequency and bubble radius is given, 

assuming a permanent bubble undergoing small radial oscillations, by [107]: 
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where a polytropic law of compression has been assumed with exponent κ (the ratio 

of the specific heats of the gas, which takes a value between 1 and 1.4 for air),  gp  is 

the pressure of the gas at rest, σ  is the surface tension and
Fρ  is the density of liquid. 

The plot of the relationship between the resonant angular frequency and the bubble 

radius is shown in Fig. 4.1.  Thus, for the excitation frequencies used in the 

investigation, the resonant bubble size is in the range 2.68 µm to 15.4 µm. The 

bubble size and its corresponding frequency values are listed in the Tab. 4.1. 

 

 

Figure 4.1: Plot of bubble resonant frequency against its resonant radius. 

 

Table 4.1: The value of bubble size under its corresponding frequency  

Frequency (kHz) 210.5 673 939.5 

Bubble radius (µm) 

K=1 
12.95 3.85 2.68 

Bubble radius (µm) 

K=1.4 
15.4 4.7 3.31 

 

4.3.2 Forces experienced by the bubble 

In an acoustic pressure field, acoustic radiation force and drag force due to streaming 

were discussed previously in Chapter 3. When a gas bubble is present within the 
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acoustic field, Bjerknes forces have been brought to the attention of researchers. 

There are both primary Bjerknes forces and secondary Bjerknes forces existing in the 

field. Furthermore, for bubbles attached to a solid wall, the surface friction needs to 

be considered as well during the investigation. 

 

Primary Bjerknes forces 

When a gas bubble in liquid exposed to an acoustic pressure field, it can undergo 

volume pulsations. A non-zero acoustic pressure gradient can couple with the bubble 

oscillations to produce a translational force on the bubble. This is the primary 

Bjerknes force which influences the bubble due to the “primary” (external) sound 

field. According to the size, bubbles which are larger than the resonance size travel 

to pressure nodes; otherwise, they travel to pressure antinodes. This is also shown by 

the equation provided by Leighton et al. [108]. 

Firstly, assume time-varying pressure formulation as: 
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where y  the spatial distance, Ap  the amplitude of the sound wave and ω the circular 

frequency. 
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where the phase term α equals zero for bubbles size smaller than resonance, and 

equals π for bubble larger than resonance. 

Therefore, the bubble volume for approximate to first order as: 
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when 3/4
3

00 RV π= . 

A body of volume bV  in a pressure gradient p∇ experiences a force pVb∇− . 
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for bubbles smaller than resonance; and 

( )[ ] ( )
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for bubbles larger than resonance. 
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Clearly, from the above equations, for bubbles of less than resonance size, a positive 

force is presented which forces bubbles’ travelling to the pressure antinodes; while 

for bubbles larger than resonance size, a negative force is presented which forces 

bubbles’ travelling to the pressure nodes.  

 

Secondary Bjerknes forces 

In contrast to a single bubble, theoretical and experimental work has been done on 

the forces between bubbles and bubbles/particles due to the “secondary” sound field 

emitted by other bubbles/particles, which called secondary Bjerknes force. 

Theoretical and numerical models describing the interaction forces between two or 

more gas bubbles in acoustic field have been in development for decades [109-112]. 

Several models for the interaction between bubbles and immovable solid objects are 

also being studied [113]. Coakley and Nyborg [114] derived an expression for the 

time-averaged force generated between a spherical bubble and a rigid, immovable 

sphere, both bubble and particle are free to move. 

 

Recently, using Lagrangian mechanics, Hay et al. [113] derived the time-average 

secondary Bjerkenes force equation at fifth-orders of a spherical gas bubble and a 

rigid spherical particle, at which both are free to translate. By assuming the small 

periodic bubble pulsation of 

( ) tRtR ωξ sin
00

+= , 00
R<<ξ .                                  (4.11) 

The time-averaging interaction force over one acoustic cycle is given: 
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where Sρ  and SR is the density and radium of the particle respectively, d  is the 

separation distance between the centres of the bubble and particle, ω is the angular 

frequency of the bubble vibration, and 0
ξ is the bubble wall displacement. From this 

equation, the secondary Bjerknes force depends on both size and density. 

Additionally, it indicates that for a denser particle than that of the liquid, the 

interaction force is negative, and the bubble and particle are attracted toward one 

another; on the other hand, for a lighter particle, the force between the bubble and 

particle is repulsive. 
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Surface friction force 

Early experimental and theoretical studies of oscillation modes and their 

microstreaming flow have been completed for a free sphere air bubble in liquid [113, 

115, 116]. Only a few works have been reported of a bubble resting on a solid 

surface, where it often becomes hemispherical in shape. The forces acting on the 

hemispherical bubble are more complicated than for the free bubble, which includes 

the acoustic radiation force, drag force and Lubricated friction force. 

 

For a spherical bubble in an acoustic field, the translational motion of the bubble in 

the direction of the pressure variation is given by 
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where bm is the mass of gas and vapour inside the bubble, bu is the translational 

velocity defined by 
bu

dt

dx
= , bV is the bubble volume, ru is the relative velocity 

between the bubble and the liquid, bA is the projected area of the bubble, and dC is 

the drag coefficient. 

 

The relative velocity is given by 

lbr uuu −= ,                 (4.14) 

and the velocity of the liquid lu  is assumed to be  
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Here we consider two cases: the acoustic radiation force exceeds the drag force 

(which includes the friction force), and the acoustic radiation force is less than the 

drag force. 

 

4.3.3 Piezoelectric device and experimental setup 

The apparatus used for the experiments is depicted in Fig. 4.2. The actuator for the 

system is a piezoelectric plate this is driven by a signal generator (Stanford Research 

SDR 345) via a power amplifier (Amplifier Research 25A250A). The particles 

suspended in the enclosed fluid chamber are viewed using an Olympus BX51 upright 

microscope fitted with a charge coupled device camera (Hitachi HV-D30) operating 

at 25 frames per second. The video signal is sent to a DVD recorder and monitor. 
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Subsequent image capture is achieved by playing the DVD recordings back into a 

frame grabber (National Instruments 1411) housed in a PC.  

 

The device itself is fabricated in two parts. The lower (main) part is made by 

attaching a 5 mm square piezoelectric transducer with a thickness of 0.5 mm to a 20 

mm square piece of silicon wafer. These are mounted on support structures which 

hold the electrical connections to the upper and lower surfaces of the piezo. The 

second part consists simply of a 2 mm thick piece of glass (5 mm square). This piece 

of glass and the silicon substrate form the upper and lower surfaces of the fluidic 

chamber.  

 

A 0.5 mm diameter wire is used as a spacer to define the chamber height and lateral 

dimensions as 4.7 mm × 4 mm. These values are different so that the resonant 

frequencies causing mode shapes of one dimensional pressure fields occur at 

different frequencies in each of the two lateral directions. The chamber is filled by 

depositing 9.3 µl solution of copolymer microspheres onto the silicon surface, and 

covered with a glass cover slip. The process of placing the cover slip on the fluid 

needs to be carefully performed so that no air bubble is trapped inside (bubbles 

formed at this stage tend to be too large). The approach allows subsequent successive 

raising and lowering of the cover slip to ensure the formation of small bubbles as 

required in this work. In the experiments two sizes copolymer microspheres, 6.0 µm 

and 1.9 µm diameter (Bangs Laboratories, density = 1050 kg/m
3
), are used to provide 

the size contrast.  

 

One important parameter of the chamber is the depth. From the experiments, we 

found that most of the bubbles which were generated in the fluid chamber were 

around 20 to 50 µm in radius. To give extra space for bubble growth, as well as to 

identify the bubbles which are attached on the glass surface (upper layer, separated 

from the lower part of the device) or the silicon surface (bottom layer), the depth of 

0.5 mm is chosen. Another important parameter is the lateral dimensions of the 

chamber. In the situation with fixed air concentration in a fluid (e.g. water at room 

temperature), the generation of a cavitation bubble within the fluid depends on the 

volume of the chamber. From the experiments, the case of chamber dimension with 

4.7 mm × 4 mm × 0.5 mm can easily generate cavitation bubbles. Thus, the 

dimension of the chamber was chosen. 
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Figure 4.2: Schematic description of experiment setup for particle sorting by an excited bubble, (a) the 

cross-section view (x-z plane) of the device used in the experiment, and (b) the top view (x-y plane) of 

the device. 

 

4.3.4 Investigation of bubble’s properties  

A novel method of using an ultrasonic standing wave excited bubble to sort particles, 

which has not been reported before, is discussed in the following sections. As we 

using the standing wave to drive the gas bubble in the microfluidic chamber, we need 

to establish the standing wave field first. This has been done by actuating the device 

at its resonant frequency. All experimental images are captured in x-y plane. 

 

Bubble location 

Frequencies which cause an ultrasonic standing wave resulting in a quasi one-

dimensional standing wave across the shorter lateral dimension of the chamber were 

found experimentally to occur at 939.5 kHz and 673 kHz. The existence of these 

resonant modes was inferred from the patterns formed by suspended 6 µm 

microspheres in the form of a series of parallel lines. At 939.5 kHz four lines are 
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formed.  Figure 4.3 (a) shows two of these lines which approximately confirm to a 

one dimensional standing pressure field.  

 

When a bubble of 25 µm in radius (Ro), well above the radius accompanying 

resonance, is introduced into the 939.5 kHz pressure field, it should be aligned with 

the pressure node (refer to Section 4.3.1). This can be seen in the two lines of 

particles of Fig. 4.3 (b). Interestingly, the presence of the bubble has the effect of 

causing one of the lines to bow around the bubble in this experiment. The bubble is 

the only large object within the chamber which is much larger than the particle; 

however it is difficult to be identified from the image. It is much clearer in the video 

which can be indicated by the movement of the surrounding 6 µm particles due to the 

microstreaming. 

 

 
Figure 4.3: Lines forming in one dimensional standing pressure field. (a) Two of the lines shown 

straight without any bubble presented. (b) The effect of a bubble, circled in blue, causing one of the 

lines to bow around. 

 

 

Alternatively, a series of experiments with a resonant frequency of 673 kHz were 

examined. Instead of forming lines, particles formed more complex patterns at 673 

kHz. The bubbles radius generated are around 25 µm which is again far beyond the 

resonant bubble size between 3.85 µm and 4.7 µm at the 673 kHz (refer to Tab. 4.1). 

Without doubt, these bubbles are observed at the pressure nodes, shown in Fig. 4.4. 

Three similar size bubbles are observed from Fig. 4.4 (a), which located at the end of 

the particle pattern shown in the image. Figure 4.4 (b) shows a bubble located in a 

particle pattern. A white circle is added in Fig. 4.4 (b) to indicate the bubble as it is 

difficult to be identified in the pattern.  
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Figure 4.4: Images of bubble location at the excitation frequency of 673 kHz was applied. White 

circles present the bubble within the particle pattern. 

 

The bow around effect caused by the oscillating bubble was also observed in the 

experiments, shown in Fig. 4.5. Two large bubbles present at the pressure node, as 

seen in Fig. 4.5 (a), many particles are attached on the bubble surface. The particles 

which form the pattern are shifted to the left. The particle movement shown by the 

arrows is due to the microstreaming flow. Figure 4.5 (b) shows 0.8s later, where a 

slight bow effect is shown as the particle pattern becoming more curved at the edge. 

The bow effect is clearly shown in Fig. 4.5 (c) and (d), when a 25 µm bubble is 

presented. The particle line is discontinued by a bubble within it. The particles 

original from the line are pushed to one side. Therefore the bow around is observed. 

Interestingly, the particles within the bow pattern are supplied by bringing the 

particles along the line due to the microstreaming. 
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Figure 4.5: Images of bubble effect when line forming in the pressure field of 673 kHz. (a) and (b) 

Images of two bubbles presented at the pressure node with 0.8s apart. (c) and (d) Images of one 

bubble presented with 0.76s apart. 

 

 

Bubble movement 

In contrast to the bubble originally generated at the pressure node, a movement of 

bubble towards to the pressure node was observed from the investigation. In the case 

when a bubble with larger than resonant size is generated near pressure antinodes, 

the bubble experiences a maximum force due to acoustic pressure. For the larger 

acoustic radiation force presented on the bubble, the movement of the bubble 

towards to the pressure node can be observed. Clearly, Fig. 4.6 shows a bubble of 40 

µm diameter moving towards a pressure node. Initially, the bubble was generated at 

the place between the pressure antinodes and the pressure node. Forced by the 

acoustic radiation force, the bubble started to move to the low energy position - the 

pressure node. The average speed of the bubble movement is measured as 10.53 

µm/second.  
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Figure 4.6: Image sequences of the movement of a bubble towards to the pressure node when 673 kHz 

was applied. The red circle presents the bubble when it remains within the particle pattern. 

 

Varied bubble size  

If we wish to have many bubbles vibrating in the acoustic field in some 

investigations, we must bear in mind that to achieve exactly the same size of bubbles 

is highly problematic. As observed in the investigation, more than one acoustic 

bubble can be generated. These bubbles can be observed on the glass surface or/and 

silicon surface at the pressure node position as their size is well above the resonant 

size.  

 

Figure 4.7 shows multiple bubbles observed at the pressure nodes from two 

experiments. In one experiment, a total of seven bubbles were observed at the 

pressure node position. Five of them were attached under the cover glass surface (see 

Fig. 4.7 (a), while another two were attached on the silicon surface where directly 

below the five bubble group (see Fig. 4.7 (b)). In another experiment, two bubbles 

were generated. One was attached to the glass surface, Fig. 4.7 (c); and the other was 

attached on the silicon surface, Fig. 4.7 (d). Both experiments were excited at 939.5 

kHz, and the bubble sizes observed were around 50µm diameter. Notably, the 

microstreaming around these bubbles are similar in both strength and type. 
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Figure 4.7: Images of multiple similar sized bubbles are observed. (a) Five bubbles are attached under 

the glass surface; while (b) two bubbles are attached on the silicon surface where directly below. Each 

of the two bubbles is attached on the glass surface (c) and silicon surface (d). 

 

Therefore, using the standing wave to actuate the bubble is very helpful. Some 

bubble sizes generated in the investigation are shown in Fig. 4.8. The bubbles’ 

diameters were varied from 20 µm to 50 µm. 

 

These images were taken when an excitation frequency of 939.5 kHz was applied. At 

one resonant frequency, the varied size bubbles all experienced the same oscillating 

mode. As seen from the Fig. 4.8, all images show that the bubble is able to attract the 

6 µm particles at 939.5 kHz. Alternatively, the strength of the oscillation is different. 

For a large bubble, the oscillation is stronger compared to the smaller bubble.  

 

 

Figure 4.8: Experimental images of bubbles with varied sizes generated in the investigation at 939.5 

kHz. 
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In another experiment, two different bubble sizes were observed. Figure 4.9 shows 

two bubbles with different size presented in the acoustic field. The excitation 

frequency of 210.5 kHz was applied in this experiment (acoustic streaming is 

dominant in this case rather than acoustic radiation force, therefore no particle 

patterns were observed). The bubble A is sufficiently smaller than bubble B. The 

strength of the microstreaming around the bubble is varied by the bubble size. As 

seen from Fig. 4.9 with red circle, particles around the bubble A takes 1.88s to 

become attached. While for the particles around bubble B, with green circle, less 

time of 1.08s is required for particles to be attracted from a similar distance. The 

particles were observed to be moving faster near bubble B. This indicates that the 

microstreaming flow is stronger for a larger bubble presented. This is because the 
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Figure 4.9: Experimental image of particle movement when two bubbles observed in the acoustic field 

with different size at 210.5 kHz. Particles (red circle) around the small bubbler A takes longer time to 

be attracted than the particles (green circle) around the large bubble B with similar distance. 

 

Bubble growth rate 

Clearly, there is an enhancement in the growth rate of a bubble due to the presence of 

microstreaming flows. The rate of increase in bubble size by diffusion is given [100]: 
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where ∞C is the mass-concentration of gas dissolved in the liquid at a great distance 
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from the bubble and 0
C the saturation concentration under the prevailing conditions, 

D  is the diffusion coefficient, 
Fρ  is the liquid density. 

 

From this equation, the surface tension term ensures that the bubble will eventually 

dissolve away even when the liquid is saturated with dissolved gas ( )
0

CC =∞ . 

Furthermore, the “rectified diffusion” allows the bubble to grow even when the 

relative concentration 
C

C∞ is well below unity. This is envisaged physically as: on the 

positive pressure half-cycle, the gas in a small bubble will be compressed, while the 

relative concentration of dissolved gas in the liquid is reduced. Gas diffuses outwards 

from the bubble into the liquid; conversely, during the negative half-cycle of 

pressure, while the bubble is expanded, gas diffuses from the liquid into the bubble. 

However, these two rates are not equal as the surface area of the bubble is greater 

during the negative half-cycle, and the bubble must gain some gas over a complete 

cycle due to the diffusion rates are proportional to the exposed area. 

 

The bubble, excited at 939.5 kHz, shows the growth rate during the experiment 

period is approximately 0.165 µm/s. It is calculated as the gradient of the linear line 

which is shown in Fig. 4.10. The data is an average value taken from three 

experiments.  This growth rate is much higher than any type of oscillating bubble 

discussed in Tho et al. [84] with the largest value of 0.0285 µm/s. This may be 

caused by the higher excitation frequency used in our investigation compared to 20 

kHz. However, the linear type growth rate is matched to the linear translating bubble.  

 

The enhancement in growth rates appears to be related to the microstreaming flows 

accentuating diffusion by improving the mixing of fluid near the bubble’s surface. 

This ensures that “new” fluid with a high concentration of gas is transported near the 

air-water interface to maintain the diffusion process. Therefore, the sizes of bubbles 

generated in the investigation are also depended on the size of the microfluidic 

chamber. 

 

The bubble growth shown in the experiments is another reason to apply a standing 

wave to drive the bubble. 
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Figure 4.10: Plot of the bubble radius against time.  

 

 

4.3.5 Effect of microstreaming  

Previously, we discussed the bubble properties such as the location, the bubble size 

and the growth rate. Now we need to investigate the behaviour of rigid particles in 

the acoustic field. When a permanent gas bubble is excited within an acoustic field, 

cavitation microstreaming is generated around the bubble. For a solid particle 

suspended within the microstreaming flow field, a steady drag force is experienced 

as well as the secondary Bjerknes force. In microfluidic systems the drag force
DF , 

as known as Stokes drag, is defined as 

SrD RuF πµ6= ,               (4.17) 

where µ is the liquid viscosity, ru is the relative fluid velocity and SR is the particle 

radius. 

 

Another important force between bubble and particle is the secondary Bjerknes 

force, which is not considered in the presence of strong microstreaming usually. This 

was discussed in section 4.3.2. The time-averaged force expression is given as Eq. 

(4.12). 

 

In the same acoustic field, different size particles experience the drag force and the 

secondary Bjerknes force with varied values. As seen from the equations, SD RF ∝  

and 
5

3

d

R
F S

B ∝ . Furthermore, BF is negative when the particle is denser and the force 

between them is attraction, otherwise the force is repulsion.  
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A driving bubble to attract particles 

Particles used in the investigation are polymer microspheres with density of 1.06 

g/ml. Theoretically, particles will be attracted to the bubble due to the secondary 

Bjerknes force. Firstly, a series of experiments have been conducted to investigate 

the 6 µm particle behaviour in a 939.5 kHz ultrasound standing wave field. Figure 

4.11 shows a series of images taken from an experiment in which a 25 µm radius 

bubble sits within the standing wave. The particles in the vicinity of the bubble are in 

motion due to the acoustic streaming established by the standing wave. When they 

enter the proximity of the bubble the more localized streaming draws the particle 

towards the bubble. The particle then meets the liquid-gas interface where it remains 

trapped.  

 

 

Figure 4.11: Experimental image sequences of 6 µm particles attracted by a bubble presented in the 

939.5 kHz acoustic field. 

 

A driving bubble to repel particles 

This result can be contrasted with the situation where 1.9 µm particles were used. 

The particle which is indicated with a white dash circle is drawn towards the bubble 

before being repelled, as shown in Fig. 4.12. The difference in behaviour between the 

6 µm particles and 1.9 µm particles depends on the comparison of the drag force and 

the secondary Bjerknes force they experienced. Clearly, in this case, the drag force is 

stronger than the secondary Bjerknes force. Thus the 1.9 µm particles are able to 

follow the streaming line.  
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These experiments showing partial balancing change due to the varying particle size 

have been done separately. In the next section, we show that the different behaviour 

between the 6 µm particles and 1.9 µm particles is still observable when both of the 

particles are presented in the same acoustic field. 

 

 
Figure 4.12: Experimental image sequences of 1.9 µm particles repelled by a bubble presented in the 

939.5 kHz acoustic field. 

 

A driving bubble as a sorting mechanism 

Finally, a series of experiments have been done for both size particles in the standing 

wave field. Figure 4.13 shows the experimental image sequences of both size 

particles influenced by the effect of the microstreaming. Clearly, under the same 

excitation frequency applied, both size particles experienced the drag force due to the 

local streaming which bring the particles towards the bubble. Once the distance 

between the bubble and particle is small enough, which means the secondary 

Bjerknes force is stronger than the drag force; particles can be caught by the bubble. 

Another important factor is the particle size: a larger/smaller particle experienced 

stronger/weaker secondary Bjerknes force than drag force. Therefore, the 1.9 µm 

particles are able to follow the microstreaming flow lines due to the drag force as the 

dominant force, as seen from Fig. 4.13 with white dash circle. In contrast, the 6 µm 

particles are attracted by the bubble due to the secondary Bjerknes force as the 

dominant force, as seen from Fig. 4.13 with red dash circle.  
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Figure 4.13: Experimental image sequences of the movement of 6 µm and 1.9 µm particles in the 

939.5 kHz acoustic field with a bubble presented. The 6µm particle (with red dash circle) is attached 

to the bubble; while the 1.9 µm particle (with white dash circle) is following the streaming line 

repelled from the bubble. 

 

The differing behaviour of the two particle sizes clearly portends the possibility of a 

sorting mechanism using a vibrating bubble. The effect is that the larger particles 

become attached to the bubble whilst the smaller ones do not. The process is totally 

reversible. Once the actuation is turned off, the captured particles fall away from the 

bubble (the final image in the sequence of Fig. 4.13) to allow the system to be 

refreshed and operate anew. It is worth noting that the trapped particles in the bubble 

are in held at a hydrated state [117]; which is useful if the approach is translated to 

the case of cells. In a practical situation, it should be conceivably possible to operate 

in an externally imposed bulk fluid flow to affect an almost automated process.      

 

4.3.6 Effect of oscillation mode  

The oscillation mode is another factor that influences the microstreaming pattern. In 

one of the experiments at 673 kHz, as shown in Fig. 4.14, a translating oscillating 

mode of a vibrating bubble was noticed. A smooth translation as depicted by the 

white curve pattern shown in the last image was observed. Such translating motion is 

due to the high acoustic pressure in the field. The bubble moves towards to the 

minimum energy position. As discussed in section 4.2.2, a particular oscillation 

mode is hard to secure. A changing from translating and volume oscillation to 
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translating along an axis perpendicular to the wall was observed, as seen in Fig. 4.15. 

A symmetrical microstreaming flow pattern with flow being recirculated from one 

end of the bubble to the other was observed. From Fig. 4.15 (a), attracted 6µm 

particles are concentrated at one side of the bubble, which indicates that the 

streaming flow moves towards to the bubble from one direction and leaves in the 

same direction. Such a microstreaming flow pattern is called a “dipole”. In contrast 

to the “dipole” flow structure, which was also discussed by Tho [84], a 

microstreaming flow pattern drawn towards the bubble near the plane wall where the 

bubble was attached was observed. As seen from Fig. 4.15 (b), 6µm particles are 

attached around the bubble evenly in all the direction.  

 

The translating of an oscillating bubble along an axis perpendicular to the wall is the 

dominant mode in our investigations. This may be caused due to the unsealed glass 

cover where the bubbles attached. When the device is under a resonance mode, the 

glass cover is also driven into oscillation, which induces bubbles to oscillate in the 

same direction as that of the glass cover. 

 

 
Figure 4.14: Experimental image sequences of a curve translating bubble. White curve pattern  

presents the bubble trace. 

 

 

 

 

 



 79

 
Figure 4.15: Experimental images of (a) a translating and volume oscillation mode and (b) a 

translating  oscillation mode along an axis perpendicular to the attached wall. Arrows present the 

direction of the streamline. 

 

An alternative oscillation mode was also observed during the investigation. As 

shown in Fig. 4.16, 6 µm particles are attracted by the bubble due to the secondary 

Bjerknes force. Interestingly, the attached particles are concentrated at one side and 

rotate clockwise and anticlockwise at a small angle. Such a micro-sized torque may 

be useful in application of biological investigations. 

 

 

 
Figure 4.16: Experimental image sequences of a translating oscillating bubble predicted by the 

attached particles’ movement. Each image is 0.04 seconds apart. Arrows show the direction of the 

oscillation. 

 

4.3.7 Particle separation 

In contrast to the microstreaming that resulted in the vicinity of a vibrating bubble, 

the acoustic streaming as discussed in Chapter 3 exists in the acoustic field together 

with the acoustic radiation force. The acoustic streaming affects small particles while 

large particles experienced the radiation force as their dominate force.  
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In this series of experiments, both 6 µm and 1.9 µm particles were used when 939.5 

kHz excitation frequency applied. As the radiation force is the dominant force for 

large particles, 6 µm particles are moving towards to the pressure nodes, as seen in 

Fig. 4.17 (a) as forming the particle line, and (b) the particles moving towards the 

pressure node which are indicated by red circle.  In contrast to 6 µm particles, 1.9 µm 

particles started to swirl between the pressure node and pressure antinodes position 

which is dominated by the drag force.  The 1.9 µm moves towards to the pressure 

node, as seen in Fig. 4.17 (b). As the result of swirling, the 1.9 µm moves away from 

the pressure antinode, as seen in Fig. 4.17 (c). The images are taken at the bottom 

focusing plane from one experiment, and the boxes remain static across the image 

sequences. The motion difference between the acoustic radiation force and streaming 

is much clear when the focal plane is at the top layer, which is discussed below. 

 

A continuous supply of power maintains the streaming within the microfluidic 

chamber, as seen in Fig. 4.18 (a). A turn on-off technique with a discontinuous 

power supply was applied in a series of experiments to investigate the effect to the 

acoustic streaming. Clearly, Fig. 4.18 (b) shows an opposite direction of movement 

observed on the 1.9 µm particles, once the power was on from one second 

discontinued prior. From the top layer view, instead of moving inward to the pressure 

antinodes position, small particles moving outward with the same direction as 

radiation force. In this experiment, the turn on-off is typically using 3s period (2 

second on and 1 second off). This is due to the stronger radiation force being 

dominant instantly. The streaming becomes dominate when the power is on for a 

while. As a result, Fig. 4.19 shows a large different in the distance between two 

streaming induced vortices. Initially, the distance of the gap is around 0.11 mm with 

continuing power supply; after 60 seconds on-off, the distance is measured about 

twice wider as 0.21 mm. This technique offers a possibility to separate small 

particles due to the acoustic radiation force by breaking the streaming flow. 
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Figure 4.17: Experimental image sequences of particles forming patterns and swirling under 939.5 

kHz. (a) Time evolution of 6 µm particles forming lines. (b) Time evolution of 6 µm (circled) and 1.9 

µm (squared) particles under acoustic radiation force and streaming, zoom in the red region from (a). 

(c) Time evolution of 1.9 µm particles under acoustic streaming, zoom in the blue region from (a). 
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Figure 4.18: Schematic and experimental images of particle movement under streaming: (a) 

continuous power supply, 1.9 µm particles swirling beside the pressure nodes; and (b) after apply turn 

on-off technique, the swirling is discontinued as seen particles moving opposite direction observed 

from the top plane. 
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Figure 4.19: Experimental images of (a) initially applying turn on-off technique, and (b) 60s after 

applying turn on-off technique. The line is to help determining the distance between two streaming 

induced vortices. 

 
4.4 Conclusions 
 

This chapter demonstrates the ability to use vibrating bubbles in an acoustic standing 

wave field for size based particle sorting. The operating mechanism involves exciting 

a bubble within an acoustic chamber at the device resonance, resulting in strong 

recirculatory microstreaming in the vicinity of the bubble. Depending on the bubble 

size, particles can be selectively attracted and sorted by comparing the secondary 

Bjerknes and drag forces. For the large particles (6 µm) which are the secondary 

Bjerknes force dominated, the particles deviate from the microstreaming lines 

generated by the oscillating bubble and attach to the bubble. The system can also be 

refreshed. By contrast, for the small particles (1.9 µm) which are drag force 

dominated, the particles follow the microstreaming line. The results are also 

presented in the manuscript which has been submitted to Journal of Acoustical 

Society of America as in Appendix A. 

 

Furthermore, it has been demonstrated that acoustic streaming force which causes the 

small particles to circulate in the entire chamber can be broken by discontinuing 

power supply. As a result, a two fold increase in the gap between two particles can 

be achieved for small particle sizes.  

 

Particle manipulation using ultrasound techniques has many advantages, such as that 

large groups of particles can be positioned simultaneously. However, this method 

consumes energy supply. A more environmental friendly technique required no 

energy is one of the most interesting research areas nowadays. Therefore, in the next 

chapter, a developed approach of particle sorting and manipulation by capillary 

forces is presented. 
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Chapter 5 

Improving the Capillary Force Method for 

Particle Manipulation 

 

5.1 Introduction 
 

In contrast to the ultrasonic method and other methods which require actuation, 

capillary forces are naturally occurring. Self-assembly, defined as the autonomous 

organization of objects into ordered structure, is one of the most efficient methods to 

order large numbers of small particles. It usually relies on the interaction forces 

between particles and/or particles and surfaces to drive the formation of ordered 

arrangements [118]. A wide variety of methods exist including convective assembly 

[118], capillary assembly [119-121], free-floating sheet assembly [122], and vertical 

deposition method [123]. The capillary interaction forces between particles which 

allow self-assembly can also cause the formation of two-dimensional patterns. One 

well known example is when a coffee drop evaporates on a surface, ring-shaped 

coffee stains remain on drying [68]. In this case, the boundary between air, solid, and 

liquid (the contact line) is pinned. The capillary flows push coffee particles to the 

boundary as fluid flows to replace that lost by evaporation. Based on this, Vyawahre, 

Craig and Scherer [20] demonstrated a way to create and control line patterns using 

capillary flow. In their experiments, they find, under certain conditions, lines are 

formed instead of rings, and the process is not sensitive to concentration. 

 

The general techniques for particle manipulation, especially the non-contacting 

approaches, provide delicacy and a means to move and hold groups of particles at 

certain locations. An alternative goal is to remove the need for external energy 

sources. Capillary forces can allow controlled particle assembly, or cause droplets to 

fill cavities acting as micro-plate wells. As such, capillary forces have intriguing 

potential in low power applications, such as hand-held diagnostic systems for use in 
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remote locations. However, when applied to biological applications, the challenge is 

to keep the cells alive. 

 

In this chapter, a capillary force method that permits particles to remain hydrated, 

while they are assembled and harvested in batches using a single setup is 

investigated. Furthermore, the possibility of this method to assemble of different 

sizes/types of particles is discussed. 

 

5.2 Capillary Flow  
 

In particle manipulation using capillary force, the key factors which can affect the 

results include: the line tension and the intrinsic contact angle in a solid-liquid-

vapour system [124], pinned contact line [68], the Poiseuille flow [125], and the 

hydrodynamic interaction forces between particles and surfaces [126]. These factors 

are discussed in this detailed introduction. 

 

5.2.1 Minimum surface energy 

To explain how capillary force act on particles causing self-assembly, a solid-liquid-

vapour system, see Fig. 5.1, is a good starting point. Calculation of the line tension in 

a solid-liquid-vapour system is presented by Marmur [124]. The system consists of a 

solid ( S ), a liquid ( L ), and a fluid ( F ). Imagine that these components are separated 

and moved to an infinite distance from each other. As a result, each interface ij  turns 

into two individual surfaces i and j . The initial energy of interaction of the three 

phases is SLFU , and the final energy of interaction is zero.  

 

 

Figure 5.1: The geometrical definitions of the solid-liquid-vapour system 

 

 

The work of adhesion is related to interfacial and surface tensions by the relationship 
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abbaabU σσσ −+=−  ,                           (5.1) 

where abU is the energy per unit area of the interaction of two semi-infinite bodies 

made of materials a  and b , which are touching each other. 

In the solid-liquid-fluid system, the interfacial energy of the system would have been 

the sum of the products of each interfacial tension multiplied by the corresponding 

interfacial area.  

 

5.2.2 Contact angle 

Contact angle, θ, is a quantitative measure of the wetting of a solid by a liquid. It is 

defined geometrically as the angle formed by a liquid at the three phase boundary 

where a liquid, vapour and solid intersect. A solid-liquid-vapour system (see Fig. 

5.1), consists of a spherical liquid cap ( L ) sitting on a semi-infinite ideal solid ( S ), 

and a vapour (V ) which the liquid and solid are immersed.  

 

The well known contact angle theory is the Young equation [127]: 

LV

SLSV

Y
γ

γγ
θ

−
=cos ,                     (5.2) 

where ijγ are the interfacial tensions. 

 

5.2.3 Contact angle hysteresis 

The measurement of a single static contact angle to characterize the interaction is no 

longer thought to be adequate. For any given solid-liquid interaction there exists a 

range of contact angles which may be found. For example, a surface usually shows 

two extremes to the range of stable values. When adding additional liquid to a drop 

on a solid surface, the contact line advances and the drop exhibits an advancing 

contact angle aθ , as seen in Fig. 5.2 in grey. Alternatively, if liquid is removed from 

the drop as in the case of evaporation, the contact line remains pinned until the 

contact angle decreased to a receding value rθ , as seen in Fig. 5.2 in black, and then 

the contact line retreats [128]. 

 

The difference between the advancing contact angle and receding contact angle is 

referred to as the contact angle hysteresis, θ∆ : 

ra θθθ −=∆ .                   (5.3) 

Hysteresis can arise from molecular interactions between the liquid and solid or from 

surface anomalies, such as roughness or heterogeneities [129].  
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Figure 5.2: Droplet of water on a solid surface (dash line). 1) As liquid is added, the contact line 

advances, and the droplet exhibits an advancing contact angle. 2) As liquid is removed, the contact 

angle decreases to a receding value, and then the contact line retreats. 

 

5.2.4 Sharp edges 

An additional factor which affects the contact angle is a sharp edge. In the case of 

floating spherical particles, the contact line is fixed by the Young-Dupre law [130] 

which states that the contact line must move when the contact angle is fixed. In the 

case of floating cylinders (or other objects with a sharp edge), when the contact line 

is pinned at the sharp edge, the contact angle must change. In this case, Gibbs [131] 

has extended the Young-Dupre law to provide the case for the contact angle at the 

corner, as shown in Fig. 5.3.  

 

Figure 5.3: Equilibrium of a water droplet at the sharp edge of a solid surface: showing a droplet 

approaching the edge (1), and in the critical position (2). 

 

The range of the contact angle specified by the Gibbs extension to the Young-Dupre 

law is then given: 

00
180 θφθθ +−<< ,                 (5.4) 

where φ  is the edge angle and 0
θ is the equilibrium contact angle for the vertical face 

[131]. 
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Unfortunately, the derivation of the Gibbs condition which is given above assumes 

the edge to possess mathematical sharpness which has no physical reality. However, 

if one is unable, optically, to resolve the finite curvature of the real edge then, the 

advance of the liquid drop around that curvature will be indistinguishable from the 

mathematical edge treated above - the contact line appearing to halt at the edge and 

the contact angle to increase until the Gibbs criterion is satisfied [132]. 

 

5.2.5 Evaporation 

The minimum surface energy, the contact angle and especially the contact angle 

hysteresis all can be affected by evaporation in the solid-liquid-vapour system. In the 

case of coffee stain formation, the liquid drop wets the solid surface with a certain 

contact angle value. Initially, the evaporation would alter the height profile, as shown 

in Fig. 5.4 (a), from the blue profile to the red profile. Such reduction of the liquid 

volume would cause the drop to shrink. But as the contact line is pinned, the radius 

of the drop cannot be reduced. Therefore, outwards fluid motion to prevent the 

shrinkage occurs [68]. As seen in Fig. 5.4 (b), the fluid moving outwards to 

compensate for evaporative losses results in the particles in the solution being 

brought to the edge of the droplet. Such fluid flow is also caused by the rate of 

evaporation, which differs over the drop. Finally, as evaporation continues, the 

contact angle reaches its receding value, and the interfacial tensions are unbalanced. 

Thus shrinkage of the drop occurs and the particle patterns are observed.  

 

The evaporative flux depends only on the shape of the drop [68]. At the surface of 

the drop, the vapour quickly approaches a steady-state concentration profile ( )zϕ . 

The steady-state diffusion equation gives: 

0
2 =∇ ϕ .                   (5.5) 

The desired evaporation flux if given by the derivative at the surface: 

( ) ϕ∇−= ve Dzj ,                  (5.6) 

where vD is the diffusivity of the vapour in air. 

For a drop with contact angle θ, the evaporative flux at the distance z which is from 

the drop centre approaches to the contact line has the form: 

( ) ( ) θπ

θπ

22

2

−

−
−

−∝ zRzj de ,                 (5.7)  

where dR is the drop radius.  
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The total evaporation flux per unit length of the leading edge is the integral of along 

the axis x , gives [119]: 

( )∫
∞

=
0

dzzjJ eevap .                  (5.8) 

Therefore, the evaporation flux is increased as the distance is increased. In the case 

of the drop evaporation, the outer range evaporates faster than the inner centre. 

 

Figure 5.4: Schematic description of the fluid flow during evaporation in a drop. (a) The evaporation 

without flow cause a drop shrinks. (b) The outward flow to keep the contact line fixed. 

 

5.2.6 Interaction forces in a capillary chamber 

There is a difference to the open fluid case when the fluid lies between two parallel 

sheets, such as in a capillary chamber. Some unique features need then to be 

considered as well. 

 

Poiseuille flow 

Poiseuille flow describes laminar flow in a tube or between parallel sheets [125]. The 

latter is exactly the flow type that occurs when a sample is loaded into a capillary 

chamber. 

 

To discuss this x is defined as the direction of flow, y is the direction perpendicular to 

the walls, and L is the wall spacing, see Fig. 5.5. Assuming that the transverse width 

of the chamber is very much greater than the chamber depth, the width is effectively 

infinite. If the dimensionless distance across the channel is defined as Ly /=τ . Then 

the fluid velocity fv  at any distance y from the wall is given by 

( )2
4 ττ −= mf vv ,                 (5.9) 

where the peak central velocity at 2/1=τ  is vm.  
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Figure 5.5: Schematic description of the Poiseuille flow in a capillary chamber. 

 

The surface tension force, θcos
0

SS =  draws fluid into the chamber, where 0S  is 

the surface tension between fluid and glass and θ is the contact angle. After the fluid 

has travelled a distance x into the chamber, the pressure gradient will be
Lx

S

dx

dp 2
= , 

where p is the pressure, and the factor 2 is used because there are 2 surfaces 

separated by distance L . 

 

The peak velocity and the mean bulk velocity are given by  

x

SL

dx

dpL
vm

µµ 4

1

8

2

==  and 
mvv

3

2
= respectively,            (5.10) 

where the viscosity µ  is independent of velocity and the pressure gradient is the 

driving force of the capillary flow. From Eq. (5.9), flow velocity reaches the 

maximum value at the centre of the channel, which is parabolic in δ . The fluid 

velocity will be a maximum at the point of entry, proportional to chamber depth, and 

decreases as the meniscus proceeds into the chamber, which is linearly with the 

meniscus penetration distance x [125].  

 

Hydrodynamic interaction 

Previously, we considered the forces between the fluid and solid surface mostly. 

However, the hydrodynamic interaction force between particles and solid surface has 

also been studied by researchers. In confined environments, swimming cells are 

attracted by surfaces, as reported by Berke et al. [126]. The distribution of 

nontumbling E. coli cells swimming between two glass plates in a density-matched 

fluid was measured. Based on long-range hydrodynamic interactions between 

swimming cells and surfaces, the hydrodynamic interactions of the swimming cells 

with solid surfaces leads to their reorientation in the direction parallel to the surfaces, 

as well as their attraction by the closest wall.  
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Above all, in a solid-liquid-vapour system, the varying evaporative rate over the drop 

causes the particles to move towards the edge due to the fluid flow. The contact line 

moves when it reaches the receding angle. Additionally, the range of the contact 

angle is extended by conducting a sharp edge. In contrast, in a capillary chamber the 

pressure gradient is the driving force of the capillary flow. Moreover, the 

hydrodynamic interactions between the particles and solid surfaces direct particles to 

be parallel to the surfaces. Therefore, a capillary chamber with sharp edges is a 

suitable device for particle sorting due to capillary force which is discussed below. 

 

5.3 Development of Particle Assembly in a Capillary Cell 
 

As mentioned in both the Literature Review and the Introduction to this chapter, the 

capillary method requires no external energy, and particles can be assembled orderly 

and controllably. Unfortunately, these particles are in a dry condition in the resultant 

patterns, which is not suitable for cell investigation. To maintain the particles in a 

hydrated state, liquid needs to be added into the drop regularly to avoid reaching the 

receding contact angle. By introducing a capillary chamber with a sharp edge, the 

contact angle hysteresis is extended. This sharp edge allows the particles at the 

contact line to be hydrated for a much longer period. Additionally, a short travelling 

distance (short chamber length) is required to limit the solid surface attraction to the 

particles and maximise the fluid velocity in the chamber. For these reasons, we have 

developed a capillary cell which leaves the assembled particles in a hydrated state 

effectively. 

 

5.3.1 Capillary cell and experimental setup 

A fluid cell is formed by a cover slip and a glass slide. Firstly, the cover slip is cut 

into a certain size for preparation. Secondly, deposit a droplet of Milli-Q
©

 water 

(purified water by dispensing through a 0.22 µm membrane filter) on the middle of a 

glass slide and lowering the cut cover slip until fully wetted. The liquid spreads until 

it balances the weight on top of it to form a thin film. Three sides of the cell were 

sealed (Fig. 5.6(a)) in order to avoid evaporation from these sides. Varnish is used 

carefully to seal the sides of the cover slip, leaving one long side free and an opening 

in the middle of the opposite side. The small opening was left at the centre of the 

sealed edge so that a droplet of particles in suspension can be introduced during the 

experiment. 
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Figure 5.6: Schematic description of the proposed method to locate particles in position using 

capillary force (not to scale): (a) the top view of the device used in the experiment, and (b) the cross-

section view about X-X with description of flow mechanics from droplet the meniscus.  

 

The solution droplet deposited at the opening creates a continuous fluid body, 

combining the droplet and the cell contents. This body must re-establish equilibrium, 

clearly observed by a movement of the contact line at the free edge of the cell 

(depicted as being from A’ to B’ in Fig. 5.6 (b)). The sharp edge of the cover slip (C) 

allows a large range in the contact angle, hence the meniscus can deform as shown 

[131]. As evaporation progresses, the droplet free surface and meniscus combination 

will recede gradually before eventually falling back to the original position of A and 

A’ respectively. In the intervening time a flow occurs within the cell which causes 

particle collection and assembly, which is governed by two effects - the quasi-static 

maintenance of equilibrium of surface forces acting on the fluid, and the replacement 

of evaporated fluid. We consider them separately, though they are interrelated.  

 

The particles chosen were 6 µm diameter copolymer microspheres, as they are 

clearly visible under magnification levels offering a suitable field of view. A droplet 

of 1.3 µl Milli-Q
©

 water was released on the middle of a glass slide this forms a thin 

film when a cut cover slip (3 by 22 mm) is placed on top of it creating the liquid cell. 

This gives a cell height is 10 µm [126, 133]. Varnish was used carefully to seal the 

v



 93

sides of the cover slip, leaving one length side free and opening in the middle of the 

opposite side. Then, a 1.4 µl solution droplet was placed carefully at this opening. A 

CCD camera (Hitachi HV-D30) attached to a microscope permitted viewing and 

recording from the top of the device (Fig. 5.7).  

 

 

 

Figure 5.7: Schematic description of experimental setup for particle assembly in a capillary cell. 

 

 

5.3.2 Particles assembly investigation 

The flow rate 

The addition of a droplet causes a short time scale flow through the chamber, as 

equilibrium is sought. Subsequently, as fluid evaporates this equilibrium needs to be 

maintained resulting in further flow. The equilibrium of a small scale open fluid 

system is most easily considered as the minimization of the surface energies of the 

liquid vapor interface and the solid liquid interface, and the line energy related to the 

movement of the contact line (during which the equilibrium contact angle, θ0, may 

alter through a range between the receding angle, θr, and the advancing angle, θa). 

This can be expressed as [124]: 

wSLSVSLLVLV kdrdAdAw πγγγδ 2)(0 −−+== ,            (5.11) 

where wδ represents the work change, LVγ , SLγ  and SVγ  are the surface energies 

(subscripts being liquid, solid and vapour), and k is the line energy. The other 

variables are geometric, LVdA  and SLdA  are the interface areas, and wr is the radius 

of the wetted area of the solid surface. So the fluid will seek to minimize surface 

areas and contact line length.  
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The second important physical mechanism, evaporation as discussed broadly in 

section 5.2.5, also affects the flow rate. By idealizing the bottom tip of the meniscus 

B’ as a wedge with a length r, typically order 1mm, [68] (Fig. 5.8) the evaporative 

flux in a droplet at distance x’ from the contact line is given by (refer to Eq. (5.6)) 

 
))22/()2((

')'(
θπθπ −−−= xjxj oe  ,                                                                            (5.12) 

where jo is an evaporative constant. The evaporation flux outside this region jb is a 

constant for the bulk suspension in which x’ is replaced by r. In a quasi-static 

situation of a flow at reasonably low speeds, the shape of the meniscus is kept by a 

fluid flow Js towards the contact line in which [119] (refer to Eq. (5.7)): 

∫ −=
r

bes xjjJ
0

)'()( η  ,                                                                                           (5.13) 

where )'(xη is the arc length of the meniscus surface. Again in the case of a droplet, 

this causes a net flow to the perimeter of the droplet.  

 

Figure 5.8: Schematic description of the evaporation mechanics from the meniscus causing a flow that 

will carry particles towards it. 

 

The varying ability of vapour to diffuse (allowing further vapour to be removed) 

causes the changes in evaporative rates across a droplet [68], so the addition of the 

cell which creates a wedge of narrow width (ideal for enhanced diffusion) and a long 

length should prove to be an efficacious evaporative structure. 

 

In the case of the cell, we see that a shift in the meniscus shape from B’ to A’, whilst 

the contact angle at the lower edge remains the same, causes the surface area of the 

meniscus varies greatly. We can thus expect that the evaporation will be faster in the 

case of B’ (possessing the larger area), so the change of meniscus shape affects Js – 

which drives particle deposition capability, in contrast to methods such as vertical 

evaporation colloidal deposition (VECD) [123]. In our approach, the continual 

droplet deposition at the inlet ensures that particle collection and concentration can 
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be maintained at a fixed location; making it also accessible for harvesting and 

without the need for drying. 

 

Figure 5.9 tracks individual particle speeds over time at a distance of 2.2 mm from 

the free edge. Speeds of about 0.4mm/s were measured initially, reducing to 0.007 

mm/s, as evaporation progressed over the next 312 seconds. At 350 seconds, another 

particle solution droplet of 1.3 µl volume was placed at the input; the speed was 

restored to 0.2 mm/s and again reduced rapidly. It is evident that no backflow (into 

the droplet) occurs. 

 

 
Figure 5.9: Plot of velocity of particles in the cell against the time, at the location of 2.2 mm away 

from the free edge. The droplet was refilled by Milli-Q
©
 water at 350s. 

 

Particle concentration across the chamber 

Figure 5.10 gives a plot of particle concentration at 1.9 mm from the free edge after 

100 seconds, approximately uniform concentration was achievable across a span 

length of about 11.5 mm. This illustrates the suitability of the technique in providing 

a steady throughput of particles to be collected, concentrated or assembled. Outside 

this span the particle concentration fell to almost zero this is attributed to the limit of 

the flow fanning out from the narrow entry opening. 
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Figure 5.10:  Plot of particle concentration along the length of 1.9 mm away from the free edge after a 

time of 100 seconds. The distribution is clearly a uniform top hat function. 

 

Particle assembling at the meniscus 

Figure 5.11 shows the particles collected at the meniscus. As the particles are 

introduced to the system via the droplet deposited externally to the cell, the aligned 

particles have passed from this droplet through the cell. It is easily conceivable that 

assemblies of multiple particles sizes can be achieved by changing the suspensions 

added in each subsequent droplet. It is clear that the surface tension is able to hold 

the particles in place. Figure 5.11 (a) and (b) have the time difference of 2.4 seconds 

apart. Note the minor retraction of the particles back into the solution region in Fig. 

5.11 (b), as they follow the retreating meniscus due to water evaporation. That the 

particle concentration appears somewhat unchanged between the two illustrates that 

the retreating meniscus is not dominant in the particle collection. The ability to line 

the particles despite the non smoothness of the cover slip edge in Fig. 5.11 (d) 

implies the capability to shape the assembly of particles. 

 

The results shown enlighten the interplay between the two mechanisms governing 

the fluid flow. The following evidence allows this, we note that the maximum flow 

detected was 0.4 mm/s, furthermore from Fig. 5.11 (a) we conclude the meniscus 

moves over a distance of approximately 60 µm, shown by the deposition of two 

particles at this outermost extent (something we observed rarely), the volume of fluid 

required for this change can be estimated to be transferred in less than a fifteenth of a 

second at a flow rate of 0.4 mm/s. So, clearly flows arising from maintaining quasi-

static equilibrium are negligible, instead evaporation rates dominate. Of course, the 
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evaporation may be greater in the droplet, but this will not affect flow in the chamber 

other than by equilibrium maintenance.  

 

 
Figure 5.11: Images with particles formed in lines. (a) and (b) show particles forming lines at the free 

opening, and the second image (b) occurring 2.4 seconds later than (a), clearly showing a slight 

retraction or the contact line towards the coverslip. (c) and (d) show particles forming lines just under 

the coverslip edge, with (d) having an undulating edge. 

 

Continuous particle assembling along the batch  

In one of the experiments, during the stage of evaporation, both the contact lines 

(upper and bottom) were receding towards to the cover slip edge. Particles in the 

solution between these lines were pushed and narrowed. The hydrodynamic force 

created by the flow dragged particles to the contact line and led to a line formation. 

Once there was a line formed, the solution in the line was constantly evaporating, 

and a new supply of fluid must be maintained to prevent line from drying up. This 

flow brought with it additional solutions that tended to concentrate in the line. The 

pressure gradient created by the parabolic shape, combined with the flow due to the 

receding contact line, created a flow pattern. 

 

Figure 5.12 shows the image sequences of the flow pattern at the end of the process 

when all the solution in the capillary cell was evaporated. After 5 seconds later of the 
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parabolic formed, from the figure, a particle line is observed.  A particle line along 

the cover slip edge is show clearly in Fig. 5.12 at 9.2s. 

 

 

Figure 5.12: Image sequences of particles forming a line along the glass cover edge, when 

water is evaporated. 

 

5.4 Conclusions 
 

In this chapter, a capillary chamber has been designed and examined by applying 

capillary force for (a) particles to be hydrated constantly, (b) assembled particles to 

be harvested in batches and rebuilt with additional particles using the same setup, 

and (c) particles of different sizes or types to be assembled at specific compositions. 

This process is very sensitive to concentrations. Previous capillary force studies 

allow particles to be sorted after staining; and other particle manipulation approaches 

require energy consumption. For the first time, the particles being sorted in a 

hydrated state have been developed, and such method avoids any external energy 

usage. We also demonstrated that the particles can be assembled along the undulating 

edge resulting in additional control of the patterns formed. Such assembled shapes 

can be used for functional biosensors and flagella constructions once particles are 

bound together with agents such as proteins. The phenomenon in Fig. 5.12 happens 

rarely. The conditions caused this phenomenon should be further investigated. 

Furthermore, the result that Fig. 5.12 showed is very interesting and useful for 

particle sorting. Some results are also presented in the paper published in Applied 

Physics Letters as in Appendix B. 
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Future progress of self-assembly driven by capillary force has the ability to 

accurately control the particle arrangement (e.g., lattice spacing control, defect-free, 

and long-range order) in three dimensions and in two dimensions for a board range 

of particle sizes, shapes, and types. When certain particles in the lattice itself being 

defective (such as the wrong size or different shape), it is difficult to use general 

methods like using surface standing wave or applying an external electrical field 

normal to the interface to remove these particles. In this case, a sink-float method is 

more effective. In the next chapter, the method required low energy for particles 

selecting by applying sink-float scheme is demonstrated. 
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Chapter 6 

Novel Sink-float Scheme for Particle 

Manipulation 

 

6.1 Introduction 
 

The selective handling of fragile single particles is a challenging task. Cells, for 

example, have membranes that damage easily and are susceptible to environmental 

conditions. The ability to handle fragile single particles in a repeatable and 

convenient manner is vital in the context of operations such as sorting, isolation, and 

placement. The float sink principle is well known and widely used in the large scale 

separation of macro-sized items, especially in the recycling industry. There are no 

previous studies about the float sink scheme used for micro-sized particle 

manipulation. 

 

Additionally, the formation of ordered two dimensional particle arrays has important 

uses in the creation of desired surface structures in materials, and sensors in 

biomedicine. The ability to do this in the form of a floating monolayer via self 

assembly from inter-particle forces possesses distinct advantages [120, 122]. Some 

key desirable features in the creation of theses structures include the ability to control 

lattice spacing in a defect-free and long-range order fashion. One convenient method 

is to use the inter-particle forces which occur between particles of similar 

characteristics which float at a fluid gaseous interface. However, within populations 

of particles it is often beneficial to be able to remove rogue units.  

 

In this chapter, a float sink scheme is demonstrated for the first time for delicately 

handling selective fragile single micro-sized particles. In the following section, a 

brief background of solid-fluid-gas interface and underlying mechanisms is presented 

for a better understanding. In the next section, two investigations are conducted: the 

experimental setup and results of selecting single fragile particle using float sink 

scheme. A droplet is used to sink a floating particle from water surface. This 
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approach enables automation capabilities to be incorporated without difficulty; 

particle selectivity via the deposition of droplets in close vicinity to the particle 

whilst leaving the rest of the cluster largely undisturbed. With the accurate 

dispensing of droplets now achievable using technologies developed around the ink 

jet printer, this portends a useful method of altering removing rogue particles from 

clusters that form naturally due to capillary forces. 

 

6.2 Background Theory and Underlying Mechanism 
 

Capillary forces of floating particles 

One of the most commonly employed particle types in many researches are the 

spheres particles. They are either presented hydrophilic or hydrophobic. For a 

particle to sit in equilibrium at a fluid/gaseous interface three forces must be 

balanced in the vertical direction, these are the capillary force, Fc, the pressure force 

Fp and the weight of the particle itself. In balancing these forces a deformation of the 

fluid surface normally occurs, characterized by h, and depicted in Fig. 6.1. The 

forces are given by [134] 

MgFF pc =+                                                                                                (6.1) 

The vertical component of capillary force Fc and pressure force Fp is given 

respectively:  
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where SR is the particle radius, σ is the surface tension coefficient, cθ  is the filling 

angle and θ is the contact angle. 

Substituting Eqs. (6.2) and (6.3) with 
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where R is the particle radius, Cθ  is termed the filling angle, θ  is the contact angle of 

the particle, σ is the surface tension, Fρ  and gρ  are the densities of the liquid and 

gas respectively. The deformation, h, itself being given by [136]: 
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where, cS LR=ϖ , cL  being the capillary length ( gFρσ= ), and as such ϖ  is the 

square root of the Bond number, e is the Euler constant. Such an approach allows 

both unknowns, Cθ  and h, to be found, and has been applied for example to surface 

cleaning [137] and coffee stain deposits [138]. 

 

 

 

 

Figure 6.1: Sketch of the capillary meniscus around (a) a hydrophilic particle and (b) a hydrophobic 

particle. 

θ  

θ
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With more than one particle present at the surface, the deformation causes a capillary 

force between the particles to occur [139]. The analytical description of the capillary 

force between two floating bubbles was furnished by Nicholson [140] using the 

superposition approximation to solve the Laplace equation of capillarity. Similar 

approximated methods have been furnished by others [141, 142]. For the case where 

the meniscus slope and particle size are small, the Laplace equation for the interface 

shape can be solved using bipolar coordinates [143, 144]. The lateral force acting of 

particles of radii 
1SR  and 

2SR  separated by a distance d is equal in magnitude and 

opposite in sign and is given by [145] 

[ ])(1)(2
22

2112 SiROdKQQF ϑϑϑπ +−= ,                                                                    (6.7) 

In this equation, )sin( cSii Rr θ= , (i = 1,2 are the radii of the two contact lines),  

)sin( iSii RQ ψ= , iψ  is the interface slope with the horizontal plane at the point of 

contact,  σρρϑ /)( 21 gSS −=  is the inverse of the capillary length, and K(x) is the 

modified Besssel function of the first order. The dynamical behaviour of particles 

floating on fluid can be analysed using Eq. (6.7) and incorporating the relevant drag 

forces. Simulations of these have been performed [134]. The result of this lateral 

force is to cause an attractive force between hydrophilic particles [145]. 

 

Drop coalescence at fluid interfaces 

As Thoroddsen and Takehara [146] mentioned, when a drop is deposited gently onto 

the surface of a layer of the same liquid, it sits momentarily before coalescing into 

the bottom layer. High speed video imaging reveals that the coalescence process is 

not instantaneous, but rather takes place in a cascade where each step generates a 

smaller drop. This cascade is self-similar and up to six steps are observed. The time 

associated with each partial coalescence scales with the surface tension time scale. 

The cascade will, however, not proceed ad infinitum due to viscous effects, as the 

Reynolds number of the process is proportional to the square root of the drop 

diameter. Viscous effects will therefore begin to be important for the very smallest 

drops.  

 

When a drop is gently placed on a reservoir of the same fluid, gravity draws the drop 

downwards and eventually the drop and reservoir interfaces become sufficiently 

close that attractive Van der Waals forces initiate coalescence. The ensuing 
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coalescence involves a fluid neck or bridge forming that rapidly opens up (see Fig. 

6.2). When the liquid has low viscosity, capillary waves propagate away from the 

initial point of contact [136]. This induces two possible outcomes; total coalescence 

in which the drop merges completely with the reservoir, or a fraction of the drop 

merges with the reservoir and a daughter drop is left behind (see Fig. 6.3). For the 

latter (partial coalescence) to occur, the horizontal constriction of the interface, 

which is driven by surface tension on the sides of the drops, must overcome the 

vertical collapse driven by the curvature at the top of the drop. When capillary waves 

are able to reach the drop’s summit before being damped, they interfere with the 

vertical collapse and allow the horizontal stretch to dominate and cause the daughter 

droplet to form [137]. A similar process proceeds with the daughter droplet until 

coalescence completes. The process of coalescence is extremely fast (in the order of 

milliseconds) and can only be viewed using high speed cameras.  

 

Figure 6.2: Sketch of a fluid neck when coalescence. (a) A fluid neck is forming when a droplet is 

brought into contact with fluid, and (b) a much wider neck is observed before merging. 

 
Figure 6.3: Sketch of partial coalescence of a droplet: (a) a droplet is brought into contact, and (b) 

leaving behind a smaller daughter droplet behind before total coalescence. 

 

When two separate masses of the same fluid are brought gently into contact, they are 

expected to fully merge into a single larger mass to minimize surface energy. 
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However, when a stationary drop coalesces with an underlying reservoir of identical 

fluid, merging does not always proceed to completion. Occasionally, a drop in the 

process of merging apparently defies surface tension by ‘pinching off’ before total 

coalescence occurs, leaving behind a smaller daughter droplet. Moreover, this 

process can repeat itself for subsequent generations of daughter droplets, resulting in 

a cascade of self-similar events. Such partial coalescence behaviour has implications 

for dynamics of a variety of systems, including the droplets in clouds, ocean mist and 

airborne salt particles, emulsions, and the generation of vortices near an interface. 

Although it was first observed almost half a century ago, little was known about its 

precise mechanism. F.Blanchette and T.P. Bigioni [147] combined high-speed video 

imaging with numerical simulations to determine the conditions under which partial 

coalescence occurs, and to reveal a dynamic pinch-off mechanism. This mechanism 

is critically dependent on the ability of capillary waves to vertically stretch the drop 

by focusing energy on its summit. They have shown that partial coalescence of liquid 

drops is a dynamically driven process, and does not result from the Rayleigh-Plateau 

instability [147]. The occurrence of pinch-off is determined by a competition 

between the vertical and horizontal collapse of the connected drop. When the vertical 

collapse is sufficiently delayed by converging capillary waves, the horizontal 

collapse succeeds in pinching off the neck and producing a draughter droplet. 

However, if the waves are strongly damped before converging on the summit, so that 

the drop is not sufficiently stretched, the drop will fully coalesce with the underlying 

fluid. The phase boundary between partial and total coalescence is characterized by 

the critical Ohnesorge number, which depends weakly on the Bond number.  

 

Chen, Mandre and Feng [135] in their report detailed the daughter drop phenomenon 

with different size of droplet. This phenomenon is governed primarily by inertia and 

interfacial tension, and three regimes can be further delineated depending on the 

roles of viscosity and gravity. Scaling relationships are developed for the drop size 

ratio and the coalescence time. For drops that are too large or too small, partial 

coalescence is arrested by gravity or viscosity, respectively. 
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6.3 The Sink-float Scheme for Single Floating Particle 
Selection 

 

We envisage a method based on float sink scheme, whereby droplets can be released 

on selected micron-sized single particles floating on the surface of a liquid in order to 

cause them to sink. Two investigations are presented in this chapter. One is based on 

the energy transfer from the droplet to the floating particle to cause it to sink, which 

is discussed in this section. Another is based on the wetting process over the floating 

particle area which is exposed to the air, see Section 6.4. 

 

According to the force balance equation (refer to Eqs. (6.5) and (6.6)) for a particle 

floating on the water surface, a hollow glass microsphere with diameter of 120µm 

(density of 2.19 g/ml) is examined for floating on the water surface. Figure 6.4 shows 

that situation when the particle is in static state, which means the net force is zero, 

and the filling angle cθ is 2.67. From Fig. 6.5, as the filling angle is 2.67, the 

meniscus height is 2×10
-8

 m. As a result, such a glass microsphere is predicted to 

float. 
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Figure 6.4: Plot of the net force against the filling angle. 
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Figure 6.5: Plot of the meniscus height against the filling angle.  

 

Additionally, the work necessary to detach the particle downward from the surface 

under an applied force has been found to be [136] 
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where σ is the surface tension, Rs is the radius of the particle, θ  is the contact angle, 

B is the Bond number, and e  is Euler’s constant. 

 

6.3.1 Experimental setup  

The experimental set up is shown in Fig. 6.6. In order to visualize the particle 

sinking, single particles were placed carefully in the viewable region of a microscope 

attached to a CCD camera. The particles were glass microspheres with diameters of 

103-125µm. These particles were floated on the surface of Milli-Q
©

 water filled in a 

Petri dish. A flat end needle was positioned using a manual three-axis opto-

mechanical. The output from the camera was sent to a computer to monitor the 
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process and a mirror placed under the CCD camera at an angle in order to be able to 

visualize both the particle and water droplet at the same time. To minimize splashing, 

the needle was placed as close as possible to the water surface. Nevertheless, placing 

the needle too close to the water may cause the droplet to prematurely attach to the 

water surface. In the experiments, we estimated the droplet dispensed to be 0.3 µl 

giving a radius of 415 µm.  

 

 

Pipette Tip

Droplet

Water

Microscope
Objective

Mirror

Floating Particle

Air

 

 

Figure 6.6: Schematic description of  the proposed method to handle single particles delicately using a 

sink-float principle 

 

 

6.3.2 Particles selected by a droplet 

Figure 6.7 presents a plot of E (refer to Eq. (6.12)) against Rs for hydrophilic glass 

spheres in water. The application of a water droplet on the floating spherical particle 

can result in sinking in two ways. Obviously, a droplet released directly from an 

altitude posses a large potential energy that is higher than E (G>E), assuming that all 

the potential energy of the drop is transferred to the particle, will cause the floating 

particle to sink. Misalignment will necessitate a larger radius droplet or greater 

height of release to be used for sinking to occur, as imperfect transfer of energy from 

droplet to the particle and the viscous dissipation by the surrounding fluid. 

Conversely, if a small droplet engaged in lower release position with the potential 

energy smaller than E, will still cause sinking, then the droplet wetting the region of 
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the floating particle exposed to air is considered, which is discussed later in Section 

6.4. 

 

Figure 6.7: Plot of work needed E to detach a spherical glass (hydrophilic) particle downward in water 

against the particle radius Rs. The inset presents the minimum values of Rd/Rs needed to sink glass and 

silicon (hydrophobic) particle of radius Rs in water, which is based on perfect transfer of energy from 

droplet to particle. 

 

Particle Sinking 

A series of experiments have been done when the droplet is more in alignment with 

the floating particle. Figure 6.8 presents image sequences of an originally floating 

particle that was sunk with a droplet paced above it. The particle was clearly moving 

toward the needle apex during the first 0.64s of observation. From 0.4s after 

observation, the droplet began to be ejected from the needle tip. At 0.72s, both the 

droplet and particle were seen to disappear from view, indicating that the particle had 

sunk into the liquid as a result of a droplet released close to just above it. As the 

centre of the droplet was approximately 0.5mm above the liquid surface, this 

amounted to a potential energy G of 
10

107.14
−× J. This was clearly higher than 

values of E depicted in Fig. 6.7 for particle radium between 50 and 60 µm, 

confirming sufficiency of the G >E condition for sinking by droplet-particle energy 

transfer.  
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Figure 6.8: Image sequences of a dispensed droplet that caused sinking of an originally floating glass 

particle in water. 

 

 

Particle not Sinking 

Clearly in the case of G >E, the particle may not to sink is also investigated. A series 

of experiments have been done when the droplet is more in misalignment with the 

floating particle. Figure 6.9 presents image sequences of an originally floating 

particle that did not sink when a droplet was dispensed. The particle in this case was 

visibly more misaligned to the droplet than in Fig. 6.8. Nevertheless, sinking via 

wetting – if it was the mode of operation - should have occurred considering that the 

droplet was much larger than the particle, and the particle was located well within its 

vicinity of influence. This result appears to indicate that detachment with an applied 

force is the dominant mode of action. If so, this offers considerably greater resolution 

in selecting which particles to remove from the liquid surface. The results shown 

indicate the viability of using this scheme in selectively sink particles from the liquid 

surface. Receptacles placed under the selected particle can be used as a convenient 

collection tool.  
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Figure 6.9: Image sequences of a dispensed droplet that failed to cause sinking of an originally 

floating glass particle in water. 

 

6.4 The Sink-float Scheme for Particle Selection from a 
Floating Cluster 
 

A single floating particle selection was demonstrated in Section 6.3. In this section, 

particle selection from the floating monolayer is discussed. Unlike the single particle 

case, when large group of particles floating on the water surface, capillarity offers a 

convenient means of congregating particles. This arises because particles floating 

close to each other deform the interface around them to minimize the interfacial 

energy [134, 140-145]. Capillarity-induced clustering, while advantageous in that no 

external energy source need be applied, suffers from the inability to achieve the 

assembly features mentioned earlier (lattice spacing control, defect-free and long 

range order) effectively. One approach that can overcome this somewhat is via the 

use of surface standing waves [148]. However, a method that is more amenable for 

particles in the micro and nano scale involves applying an external electric field 

normal to the interface after capillary induced clustering has occurred [121]. Whilst 

lattices that are defect-free can be created this way, it does not overcome the 

limitation arising from certain particles in the lattice itself being defective. The 

context of defective here include situations where the particle may be of the wrong 

size, differently shaped (e.g. ellipsoidal instead of spherical), chemically 

incompatible (e.g. improper coating in the case of functionalized particles), or 
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inappropriate in terms of physical properties (e.g. low density). Typically, if such a 

particle can be identified, it will be necessary to introduce some means to selectively 

remove it; preferably in the most gentle manner possible. The application of the sink-

float method has been demonstrated to accomplish this well in the context of 

selectively removing a floating isolated particle [117], see Section 6.3. Typically, a 

droplet that is significantly larger is dispensed directly above the particle to do so. 

The question of whether this is workable in terms of removing one particle from a 

cluster formed by capillarity is intriguing as well as functionally important; and on 

the surface appears unlikely in view that the droplet to particle size ratio used has to 

be rather large. Yet, we conclusively show that this is possible; wherein we uncover 

that the process is influenced strongly by the dynamics of drop coalescence at fluid 

interfaces. 

 

6.4.1 Experimental Setup 

Two series of experiments were conducted. In the first set (Fig. 6.10 (a)), a hollow 

glass microsphere with a diameter of 120 µm (Whitehouse Scientific GP0116) was 

attached to the side of a 100 µm thick cover slip in order to create a pin head. This 

glass slide was then fixed vertically onto a Petri dish filled with Milli-Q
©

 water. The 

water covered the slide and approximately half of the particle, therefore the pin head 

can be observed above the water surface. The liquid coalescence pattern was 

investigated by releasing the droplet (of the same fluid) gently on the pin head. The 

entire process was monitored by a high speed camera (Fastec Imaging) at [500 

frames/second] and saved as a digital video file in a computer. The purpose of 

making the particle static was to align the droplet more accurately with the particles. 

Such an alignment is especially necessary in the sense perpendicular to the focal 

plane as video detection is not possible in this direction. This setup also allowed the 

lighting and alignment of the camera to be better controlled so that high speed 

images from the side can be recorded for experiments that are inherently difficult to 

perform. A flat-ended needle (Eppendort AG) with an inner diameter of 10 µm was 

positioned using a manual three-axis mechanical translator. A droplet was then 

produced at the needle tip and lowered gently towards to the pin head. Varied size 

droplets were introduced in a series of tests that allowed investigation of the nature 

of liquid coalescence over a particle at the fluid interface.  
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In the second series of experiments (Fig. 6.10 (b)), clusters of the same hollow glass 

microspheres were set floating on the surface of Milli-Q
©

 water contained in a small 

Petri dish. A droplet (of the same fluid) generated from the needle was positioned 

carefully on them by using a Micro-controller (Newport). The output from the CCD 

camera integrated with a microscope was sent to a computer to monitor the process. 

The needle was left static in the vertical direction with the tip of the needle 

positioned 30 µm from the fluid surface. This allowed the distance between needle 

tip and liquid surface to approximately define the size of the droplet formed, and 

ensured that the tip will not contact the fluid surface as doing so will cause a sudden 

movement of nearby particles. Whilst the distance defined the droplet size, it should 

be noted that the droplet will tend to move up from the tip of the needle, rather than 

simply hang downwards, thereby causing the resulting drop size to be slightly larger 

than a diameter of 30 µm.  

 
 

 
Figure 6.10: Schematic experimental setup: (a) a droplet approaches to a fixed particle, and (b) a 

droplet sinks a particle from a cluster group. 

 

6.4.2 A Droplet approached to a fixed particle 

We consider first results investigating the coalescence of the droplet with the fluid 

surface with a fixed particle. Figure 6.11 provides images taken using backlighting 

which allows the edge of the droplet to be more defined. The smaller shape at the 

centre of the droplet is the bright spot due to light focused through the droplet, whilst 
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the hump at the bottom of each image (outlined in red) is the particle protruding 

through the liquid surface. The bulk fluid surface which partially submerges the 

particle is aligned with the lower edge of the image. In terms of causing a given 

particle to sink in a given fluid, there are two key parameters: the alignment and size 

of the drop.  

 

In the image sequences of Fig. 6.11, the centres of the descending droplet and 

particle were closely aligned (the offset much lower than one particle diameter 

distance). As the droplet was lowered slowly towards the fluid surface, it first met 

the particle and then merged with the fluid itself.  This process occurred much faster 

than the speed with which the needle was moved. It can be seen from Fig. 6.10, that a 

contact line was formed for both the 17 nl and 103 nl droplets on the static particle as 

they descended until contact was made with the fluid surface itself. After this, the 

droplet quickly merged with the bulk fluid volume. The transient liquid swells above 

the surface that appeared on both sides of the static particle clearly demonstrate that 

fluid from the droplet had passed over both the left and right (with reference to the 

images) sides of the particle. This can be imputed to indicate that at some stage 

during the process the particle will have been enveloped by liquid (no contact with 

the fluid/air interface) and should submerge fully underwater. Under such conditions, 

the capillary forces assisting a free particle to remain at the fluid surface will 

disappear and the downward momentum imparted onto the particle due to the rapid 

fluid motion that occurs as the two unequal fluid volumes merge.  

 

 
Figure 6.11: Experimental image sequences of the liquid coalescence patterns directly over a pin head 

by varied droplet size. a) Time evolution of a droplet with approximate 17 nl approached to the pin 

head. b) Time evolution of a 103 nl droplet approached to the pin head. 
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Cases of three droplets that were not sufficiently aligned to cause fluid to cover both 

sides of the tethered particle are shown in Fig. 6.12. A droplet of 4.1 nl (Fig. 6.12 (a)) 

positioned such that its centre aligned with the particle’s center to a degree slightly 

higher than the cases in Fig. 6.11 did not produce the same outcome. With the 

droplet lowered to a height close enough to the particle and fluid below such that 

merging started to take place, the contact line formed between the droplet and the 

particle was seen to descend on one side (right). The swell of fluid formed as 

merging completed was entirely to the same side of the particle. This result showed 

the dependence of the sinking process on the alignment between particle and droplet 

centers. The second sequence with a 7.1 nl droplet, shows the liquid merging 

asymmetrically more clearly as the misalignment was increased. With the droplet 

offset to the left by a distance of 55 µm, the descending droplet made a contact line 

on the particle which remained high up on the right hand side. When merging began, 

this contact line remained stationary and the fluid passed to the left of the particle. 

The third sequence shows the same process with a much larger 103 nl droplet. Even 

with this volume that was well in excess of the particle size, an offset of 110 µm was 

sufficient for the fluid to merge almost entirely on one side. Once again the contact 

line remained high on the particle and ensured that the swell was predominately on 

the right hand side of the particle.   

 

 

Figure 6.12: Experimental image sequences of the liquid coalescence pattern over a pin head by (a) a 

4.1 nl droplet from the right, (b) a 7.1 nl droplet from the left, and (c) a 103 nl droplet from the right. 

 

For the series of experiments the static particle was aligned such it was half 

submerged when compared with the fluid surface. However, Eq. (6.6) shows that at 
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the vicinity of the particle itself, the fluid surface will deform to the extent that it 

interfaces with the particle at its contact angle. For example, a 60 µm radius particle, 

with 27
0
 contact angle can exact a local deformation of as much as 36 µm in the 

vertical direction. As the droplet is lowered, a second contact line is produced on the 

particle. A local deformation can also be expected, though it would be expected to be 

considerably lower than from that of a flat surface, since any deformation of the 

spherical droplet will involve a larger surface area change and as such a larger 

surface energy gradient is associated with this case. It can be seen from the images 

that there is indeed a tight curve as the droplet meets the particle; again this 

deformation being such that the contact angle formed is dictated by the three phases 

present (air, water, and solid). It is when these contact lines meet that merging 

between the droplet and main fluid body occurs. Such a consideration is largely one 

of geometry and can be treated as quasi-static. However, it can be seen from the 

images, that once one side merges, two options can occur: either liquid flowing to 

one side, or to both sides (within the image plane). It can be seen from Fig. 6.12 (a) 

that prior to merging, the height of the droplet contact line on the particle is slightly 

higher on the left than on the right. This meant that flow had occurred on both sides. 

It can also be seen between the second and third images of Fig. 6.12 (c) that the 

droplet merged with the liquid such that its contact line drops downwards on the left 

hand side without allowing flow to develop. Hence whilst the two contact lines must 

meet to effect merging on that respective sides, this geometrical consideration is not 

sufficient to predict how merging will take place. In Fig. 6.12 (a) it would predict 

flow to the right, while in Fig. 6.12 (c) the contact line changed on the left such that a 

bit greater merging could have occurred on both sides. Clearly, it is the widening of 

the neck forming between the two fluids which ultimately dictates the nature of the 

merging process.  

 

It is clear that for the contact line to be removed from the particle by the droplet, 

which obfuscates the capillary forces maintaining the particle at the interface and 

ensures downward momentum transferred to the particle from the liquid, the 

alignment has to exceed critical maximum offset value. Not surprisingly, this value is 

droplet size dependant. To examine this dependency further, a series of experiments 

were performed with varying alignment and droplet size, again using a fixed particle 

in the same arrangement. The needle used had a hooked end. This provided 

additional control over the droplet. When a droplet of small size is produced at the 
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tip of a needle, surface tension can cause the droplet to form around the needle tip 

rather than dangle from it as would be expected at the macro scale. By using a needle 

with a slight bend, the way in which the droplet clings to the needle is more 

repeatable (always preferring, based on surface energy minimization, one side). 

Figure 6.13 (a) shows the behaviour of the various droplets and offset (measured as 

the distance from the centre of the drop to the centre of the particle) combinations. 

The outcomes have been classed as either causing sinking (fluid passes over both 

sides of the particle) or allowing floating (fluid passing over one side only). These 

outcomes were again determined from inspection of images taken with a high speed 

camera. It can be seen that for both needle arrangements (bent leftwards – case 1, and 

bent rightwards – case 2) a change of behaviour occurs once a critical value of offset 

is exceeded and that this critical value is droplet size dependant. In Fig. 6.13 (b) we 

correct for the bend of the needle, which causes the tip of the needle to be offset by 

32 µm from the shaft (measured from images of the needle after the droplet has 

coalesced). Hence in this image the offset of the droplet with respect to the particle is 

measured from the tip of the needle producing the droplet, and it can be seen that the 

data sets now map over each other. Effectively what this shows is that the offset 

should be measured with respect to the needle tip. When the droplet merges with the 

bulk fluid it remains attached to the needle tip until the last moment. Hence it is the 

location of the tip which is critical. In Fig. 6.13 (c) a diagram of the alignment for 

cases in which the fluid contact line merges on only one side is shown, it can be seen 

that the contact line (with no surface deformation) is higher up the particle for larger 

droplets indicating that in these cases, in which a greater fluid volume is involved, 

the momentum of the flow which occurs when the fluids merges is sufficient to 

displace the contact line further than for the small droplet cases.  
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Figure 6.13: (a) Plot of droplet radius against offset distance measured from droplet centre to particle 

centre; (b) plot of droplet radius against offset distance measured from needle tip to particle centre; 

and (c) schematic image of alignment of droplet and particle when fluid contact line merging on only 

one side. 

 

In extrapolating the preceding consideration to that of a free particle within a cluster, 

we must examine three factors. Firstly, in fixing the particle we have reduced it to a 

zero degree of freedom object, whilst a particle on the fluid/air interface has 5 

degrees of freedom (our aim here is to selectively overcome the sixth direction, that 

perpendicular to the interface). For a particle in a cluster, the proximity of other 

particles means that translation within the plane of the interface is hindered; however 

the three rotational degrees of freedom remain. The effect of the asymmetric flow of 

fluid over the particle as described above will be to cause some rotation of the 

particle due to shear forces. In terms of the contact line, this will cause a change in 

contact line angle based on the contact angle hysteresis of the solid surface. 

However, as the main body of fluid contact line advances (recedes) due to rotation 
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the droplet contact line will recede (advance), limiting the role that rotation plays. 

The second key difference is that due to the presence of the surrounding particles, a 

limit must be imposed on the maximum droplet size. This is to ensure that contact is 

predominantly made on the particle selected for removal. As a limit is also imposed 

on the minimum size due to the need to create flow around the whole particle to 

cause sinking, it is not assured that removal of individual particles would be possible. 

Thirdly, it is clear from the previous experiments that as the fluid volumes merge the 

air/bulk fluid interface raises, whilst for the case of the static particle this plays no 

major role, the effect will be more sensitive when the particle to be sunk is part of a 

cluster, possibly hindering the removal of individual particles. Despite these factors, 

the following experiments demonstrate that the goal of dingle particle removal is in 

fact possible. 

 

6.4.3 Particles sunk from a floating cluster 

To investigate the effectiveness of this method in removing individual particles from 

a cluster, single droplets are used to sink single particles and then multiple droplets 

used for multiple targets. In each case the needle is not moved in height, rather the 

merging of the fluid volumes occurs due to the droplet’s growth (at a droplet volume 

of 3.5 nl). In the case of the multiple targets, this simply means that a larger liquid 

volume is syringed in to create the multiple droplets continuously.  

 

A single particle sunk by a droplet from a floating cluster 

The series of experiments of a single particle sunk by a single droplet from a floating 

cluster have been done, as shown in Fig. 6.14. Figure 6.14 (a) shows that a target 

particle is labelled with a black dot, and is surrounded by four almost adjacent 

particles denoted with red dots. The dots remain static across the images to allow 

easy comparison. Again from (a) it can be seen that the neighbouring particle furthest 

to the right is closest to the target.  A drop as shown as a bright dot in (a) is initially 

generated beside to the target. As the drop grows prior to merging as shown in (b) it 

can be seen that the particles drifted leftwards. There is a net shift by most particles 

in this direction even by those well away from the droplet, as can be seen from the 

particle labelled with a blue dot. The shift of the closest particle to the target however 

is significantly greater, showing a degree of interaction with the droplet (perhaps 

with a contact line being formed). As the fluid volumes merge the target particle 

disappears (c). The erstwhile closest neighbour continues to drift leftward, with the 
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other red labelled particles also moving towards the original location of the target. 

The most significant movement was made by the red dot labelled particle second 

from the left, which is also the least constrained by the neighbouring particles in 

contact. It seems that, as well as the standard drift of the whole cluster, there is also a 

net movement towards the location from which the target was removed. Clearly, this 

was most significant for particles in closest proximity. 

 
Figure 6.14: An experimental image sequence showing the sinking of a single particle from a floating 

cluster sunk by a droplet. A neighbour particles movement is shown with the arrows. 

 

Figure 6.15 shows a similar sequence, in this instance three of the surrounding 

particles move significantly towards removed target particle once it has sunk. The 

fourth of the adjacent particles continues its drift after merging without a change in 

direction. This is likely caused by collisions with the other particles. This sequence 

of events includes a very small particle, which despite its small size does not sink 

due to the brief rise in the fluid interface height associated with the fluids merging. 
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Figure 6.15: An experimental image sequence of a single particle form a floating cluster sunk by a 

droplet. A small particle can still be seen after the process showing the relatively small effect that the 

swell of fluid after merging has on the ability of nearby particles to float even when the particle in 

question is much smaller than the droplet. 

 

A misaligned particle failed to sunk from a cluster 

Figure 6.16 shows a sequence of images from an experiment in which the droplet 

was misaligned with the nominal target particle, again labelled with a black dot. It 

can be seen in (a) that the droplet is formed above five particles, labelled with black 

and red dots, and is aligned close with the centre point between these particles. The 

droplet merges with the fluid in (b) without sinking any of the particles. Instead the 

surrounding particles remain in their position. Note that the bright spot initially 

appears in (b) is the needle tip. Through images (c) and (d) the drifting demeanour of 

the cluster labelled with a black arrow with reference to the particle labelled with a 

blue dot is clearly shown. This steady drift meant that the droplet was further 

misaligned to the black dot particle when the fluid merged in image (b) as opposed to 

when it first appeared to be the case in (a). At the time of merging, the droplet was in 

the middle of the red and black labelled particles. It can be seen in (d) that the 

neighbouring particle labelled with a red arrow, naturally moves inwards with 

subsequent fluid merging. This experiment shows that accurate alignment is 
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required, as was expected from the static particle experiments. Whilst the drifting 

shown in the experiments can cause misalignment to occur during the process of 

droplet formation, we see from this experiment that the initial alignment must be 

poor. Furthermore, droplets can be created rapidly and accurately using technologies 

developed around the application of ink-jet printing.   

 
Figure 6.16: An experimental image sequence of a droplet misaligned with a particle fails to cause it 

to sink. A neighbour particles movement is shown with the arrows. 

 

Surrounding particles sunk by continuous water droplet 

By maintaining the height of the needle at a certain fixed value, and syringing excess 

fluid it should be possible to cause multiple droplets to form and release; each in turn 

growing until contact is made with the main fluid volume or with a floating particle 

before merging occurs and the next droplet forms. In this manner it is possible to 

remove multiple particles rapidly, as shown in Figure 6.17. Here, four particles were 

removed with four consecutive forming droplets (dotted circles). They are labelled 

with red, yellow, blue and green dots (listed in order of removal) to more clearly 

identify them. A black centre is added to the dots to indicate that the particle is 

sinking (and so moving out of the focal plane). The sequence of particle sinking is 

dependant on the movements of the particle after each sinking event. In Fig. 6.17 (a) 

the needle was aligned in the vicinity of the red labelled particle, subsequently (b), a 
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water droplet was produced to cause sinking to occur (c) and (d). As this particle 

sinks the yellow labelled particle moves under the next drop due to the ensuing 

capillary forces, such that by the time the second drop is large enough to merge (f) it 

sits most closely aligned with this particle. Again the result is sinking (g). A repeat of 

the process with a drift toward the bottom right (in a diagrammatic sense) causes the 

blue particle to sink next (i), with the green particle sinking with the fourth and final 

drop (j). In the context of application, a scheme of using dielectrophoretic force to 

keep a cluster fixed – as neatly demonstrated by Aubry et al. [121] – releasing it for 

selective particle removal, and then re-engaging it is conceivably possible.  

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

 
Figure 6.17: Image sequences of surrounding particles sunk by continuous water droplet applied in a 

fixed position. Coloured dots presents target particles, and the sequence of the sinking particle is 

bottom left (red), bottom right (yellow), up left (blue) and up right (green). 

 

6.5 Conclusions 
 

In this chapter, a way of delicately handling selected single particles based on the 

sink-float principle has been demonstrated. This approach enables automation 

capabilities to be incorporated without difficulty. Furthermore, the use of careful 

droplet deposition has been investigated as a means of removing rogue particles from 

self assembled clusters on a fluid gaseous interface. It was found that when the 

droplets merged with the main fluid volume, the ensuing fluid flow could pass over 
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both sides of the particle and remove the capillary forces which cause floatation to be 

possible. Two key factors were considered. Firstly, a study conducted of droplets 

placed on a submerged fixed particle showed that that there was sinking was limited 

to the degree of misalignment between the droplet and floating particles. This 

process was also droplet size dependant, wherein a larger droplet was desirable. 

Secondly, the fluid merging was a rapid process and a local swell occurred. This 

process could be lessened if a smaller droplet was used. However, it was found that 

despite the counter demands on size that a droplet can be used to sink individual 

particles within a cluster, the neighbouring particles remained floating and the cluster 

itself stays largely undisturbed.  

 

The work of selecting a single floating particle based on the sink-float was also 

demonstrated in the paper published in Applied Physics Letters, as in Appendix C. 

Alternative work of selecting particles from a floating cluster was presented in the 

paper published in Journal of Colloid and Interface Science, as in Appendix D. 
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Chapter 7    

Conclusions and Recommended Future 

Work 

 

In this chapter, the summarization of the research contributions and a discussion of 

future work are included. 

 

7.1 Conclusions 
The general efforts in this thesis pertain to advancements in the techniques of particle 

manipulation for life sciences. In this vein, aspects of ultrasonic technology, capillary 

force mechanism and sink-float schemes have been developed. In ultrasonic 

technology, the endeavour to create a two dimensional trapping plane resulted in the 

particle positioning technique development. An acoustic device has been examined 

by observing particular particle patterns when corresponding excitation frequency 

was applied: one particle line observation under 1.33 MHz, two particle line 

observation under 2.66 MHz, and three particle line observation under 4.17 MHz. 

Based on this, two-dimensional (2-D) particle manipulation resulting in particle 

clumps has been demonstrated by switching frequencies between 1.305 MHz and 

0.98 MHz, or rapidly sweeping frequency from 0.97 MHz to 0.98 MHz. 

Nevertheless, 2-D manipulation as combination of particle focusing and particle 

levitation also has been demonstrated by exciting the single actuator device in the 

region of 2.66 MHz to 2.8 MHz.  Such levitation can reduce particle wast due to 

adhesion to the surface.  

 

By further developing ultrasonic technique with vibrating bubbles, the ability to use 

cavitation microstreaming created around the bubble for size-based particles sorting 

has revealed the key factors affecting particles performance in the acoustic field. 

Depending on the particle size, particles can be selectively attracted and sorted by 

comparing the secondary Bjerknes force and drag force. Drag dominated particle (1.9 
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µm) behaviour results in the particles simply following the microstreaming generated 

by the oscillating bubble. Secondary Bjerknes dominated particle (6 µm) behaviour, 

on the other hand, causes the particles to deviate from the streamlines and attach 

themselves to the bubble, overcoming the weaker drag force.  

 

The success in demonstrating capillary force mechanism for particle assembly in a 

capillary cell has revealed the possibility in biological investigations. The capillary 

force method permits the particles to be hydrated constantly, which makes this 

technique suitable for cell manipulation. Furthermore, the particles can be assembled 

to be harvest in batches and rebuilt with additional particles using the same setup. 

Different sizes or types particles can also be assembled at specific compositions. 

Nevertheless, all efforts listed above can be achieved without active energy supply 

and in a mechanism in which forces are linearly dependant on particle radius. The 

manner of operation permits groups of particles to be moved to location of interest, 

held in place with delicateness, without any external energy sources needed to drive 

the process. 

 

Furthermore, the introduction of the well known sink-float scheme from macro-sized 

process to micro-sized particle selection has conducted. Delicately handling selected 

single particles based on the sink-float principle has demonstrated by applying a 

droplet dispensed directly above the selected particle floating on the liquid surface. 

The mode of sinking appears to be based on the detachment of particle from the 

liquid interface with an applied force. This method offers the desired attributes of 

particle handling and is amenable to the incorporation of automation to speedily 

accomplish the selective handling of multiple particles. 

 

Additionally, the sink-float scheme has further expanded for wider application with 

particle selection from a floating monolayer cluster. The capability of removing 

rogue particles from self assembled clusters on a fluid gaseous interface via the 

deposition of droplets in close vicinity to the rogue particle has been demonstrated. 

With the accurate dispensing of droplets now achievable using technologies 

developed around the ink jet printer, this portends a useful method of altering 

removing rouge particles from clusters that form naturally due to capillary forces. 

 

On the whole, both contacting and non-contacting approaches are conducted in the 

thesis. Ultrasonic method has been exploited by achieving 2-D particle manipulation 
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while using single transducer; and demonstrated the particles size based sorting 

method by combining with a vibrating bubble in the acoustic field. Furthermore, the 

particles can be assembled in a capillary cell remaining hydrated by using capillary 

flow, which requires no external energy. Additionally, selected single particles can 

be delicately handled by using sink-float scheme.  

 

7.2 Recommended Future Work  

The results of the project of developing advanced particle manipulation techniques in 

microfluidic systems, point out to several interesting directions for future work. 

 

The 2-D pressure field presented in a microfluidic channel has been demonstrated 

using ultrasonic technique. However, the generation of such a pressure field was not 

able to be verified by numerical simulations over the range of actuation frequencies 

applied in the project research. More experiments are required in further 

investigations over a wider range of actuation frequencies together with simulation 

results. A more spatial controlled particle manipulation technique may be achieved. 

 

Moreover, as with sonoporation based on oscillating bubble methods, the strong 

microstreaming and bubble deformation can lead to rupture cell membrane, further 

investigation need be conducted on the force effects on the particle in the acoustic 

field.  Future research will be directed to applying this sorting technique to biological 

applications. 
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Ultrasonic standing waves are shown to be suitable for exciting bubbles in a manner which induces 

microstreaming patterns. These patterns can be used to sort suspended particle matter based on 

size. The use of such standing waves means that the frequency of excitation is dependant on device 

geometry, and hence fixed for a given system, this is much more convenient than exciting bubble 

resonances which are dependent on the size of individual bubbles.   
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Introduction 

Ultrasonic vibration as an actuation mechanism is used in a multitude of applications in 

microfluidic systems. The main mechanisms are acoustic radiation force
1, 2

 and acoustic 

streaming
3
. Both arise due to second order terms in the Navier-Stokes equation which time average 

(over a vibration cycle) to non-zero values. In the case of the former, the result is a net force acting 

on particles suspended in the fluid, whilst the later results in a body force acting on the fluid itself. 

Acoustic radiation forces, created by ultrasonic standing waves, form time invariant force fields in 

which particles are usually (depending on stiffness and density parameter combinations for the 

particle and fluid) trapped at the acoustic pressure nodes. As such, these standing waves have been 

used to collect particles in lines along the length of a channel
4
 in grids of multiple points in two 

dimensional fields
5
 or in a 3-dimensional cage

6
. They also allow the coating of surfaces with 

suspended particles
7
, transporting particles within reach of external manipulating tools

8
 and 

moving certain particles preferentially
9
. In microfluidic systems with bulk fluid movement, 

concentration has been demonstrated
10, 11

, as has sorting by compressibility
12

. Acoustic streaming 

has been used to achieve rapid fluidic mixing
13

 and controlled droplet translation
14

. These 

applications have the commonality that they utilize an ultrasonic standing wave, a resonant field 

with pressure nodes and antinodes, within such standing wave field, both acoustic radiation forces 

and acoustic streaming coexist
15

, it is such a field which will be used to excite bubble motion in the 

work presented here. 

 

Whilst ultrasonic standing waves can induce streaming to cause large scale mixing, without the use 

of very high frequency (>50MHz) it is increasingly difficult to induce fluid flow at the 

microscale
16

. To alleviate this difficulty, vibrating gas bubbles, suspended within a liquid sound 

field, can be used to sufficiently focus ultrasonic energy for fluid actuation at micrometer scales, 

typically of an order similar to the bubble radius R. Marmottant and Hilgenfeldt showed that 

acoustic excitation of tethered air bubbles can effect strong acoustic microstreaming in the vicinity 
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of the bubble
17

, which arises due to the frictional forces generated at the air/liquid interface
18

. 

Bubble vibration and acoustic microstreaming has been shown useful for many applications, 

including controlled vesicle deformation
17

, jetting
19

, propulsion
20

, pumping
16

, rotor actuation
21

, 

mixing
22

 and recently for particle sorting
23

. Using bubbles for particle sorting involves a balance 

between the drag forces acting on the particles due to the microstreaming and the Bjerknes force 

attracting the particle to the bubble, such a balance is particle size dependant, hence the sorting 

mechanism. Bubbles have been suggested as a useful mechanism for holding biological matter
24

, 

hence the interest in controlling what becomes attached to the bubble. There are two key issues 

with this approach, firstly microstreaming near the bubble is a localized effect, hence for the 

particles to undergo the sorting mechanism they must be within close proximity of the bubble, so a 

method is needed to ensure this is the case. Secondly, the actuation of a bubble at resonance 

requires the correct frequency, however over time bubbles undergoing ultrasonic excitation tend to 

grow due to enhanced diffusion as the microstreaming constantly changes the surrounding fluid
25, 

26
. Furthermore, it would be advantageous to be able to excite multiple bubbles simultaneously to 

increase the rate of sorting, this would require the production of multiple identical sized bubbles, or 

the possibility of exciting bubble over a range of sizes, when taken with the expected bubble 

growth the latter option would clearly be beneficial. In this work, we demonstrate that rather than 

exciting a bubble at it’s own resonant frequency, an ultrasonic standing waves can be excited at 

device resonance, this has the effect of aligning the bubbles and suspended particles, and also to 

excite the bubbles such that the ensuing microstreaming captures particles selectively, resulting in 

sorting.    

 

Device Description 

The device used for experimentation is depicted in Fig. 1. It consisted of a 5 mm square 

piezoelectric transducer bonded to a 20 mm square piece of silicon wafer. A 0.5 mm diameter wire 

was used to define the fluidic chamber height and lateral dimensions of 4.7 mm × 4 mm. These 
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values were different so that the resonant frequencies causing mode shapes of one-dimensional 

pressure fields occur at different frequencies in each of the two lateral directions. The fluid 

chamber was filled with 9.3 µL of copolymer microsphere solution (1.9 µm and 6 µm diameter 

particles, Bangs Laboratories), into which an air microbubble was subsequently injected using a 

microliter syringe (Gastight syringe, Hamilton). The chamber was covered with a 2 mm thick glass 

coverslip (5 mm square) to which the bubble adhered. Electrical inputs were supplied to the upper 

and lower surfaces of the piezoelectric element analogous to Neild et al.
27

, and were driven by a 

signal generator (Stanford Research SDR 345) via a power amplifier (Amplifier Research 

25A250A). The particles suspended in the enclosed fluidic chamber were viewed using an 

Olympus BX51 upright microscope fitted with a charge coupled device camera (Hitachi HV-D30) 

operating at 25 frames per second. Videos and still images were captured accordingly. 

 

Results and Discussion 

Two resonant frequencies of the device were determined by the observation of the behaviour of 

suspended particles. When a strong standing wave is established the 6 µm copolymer microspheres 

will align along the pressure nodes. At 939.5 kHz a quasi one-dimensional standing waves across 

the shorter lateral dimension of the chamber was found, resulting in lines of parallel particles, as 

shown in Fig. 2(a). When a bubble is introduced into the chamber it becomes located close to the 

nodal line as seen in Fig. 2(b). At 673 kHz strong particle alignment was also observed, the pattern 

formed was not one of parallel lines (as are usually sought), but a more complicated arrangement 

of aligned particles, to demonstrate this accurately a composite image has been formed in Fig. 3, 

again it can be seen that the bubbles present, four in this case, are located close to the pressure 

node.  

 

Acoustic radiation forces are known to align particles of this density and compressibility along the 

pressure node, the bubbles also align along the same lines, however in their case the behaviour is 
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dependant on the frequency of excitation and how that relates to the bubbles resonance. When a 

permanent gas bubble is placed in a sound field, it may undergo several different types of 

oscillatory motion, recently reviewed by Tho et al.
28

. Radial expansion and contraction of the 

bubble wall, whilst maintaining its spherical shape, is known as a volume oscillation. Largely a 

function of the bubble’s resonant characteristics, the microstreaming generated is strongest when 

the bubble is excited near its natural frequency ω0, given by: 

,         (1) 

where R0 is the corresponding resonant radius of the bubble, κ is the polytropic exponent, pg is the 

pressure of the gas at rest, σ is the surface tension and ρ is the density of the liquid. Within a 

standing pressure field, Watanabe and Kukita found that a bubble of radius R, sufficiently smaller 

than the volumetric resonant radius (R / R0 < 0.87), would move to the pressure antinode within the 

standing wave, whilst a bubble larger than the resonant size (R / R0 > 1.03) would move to the 

pressure node
29

. At a frequency of 939.5 kHz an air bubble suspended in water, where κ takes a 

value of between 1 and 1.4, pg = 100 kPa, σ  = 72.5 N/m and ρ =1000 kg/m
3
, the resonant radius is 

approximately 3 µm. Accordingly, when a 25 µm bubble radius, well above the resonant radius, is 

introduced into the 939.5 kHz pressure field, it moves towards the pressure node. As can be seen, 

the bubble just falls short of reaching the node, which can be attributed to the capillary forces, 

arising between the bubble and substrate due to surface tension, exceeding the increasingly small 

acoustic radiation force amplitudes exerted on the bubble as it translates towards the node. 

However the motion of the bubble can result in perfect alignment with the particles as shown in 

Figure 4. 

 

By alignment of the bubble and particles, the first goal is accomplished, that of ensuring a higher 

degree of interaction between the bubble (whose sphere of influence through microstreaming is 

relatively small) and the particles. However, no microstreaming, usually excited by resonant 

excitation of the bubble, has been demonstrated. This is seen in Figure 5, were the bubbles have 
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attracted large quantities of particles to their surfaces in this highly concentrated (allowing easy 

visualization of the nodal lines) sample, the motion of the particles which results in attraction is 

characterized by the looping trajectories of microstreaming.  

 

A key advantage of using device resonances to excite the bubbles is that a strong pressure field, 

and also solid surface vibration, is exerted on any bubble present. This means that a range of 

bubble sizes can be excited using one frequency. Figure 6 shows the ability to excite different 

bubble sizes, each of the bubbles acts to attract particles, again the trajectories being those 

synonymous with a streaming field. More importantly, many bubbles can be excited 

simultaneously; an image of this is seen in Figure 7 in which the 6 µm particles are collected on the 

surface of the bubbles.   

 

Whilst collection of 6 µm particles has now been demonstrated at pressure nodal lines, for different 

sized bubbles at a single frequency and for multiple bubbles simultaneously, all using a device 

resonance as actuation of the bubble, no sorting has been shown. For this we compare the behavior 

of the 6 µm (used for preceding results due to their easy visualization) with 1.9 µm. In Figure 8 two 

bubbles of similar sizes are excited in a 939.5 kHz standing wave in separate experiments, the first 

with 6 µm particles and the second with 1.9 µm particles. For the larger particles it ca be sen that 

they follow a curved trajectory before collecting on the surface of the bubble, whilst the small 

particles appear to be repelled from the surface of the bubble, though in fact they are simply 

following the streamlines. The observed smaller particle behavior is analogous to that reported by 

Marmottant and Hilgenfeldt, where the particles follow vertical loop-like trajectories attributed to 

the combined volume and translational oscillations
17

, under the influence of a steady Stokes drag. 

It is the behaviour of the larger particles then; that requires more explanation as they break away 

from the streamlines, this is due to Bjerknes forces. Indeed, it has been previously demonstrated 

that this size selective behaviour is due to a balance between the drag forces arising from the 
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streaming flow and the Bjerknes forces arising between the bubble and particle in the ultrasonic 

field. The secondary Bjerknes force was first discovered by Bjerknes who observed a translational 

force between two pulsating bubbles
30

, which was further extended to that between a pulsating 

bubble and solid object
31

. In a more recent study, Hay et al. showed that particles more dense than 

the fluid will experience an attractive Bjerknes force
32

, and furthermore that the force is a function 

of the particle size Rp cubed, defined by: 

, (2) 

where ρp is the density of the particle, d is the separation distance between the particle and the 

bubble, ω is the angular frequency of the bubble pulsations and ξ is the amplitude of the radial 

displacement of the bubble’s wall during vibration. As the Stokes drag force, defined by , 

where µ is the dynamic viscosity of the liquid and U is the relative velocity of the fluid, only scales 

with Rp, larger particles will experience a larger relative Bjerknes force, where the Bjerknes force 

will be sufficient to overcome the drag force for larger particle sizes as the particle approaches the 

bubble. This makes it increasingly difficult for the larger particles to continue to follow the 

streamlines. Note also that the Bjerknes force scales inversely with the separation between the 

bubble and particle, d, to the fifth power, meaning that the sphere of influence of this force is 

small.  It is the acoustic streaming which brings all the particles within close proximity to the 

bubble, when there the Bjerknes forces is large enough to pull the larger particles out of the 

streamlines and onto the bubble’s surface. It is this process which has occurred in collecting the 

particles as shown in Figures 5 to 7.  

 

The differing behavior of the two particle sizes clearly demonstrates the possibility of a sorting 

mechanism using a vibrating bubble excited by a standing wave. This is demonstrated in Fig. 9, 

where, using an excitation frequency of 939.5 kHz, the 6 µm and 1.9 µm particles are captured and 

repelled, respectively. In addition, as seen in the final frame of Fig. 9, the particles fell away from 

the bubble once the vibration ceased, which would allow the system to be refreshed and 
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recommence anew. It is also worth noting that the trapped particles in the bubble are held at a 

hydrated state
33

, which is useful if the approach is translated to the case of cells.  

 

Conclusion 

Ultrasonic standing waves have been shown to be effective in actuating bubbles, this is achieved at 

frequencies much in excess of the natural resonant frequency of the bubbles themselves. This 

removes the necessity to tune excitation to the resonant frequency of a given bubble, allowing 

excitation of multiple bubble sizes simultaneously. Upon initial excitation of the device resonance 

which yields a standing wave, the captured bubbles along with suspended particles are collected at 

the pressure nodes. The particles come under the influence of microstreaming which is produced 

by the oscillating bubble, this can cause smaller particles to come into very close proximity to the 

bubble prior to continuing on the streamlines away from the bubble, whilst larger particles diverge 

from the streamlines under the influence of Bjerknes forces, becoming trapped on the bubble/fluid 

interface.  
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List of Figure Captions 
Figure 1: Schematic description of experiment setup, (a) the cross-section view of the 

device used in the experiment, and (b) the top view of the device. 

Figure 2: Lines forming in one dimensional standing pressure field at 939.5 kHz. (a) 

Two of the lines shown straight without any bubble presented. (b) The effect of a 

bubble, circled in blue, causing one of the lines to bow around. 

Figure 3: Complex patterns forming in one dimensional standing pressure field at 

673 kHz.  

Figure 4: Experimental image sequences of the bubble moving towards to the 

pressure node. 

Figure 5: Experimental images of bubbles attracted large group of particles at the 

nodal line. (a) and (b) is 0.8s apart. (c) and (d) is 0.76s apart. 

Figure 6: Experimental images of different size bubbles excited by the standing 

waves. 

Figure 7: Experimental images of particles collected by many bubbles excited 

simultaneously. (a) Five bubbles are attached at the glass surface; directly below (b) 

two bubbles are attached on the silicon surface. Each of the two bubbles is attached 

on the glass surface (c) and silicon surface (d). 

Figure 8: Experimental image sequences of the bubble acting as a mechanism in two 

cases: (a) At 939.5 kHz, 6.0µm particles were captured by the 25µm radius bubble. 

(b) At 939.5 kHz, 1.9µm particles were repelled from the similar size bubble instead 

captured.  

Figure 9: Experimental image sequences of particles’ motion affected by the bubble 

at 939.5 kHz: 6.0µm particles circled in red were captured by the bubble; and1.9µm 

particles circled in white were repelled from the bubble. The last image shows that 
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the 6.0µm particles were falling from the bubble when the power was turned off for 

42 seconds.  

 

 



 150

 

 

Fig 1 

 



 151

 

 

Fig 2 

 



 152

 

 

Fig 3 

 



 153

 

 

Fig 4 

 



 154

 

 

Fig 5 

 



 155

 

 

Fig 6 

 



 156

 

 

Fig 7 

 



 157

 

0s 0.64s 1.00s 1.22s 1.28s

0.92s0.64s0s 1.24s1.08s

a)

b)

 

Fig 8 

 



 158

 

0.32s

0.64s

0s 0.56s

1.16s 162s

 

Fig 9 

 



 159

 
B. Continuous particle assembly in a capillary cell 

 



Continuous particle assembly in a capillary cell
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Capillary force mechanisms have the advantages of providing the motive force to move groups of
particles to locations of interest while holding them in place, offering delicateness, and obviating the
use external energy sources. We report a capillary force method that permits particles to remain
hydrated, while assembled and harvested in batches using a single setup, furthermore assembly of
different sizes/types is possible. The physics behind the process is described and the technique
demonstrated with the formation of an ensemble of 6 �m particles. © 2009 American Institute of
Physics. �doi:10.1063/1.3249582�

The ability to accomplish controlled assembly of par-
ticles has many practical applications. Efforts to achieve this
have been relatively recent1 compared to the knowledge
gained on the behavior of particles and fluids in the micro-
scale which date back to the 19th century.2,3 The techniques
reported to control particle arrangement can be broadly clas-
sified as either contacting or noncontacting. The former in-
clude the use of grippers4 or for more delicacy “soft media”
such as hydrogel beads,5 bubbles,6 or droplets.7 Noncontact-
ing approaches include the generation of ultrasonic8,9 or
dielectrophoretic10 forces, both offering delicacy and a
means to move and hold groups of particles at certain loca-
tions. Alternatively, obviating the need for external energy
sources, capillary forces can allow controlled particle
assembly,11 or cause droplets to fill cavities forming micro-
plate wells.12 As such, capillary forces have intriguing poten-
tial in low power applications, such as hand-held diagnostic
systems especially in remote locations.

Particles in an evaporating droplet are moved preferen-
tially toward the contact line �liquid, vapor, solid interface�.
As the contact line recedes, particles can pin naturally13 or at
induced points14 to create patterned assemblies. Limitations
exist when the assembled structures require rebuilding with
additional particles, the particles �e.g., cells� need to remain
hydrated, or particles of different sizes/types at specific com-
positions need to be assembled. We describe here a capillary
based scheme that possesses these capabilities. Furthermore,
in contrast to natural pinning which depends on particle size,
concentration, and surface properties,15 the proposed method
clearly defines a single region in which the particle assembly
occurs.

In optical manipulation the relationship between force
and particle radius is cubic �gradient forces� or to the sixth
power �scattering forces�,16–18 the acoustic radiation forces
has a cubic relationship in ultrasonic standing waves19 �all
assuming the wavelength far exceeds the radius�. Particles in
a flowing fluid experience drag, which has a linear relation-
ship with radius, with particles of low inertia typically sim-
ply follow fluid flow �the principle of particle image veloci-
metry �PIV��. Consequently, when acoustic streaming �flow
patterns� and acoustic radiation forces are present the behav-

ior of small and large particles are dominated by the former
and latter, respectively.20 Being flow based, the method pre-
sented will be suitable for manipulation of very small par-
ticles, furthermore it is unusual in that the flow leads to a
stable end location without swirling.

A fluid cell was prepared by depositing a set volume of
deionized water on a glass slide and lowering a cut cover slip
until fully wetted, giving a cell height of 10 �m.21,22 Three
sides of the cell were sealed �Fig. 1�a��. A small opening was
left at the center of the sealed edge opposite the free side at
which a droplet of particles in suspension can be introduced;
this creates a continuous fluid body combining the droplet
and the cell contents. This body must re-establish equilib-
rium, clearly observed by a movement of the contact line at
the free edge of the cell �depicted as being from A� to B� in
Fig. 1�b��. The sharp edge of the cover slip �C� allows a large
range in the contact angle, hence the meniscus can deform as
shown.23 As evaporation progresses, the droplet free surface
and meniscus combination will recede gradually before
eventually falling back to the original position of A and A�,
respectively. In the intervening time a flow occurs within the
cell which causes particle collection and assembly, which is
governed by two effects, the quasistatic maintenance of equi-
librium of surface forces acting on the fluid, and the replace-
ment of evaporated fluid. We consider them separately,
though they are interrelated.

The addition of a droplet causes a short time scale flow
through the chamber, as equilibrium is sought. Subsequently,
as fluid evaporates this equilibrium needs to be maintained
resulting in further flow. The equilibrium of a small scale

a�Author to whom correspondence should be addressed. Electronic mail:
adrian.neild@eng.monash.edu.au.

FIG. 1. �Color online� Schematic description of the proposed method to
locate particles in position using capillary force, �a� the top view of the
device used in the experiment, �b� the cross-section view about X–X with
description of flow mechanics from droplet the meniscus, and �c� the evapo-
ration mechanics from the meniscus causing a flow that will carry particles
toward it.
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open fluid system is most easily considered as the minimiza-
tion of the surface energies of the liquid vapor interface and
the solid liquid interface, and the line energy related to the
movement of the contact line �during which the equilibrium
contact angle �0, may alter through a range between the re-
ceding angle �R, and the advancing angle, �A�. This can be
expressed as24

�w = 0 = �LVdALV + ��SL − �SV�dASL − 2�kdr , �1�

where �w represents the work change, �LV, �SL, and �SV are
the surface energies �subscripts being liquid, solid, and va-
por�, and k is the line energy. The other variables are geo-
metric, dALV and dASL are the changes in interface areas, and
r is the radius of the wetted area of the solid surface. So the
fluid will seek to minimize surface areas and contact line
length.

The second important physical mechanism, evaporation,
also affects the flow rate. We consider this, by idealizing the
bottom tip of the meniscus B� as a wedge similar to a droplet
rim, with a length r typically order 1 mm,25 Fig. 1�c�, the
equation for the evaporative flux in a droplet at some dis-
tance x� ��r� from the contact line is

je�x�� = jox�−���−2��/�2�−2���, �2�

where jo is an evaporative constant. The evaporation flux
outside this region jb is a constant for the bulk suspension in
which x� is replaced by r. In a quasistatic situation of a flow
at reasonably low speeds, the shape of the meniscus at the
rim of a droplet is kept by a fluid flow Js toward the contact
line in which13

Js = �
0

r

�je − jb���x�� , �3�

where ��x�� is the arc length of the meniscus surface.
The varying ability of vapor to diffuse �allowing further

vapor to be removed� causes the changes in evaporative rates
across a droplet,13 so the addition of the cell which creates a
wedge of narrow width �ideal for enhanced diffusion� and a
long length should prove to be an efficacious evaporative
structure.

In the case of the cell, we see that a shift in the meniscus
shape from B� to A�, while the contact angle at the lower
edge remains the same, causes the surface area of the menis-
cus to vary greatly. We can thus expect that the evaporation
to be faster in the case of B� �possessing the larger area�, so
the change of meniscus shape causes a varying Js �which
drives particle deposition capability�, in contrast to methods
such as vertical evaporation colloidal deposition.26 In our
approach, the continual droplet deposition at the inlet ensures
that particle collection and concentration can be maintained
at a fixed location; making it also accessible for harvesting
and without the need for drying.

The particles chosen were 6 �m diameter copolymer
microspheres, as they are clearly visible under magnification
levels offering a suitable field of view. A droplet of 1.3 �l
milli-Q water was released on the middle of a glass slide this
forms a thin film when a cut cover slip �3 by 22 mm� is
placed on top of it �Fig. 1�b�� creating the liquid cell. Varnish
was used carefully to seal the sides of the cover slip, leaving
one length side free and opening in the middle of the oppo-
site side. Then a 1.4 �l solution droplet was placed carefully
at this opening. A charge coupled device camera �Hitachi

HV-D30� attached to a microscope permitted viewing and
recording from the top of the device �Fig. 1�a��.

Figure 2 tracks individual particle speeds over time at a
distance of 2.2 mm from the free edge. Speeds of about
0.4 mm/s were measured initially, reducing to 0.007 mm/s,
as evaporation progressed over the next 312 s. At 350 s,
another particle solution droplet of 1.3 �l volume was
placed at the input, the speed was restored to 0.2 mm/s and
again reduced rapidly. It is evident that no backflow �into the
droplet� occurs.

Figure 3 gives a spatial plot of particle concentration at
1.9 mm from the free edge after 100 s, approximately uni-
form concentration was achievable across a span length of
about 165 mm. Outside this span the particle concentration
fell to almost zero this is attributed to the limit of the flow
fanning out from the narrow entry opening. These results
illustrate the suitability of the technique in providing a steady
throughput of particles to be collected, concentrated or as-
sembled.

Figure 4 shows the particles collected at the meniscus.
As, in this demonstration, the particles are introduced to the
system via the droplet deposited externally to the cell, the
aligned particles have passed from this droplet through the
cell. It is easily conceivable that assemblies of multiple par-
ticles sizes can be achieved by changing the suspensions
added in each subsequent droplet. It is clear that the surface
tension is able to hold the particles in place. Figures 4�a� and
4�b� have the time difference of 2.4 s apart. Note the minor
retraction of the particles back into the solution region in Fig.
4�b�, as they follow the retreating meniscus due to water
evaporation. That the particle concentration appears some-
what unchanged between the two illustrates that the retreat-
ing meniscus is not dominant in the particle collection. The

FIG. 2. �Color online� Plot of velocity of individual particles in the cell
against the time, at the location of 2.2 mm away from the free edge. A
second water droplet was added at 350 s.

FIG. 3. �Color online� Plot of particle concentration along the length of
1.9 mm away from the free edge after a time of 100 s. The distribution is
approximately a uniform top hat function.
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ability to line the particles following the coverslip edge, Fig.
4�c�, even when this is not smooth as in Fig. 4�d� implies the
capability to shape the assembly of particles.

The results shown enlighten the interplay between the
two mechanisms governing the fluid flow. We note that the
maximum flow detected was 0.4 mm/s, furthermore from
Fig. 4�a� we conclude the meniscus moves over a distance of
approximately 60 �m, shown by the deposition of two par-
ticles at this outermost extent �something we observed
rarely�, the volume of liquid required for this change �ap-
proximating a triangular cross section for the meniscus
change� can be estimated to be transferred in less than a tenth
of a second at a flow rate of 0.4 mm/s. So, clearly flow
arising from maintaining quasistatic equilibrium is negli-
gible, instead evaporation rates dominates. Of course, the
evaporation may be greater in the droplet, but this will not
affect flow in the chamber other than by equilibrium main-
tenance.

In summary, we demonstrate a capillary force method
that permits �a� the particles �e.g., cells� to be hydrated con-

stantly, �b� the assembled particles to be harvested in batches
and rebuilt with additional particles using the same setup,
and �c� particles of different sizes or types to be assembled at
specific compositions. This can be achieved without active
energy supply �rather environmental� and in a mechanism in
which forces are �only� linearly dependant on particle radius.
The manner of operation permits groups of particles to be
moved to locations of interest, held in place with delicate-
ness, without any external energy sources needed to drive the
process.
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slip edge with �d� having an undulating edge.
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Selective single particle handling with high degrees of controllability, precision, and delicateness is
sought after for operations such as sorting, isolation, and placement. Here, we describe and
demonstrate an approach that operates based on a droplet dispensed directly above a selected
particle floating on the liquid surface to cause it to sink. The mode of sinking appears to be based
on the detachment of the particle from the liquid interface with an applied force. This method offers
the desired attributes of particle handling and is amenable to the incorporation of automation to
speedily accomplish the selective handling of multiple particles. © 2009 American Institute of
Physics. �DOI: 10.1063/1.3073864�

The selective handling of fragile single particles is a
challenging task. Cells, for example, have membranes that
damage easily and are susceptible to environmental condi-
tions. The ability to handle fragile single particles in a re-
peatable and convenient manner is vital in the context of
operations such as sorting, isolation, and placement. The
various techniques reported to achieve controlled particle
handling can be broadly classified as either noncontacting
or contacting. The noncontacting approaches typically
apply the use of optical,1,2 magnetic,3,4 ultrasonic,5 or
dielectrophoretic6 principles. Optical methods arguably offer
the highest degrees of controllability, precision, and delicate-
ness, albeit it can result in cell phototoxicity.7 The most gen-
erally used contacting approach employs vacuum suction via
micropipettes. The degrees of controllability and precision
with this method are generally low. Probes and grippers
based on MEMS technology offer improved performance in
these aspects,8,9 although the degree of delicateness achiev-
able with them will be lower than the noncontacting
schemes. Contacting “soft medium” approaches based on hy-
drogel beads10 or bubbles11 offer solution to the delicateness
problem but will likely incur some difficulties in particle
harvest when the operation is complete. The float-sink
principle—which we utilize in this work—is well known and
widely used in the large scale separation of macrosized
items, particularly in the recycling industry. We envisage a
method whereby droplets can be released on selected
micron-sized single particles floating on the surface of a liq-
uid in order to cause them to sink �Fig. 1�a��. This handling
approach intuitively benefits from high degrees of controlla-
bility, precision, and delicateness without the difficulty of
particle harvest when the process is complete.

A spherical particle placed in a large reservoir of liquid
surmounted by gas has an axis-symmetric meniscus forming
around the surrounding liquid. The solid-fluid-gas interface
�Fig. 1�b�� obeys the classical capillarity equation of
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�
z −
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�
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z�

r�r�2 + z�2�1/2 −
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where r�s� and z�s� are cylindrical polar coordinates of the
interface, r� and r� denote the respective first and second

derivative of r �similarly for the case of z, z�, and z�� with
respect to the curvilinear abscissa s along the radial profile of
the interface, � is the surface tension, P0 is the liquid pres-
sure at z=0, and �g is the volumetric weight of the liquid.
When the particle is at rest, the sum of Ft �total force re-
quired to maintain the particle�, Fc �capillary force�, and Fb
�buoyancy force� are equal to zero. The work necessary to
detach the particle downward from the surface under an ap-
plied force has been found to be12
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where Rs is the radius of the particle, � is the contact angle,
� is the Bond number, and � is the Euler’s constant. This
approximation is valid for ��1. Equation �2� provides us
with the intuitive knowledge that smaller particles will de-
tach with lower amounts of energy applied. The application
of a water droplet on the floating spherical particle can result
in sinking in two ways. Any droplet of water of radius Rd
located at a height h above the liquid surface will possess a
potential energy of V=4��ghRd

3 /3. The release of this drop-
let directly above the particle will cause sinking when V

a�Author to whom correspondence should be addressed. Electronic mail:
adrian.neild@eng.monash.edu.au.

FIG. 1. Schematic description of �a� the proposed method to delicately
handle single particles delicately using a float-sink principle and �b� a de-
piction of the important parameters for a solid spherical particle in a solid-
liquid-gas interface.
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�E, assuming that all the potential energy of the droplet is
transferred to the particle. In reality, higher V values will be
needed due to factors such as viscous dissipation by the sur-
rounding fluid and imperfect transfer of energy from droplet
to the particle. Similarly, particle-droplet misalignment will
necessitate a larger radius droplet or greater height of release
to be used for sinking to occur. Logically, sinking will alto-
gether not be possible if there is a sufficiently high degree of
misalignment between particle and droplet. Figure 2 presents
a plot of E against Rs for hydrophilic glass ��=27°� spherical
particles in water. The trend is the same with hydrophobic
silicon ��=110°� but with the detachment energy some 130–
140 times higher. It can be seen thus that hydrophilic par-
ticles are more readily sinkable in this mode. The inverse
relationship between E and � imputes that the addition of
surfactants—which reduces �—will cause the floating par-
ticles to sink more readily. This offers an added degree of
parameter control in the selection and handling of particles.
Suppose that we consider a reasonable case of the droplet
being released at a height of 3 mm above the water surface.
Equating E and V allows us to determine the minimum Rd /Rs
ratios needed to sink particles of various radii, as depicted in
the inset of Fig. 2. In the case of glass spherical particles, we
find that droplet radii roughly in the order of the particle radii
will suffice to cause sinking. The values with silicon particles
are higher and more varying, ranging from a value of 6.3 for
Rs=20 	m to 3.4 for Rs=100 	m.

Another conceivable mode of sinking may arise out of
the released droplet wetting the region of floating particle
exposed to air. This has the effect of eliminating the capillary
force that acts to keep the particle floating. It is clear that a
more hydrophilic particle, with contact lines closer to the
top, should have a greater propensity to sink in this mode.
This is similar in behavior as the case of the mode of detach-
ment using the applied force. It is conceivable that there will
be a higher droplet particle misalignment tolerance to ac-
commodate sinking in this mode.

We devised an experiment in which single particles
were placed carefully in the viewable region of a micro-
scope attached to a charge coupled device camera �Fig. 1�a��.
The particles were glass microspheres with diameters of
106–125 	m �Whitehouse Scientific GP0116�. These par-

ticles were floated on the surface of Milli-Q water filled in a
Petri dish. A flat end needle connected to a microinjector was
fixed in position to produce small water droplets. The flat
needle was positioned using a manual three-axis opto-
mechanical translator. The output from the camera was sent
to a computer to monitor the process and a mirror placed
under the CCD camera at an angle in order to be able to
visualize both the particle and water droplet at the same time.
To minimize splashing, the needle was placed as close as
possible to the water surface. Nevertheless, placing the
needle too close to the water may cause the droplet to pre-
maturely attach to the water surface. In the experiments, we
estimated the droplet dispensed to be 0.3 	l giving a radius
of 415 	m. Some points were noteworthy in the recording
process. As the mirror was submerged in the liquid, it tended
to create a liquid meniscus that caused particles to migrate
toward it. This effect was mitigated by submerging the mir-
ror only slightly and to have it tilted closer to the vertical. As
the mirror and camera were not moved as one unit and
coupled with the difficulty of handling the particles with me-
chanical tweezers, the observation of particles within the
field of view required careful manipulation and often simply
just patient waiting for the particle to arrive. We have found
that placing the particle and fluid medium on a typical mi-
croscopic stage was not suitable as it would cause the par-
ticles to move violently on the liquid surface even with
gentle translations.

Figure 3 presents image sequences of an originally float-
ing particle that was sunk with a droplet placed above it. The
particle was clearly moving toward the needle apex during
the first 0.64 s of observation. From 0.4 s after observation,
the droplet began to be ejected from the needle tip. At 0.72 s,
both the droplet and particle were seen to disappear from
view, indicating that the particle had sunk into the liquid as a
result of a droplet released close to just above it. As the
center of the droplet was approximately 0.5 mm above the
liquid surface, this amounted to a potential energy V of
14.7
10−10 J. This was clearly higher than values of E de-
picted in Fig. 2 for particle radii between 50 and 60 	m,
confirming sufficiency of the V�E condition for sinking by
droplet-particle energy transfer. Figure 4 presents image se-

FIG. 2. Plot of work needed E to detach a spherical glass �hydrophilic�
particle downward in water against the particle radius Rs. The inset presents
the minimum values of Rd /Rs needed to sink glass �hydrophilic� and silicon
�hydrophobic� particle of radius Rs in water, which is based on perfect
transfer of energy from droplet to the particle. FIG. 3. �Color online� Image sequences of a dispensed droplet that caused

sinking of an originally floating glass particle in water.
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quences of an originally floating particle that did not sink
when a droplet was dispensed. The particle in this case was
visibly more misaligned to the droplet than in Fig. 3. Never-
theless, sinking via wetting—if it was the mode of
operation—should have occurred considering that the droplet
was much larger than the particle, and the particle was lo-
cated well within its vicinity of influence. This result appears
to indicate that detachment with an applied force is the domi-

nant mode of action. If so, this offers considerably greater
resolution in selecting which particles to remove from the
liquid surface. The results shown indicate the viability of
using this scheme in selectively sink particles from the liquid
surface. Receptacles placed under the selected particle can be
used as a convenient collection tool. We envisage that a liq-
uid dispenser mounted on a motorized two-axis displacement
translator—operating akin to an ink-jet printer—can be de-
veloped to rapidly select and handle particles this way.

In summary, we demonstrate a way of delicately han-
dling selected single particles based on the float-sink prin-
ciple. This approach enables automation capabilities to be
incorporated without difficulty.

This work has been supported by Australian Research
Council �ARC� Discovery under Grant No. DP0878454.
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this portends  a  useful  method  of sorting  or removing  rouge  particles  from  clusters  that  form  naturally
due  to capillary  forces.
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. Introduction

The formation of ordered two dimensional particle arrays has
mportant uses in the creation of desired surface structures in

aterials, and sensors in biomedicine. The ability to do this in
he form of a floating monolayer via self assembly from inter-
article forces possesses distinct advantages [1,2]. Capillarity offers

 convenient means of congregating particles. This arises because
articles floating close to each other deform the interface around
hem to minimize the interfacial energy [3–9]. Capillarity induced
lustering, whilst advantageous in that no external energy source
eed be applied, suffers from the inability to achieve the assem-
ly features mentioned earlier (lattice spacing control, defect-free
nd long range order) effectively. One approach that can overcome
his somewhat is via the use of surface standing waves [10]. How-
ver, a method that is more amenable for particles in the micro and
ano scale involves applying an external electric field normal to
he interface after capillary induced clustering has occurred [11].
his work examines the selective removal of single particles from

 self assembled cluster, this has uses for removing rogue particles
n order to either mould the shape of the cluster, remove incor-
ectly sized particle which may  form dislocations in the lattice or
o perform sorting within the particle population.
Please cite this article in press as: L. Xu, et al., Selective removal of micro-par
Eng.  Aspects (2011), doi:10.1016/j.colsurfa.2011.09.017

An energy barrier exists between floating particles and those
ubmerged in the fluid body, particles in either of these states are
ept separated. Hence the removal of a rogue particle will not be
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reversed naturally, in terms of sorting this means that two distinct
populations can be created. The requirement then is for a mech-
anism to effect a movement from one state to the other. A recent
approach which applies the float-sink method has been demon-
strated to accomplish the sinking of selected isolated particles [12].
Typically, a droplet that is significantly larger is dispensed directly
above the particle to do this. An issue is that isolated particles on
a fluid surface tend to move relatively quickly along the surface,
by having clusters of particles this movement is largely removed,
but it does introduce other issues. The question of whether this is
workable in terms of removing one particle from a cluster formed
by capillarity is intriguing as well as functionally important; and on
the surface appears unlikely in view that the droplet to particle size
ratio used has to be rather large. Yet, we conclusively show that
this is possible to remove individual particles from an otherwise
unaffected cluster.

2. Underlying mechanisms

2.1. Capillary forces of floating particles

For a particle to sit in equilibrium at a fluid/gaseous interface
three forces must be balanced in the vertical direction, these are
the capillary force, Fc, the pressure force Fp and the weight of the
particle Fg. In balancing these forces a deformation of the fluid sur-
face normally occurs, characterized by h, and depicted in Fig. 1. The
ticles from a floating monolayer cluster. Colloids Surf. A: Physicochem.

ratios between the relevant forces are given by [9]:

FC
Fg

= − 3�L
2Bo�p

sin(�C ) sin(�C + ˛) (1a)

dx.doi.org/10.1016/j.colsurfa.2011.09.017
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hobic particle floating on the liquid surface.
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Fig. 2. (a) Initial contact of a droplet with liquid reservoir with a neck (bridge) joining
the two liquid bodies, and competition develops from horizontal constriction of the
interface driven by surface tension on the sides of the drops, and vertical collapse
Fig. 1. (a) Hydrophilic and (b) hydrop

FP
Fg

= 3�L
4�p

(
2
3

− cos(�C ) + 1
3

cos3(�C )
)

+ 3�g
4�p

(
2
3

+ cos(�C ) − 1
3

cos3(�C )
)

− 3(�L − �g)h
4�pR

sin2(�C ) (1b)

here R is the particle radius, �C is termed the filling angle,  ̨ is the
ontact angle of the particle and �L, �g and �p are the densities of
he liquid, gas and particle respectively. The term Bo refers to the
ond number, given by �LgR2/� , where � is the surface tension. The
eformation, h, itself being given by [13]:

 ≈ R sin(�C ) sin(�C + ˛)
[

ln
{

4
ε sin(�C )(1 − cos(�C + ˛))

}
− e

]

(2)

here ε = R/Lc is the square root of the Bond number with Lc the
apillary length (=

√
�/�Lg), and e is the Euler constant. Such an

pproach allows both unknowns, �C and h, to be found, and has
een applied for example to surface cleaning [14] and coffee stain
eposits [15]. The parameters for experiments presented in this
ork are � for water is 72 mN/m,  the particle radius is 60 �m giv-

ng a Bond number of 5 × 10−4. In addition the particle density is
.19 g/ml and the particle contact angle is 27◦.

When more than one particle is present at the surface, the defor-
ation causes a capillary force between the particles to occur [16].

he capillary force between two floating bubbles has been ana-
yzed analytically using a range of approaches [3–7]. The lateral
orce acting of particles of radii R1 and R2 separated by a distance

 is equal in magnitude and opposite in sign and is given, for small
ond numbers by [8]

12 = −2��Q1Q2

L
(3)

In this equation, Qk = rk sin( k), where rk is the radius of the
article for k = 1 or 2 and  k is the interface slope with the hor-

zontal plane at the point of contact. The dynamical behavior of
articles floating on fluid can be analyzed using Eq. (3) by incor-
orating the relevant drag forces. Simulations of these have been
erformed [9].  The result of this lateral force is an attractive force
eveloped between hydrophilic particles [8].
Please cite this article in press as: L. Xu, et al., Selective removal of micro-par
Eng.  Aspects (2011), doi:10.1016/j.colsurfa.2011.09.017

.2. Drop coalescence at fluid interfaces

When a drop is gently placed on a reservoir of the same fluid,
ravity draws the drop downwards and eventually the drop and
driven by the curvature at the top of the drop the interfaces. (b) The neck joining the
two  liquid bodies experiences widening when the drop is continuously merging to
the  reservoir.

reservoir interfaces become sufficiently close such that attractive
Van der Waals forces initiate coalescence. The ensuing coalescence
involves a fluid neck or bridge forming that rapidly opens up (see
Fig. 2a). When the liquid has low viscosity, capillary waves propa-
gate away from the initial point of contact [17]. This induces two
possible outcomes; total coalescence in which the drop merges
completely with the reservoir after experiencing a widening neck
(Fig. 2b), or a fraction of the drop merges with the reservoir and a
daughter drop is left behind. For the latter (partial coalescence) to
occur, the horizontal constriction of the interface, which is driven
by surface tension on the sides of the drops, must overcome the ver-
tical collapse driven by the curvature at the top of the drop. When
capillary waves are able to reach the drop’s summit before being
damped, they interfere with the vertical collapse and allow the hor-
izontal stretch to dominate and cause the daughter droplet to form
[18,19]. A similar process proceeds with the daughter droplet until
coalescence completes. The process of coalescence is extremely
fast (in the order of milliseconds) and can only be viewed using
high speed cameras. The fluid flow during coalescence is depen-
dant on the density, surface tension and viscosity (for water this is
0.001 N s/m2).

3. Methods

Two sets of experiments were conducted. In the first set (Fig. 3a),
a hollow glass microsphere with diameter of 120 �m (Whitehouse
Scientific GP0116) was attached to the side of a 100 �m thick cover
ticles from a floating monolayer cluster. Colloids Surf. A: Physicochem.

slip in order to create a pin head. This glass slide was  then fixed
vertically onto a Petri dish filled with Milli-Q water. The water
covered the slide and approximately half of the particle, therefore
the pin head can be observed above the water surface. The liquid

dx.doi.org/10.1016/j.colsurfa.2011.09.017
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ered to a height close enough to the particle and fluid below such
that merging started to take place, the contact line formed between
the droplet and the particle was  seen to descend on one side (right).
ig. 3. Schematic description of experiment setups: (a) a high speed camera was  c
nd  (b) a droplet was  applied to sink a certain particle from clustered floating parti

oalescence pattern was  investigated by releasing the droplet (of
he same fluid) gently on the pin head. The entire process was mon-
tored by a high speed camera (Fastec Imaging) at [500 frames/s]
nd saved as a digital video file in a computer. The purpose of mak-
ng the particle static was to align the droplet more accurately

ith the particles. Such an alignment is especially necessary in
he sense perpendicular to the focal plane as video detection is
ot possible in this direction. This setup also allowed the lighting
nd alignment of the camera to be better controlled so that high
peed images from the side can be recorded for experiments that
re inherently difficult to perform. A flat ended needle (Eppendort
G) with inner diameter of 10 �m was positioned using a manual

hree-axis mechanical translator. A droplet was then produced at
he needle tip and lowered gently towards to the pin head. Var-
ed size droplets were introduced in a series of tests that allowed
nvestigation of the nature of liquid coalescence over a particle at
he fluid interface.

In the second set of experiments (Fig. 3b), clusters of the same
ollow glass microspheres were set floating on the surface of Milli-

 water contained in a small Petri dish. A droplet (of the same
uid) generated from the needle was positioned carefully on them
y using a Micro-controller (Newport). The output from the CCD
amera integrated with a microscope was sent to a computer to
onitor the process. The needle was left static in the vertical direc-

ion with the tip of the needle positioned 30 �m from the fluid
urface. This allowed the distance between needle tip and liquid
urface to approximately define the size of the droplet formed, and
nsured that the tip will not contact the fluid surface as doing so
ill cause a sudden movement of nearby particles. Whilst the dis-

ance defined the droplet size, it should be noted that the droplet
ill tend to move up from the tip of the needle, rather than sim-
ly hang downwards, thereby causing the resulting drop size to be
lightly larger than a diameter of 30 �m.

. Results and discussion

We consider first results investigating the coalescence of the
roplet with the fluid surface with a fixed particle. Fig. 4 pro-
ides images taken using backlighting which allows the edge of
he droplet to be more defined. The smaller shape at the center
f the droplet is the bright spot due to light focused through the
roplet, whilst the hump at the bottom of each image (outlined in
ed) is the particle protruding through the liquid surface. The bulk
Please cite this article in press as: L. Xu, et al., Selective removal of micro-par
Eng.  Aspects (2011), doi:10.1016/j.colsurfa.2011.09.017

uid surface which partially submerges the particle is aligned with
he lower edge of the image. In terms of causing a given particle to
ink in a given fluid, there are two key parameters: the alignment
nd size of the drop.
ed to view the liquid coalescence pattern created by the droplet and the pin head

In the image sequences of Fig. 4, the centers of the descending
droplet and particle were closely aligned (the offset much lower
than one particle diameter distance). As the droplet was  lowered
slowly towards the fluid surface, it first met the particle and then
merged with the fluid itself. This process occurred much faster than
the speed with which the needle was moved. It can be seen from
Fig. 4, that a contact line was  formed for both the 17 nl and 103 nl
droplets on the static particle as they descended until contact was
made with the fluid surface itself. After this, the droplet quickly
merged with the bulk fluid volume. The transient liquid swells
above the surface that appeared on both sides of the static par-
ticle clearly demonstrate that fluid from the droplet had passed
over both the left and right (with reference to the images) sides
of the particle. From this process, one can infer that the particle
is enveloped by liquid (no contact with the fluid/air interface) and
should submerge fully underwater. Under such conditions, the cap-
illary forces assisting a free particle to remain at the fluid surface
will disappear and the downward momentum imparted onto the
particle due to the rapid fluid motion that occurs as the two unequal
fluid volumes merge.

Cases of three droplets that were not sufficiently aligned to cause
fluid to cover both sides of the tethered particle are shown in Fig. 5.
A droplet of 4.1 nl (Fig. 5(a)) positioned such that its center aligned
with the particle’s center to a degree slightly higher than the cases
in Fig. 4 did not produce the same outcome. With the droplet low-
ticles from a floating monolayer cluster. Colloids Surf. A: Physicochem.

Fig. 4. Experimental image sequences of the liquid coalescence patterns directly
over a pin head by varied droplet size. (a) Time evolution of a droplet with approx-
imate 17 nl approached to the pin head. (b) Time evolution of a 103 nl droplet
approached to the pin head.

dx.doi.org/10.1016/j.colsurfa.2011.09.017
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Fig. 6. (a) Plot of the droplet size against the offset distance measured from the
center of the drop to the center of the particle, (b) plot of the droplet size against
the offset distance measured from the needle tip to the center of the particle, and
ig. 5. Experimental image sequences of the liquid coalescence pattern over a pin
ead by (a) a 4.1 nl droplet from right, (b) a 7.1 nl droplet from left, and (c) a 103 nl
roplet from right approach.

he swell of fluid formed as merging completed was  entirely to the
ame side of the particle. This result showed the dependence of
he sinking process on the alignment between particle and droplet
enters. The second sequence with a 7.1 nl droplet, shows the liq-
id merging asymmetrically more clearly as the misalignment was

ncreased. With the droplet offset to the left by a distance of 55 �m,
he descending droplet made a contact line on the particle which
emained high up on the right hand side. When merging began, this
ontact line remained stationary and the fluid passed to the left of
he particle. The third sequence shows the same process with a

uch larger 103 nl droplet. Even with this volume that was well in
xcess of the particle size, an offset of 110 �m was sufficient for the
uid to merge almost entirely on one side. Once again the contact

ine remained high on the particle and ensured that the swell was
redominately on the right hand side of the particle.

For the experiments the static particle was aligned such it was
alf submerged when compared with the fluid surface. However,
q. (2) shows that at the vicinity of the particle itself, the fluid sur-
ace will deform to the extent that it interfaces with the particle
t its contact angle. For example, a 60 �m radius particle, with 27◦

ontact angle can exact a local deformation of as much as 36 �m
n the vertical direction. As the droplet is lowered, a second con-
act line is produced on the particle. A local deformation can also
e expected, though it would be expected to be considerably lower
han from that of a flat surface, since any deformation of the spher-
cal droplet will involve a larger surface area change and as such a
arger surface energy gradient is associated with this case. It can be
een from the images that there is indeed a tight curve as the droplet
eets the particle; again this deformation being such that the con-

act angle formed is dictated by the three phases present (air, water,
nd solid). It is when these contact lines meet that merging between
he droplet and main fluid body occurs. Such a consideration is
argely one of geometry and can be treated as quasi-static. How-
ver, it can be seen from the images, that once one side merges,
wo options can occur, either liquid flowing to one side or on both
ides (within the image plane). It can be seen from Fig. 4(a) that
rior to merging, the height of the droplet contact line on the par-
icle is slightly higher on the left than on the right. This meant that
ow had occurred on both sides. It can also be seen between the sec-
nd and third images of Fig. 5(c) that the droplet merged with the
iquid such that its contact line drops downwards on the left hand
Please cite this article in press as: L. Xu, et al., Selective removal of micro-par
Eng.  Aspects (2011), doi:10.1016/j.colsurfa.2011.09.017

ide without allowing flow to develop. Hence whilst the two con-
act lines must meet to effect merging on that respective sides, this
eometrical consideration is not sufficient to predict how merg-
ng will take place. In Fig. 4(a) it would predict flow to the right,
(c) schematic diagram of the alignment for the fluid contact line merges on one side
at the critical offset.

whilst in Fig. 5(c) the contact line changed on the left such that a
bit greater merging could have occurred on both sides. Clearly, it
is the widening of the neck forming between the two  fluids which
ultimately dictates the nature of the merging process.

It is clear that for the contact line to be removed from the particle
by the droplet, which eliminates the capillary forces maintaining
the particle at the interface and ensures downward momentum
transferred to the particle from the liquid, the alignment has to
exceed critical maximum offset value. Not surprisingly, this value
is droplet size dependant. To examine this dependency further, a
series of experiments were performed with varying alignment and
droplet size, again using a fixed particle in the same arrangement.
The needle used had a hooked end this provided additional control
over the droplet. When a droplet of small size is produced at the tip
of a needle, surface tension can cause the droplet to form around
the needle tip rather than dangle from it as would be expected at
the macro scale. By using a needle with a slight bend, the way  in
which the droplet clung to the needle was more repeatable (always
preferring, based on surface energy minimization, one side). Fig. 6a
shows the behavior of the various droplet and offset (measured
as the distance from the center of the drop to the center of the
particle) combinations, the outcomes have been classed as either
causing sinking (fluid passes over both sides of the particle) or
allowing floating (fluid passing over one side only) these outcomes
were again determined from inspection of images taken with a high
speed camera. It can be seen that for both needle arrangements
(bent leftwards – case 1, and bent rightwards – case 2) a change of
behavior occurs once a critical value of offset is exceeded and that
this critical value is droplet size dependant. In Fig. 6b we  correct for
the bend of the needle, which causes the tip of the needle to be off-
set by 32 �m from the shaft (measured from images of the needle
after the droplet has coalesced). Hence in this image the offset of
the droplet with respect to the particle is measured from the tip of
the needle producing the droplet, it can be seen that the data sets
ticles from a floating monolayer cluster. Colloids Surf. A: Physicochem.

now map  over each other. Effectively what this shows is that the
offset should be measured with respect to the needle tip. When the
droplet merges with the bulk fluid it remains attached to the needle

dx.doi.org/10.1016/j.colsurfa.2011.09.017
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ig. 7. An experimental image sequence showing the sinking of a single particle fro
rrows.

ip until the last moment, hence it is the location of the tip which is
ritical. In Fig. 6c a diagram of the alignment for cases in which the
uid contact line merges on only one side is shown, it can be seen
hat the contact line (with no surface deformation) is higher up the
article for larger droplets indicating that in these cases, in which a
reater fluid volume is involved, the momentum of the flow which
ccurs when the fluids merges is sufficient to displace the contact
ine further than for the small droplet cases.

In extrapolating the preceding consideration to that of a free
article within a cluster, we must examine three factors. Firstly, in
xing the particle we have reduced it to a zero degree of freedom
bject, whilst a particle on the fluid/air interface has 5 degrees of
reedom (our aim here is to selectively overcome the sixth direc-
ion, that perpendicular to the interface). For a particle in a cluster,
he proximity of other particles means that translation within the
lane of the interface is hindered; however the three rotational
egrees of freedom remain. The effect of the asymmetric flow of
uid over the particle as described above will be to cause some
otation of the particle due to shear forces. In terms of the con-
act line, this will cause a change in contact line angle based on the
ontact angle hysteresis of the solid surface. However, as the main
ody of fluid contact line advances (recedes) due to rotation the
roplet contact line will recede (advance), limiting the role that
otation plays. The second key difference is that due to the pres-
nce of the surrounding particles, a limit must be imposed on the
aximum droplet size. This is to ensure that contact is predomi-

antly made on the particle selected for removal. As a limit is also
mposed on the minimum size due to the need to create flow around
he whole particle to cause sinking, it is not assured that removal of
ndividual particles would be possible. Thirdly, it is clear from the
revious experiments that as the fluid volumes merge the air/bulk
uid interface raises, whilst for the case of the static particle this
lays no major role, the effect will be more sensitive when the par-
icle to be sunk is part of a cluster, possibly hindering the removal
f individual particles. Despite these factors, the following exper-
Please cite this article in press as: L. Xu, et al., Selective removal of micro-par
Eng.  Aspects (2011), doi:10.1016/j.colsurfa.2011.09.017

ments demonstrate that the goal of dingle particle removal is in
act possible.

To investigate the effectiveness of this method in removing indi-
idual particles from a cluster, single droplets are used to sink
oating cluster sunk by a droplet. A neighbor particles movement is shown with the

single particles and then multiple droplets used for multiple tar-
gets. In each case the needle is not moved in height, rather the
merging of the fluid volumes occurs due to the droplet’s growth (at
a droplet volume of 3.5 nl). In the case of the multiple targets, this
simply means that a larger liquid volume is syringed in to create
the multiple droplets continuously.

In Fig. 7(a) a target particle is labeled with a black dot, and is sur-
rounded by four almost adjacent particles denoted with red dots.
The dots remain static across the images to allow easy compar-
ison. Again from (a) it can be seen that the neighboring particle
furthest to the right is closest to the target. As the drop grows prior
to merging as shown in (b) it can be seen that the particles drifted
leftwards. There is a net shift by most particles in this direction
even by those well away from the droplet, as can be seen from
the particle labeled with a blue dot. The shift of the closest parti-
cle to the target however is significantly greater, showing a degree
of interaction with the droplet (perhaps with a contact line being
formed). As the fluid volumes merge the target particle disappears
(c). The erstwhile closest neighbor continues to drift leftward, with
the other red labeled particles also moving towards the original
location of the target. The most significant movement was made by
the red dot labeled particle second from the left, which is also the
least constrained by the neighboring particles in contact. It seems
that, as well as the standard drift of the whole cluster, there is also
a net movement towards the location from which the target was
removed. Clearly, this was  most significant for particles in closest
proximity.

Fig. 8 shows a similar sequence, in this instance three of the
surrounding particles move significantly towards removed target
particle once it has sunk. The fourth of the adjacent particles contin-
ues its drift after the merging without a change in direction. This is
likely caused by collisions with the other particles. This sequence
of events includes a very small particle, which despite its small
size does not sink due to the brief rise in the fluid interface height
associated with the fluids merging.
ticles from a floating monolayer cluster. Colloids Surf. A: Physicochem.

Fig. 9 shows a sequence of images from an experiment in which
the droplet was misaligned with the nominal target particle, again
labeled with a black dot. It can be seen in (a) that the droplet is
formed above five particles, labeled with black and red dots, and

dx.doi.org/10.1016/j.colsurfa.2011.09.017
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ig. 8. An experimental image sequence of a single particle from a floating cluster s
mall  effect that the swell of fluid after merging has on the ability of nearby particle

s aligned close with the center point between these particles. The
roplet merges with the fluid in (b) without sinking any of the par-
icles. Instead the surrounding particles remain in their position.
ote that the bright spot initially appears in (b) is the needle tip.
hrough images (c) and (d) the drifting demeanor of the cluster
abeled with a black arrow with reference to the particle labeled

ith a blue dot is clearly shown. This steady drift meant that the
Please cite this article in press as: L. Xu, et al., Selective removal of micro-par
Eng.  Aspects (2011), doi:10.1016/j.colsurfa.2011.09.017

roplet was further misaligned to the black dot particle when the
uid merged in image (b) as opposed to when it first appeared to
e the case in (a). At the time of merging, the droplet was in the
iddle of the red and black labeled particles. It can be seen in (d)

Fig. 9. An experimental image sequence of a droplet misaligned with a particle fails
 a droplet. A small particle can still be seen after the process showing the relatively
oat even when the particle in question is much smaller than the droplet.

that the neighboring particle labeled with a red arrow, naturally
moves inwards with subsequent fluid merging. This experiment
shows that accurate alignment is required, as was expected from
the static particle experiments. Whilst the drifting shown in the
experiments can cause misalignment to occur during the process
of droplet formation, we see from this experiment that the ini-
tial alignment must be poor. Furthermore, droplets can be created
ticles from a floating monolayer cluster. Colloids Surf. A: Physicochem.

rapidly and accurately using technologies developed around the
application of ink-jet printing.

By maintaining the height of the needle at a certain fixed value,
and syringing excess fluid it should be possible to cause multiple

 to cause it to sink. A neighbor particles movement is shown with the arrows.

dx.doi.org/10.1016/j.colsurfa.2011.09.017
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ig. 10. Images sequences of surrounding particles sunk by continuous water drop
f  the sinking particle is bottom left (red), bottom right (yellow), up left (blue) and
eader  is referred to the web version of the article.)

roplets to form and release; each in turn growing until contact is
ade with the main fluid volume or with a floating particle before
erging occurs and the next droplet forms. In this manner it is

ossible to remove multiple particles rapidly, as shown in Fig. 10.
ere, four particles were removed with four consecutive forming
roplets (dotted circles). They are labeled with red, yellow, blue
nd green dots (listed in order of removal) to more clearly identify
hem. A black center is added to the dots to indicate that the particle
s sinking (and so moving out of the focal plane). The sequence
f particle sinking is dependant on the movements of the particle
fter each sinking event. In Fig. 10(a) the needle was  aligned in the
icinity of the red labeled particle, subsequently (b), a water droplet
as produced to cause sinking to occur (c) and (d). As this particle

inks the yellow labeled particle moves under the next drop due to
he ensuing capillary forces, such that by the time the second drop
s large enough to merge (f) it sits most closely aligned with this
article. Again the result is sinking (g). A repeat of the process with

 drift towards the bottom right (in a diagrammatic sense) causes
he blue particle to sink next (i), with the green particle sinking
ith the fourth and final drop (j). In the context of application, a

cheme of using dielectrophoretic force to keep a cluster fixed – as
eatly demonstrated by Aubry et al. [11] – releasing it for selective
article removal, and then re-engaging it is conceivably possible.

Should a different fluid be used, the way the particle sits at the
ir/fluid interface will change, so for example if the particle sits
igher in the fluid (depends on surface tension contact angle and
he fluid density) then a better alignment of the drop with the par-
icle will be required. It is this height in the fluid which is critical
hen the drop touches the particle as it dictates how far around

he particle the contact line must move, a secondary considera-
Please cite this article in press as: L. Xu, et al., Selective removal of micro-par
Eng.  Aspects (2011), doi:10.1016/j.colsurfa.2011.09.017

ion is the contact angle as that will dictate the degree of localized
urvature of the droplet where it touches the particle. When coales-
ences occurs the major aspect effecting the sinking of the particle
s the broadening which occurs as merging progresses, causing a
plied in a fixed position. Colored dots presents target particles, and the sequence
ght (green). (For interpretation of the references to color in this figure legend, the

shift around the particle, this can be expected to be effected by the
flow characteristics of the droplet and so the viscosity and surface
energy.

5. Conclusion

The use of careful droplet deposition has been investigated as a
means of removing rogue particles from a population of self assem-
bled particles on a fluid gaseous interface. It was found that when
the droplets merged with the main fluid volume, the ensuing fluid
flow could pass over both sides of the particle and remove the cap-
illary forces which cause floatation to be possible. Two key factors
were considered. Firstly, a study conducted of droplets placed on a
submerged fixed particle showed that that there was sinking was
limited to the degree of misalignment between the droplet and
floating particles. This process was also droplet size dependant,
wherein a larger droplet was desirable. Secondly, the fluid merging
was a rapid process and a local swell occurred. This process could be
lessened if a smaller droplet was used. However, it was found that
despite the counter demands on size that a droplet can be used to
sink individual particles within a cluster, the neighboring particles
remained floating and the cluster itself stays largely undisturbed.
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