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Summary

The thesis examines approaches to the forecasting of respiratory events, generally
hospital admissions for asthma, but also mortality. The focus of the thesis is forecasting
accuracy rather than model specification per se. The thesis is a compilation of eight
papers (seven published, one “under review”), broken in to four sections, with a brief

narrative drawing the themes together.

The topic is introduced with a review of asthma - the main condition examined in the
thesis — and the known relationships between environmental conditions and asthma
events. An empirical study is then presented that examines the factors affecting length of
stay (LOS) in a hospital following an asthma admission. The paper relies on National
Health Service (NHS), England data for London from 2001 to 2006. The idea was to
demonstrate a burden of disease, as measured in this case by LOS, as a motivation for
forecasting asthma events. If there is no consequence for the health system of asthma
events, then there may be no point proceeding to the forecasting. Negative binomial
regression was used to model the effect(s) of demographic, temporal and diagnostic
factors on the LOS, taking into account the cluster effect of each patient's hospital
attendance in London. The median and mean asthma LOS over the period of study were 2
and 3 days respectively. Admissions increased over the years from 8,308 (2001) to
10,554 (2006), but LOS consistently declined within the same period. Younger
individuals were more likely to be admitted than the elderly, but the latter significantly

had higher LOS (p<0.001). Respiratory related secondary diagnoses, age, and gender of
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the patient as well as day of the week and year of admission were important predictors of

LOS.

Having established the burden of asthma on the health system, health forecasting as an
approach is introduced in a series of three closely related, published papers. In the first
paper a general overview of health forecasting is provided (Soyiri and Reidpath, 2012a).
In the second paper, there is a greater emphasis on the specific modelling approaches
used in forecasting, and the measures of forecasting accuracy (Soyiri and Reidpath,
2012b). The final published paper in this series introduces in a general sense a “semi
structured black-box approach” to forecasting. Two modelling techniques are described
Negative Binomial Models for modelling the conditional mean, and Quantile Regression
Models for modelling more extreme quantiles; and these are illustrated using London

data from 2005-2006 (Soyiri and Reidpath, 2012c).

In the next section of the thesis, four empirical studies are presented, each looking at an
approach to health forecasting in greater detail. The first paper examines the use of
negative binomial regression to forecast asthma related admissions to London hospitals
(2005-2006) using weather and air quality as predictive factors (Soyiri et al, 2013"). The
data were split in two, with one year’s data used for model development and the second
years data used for cross validation. Three models were contrasted; a historical average
model, a seasonal average model, and a model using selected weather and air quality

factors. The seasonal model out performed the historical and the weather and air quality

1 Recently published
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models. Given the known causal effect of weather and air quality on asthma, this was

somewhat surprising, and led to an alternative approach.

The second paper describes the use of humans as animal sentinels in the forecasting of
asthma events (Soyiri and Reidpath, 2012d). In effect, the sensitive lung is “the canary in
the coal mine” for the less sensitive lung. Without having to measure any particular
environmental trigger or determine the causal relationships between environmental
exposures and asthma events, the potential exists to use the frequency of asthma events in
the population today to predict the frequency of asthma events in the future. The lungs of
the population are seen as “processors of the information” about weather and air quality -
avoiding the need to independently estimate the effects. Negative binomial regressions
were used in the modelling, allowing for non-contiguous autoregressive components.
Selected lags of previous days' admissions were based on partial autocorrelation function
(PACF) plot with a maximum lag of 7 days. The model was contrasted with naive
historical and seasonal models. All models were cross validated, with a clear indication
of the superiority of the lag - human sentinel - model over the seasonal or historical

model.

One of the issues with the previous approaches described here is that they rely on
modelling the conditional mean, and yet it is often more useful to be able to forecast a
more extreme quantile. Knowing the conditional 90" percentile of asthma admissions for
instance provides information about the high end of resources that should be made

available. The third paper examines the use of quantile regression to forecast asthma
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higher than expected numbers of asthma events in London (Soyiri et al. 2012).
Appropriate lags of weather and air quality factors were selected, and then pooled to form
multivariate predictive models, selected through a systematic backward stepwise
reduction approach. Models were cross-validated using a hold-out sample of the data, and
their respective root mean square error measures, sensitivity, specificity and predictive
values compared. The results indicate that associations between asthma and
environmental factors, including temperature, ozone and carbon monoxide can be
exploited in predicting future events using quantile regression models. Two criticisms of
this paper arose - one during the review process, and one after the review process. The
criticism that arose during the review process was that the number of years (2005-2006)
was small and it would be better to have more years of data. The second criticism was
that the quantile regression approach could be improved upon by using the more unusual

quantile regression for count data.

The final paper re-examines the QRM methodology taking account of the two criticisms,
a larger dataset was identified that contained 70,830 respiratory related deaths that
occurred between 1987-2000 in New York City (Soyiri and Reidpath, Under Review).
The models showed improvements of quantile regression models with seasonal and

weather/air quality predictors over a seasonal models alone.

Health forecasting is in early stages of development; however, the indications are that
relatively simple models may be able to provide information to health systems that will

improve service delivery and resource allocation. There remains considerable work to be
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done in this area both in refining the modelling approaches, and in testing the models in

different settings.
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SECTION I

Chapter 1

1.0 General Introduction

Historically humans have been fascinated with the idea of being able to foretell events
and their consequences: births, deaths, plagues, and wars. Crystal ball gazing, augury,
prognostication and fortune telling all refer to this idea; and until recently, it has been the
almost exclusive purview of crackpots, witches, and fair-ground gypsies. The
development of statistical and analytic techniques for forecasting has begun to put the
process of telling the future on a scientific footing; where even if forecasting is imperfect,
the magnitude of error and the degree of performance improvement are open to

investigation.

Over the past 50 years, economic, meteorological, and industrial forecasting have
developed significantly. However, other areas have lagged behind, and health forecasting,
i.e., predicting future health events or situations such as demands for health services and
healthcare needs, remain a novel area of forecasting. When developed, health forecasting
has the potential to facilitate preventive medicine and preventive care, and public health

planning aimed at facilitating health care service provision in populations (1).

Literature on the subject of health forecasting is limited, and the lack of literature is

particularly obvious when looking into specific topics /areas, such as the one that is the



focus of this thesis, the forecasting of adverse respiratory health events like asthma

exacerbations.

Forecasting asthma events has been the focus of limited research - although it has drawn
considerable attention in terms of causal modelling, where researchers seek to identify
factors that cause asthma events. Simply transposing forecasting approaches without
adequate investigation is too ad hoc. Where tools have been used in health forecasting,
the approaches do not necessarily share clear, common definitions and they rely on
diverse measures to evaluate accuracy, even though the approaches are mostly adapted
forms of statistical procedures used in other areas of forecasting (2). There is no single
approach to health forecasting, and various methods have been adopted to forecast
aggregate or specific health conditions as discussed subsequently. Health forecasting
requires reliable data, and suitable analytical tools for the prediction of health conditions
or health events. The aim of this thesis is to develop and test methods for health

forecasting.

Health systems rely on information and good judgement to anticipate events, to plan and
adequately allocate resources for the future. Health forecasting has the potential to
provide tools necessary to inform and support the smooth running and provision of health

care services.

This thesis investigates the essential principles in forecasting, which have relevance to

health, and are commonly used in forecasting various health conditions and /or situations.



It then evaluates a number of statistical methods and forecasting approaches in predicting

anticipated and peak/extreme health events.

By virtue of its nature (thesis by compilation) of papers, this report contains many
standalone chapters that are the reproduction of articles that needed to be sufficiently
detailed and provide enough background to stand alone. The report consists of a number
of studies; including reviews and methodology papers as well as five empirical papers,

which collectively, are about an investigation of approaches to health forecasting.

1.1 Problem statement

A number of questions or issues can arise from the concept of health forecasting and how

it can be used to meet the needs of health services. Some of these, which are important to

this thesis include:

1. What kind of data can be used in developing a health forecast?

2. Are the key principles in health forecasting adequately described to guide the process
of health forecasting?

3. Are there any defined health forecasting horizons (range of period the forecast is
intended to cover) to match the methods often used in health forecasting?

4. Approaches for determining accuracy and validity not explicitly presented,

5. What are the typologies for health forecasting methods?, and

6. What are the strengths and weakness of health forecasting techniques?



Assuming that asthma admissions represent a significant burden to a health system, can
expected asthma admissions be forecast?
To what extent does knowledge of weather and air quality support forecasts of
expected asthma admissions?
Is forecasting of expected admissions improved if one assumes that current
asthma admissions predict future admissions?
However, even if forecasting proves to be successful, the expected number of admissions
(i.e. the mean) may not be as informative for health systems planning as knowing the
likely peaks in daily admissions. This leads to further question:

Can peaks in the number of respiratory related health events be forecast?

In order to attempt to answer some of these questions, using a sample of a large
population dataset of individuals hospitalized for asthma in London, an exploration of
aspects of the disease burden and the key determinants of its exacerbation was conducted.
Also the classical approaches to forecasting and classification of its typologies which

may be applicable to health forecasting were revisited.

A number of studies have demonstrated strategies for forecasting chronic respiratory
health events using hospital administrative data and environmental data (3-6). These
studies have contributed to the management of health delivery services in some respects
(7, 8). Earlier approaches have often used aggregate health conditions rather than specific
disease approaches (9-11). For example, they may use “attendance at an accident and

emergency centre” generally, rather than asthma related attendance. This is an issue



because; such a forecast does not provide sufficient information to guide the management

of specific health conditions.

Almost without exception, similar approaches have attempted to use averages, such as the
daily mean, but have not considered estimating the tails of the distribution. By modelling
the tails of the distribution one can determine the occurrence of extreme or peak events
which has the advantage of forewarning service delivery, clinical diagnosis and

assessments as well as resource allocation.

Whatever approach has been used in the past there is considerable variation in the

determination of the validity. To what extent do these approaches vary?

1.2 The aim and main objectives

This thesis aims at developing and evaluating methods for health forecasting specific
disease conditions; primarily using data on asthma admissions in London and

secondarily, using respiratory related deaths in New York City.

1.2.1 The specific objectives of the work include

1. To investigate the key principles applicable to health forecasting and develop a
framework for conducting a health forecasting scheme;
2. To examine the factors that interplay and lead to asthma related health visits and, to

also evaluate practical approaches to health forecasting using these factors;



3. To develop a predictive tool for estimating the burden of asthma related to the Length
of stay (LOS) during admission/hospitalisation;

4. To develop and evaluate a predictive model for forecasting asthma daily admissions
using negative binomial regression models;

5. To evaluate a lag model for forecasting asthma daily admissions based on previous
records;

6. To test an approach for forecasting extreme/peak health events using quantile

regression models.

1.3 Study location, data sources and organisation

1.3.1 Main study location: London area

The main study location was London; the region /area bounded by the M25 motorway
(Figure 1) which encircles (188 km) Greater London in the United Kingdom. London is
the most populous municipality in Europe and among the world’s biggest cities.
According to a recent population census report released by the Office for National
Statistics (ONS), the resident population of London is estimated to be 8.174 million, with
a density of 5,200 people per square kilometre (Figure 1) compared to the 321 individuals
per square kilometre for the rest of England and Wales (12). The city also has by far the
greatest diversity in ethnicity and is a global leader in many areas/sectors including
education, research, and health. In London, commercial, industrial and other overbearing
human activities have direct or indirect impact on the environment and population health.

This situation of London makes it immensely important to public health and surveillance.



London has a publicly funded healthcare system called the National Health Service
(NHS) as well as private systems, which are all regulated by the government through the
Department of Health. The set up of the health system enables relevant organizations
/authorities such as the Hospital Episode Statistics database (HES) to gather and use

health data and information.



Figure 1 Map of England and Wales showing local and unitary authorities
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1.3.2 Data sources and data organisation

A number of independent datasets were sourced. These included asthma hospital
admission data from the Hospital Episode Statistics database sourced through the Met
Office; weather and air quality data. Even though these datasets each presented a
collection of indicators with a corresponding time (date) record, they were provided as
raw data files with little pre-processing. The data were cleaned and organised for
analyses. Independent time-series datasets for each of the three sources mentioned above
were generated by summarizing and ordering the daily records. These three new time-
series datasets were then merged into a single dataset (date-matched) and used in the
development of the forecasting models. The Asthma admissions, Weather, and Air
quality data sets are each discussed in turn. This process is described in turn for each of

the datasets.

1.3.2.1 Asthma emergency hospital admissions

The Hospital Episode Statistics (HES) is a record-level data warehouse managed by the
NHS Information Centre for Health and Social Care Data. The data included a record of
all asthma emergency hospital admission within London from January 1, 2001 to

December 31, 2006°.

Our operational definition for Asthma Admission was any diagnosis with a primary

diagnostic ICD-10 code for asthma which is “J 45”. Data from the HES are extracts from

2 The HES data was procured by the Met Office Health Forecasting Team



routine data flows exchanged between healthcare providers and commissioners via the
Secondary Uses Service (13). The data entry and quality checks involved have been
described elsewhere (13). Asthma hospital admission in this dataset was indicated by a
unique variable, which contains the “anonymised” / “de-identified” personal identity of

the individual hospitalized.

The strengths and weaknesses of the HES data source and similar hospital admissions
/episode statistics have been discussed extensively in the literature; in particular, issues
have been highlighted regarding the compilation and purpose of the dataset (13-20). The
HES data is known to have some shortfalls in maternity and psychiatric data for example.
A tool, Data Quality Indicator (DQI)’ is made available, which enables both users and
providers of HES data to analyse the data quality at the level of the NHS Trust(13).
However, no DQI reports were available for asthma related to our dataset. An issue of
generic concern in dealing with data on asthma morbidity has always been the difficulty

associated with its diagnosis. Nonetheless, it remains the best available data.

Mindful of these discussions and the nature of some inherent deficiencies in the dataset
on asthma hospital admissions, such as difficulty in diagnosis, we proceeded to examine
dataset and explore the possible associations between asthma admissions as a key
dependent variable and other independent factors within other datasets. This data
assessment was focussed on establishing the disease burden and subsequently predicting /

forecasting asthma admissions.

3 The Data Quality Indicator provide a summary of HES data quality, and should identify issues that need
to be addressed by data providers, and taken account of by analysts
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The probability plots (normal distribution) of the key dependent variable (Asthma
hospital admissions) and other selected variables in the HES dataset were examined, and
checked for outliers as well as the proportion of missing entries. A comprehensive list of
the variables in the HES dataset are listed and fully described elsewhere (16). Individuals
(patients) were identified by a unique ID number” across all data years (13). This unique
ID number together with the date enabled us to treat each visit as unique and also identify

all repeated number of visits within the study time frame.

We restricted some of the analyses to the available air quality and weather dataset, which
only recorded data in London from January 1, 2005 to December 31, 2006. A new time-
series variable was created from the HES data. This was a count of all unique, hospital
admissions with a primary diagnosis of asthma for each day from January 1 2005 to
December 31 2006 of all hospitals in London. This was done by collapsing the total
number of daily admissions (of all individuals) for asthma. Hence the new time series
dataset from this manipulation mainly consisted of the time indicator and new asthma

variables for the period described above.

1.3.2.2 Meteorological factors
The daily Meteorological factors® for all weather monitoring sites (and their respective

postcode areas in London), as well as their location coordinates and altitudes were

* It is generated by matching records for the same patient using a combination of NHS Number and local
patient identifier, plus the patients' postcode, sex and date of birth; but maintaining anonymity.

> Meteorological factors: Maximum Temperature (deg C); Minimum Temperature (deg C); Night
Minimum Temperature (deg C); Night Maximum Temperature (deg C); Day Maximum Temperature (deg

11



sourced through the UK Met Office database (Methodology for data collection is
described elsewhere®). This dataset was matched to all postcodes by their respective

nearest (distance) monitoring station postcode.

The key meteorological indicators in this dataset were: Maximum Temperature (degrees
Celsius), Minimum Temperature (degrees Celsius), Night Minimum Temperature
(degrees Celsius), Night Maximum Temperature (degrees Celsius), Day Maximum
Temperature (degrees Celsius), Day Minimum Temperature (degrees Celsius), Mean
Wind Speed (knots), Ambient Air Temperature (degrees Celsius), Wet Bulb Temperature
(degrees Celsius), Dew Point Temperatures (degrees Celsius), Barometric Vapour
Pressure (hectopascals), and Humidity (%). These were presented as daily records. The
weather stations (Figure 2) in the UK as a whole report a mixture of snapshot hourly
observations of the weather condition and this is known /referred to as synoptic
observations. Also the daily summaries of the weather measures are however known
/referred to as climate observations (21). The detailed description of individual weather
elements and how they were quantified over the period has been described (22). Five
weather stations within the London area were considered representative (Figure 2

Synoptic and climate stations).

The weather data from each of the five selected weather stations in London (Heathrow,

High Wycombe, London Weather Centre, Northolt and South Farnborough) were

C); Day Minimum Temperature (deg C); Mean Wind Speed (m/s); Wind direction; Ambient Air
Temperature (deg C); Wet Bulb Temperature (deg C); Dew Point Temperatures (deg C); Vapour Pressure
(HPa); Humidity (%);

8 http://www.metoffice.gov.uk; http:/badc.nerc.ac.uk/home
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averaged, to produce a single daily summary of London weather. In the analysis of time
series data there is often a trade-off between creating usable data sets and information
loss. Averaging data as described above results in loss of information. The strategy,
however, was supported by a preliminary analysis, in which generally high correlations in
the weather indicators data was observed between the different weather stations. There is

precedent for this kind of approach [e.g., (23)].
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Figure 2 Synoptic and climate stations within region 6 of the UK (including the

London area)
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1.3.2.3 Air quality estimates

Air quality is monitored across the UK through a variety of sites at strategic locations
which continuously capture ambient air quality levels for selected pollutants. In London
(2008), about 16 functional sites located across the region (Figure 3 below) provided air
quality measures for various pollutants. The UK Air Quality Data Archive provides this
information, and details on the location and characteristic nature of each site as well as

the measures they provide (http://www.airquality.co.uk/detailed zone.php?zone_id=15).

This additional information also includes a description of the mode and frequency of

quantification of all the respective pollutant measures.

In this study we had access to two air quality datasets, and these were provided as:
(1) Daily values derived from the Air Quality Archive (AURN) in situ measurements
for 2001-2006, matched to postcode districts by closeness, up to 50 km;
(2) Daily values from the Met Office’s Numerical Atmospheric-dispersion Modelling
Environment (NAME) database for postcode districts (2005-2006), which
accounts for both accident and episode analysis, and also used for pollution

forecasting (24).
Our analysis was based on the second dataset, from the NAME which consisted of daily

estimates of Carbon monoxide (kgm’3), Formaldehyde (kgm'3), Nitrogen dioxide (kgm'3),

Nitrogen oxide (kgm'3), Ozone (kgm'3), Particulate Matter [PM ] (kgm'3) and Sulphur

15



dioxide (kgm™). These modelled daily air quality estimates’ do account for both accident

and episode analysis (24).

Some other air quality readings, such as PM; s, black smoke etc, that are known to be
causally related to asthma events were not available in this dataset. Preliminary
investigations carried out to examine the relationship between the patterns of
distributions of air quality measures across several stations in London showed very wide
variations. These variations largely reflected the different types and locations of the
measuring stations. Urban Background measures are known to account for urban
locations that are distanced from potential sources of direct emissions (pollutants), and
therefore are broadly representative of city-wide background conditions (25). Hence we
sought to use only recognised “Urban Background” measuring stations for the purpose of

comparing sites and generalising some area measures.

In the London air quality dataset, we collapsed daily average values and subsequently
generated a new dataset, which included daily average air quality measures for all the
representative areas. Hence we generated a new representative air quality variable for the

entire London region.

7 Daily mean values of Carbon monoxide; Nitrogen Dioxide; Nitrogen oxide; Ozone; Particulate matter10;
Formaldehyde and Sulphur dioxide in SI units’ Estimates used by UK Met Office in accordance with the
National Statistics Code of Practice (See appendix for further information on NAME)
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Figure 3 Greater London air quality monitoring sites
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1.3.24 Additional predictor variables

We generated additional potential predictor variables to account for monthly and seasonal
variations as well as the rate of temperature drop. The “day of the week” and “monthly”
variation indicators were generated form the date variable whilst the “seasonal” dummy
variable was created by categorizing the days of the year into the four known
astronomical seasons (spring, summer, autumn and winter) (26). We created variables to
represent the rate of temperature drop by evaluating the temperature differences (i.e. for

day, night and maximum/minimum daily temperatures).

1.3.2.5 Creating time series dataset

The use of the term time series, in this investigation, refers to a sequence of observations
that are ordered in time (1). Three time series datasets were generated from the three
datasets described above. In order to create a time series from the asthma admissions
data, a process which converts the dataset in memory into a dataset of means or sums,
described by the Stata statistical package as collapse, was used in producing our time
series dataset. This process was repeated for the air quality and weather datasets. The
series were then combined by date-linking all the three datasets. The final dataset
generated therefore consisted of a time variable, which was designated by the date as well
as independent variables representing daily averages of air quality and weather measures

of the various measuring stations.
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The final time series dataset, on which all analyses of hospital asthma admissions were
based, comprised the count of daily admission (dependent variable), the averaged daily
weather data, and the averaged daily air quality data. This represented a complete dataset
with only 3% of missing data (24days) for only humidity and temperature between 1

January 2005 and 31 December 2006.

Although the approach taken here to the data analysis is not entirely for the strict purpose
of hypothesis testing, nor is it strictly parameter estimation, we nonetheless use the
general convention of referring to the count of asthma admissions as the dependent
variable; all other variables collectively are called the independent variables. Figure 4

summarises the steps involved data management, modelling and forecasting.

1.3.3 NMMAPS data of New York City (1987-2000)

In order to extend the application of an approach to forecasting extreme/peak health
events, we sourced additional data from the National Morbidity, Mortality, and Air
Pollution Study (NMMAPS) data of New York City (27). The data are publicly available
through the Health and Air Pollution Surveillance System website

(http://www.ihapss.jhsph.edu), and, in our case, was accessed using the NMMAPS

package in the R statistical environment (28). The daily count of respiratory deaths was
the outcome measure of interest. The data included 70,830 respiratory deaths over 5,114

days of surveillance.
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The dataset also included a range of daily weather and air quality measures which were
used as predictors in the modelling. The predictors included daily mean air temperature
dew point, ozone (O3), sulphur dioxide (SO,), nitrogen dioxide (NO;), and carbon

monoxide (CO). Measures of particulate matter were not included because of the levels

of missing data. In addition to the measures of weather and air quality, cosinor values

3

representing a yearly and a half yearly cycle (29, 30), and dummy variables representing

the days of the week were also used as predictors.
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Figure 4 Framework for managing data and developing asthma forecast model(s)
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1.4 Preliminary analyses

Tools for describing aspects of the disease burden related to the LOS and for predicting
and forecasting hospital admissions for asthma were developed. Generalised Linear
Models (GLM), specifically count models (Poisson and negative binomial regression),
and Quantile Regression Models (QRM) were used to model the asthma daily

admissions. The methods and their reference literature are subsequently discussed.

The preliminary data exploration involved basic descriptive analysis and an examination
of the general distribution(s) of the variables. This also included some tests of association
between variables. Some of these preliminary exploratory analyses are presented in the

appendix.

1.4.1 General distribution of variables, summary statistics by categories

In order to understand the nature of the distribution of the data, the probability plots of
the continuous variables were examined. Subsequently, summary statistics were
calculated according to the categories of major percentiles in their distribution or known

recommended categories.

We also further inspected the probability plots of the key dependent variable (i.e. Asthma
hospital admissions) and other selected variables in the HES dataset, and checked for
outliers. The same analysis was done for the other datasets (Weather and Air Quality).
We examined variables according to the scales (e.g. interval, ordinal, nominal and

dichotomous) and types (e.g. categorical, continuous, ratio, discrete) of data, and on this
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basis identified the appropriate bivariate statistical tools (31, 32) for preliminary

descriptive analysis.

1.4.2 Distribution of meteorological indicators across measuring stations

The patterns and correlations in the distribution of meteorological and air quality
indicators across measuring stations in London were observed by scatter plots and
correlation matrices. Thus we examined the individual relationships between the

dependent variable and each of the independent variable.

1.4.3 Basic associations of asthma admissions and independent factors

The basic associations of asthma admissions and environmental factors were tested using
cross tabulations (with suitably categorized frequencies of variables). Also separate
negative binomial models for each exposure variable (uncategorized) were used for
bivariate comparisons. These initial /preliminary analyses helped us to understand the
strengths of association between asthma daily admissions in London and environmental

effects.

1.4.4 Distributions of asthma admissions by demographics & spell related factors

We examined the basic associations between individual daily hospital admissions for
asthma and the categories of demographic factors using cross tabulations and/

correlations. The same statistical analyses were conducted for categories of asthma spell
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related factors (time and duration of hospitalization, related secondary diagnosis, type of

health facility, etc.) (33)

1.4.5 The lag effects of exposures

In order to understand the nature of the compensatory period required to fully experience
the cumulative effect of an exposure, the lag properties of independent weather and air
quality variables in the dataset were compared. We followed an approach to generate
single lag models that provide estimates for the effect of a unit increase in an exposure
over a single day. Hence the lag properties of individual meteorological and air quality

factors were explored for modelling asthma daily hospital admissions in London.

1.4.6 Time series forecast models

The forecasting of daily asthma hospitalisations in London given meteorological and air
quality factors was investigated using generalised linear modelling (GLM) techniques
(34), and quantile regression (35, 36). The GLM techniques include a range of statistical
linear models, which have non-normal probability distributions, such as the Negative
binomial regression. These models correctly fit the data because they do not usually

require the variance to be constant / equal to the mean, in hypothesis testing.

1.5 Forecasting

Forecasting, as opposed to traditional hypothesis testing and causal analysis, is

principally concerned with the prediction of future events, rather than explaining the
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relationships between variables. This is a distinctly instrumental approach to data, which
in the domain of health is usually directed towards practical outcomes such as early
warning for peaks in service demand. In the selection of a good model, some important
criteria and tests that have often been referred to and used include attributes like the
predictive power, theoretical consistency, goodness of fit /other fits like R* or AIC,
“identifiability” and parsimony (2, 37). The value of a forecasting model is based on (a)
its predictive rather than its explanatory power, and (b) the simplicity/cost of its

implementation.

Predictive power of a forecast model is related to the forecast error, a measure of the
difference between the actual value and the forecast value for a corresponding period
(38). Forecast error can be estimated by a number of methods® which are described in

later section (39).

Forecasting asthma (hospital admission) events, however, is not simply a question of
estimating a daily figure. It is also potentially a matter of alerting services about days of
peak/high demand. In this case one is making a binary forecast: a day of peak/high
demand or a day of normal demand. The value of this approach to forecasting can be
examined with a traditional analysis of clinical -test accuracy; that is, the positive
(normal) and negative (extreme) predictive value of the test. Predictive values, sensitivity
and specificity tests have been used extensively in many different ways to assess the

accuracy of determining an event (40, 41).

¥ Mean squared error (MSE), Percent mean absolute deviation (PMAD), Mean absolute percentage error
(MAPE), Forecast skill, Mean absolute error and the Root Mean Squared Error (RMSE)
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1.5.1 Generalized linear models with count models

Poisson regression and negative binomial regression were used as the techniques of
choice for modelling the asthma (hospital admissions) events data. Poisson regression is
well suited to the modelling of count data, and one of the most common techniques used
for modelling asthma events (34, 42-44). However, in causal modelling and hypothesis
testing, it is not suitable when there is over-dispersion in the data - that is when the
variance exceeds the rate of daily asthma events. In these circumstances, negative
binomial regression is the preferred modelling technique, and this is discussed in Chapter

4 (45).

We illustrate this point further using the total number of daily hospital admissions for
asthma, which was generated from the HES dataset; these episodes (count records of non-
negative integers) range from 6 admissions per day to 130 admissions per day.
Considering the entire range of this dependent variable, its distribution was observed to

be slightly skewed.

Poisson regression (equation 2) is one of the basic parameterised count models. It
predicts the expected number of hospital admissions for asthma assuming that the
variance equals the mean (p> = U) (46). Meanwhile, the predicted rate of daily admissions

can be estimated as:
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Equation I  Rate of admissions

Y =Pr(Yi=A| E) =exp(Ep) (1)
Where:

Y is the predicted rate of daily admissions

E is the given exposure for i

B is the coefficient of a given exposure measure

Where the probability of observing a specific count (of total daily hospital admissions for

asthma), ‘A’, given ‘y’ (i.e. the predicted rate of daily admissions) is computed as:

Equation I Poisson regression

A

E_'}I
i A=0.1.2,..

PriAsthma,= A |y¥) = ar (2)

NB: Pr (Asthma;) is the probability of asthma admission for a given day, i

Assuming there is no over or under-dispersion (i.e. p>=u), the expected value of y is
determined by the coefficient of the exposure variables (f). That is, S explains the
marginal change in the number of hospital admissions given a one-unit change in the

exposure variable.

It is, however, not uncommon to observe over dispersion in the data. Under such

circumstances, the negative binomial regression model is preferred (46-50). In a negative
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binomial model, the probability of observing a specific count of asthma events estimated

by:

Equation III Negative binomial model [A]

=1

1 1 \® ¥
Pr{F=y|Lu}=r€y+rr)("_ ) (ﬂ_;{ )

yI F{oe-l) V=142 141 3)
Where:
A 1s the mean of the distribution;
o is the over dispersion parameter;
y is the component of the dependant variable represented by the counts of
say daily asthma admissions: 0, 1, 2, ...;
r is a gamma function.

Alternatively, equation III may also be presented in the form:

Equation IV Negative binomial model [B]

Py =y, | x,) =Lt 1) [ 1 ] ( i j @

Iy, +)r(t/a) U+au) \1+au

Where:
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Vi represents the number of admissions;

U = exp(Xif);
B is the vector of coefficients;
Xi is the vector of predictor variables (in this case “1” for the historical

model, the dummy variables of three seasons for the seasonal model, and the
admissions counts for the lagged days 1, 2, 3, 6 and 7 for the lags model);

a is the overdispersion parameter; and

r is a gamma function.

The predictor variable parameters () were estimated via maximum likelihood estimation.

In the Negative binomial regression model, the count dependent variable is generated by
a Poisson-like process, except there is an additional parameter to account for variation
that is greater than in a Poisson model. The preference for the negative binomial model
over Poisson model is largely determined by the value of the dispersion parameter (a). If
a is significantly greater than zero (o>0) then the negative binomial model is preferred
(46, 48). The post estimation tests (viong test and robust options in Stata statistical
software) provide better estimates of the marginal effects for the standard error terms in
the final model (46, 48). The robust standard errors adjust for the heterogeneity in the
model, and also provide better estimates of the standard errors for the model. Hence this
additional model diagnostic procedure is useful in further identifying and eliminating

predictors that are not significant in the model.
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Further tests involving the “goodness of fit” and “link test” in Stata, were used for the
purpose of checking the model specification. The procedure for the goodness of fit test
provides the deviance statistic, which is used in deciding on the preference for the
Poisson regression or the negative binomial regression (45). The link test (51) is a test of
whether the hypothesized link function — in this case a negative binomial link function —
is correctly specified in a GLM model. In the Stata software, the significance of the Link
test is determined by the p-values of both the predicted variable (“hat”) as well as the
square of the predicted variable (“hatsq’). Hence the Aat should be significant since it is
the predicted value. Meanwhile, the p-value for the hatsq should not be significant, (since
the squared predictions should not have much explanatory power) when the model is

correctly specified.

1.5.2 Quantile regression

The thesis proposes the use of quantile regression techniques to forecast health events in
a time series setting beyond the mean of the outcome of the distribution, i.e., at the high
extremes of the data. Quantile regression technique was introduced by Koenker and
Bassett in 1978 as an extension of the linear-regression model. The quantile regression
does not assume normality of the dependent variable and it models the conditional
quantiles as functions of predictors; specifying changes in any conditional quantile (35,
52-54). Unlike the linear-regression, quantile regression models have the ability to
characterize the relationship between the dependent variable and the independent
variable(s) on any quantile especially including the median (50™ percentile) or some

more extreme quantiles such as the 95™ percentile.
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In theory, the n" quantile of the dependent variable Y is the value, Q(n), for which its
given probability is P[Y<Q(n)]=n. This given probability is assumed to have a
distribution with corresponding quantile estimates for n, which exclusively range from
zero to one (i.e. 0<n<I) (55). The corresponding quantile regression model which

explains the relationship between the dependent variable, Y can then be expressed as

Equation V  Quantile regression model

Bl o pi#l (g}
YimBy R w g 5)
Where:
Y; is asthma hospital admissions for a given day, i
.
& is a constant term
#r )
1 is the coefficient of the exposure term
x; is the exposure term
PR
i is the error tem

Quantile regression techniques have been used for estimating several extreme/peak
outcomes and they include modelling the effect of meteorological factors on some
environmental pollutants (56), describing the sea level trends at different tides (57),

modelling the factors that affect ecological processes (58-60), and even the effect of
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school quality on student performance (61). In health related research, quantile regression

has been used to investigate differential body mass index of children (62).

In this study, we used quantile regressions to estimate extreme variations in asthma
hospital admissions resulting from the changing patterns of selected meteorological and
air quality indicators in London. However, because of the paucity of data at our disposal
(inability to achieve a convergence in the estimation of the maximum-likelihood model),
we further explored the same technique using a different dataset involving respiratory
related deaths in a similar large urban population (New York City). This latter analysis
was largely as a further proof of the concept and not directly linked to asthma admissions
although it did relate to respiratory outcomes. The analyses for QRM are presented in

section IV of the thesis.

The idea of using quantile regression techniques in a time series is quite innovative and it
adds modest novelty in the focus of forecasting for biomedical research. There is a great
potential for the proposed practice of using QRMs in forecasting health events at

extremes of the data

1.6 The Thesis Structure (Section and Chapter outline)

The remainder of the thesis is developed in the following sections and chapters:
The Section and Chapter outline of the thesis follows:
SECTION I

Chapter 1: Introduction and outline
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SECTION II
Chapter 2: A discussion paper on Asthma and the environment

Chapter 3: Asthma Length of Stay in Hospitals in London 2001-2006

SECTION III

Chapter 4: Semi-structured black-box prediction: proposed approach for asthma
admissions in London

Chapter 5: An overview of health forecasting

Chapter 6: Evolving forecasting classifications and applications in health forecasting

SECTION IV

Chapter 7: Forecasting asthma related hospital admissions with negative binomial models
Chapter 8: Humans as animal sentinels for forecasting asthma events

Chapter 9: Forecasting peak asthma admissions in London: an application of quantile
regression models

Chapter 10: The use of quantile regression to forecast higher than expected respiratory

deaths in a daily time series: a study of New York City data 1987-2000

SECTION V

Chapter 11: General Discussion

Chapter 12: Conclusions and Contributions
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Figure 5 The Thesis structure and outline
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Section I is the introduction. Sections II and III present the background literature on
asthma and health forecasting. Section IV presents various analytical approaches which
investigate modelling and forecasting with negative binomial regression and quantile
regression. The final section V contains the discussion, conclusion and recommendations

of the thesis.

In Section I, which is also Chapter 1, the Introduction to the thesis includes extended
highlights on the preliminary data analyses and methods used. Further outputs are

referenced in the Appendix.

Chapter 2 consists of a discussion paper on asthma and the environment. It provides a
broad snapshot of the disease burden, particularly in the United Kingdom (UK), as well
as summaries of some key social and environmental factors known to cause and/or

exacerbate the condition. It sets the stage for the subsequent analyses.

A preliminary and critical issue was to establish the point for the forecasting. If there is
no disease burden, then there is no need for a forecast. Chapter 3 therefore investigated
an analytical approach to estimating a component of the disease burden in the form of
Length of Stay (LOS) during admission. This paper models LOS as a function of
demographic, diagnostic and temporal factors using a fixed effect model of a negative
binomial regression. Important predictors of LOS are thus identified, and their collective

and individual effects explained.
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Chapter 4 extends the literature on the factors associated with asthma, into forecasting
daily events. The paper then proposes approaches for forecasting, and this is exemplified
using administrative health records of asthma admissions in London between 2001 and

2006.

Chapters 5 and 6 both critically review the literature on forecasting and health
forecasting. Chapter 5 provides an overview of health forecasting, which includes
theoretical analysis of health forecasting as well as descriptions of some uncommon
principles. Further insights on matters related to the value of health forecasting in health
services provision are also discussed. Building on this knowledge base, Chapter 6 then
examines the evolving forecasting classifications and their potential applications in health
forecasting. It identifies previous forecasting typologies and also discusses the strengths

and weaknesses of these methods.

Chapters 7 and 8 advances one of the analytical approaches to health forecasting which
was proposed in chapter 4 (45). The two chapters use negative binomial models to
develop health forecasting models using environmental predictors on one hand (Chapter

7) and univariate lag models of asthma daily admissions on the other hand (Chapter 8).

Chapters 9 and 10 delve further into analytical approaches that could be adapted to

forecast peak /extreme health events. These chapters use quantile regression models and

involve environmental predictors.
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Chapter 11 is a general but brief discussion of all the key findings presented by the

various chapters.

In the concluding Chapters, 12, the salient contributions of the thesis as well as its

limitations are reiterated. Areas of future research are also identified and highlighted.
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SECTION II

Chapter 2

2.0 A discussion paper on asthma and the environment

This chapter presents a brief background on asthma and its environmental influences. The
review of the literature on asthma focuses on its epidemiology, potential environmental
mediating factors, and disease burden — highlighting the socio-demographic, economic,
and health services management related perspectives. The reason for conducting this
review was to provide the background literature on asthma, and to help in identifying

aspects of the disease burden.

The review is intended as an overview of the concepts and factors that interplay to
determine the disease prognoses, highlighting the approaches that could be exploited in
managing the condition through health forecasting. For instance, reliable longitudinal
data on some of the important factors mentioned (weather and air quality factors like
temperature and ozone pollution) could potentially be useful in predicting future asthma

events to help ease health care provision and improve disease burden.
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2.1 Introduction

Asthma is a global public health problem and is also well known as the most common
chronic disease among children (45). It is under-diagnosed and under-treated, and
constitutes a significant burden to individuals, societies and institutions (45, 63-69).
Recent global estimates suggest that as many as 300 million people are affected
worldwide (64, 70, 71). Meanwhile, the overall global burden of the condition is rising,
with children being the hardest hit (64, 67, 69, 72, 73). The World Health Organization
(WHO) lists Asthma as “a chronic disease characterized by recurrent attacks of
breathlessness and wheezing, which vary in severity and frequency from person to
person. Symptoms may occur several times in a day or week in affected individuals, and
for some people become worse during physical activity or at night. ... During an asthma
attack, the lining of the bronchial tubes swell, causing the airways to narrow and
reducing the flow of air into and out of the lungs. Recurrent asthma symptoms frequently
cause sleeplessness, daytime fatigue, reduced activity levels and school and work

absenteeism” (63).

Asthma and other closely associated conditions such as wheezing have been well
recognised in history. In very early times, asthma was perceived as an act of God to
cleanse the body of evil spirits (74). Various reports and historical findings suggest that
the condition must have been recognised and treated in different ways even earlier than

the time of Hippocrates (460-360 BC). However in the medical literature, Hippocrates is
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known to have provided the first description of asthma (Corpus Hippocraticum)’; even
though it is not clear whether he meant asthma as a clinical entity or as merely a set of
symptoms (75-78). Notwithstanding the significant developments in our clinical
understanding since then, which have greatly improved the knowledge base and

understanding of the morbidity and its prognosis, there remains some grey areas.

Asthma is reported to affect people of all races and ethnic groups worldwide, from
infancy to old age, but with slightly more boys than girls affected and, after puberty, more
women than men (64, 70). This is consistent with some earlier findings in the United
Kingdom (England & Wales), where a similar pattern was reported from data on patients

consulting their General Practitioners for asthma (79).

The natural history of asthma is well understood, and the prognosis is generally
predictable (45, 80). The diagnoses however remains a challenge, as the disease is not
clearly defined by a particular set of conditions, but a mix of several dynamic factors (45,
65, 69, 81). There are also numerous and quite unpredictable underlying causes of
asthma, including genetic and environmental factors (40, 69, 82, 83). Given the complex
nature of the condition, the diagnostic techniques commonly employed in detection
include the clinical history and patterns of symptoms, physical examination and lung

function measurements including spirometry, as well as skin tests for allergens (84).

° The Hippocratic Corpus - a collection of early medical works from ancient Greece associated with Hippocrates and his teachings.
They are known to vary in content, age and style with unknown authorship.
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A number of studies have identified a change in the global epidemiology of asthma; and
it is well documented that developed countries have consistently shown dramatic
increases in its prevalence (67, 82, 85, 86). This change has more recently been observed

in some less-developed countries (64, 68).

In 2001, the United Kingdom National Asthma Campaign (87) reported that asthma
affected over five million people, about one in five households. Meanwhile the HES
showed a 6.0% increase over a 10-year period (between 1999 and 2008) in the number of
admissions to hospital in England alone with asthma and allergies. The majority of these
patients were either young males or older females (88). However, some other reports
showed that the United Kingdom as a whole had prevalence rates of more than 15%,
which was considered one of the highest in Europe (64, 68). According to Asthma UK,
67,077 people in England were hospitalized for asthma between April 2006 and March

2007, of whom more than 40% were children under the age of 15 years (89).

2.2 The disease burden of Asthma

On a per capita basis, the United Kingdom has the greatest burden of severe asthma of
any country in Europe (90). The Global Initiative for Asthma (GINA) reports that more
than 18% of people in Scotland, 17% of people in Wales and 15.3% of people in England
experience symptoms of asthma. This compare unfavourably with 8.2% of people in the
United States (91), 7% in Germany and 7% in France (92). Of those asthma sufferers in
the United Kingdom, some studies suggests that the patients with severe asthma account

for the majority of hospitalisations due to asthma (90). This group of severe asthma
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sufferers consist of 2.6 million individuals (i.e. 2.1 million adults and 500,000 children)

in the United Kingdom (93).

Medical Practitioners in the United Kingdom are seeing 20,000 new cases of asthma each
week and about 30% of children aged 13-14 years are known to have asthma symptoms
(64). In the United Kingdom in 2004, there were 75,000 emergency hospital admissions
due to asthma and 1,500 fatalities (64). It was recently reported that about 5.4 million
people in the United Kingdom are currently receiving treatment for asthma, 1.1 million of
these are children (89). Despite treatment, a substantial portion of asthmatics are “not

well-controlled” (94).

The burden of Asthma, however, is not solely a health burden; there is also an associated
economic burden. In 2004, it was estimated that asthma cost the United Kingdom over
£2.3 billion a year (66), including £1.2 billion in individual productivity losses (95). The
Office for Health Economics further estimated that the cost to the National Health
Service (NHS) alone in 2001 totalled £889 million. Most of that was associated with
dispensing and prescriptions (£659 million), but around 5.5% of the cost was associated
with hospital admissions (96). Furthermore, poorly controlled asthma appears to have a

considerable impact on health care costs (97).

2.2.1 Asthma events and related spell durations

Asthma spell duration or Length of stay (LOS) refers to the duration of a hospital

admission (i.e. the difference in days between the date of admission and the date of
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discharge). It is an important indicator of health care cost and management, particularly
as it is associated with hospital bed occupancy and related services (98-103). Length of
stay can be used as an indirect estimator of resource consumption and efficiency within
the settings of a hospital, and has direct implications for overall healthcare planning and
policy (98, 101, 104). It is therefore seen as one of the measures which can be used to

estimate a part of the total disease burden of asthma in a population (33, 105).

Analyses of length of stay associated with asthma, and its correlates with demographic,
clinical and temporal factors are relatively unusual (106-108). The standard procedures
for decision making in the case of asthma hospitalizations vary widely during its
diagnosis; but this ultimately affects the variability associated with its management in

relation to the Length of stay (109-111).

The study proposed by Arnold and colleagues, which sought to identify the key clinical
predictors for acute asthma exacerbations in paediatric patients (110), also touched on the
clinical determinants of Length of stay. This study however had a sharp clinical focus.
Meanwhile, investigations on the combined demographic, clinical and temporal

determinants of asthma Length of stay in large populations are not common.

Some other earlier studies on Length of stay for asthma hospitalisation in the United
Kingdom (Scotland) focussed on the trends in asthma admissions and how changes in
hospital bed occupancy could measure resource use (104). In this study, and others

similar to it (112-114), they described the trends in the percentage change in asthma
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admission rates with respect to temporal and demographic explanatory variables (e.g.,
year of admission, aggregate ages and gender). These studies have however not been able
to predict or explain the Length of stay for asthma suffers, whilst accounting for
variations in demographic, temporal and clinical factors. In more recent studies, Length
of stay was better predicted by demographic, diagnostic and temporal characteristics
using the multilevel effect of the individual asthma sufferers (33), compared to the same

effect of their area of residence (105).

2.2.2 Socio-demographic factors/economic

Socio-demographic and economic factors have been shown collectively to play a role in
asthma prevalence (115). Ethnicity/race, community vitality and social capital contribute
significantly to asthma variation. Asthma UK reports of minority ethnic groups bearing
the greater burden of the disease, though in terms of absolute numbers, the majority
ethnic groups (i.e. white) are admitted to hospitals in the United Kingdom more than any
other ethnic group. The situation is not different from reports of other countries including
the United States, Australia and Italy (115-118). For instance the study conducted by
Adams et al. in Australia on the factors associated with asthma hospital admissions in
adult populations showed that higher income earners i.e. >A$50,000 per annum were less
(8%) compared to the lowest income group (<A$8,000 per annum) which was 32% of
the individuals affected (115). Meanwhile gender and age are the most frequently
identified factors in the literature in the socio-demographics of asthma s(108, 116, 119-

123).
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2.3 The Biology of Asthma

Asthma is a chronic respiratory condition typified by obstruction and continuously
persistent inflammation of the airways (124). This obstruction to airflow, which is
episodic within individuals with early or mild asthma, can cause symptoms of tightness
and wheeziness in the chest (79). Recently British and American asthma education,
prevention and management guidelines also include acute or sub-acute episodes of
progressively worsening shortness of breath, cough, wheezing and chest tightness or
some combination of these symptoms. The symptoms are accompanied by decreases in
expiratory airflow shown by objective measures of lung functioning that employ

spirometry and peak flow (84, 125, 126).

The United Kingdom Committee on the Medical Effects of Air Pollutants (COMEAP)'?
in 1995, classified asthma as a disease of the lungs in which the airways are unusually
sensitive to a wide range of stimuli, including inhaled irritants and allergens. They further
elaborated on the role of environmental stimuli, particularly air pollutants in triggering or
exacerbating the condition (79). The inherent interdependence or independent effects of
known environmental determinants of ill health, particularly air pollutants and some
weather factors have been reported by authors who have looked at the effect of the

environment on asthma exacerbations (127-129).

Other biological changes that result in increasing individual vulnerability to asthma

exacerbation and are initiated by environmental changes may be an important note. A

' The Department of Health (DH) asked Committee on the Medical Effects of Air Pollutants (COMEAP), 1995 to advise on the
possible links between outdoor air pollution and asthma, excluding biological pollutants such as pollen. This constituted the report:
“ASTHMA AND OUTDOOR AIR POLLUTION” published by the HSMO
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common one relates to inflammatory and structural changes in the airways in the lung,
which contribute to the full manifestation of the chronic form of asthma (130-134). This
remodelling of the airways increases an individual’s predisposition to asthma (80, 130,
132, 135), and thus supports the proposition that environmental factors play a critical role
in the inception and progression of the disease in genetically susceptible individuals (82,

85, 134).

2.4 The Epidemiology of Asthma

Asthma has already been highlighted as a substantial health problem among all
demographic and population groups globally. Its prevalence rates in many countries are
increasing - leading to higher hospital admission rates (136). In England and Wales,
discussions on the epidemiology of asthma have focussed on trends over the past few
decades and there are questions arising from these trends: Are increases or decreases in
asthma prevalence due to changes in the environment, and if so what are those changes?
Are they attributable to changes in the population; or is there another explanation
entirely? It has, for instance, been suggested that when declines in the prevalence of
asthma are observed they are entirely attributable to variations in diagnosis (137-139).
Arguments have been put forward about changes in diagnostic categories or
misdiagnoses that could explain, say, rises or falls in the rates of acute bronchitis
compared with asthma. The evidence for this in the literature, however, does not
adequately account for the changes in asthma prevalence over the past decades (66, 79,

136, 140).
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In recent years a number of studies published have identified environmental factors that
appear to trigger asthma exacerbations or protect against the development of asthma. It is
well noted that occupational exposures constitute a common risk factor for adult asthma
(69). The “Genetic-Environment” interaction and resultant changes that affect asthma
have equally been discussed by many authors. However the striking note highlighted in
one of the debates is the fact that the expression of environmental and genetic
determinants of a complex disease such as asthma, depends on the context in which this
occurs (141). This argument is similar to the one by Subbarao and colleagues, which
attributes the wide variation in the prevalence of asthma worldwide to the results of

variations due to the gene-by-environment interactions (69).

Local environmental conditions are thus likely to be important in determining the impact
or manifestation of asthma where factors such as temperature, humidity, air pressure as

well as air pollutants interact and do not have independent effects on asthma (128, 142-

148).

2.5 Asthma events and environmental factors

Environmental factors do have complex interrelationships, and their collective impact on
health is not clearly understood (149-151). A review of the health effects of climate
change published in 2008 (152) highlighted weather and air quality as the two component
issues of interest to the environment. The constituent indicators of temperature, humidity,
vapour/atmospheric pressure, wind, and atmospheric aerosols are known to produce

polluted environments, i.e. mists, fogs or smog (151, 153). There are many pathways
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through which these environmental pollution and dynamics can exacerbate asthma and
lead to primary care provider visits (154, 155) and some of the mechanisms involved in

this have been discussed in subsequent sections below (45).

Health conditions triggered by local environmental changes, including indoor conditions,
as well as occupational exposures vary considerably in their effects and symptoms and
also across various spatial settings (45, 156). There is overwhelming evidence for the role
of these environmental factors; which includes several classical experimental laboratory
and field studies, interventions and health impact studies (142, 156-166). These
environmental effects primarily depend on the individual’s susceptibility and level of
epidemiological exposure (167-170). Vulnerable groups within given populations,
particularly children (73, 171, 172) and the elderly tend to be the hardest hit with the

former experiencing both the direct and indirect effects of these changes (169, 173).

2.5.1 Asthma and Weather

There is ample evidence on the effect of temperature changes, barometric pressure and
relative humidity on the exacerbation of asthmatic symptoms (142, 151, 159-166). A
number of studies have also used the association of weather and disease incidence,

hospitalization or mortality to examine the nature of the relationships (45, 174, 175).

It is well established that the relationship between asthma and environmental conditions
is affected in complex ways by changes in weather and season (176-179). It is also worth

noting that seasonal effects vary geographically. In Mexico, for instance, asthma is
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associated with the rainy season, whereas in England and Wales asthma is more strongly
associated with temperature change rather than rainfall (45, 163, 166). In the United
Kingdom and Taiwan, peaks in asthma events occur in the winter /autumn seasons but
not in summer (174, 180, 181). These underlying circumstances makes it imperative to
understand the local relationships between asthma and the weather /air quality and season
(45). In the light of the geographical variation, forecasting will need to take account of

local conventional effects.

2.5.1.1 Thunderstorms, allergens and asthma

Thunderstorms are known to cause rapid environmental changes leading to the release of
high levels of asthma allergens such as moulds and plant pollen, which can exacerbate
asthma. Short-term increases in the concentrations of grass pollen and spores were found
to be associated with emergency department visits from asthma among children in
Montreal, Canada (171, 172). Other related exposure effects like dust material from
various emission sources are also released into the atmosphere, and these could all
increase the susceptibility of individual asthma sufferers (182-184). In the United
Kingdom, peaked asthma events have often been preceded by heavy thunderstorms and
thunder activities, and these have been discussed along with other exposures (allergens)
and environmental mediating factors (183, 185-188). Higham, Venables, et al. for
instance reported on the association between thunderstorms and asthma events leading to
hospitalizations in Britain (188). The effect of thunderstorm on grass pollen counts and

their role on asthma events/hospital admissions in England was also reported by Newson

49



et al (183). However, consistent and reliable data on thunderstorms is limited, and has not

been used effectively in forecasting respiratory events.

2.5.2 Asthma and Air Quality (Pollution)

The evidence in literature for pollution-related health events, particularly for respiratory
conditions like asthma is substantial (189). The association between asthma events and
air pollutants like nitrogen (IV) oxide, particulate matter, ozone, sulphur dioxide, smoke,
as well as household or natural environmental allergens is well known (128, 129, 143,
145, 190-192). It has been observed that susceptible individuals in particular respond
more frequently when exposed to pollutants than, would happen in initiating allergies
among non-susceptible individuals (193-195). The known relationships between asthma
and air quality, however, have not been successfully used to forecast asthma events (196,

197).

The effect of individual air pollutants on asthma is better understood than the collective
effect of multiple simultaneous, pollutants. The interaction between air pollutants and
other environmental factors further complicates their likely effect on asthma, and are
hence less understood. This complex situation makes the prediction and forecasting of
asthma using air pollution information even more difficult. As a result of the shortfall in
understanding the complexity of pollutants, the idea of associating “increased air
pollution” to asthma /allergic symptoms of asthma has been criticized by few studies

(198-200), even though others support the idea (201-210).
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2.6 Summary

This chapter provided an overview of asthma, its biology, disease burden and
epidemiology. The complex role of environmental conditions as triggers for asthma was

also discussed, particularly along the areas of weather and air quality.

One issue that comes out strongly in the literature is the contextual variation in the
disease burden. Most of the forecasting work that is developed in this thesis relies on a
set of hospital admissions data from London, England. Before developing the forecasting,
however, it seemed important to establish the actual burden of asthma within the
population and the period we were working. Because the forecasting work related to
hospital admissions, it seemed natural to establish the burden of disease within the

context of hospital admissions — Length of stay was a suitable proxy.
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Chapter 3

3.0 Introduction

This chapter reposts a study published in PLoS One journal on the length of stay of

asthma patients in hospitals within London.

Given the constraints of space, and the focussed nature of papers published in health
journals, the paper does not account for other approaches and techniques that were
explored in the preliminary analysis leading to the development of the paper. These

additional approaches provide important backgrounds which are discussed briefly here.

Asthma LOS can be modelled with geographical, socio-demographic, temporal and
clinical factors using count models on hospital admission data. This study showed that
age, gender, and co-morbidity were important predictors of LOS, and the procedure may
be a useful tool for planning and resource allocation in health service provision. It is also
worth noting that in using asthma admissions to estimate and analyse LOS, the nature of
the distribution of LOS data was considered in determining the choice of statistical

technique (which was in this case negative binomial model).

3.1 Establishing the burden of asthma in relation to LOS

In a preliminary statistical model we assumed that there could be a patient area effect.
That is some geographical areas might have longer LOS than others. Specifically, this

could arise if hospital admission policies in some areas were different from those in other
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areas, or if the populations in some areas were more prone to severe asthma events
requiring longer LOS. To account for this possibility a random effects model of the
patients’ residential postcode was fitted. This allowed us to account for the lack of
independence between admissions associated with similar patient residential areas in

London.

In the literature on asthma admissions in general, there is evidence to suggest that
repeated hospital visits is a significant predictor of total admissions (115, 211), and by
extension could also apply to LOS. Therefore a multilevel (3 level) effects model
accounting for area, individual and visit effects would be an ideal way of modelling LOS.
But at the time of conducting this analysis, there was no generally available statistical
software to support this analysis. Most packages (e.g. Stata, R, SPSS) could
accommodate a two-level, but not a three-level model (212, 213). One option in this
situation was to separately model the area and patient effects and then select the more
robust model based on a common model diagnostic tool (AIC). The result of this
comparative study was presented at an international conference (105). There were
marginal differences between the two models in terms of the individual variable
parameters, but on the whole the individual random effect model (accounts for repeat
visits) was a better fit than the area effect model. This was reproduced in PLoS One

article.
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3.1.1 Summary discussion on LOS

The research report show an aspect of the burden of asthma from a health services

perspective.

Methodologically, the use of a negative binomial model and a random effect multilevel
model presented a more robust approach to model LOS compared to traditional GLM
approaches. AIC, was an ideal model for comparing different predictive models and

selecting the most suitable one.

One weakness in this research was that it only observed the associations between the
factors and the length of stay, and we cannot attribute any causal links. The paper also
points out limitations associated with the lack of data on J46 Status asthmaticus and of

Length of Stay (which underestimates those admitted for less than 24hrs).

3.2 Asthma Length of Stay in Hospitals in London 2001-2006

3.2.1 Declarations for Thesis Chapter 3
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Introduction

Globally, the morbidity and mortality associated with asthma
places a high burden on health care infrastructure and services
[1,2,3,4,5]. Asthma is a chronic condition which in the United
Kingdom alone affects over 5.2 million people including 1.1
million children [6]. The UK together with the Republic of
Ireland have the }ligllESl pn:valtucf ol asthma in the world [3}: itis
the leading cause of hospital admissions particularly among
children [7], and disproportionately affects certain ethnic groups
and demographics [2]. The total cost of asthma is estimated to be
£2.5 billion in the UK and Ireland and results in millions of lost
working days [3]. Notwithstanding a significant literature on
asthma and its impacts, most of the researches are focused on the
clinical presentation of the disease.

Length of stay (LOS) refers to the duration of a hospital
admission (i.e. the difference in days between the date of admission
and the date of discharge). It reflects several aspects of hospital
care including the complexity of the case, the efficiency of hospital
care, and the nature of hospital policies on admission and
discharge [8,9,10,11,12,13,14]. LOS can be used as an indirect
estimator of resource CDnSnrnptinn and (‘.‘mcicncy within the
settings of a hospital, and has direct implications for overall
healthcare planning and policy [5,9,12].

Analyses of length of stay associated with asthma, and its
correlates with demographic, hospital, and temporal factors are
relatively unusual [7,15,16]. The standard procedures for decision
making in the case of asthma hospitalizations vary widely during

. PLoS ONE | www.plosone.org

its diagnosis; but this ultimately aflects the variability associated
with its management in relation to the LOS [17,18,19].

The study proposed by Arold and colleagues, which sought to
identify the key clinical predictors for acute asthma exacerbations in
paediatic patients [18], may also identify the clinical determinants of
LOS. This study however has a sharp clincal focus. Meanwhile,
investigations on the combined demographic, diagnostic and temporal
determinants of asthma LOS in large populations are not common.

Some other earlier studies on LOS for asthma hospitalisation in
the UK (Scotland) focussed on the trends in asthma admissions
and how changes in hospital bed occupancy could measure
resource use [5]. In that study, and others similar to it [20,21,22],
they described the trends in the percentage change in asthma
admission rates with respect to temporal and demographic
l'l'xpl.‘-ll]ﬁ.ll}l'y variables ({".g., year of adlllissicm aggregale ages
and gender). Such studies have, however, not been sufficient in
}Jn:dil;r.iug or t:xplainillg the LOS for asthma su!Ti:rf:rs, whilst
al:LTJuntiug for variations in dcmographi(: and lcmpoml factors.

The aim of this study was to extend earlier work by examining
the independent effect of demographic, hospital, and temporal
factors associated with asthma LOS, using hospital admission
records from London (2001 2006).

Methods

Data
This study involved a secondary analysis of hespital adminis-
trative data from London, England. The data covered 56832

November 2011 | Volume 6 | lssue 11 | 27184
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emergency asthma hospital admissions from January 1%, 2001 to
December 31%, 2006. After removing data with missing patient
sex, 56,768 admissions were available for analysis. The data relate
to 40,359 unique individuals.

Data were sourced from the nationally recorded Hospital
Episode Statistics (HES) maintained by the National Health
Service, England [23]. HES data do not include all fields for which
individual hospitals may collect data, such as which attending staff
were involved in patient management; and not all data were
readily available for secondary analysis, such as any variation post-
admission in the diagnosis.

Asthma admissions were defined as any hospital admission
with a ]II‘ilII.‘/]I')’ (|iag|1:)3i8 of axlhma; i.(‘..? an International
Classification of Diseases (1CD-)10 code of J45. The mis-coding
rate of J45 is not known, although it is known that J45 and 1CD-
10 coded J46 (status asthmaticus) admissions do have a diagnostic
overlap [24]. Unfortunately, the J46 data were not available.
Previous research has indicated that the J45 coded admissions in
the UK cover around 82% of all asthma admissions. Further-
more, in absolute uumlJCrs, there are MOre, SEVere Cases among
the J45 coded admissions than among the J46 admissions [24].
The inlp]i(:ali()ns of this are discussed ﬁ:rlh(‘:r, towards the end of
the article.

The length of stay was estimated as the difference in days
between the date of admission and the date of discharge. All stays
of less than 24 hours (ie., <1 day) were recorded as zero days
admission. This has implii.'aliorls for the underestimation of LDS,
and is discussed later in the article. LOS is the total length of stay
without ri:garll to whether a palicnl may remain in thpi[al for
reasons unrelated to asthma. It is, thus, a measure of the length of
stay, for all causes, given admission for asthma.

Fol.lowi.ug other resta.l‘l.'h,['ZJ Soldy for the pneseuLaLiou of
descriptive data, LOS was categorised into short {less than
24 hours), medium (1 3 days), long (4 7 days) and very long
(more than a week) stays.

The explanatory variables from the HES dataset that were
included in the analyses could be broadly described as
demographic (age, sex, ethnicity), hospital (primary diagnosis,
secondary diagnosis, method of admission/discharge) and
temporal (day of week, season and year of admission) variables.
Data on sex (male and female) were used as recorded in the
dataset. Age was categorised ag: 0 4,5 14, 15 44, 45 59, 60 74
and more than 75 years. The approach to age categorization in
asthma research is not consistent; however, the categories used
here account for differences between younger and older children
as well as young adults and older adults. Ethnicity was
represented by five categories of (i) White (-Irish, -British, -Any
other white), (i) Black (all black ie. -African, -Caribbean, -
American), (i) Asian (Indian, Pakistani, Bangladeshi, Chinese),
(iv) Mixed and (v} Unknown/not indicated. Thiz grouping
conforms broadly to the categories used by the Office of National
Statistics, but collapses some of the categories in which there were
small numbers [25].

The 1ICD-10, J45 diagnosis of asthma is sub-coded into four
categories; however, 95% of all admissions fell within a single
category (J45.9 “Asthma, unspecified” on their hospital records).
Notwithstanding the uncertainty about the accuracy of the sub-
coded diagnoses, primary diagnosis was retained as a separate
explanatory variable in the model [16]. All the secondary
diagnoses were categorised according to their respective 1CD-10
codes and were included in the analysis. These included: (i} Acute
upper rcspiralcuy i.llﬁ:(.'liﬂ[ls', (ii} Other diseases of upper ncspim—
tory tract; (ili} Influenza and pneumonia; (iv) Other acute lower
respiratory infections; (v) Suppurative and necrotic conditions of
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lower respiratory tract; (vi) Chronic lower respiratory diseases; (vii)
Lung diseases due to external agents; (viil) Other respiratory
diseases pri.ru.‘ipa]ly aﬁ-l:l.'liug the ixllcrsl.iliuul; (ix) Other diseases of
pleura; (x) Other diseases of the respiratory system; (xi) Other non-
respiratory system diseases; and (xii) Missing values. The categories
vilii xofthe scmnrlary rliagnasis, which had very few counts were
grouped and reclassified as one category “Other diseases of the
respiratory system”.

Some of the kcy derived wvariables created for the a:mlysis
included “day of the week”, “season”, and “year of admission™.
The meteorological seasons were Spring (1" March 317 May),
Summer (1st June 3" August), Autumn (1% September 30"
November) and Winter (1% December February end). The year of
admission was extracted from the date of admission.

Data Analysis

L:uglh Orslay was modelled usiug ucgativc binomial n’_"gn:‘isiou,
with a random effect to take account of the lack of independence
between admissions associated with repeat admissions of the same
Imti{‘:u!. Poisson r!‘:gn‘.ssi()n is gmmm]ly well suited for ul():k‘:ﬂing
count data. A negative binomial model, however, is preferred
when there is over dispersion; that is, when the mean and the
variance are not equal. In the context of LOS, this can occur if
there are more 0 days of admission than anticipated under a
Poisson model [26,27,28,29], This was formally tested using the
likelihood approach suggested by Long and Freese [30].

For the expected LOS, the negative hinomial regression can be
prfseuttd in the form:

Pr(Y =y|do)=[T(y+a)/yI ).
o o DA D

Where:

A is the mean of the distribution;

o is the over dispersion parameter;

y is the LOS component represented by 0, 1, 2, .._;

I" is the gamma function.

A pOSiL'wt coeflicient in the l‘egrcssiOIl output indicates that a
factor will increase the LOS relative to its reference category and
conversely a negative coeflicient will decrease the LOS relative to
its reference category. The exponent of the coefficient can be
inrt‘.l'prttt‘td, all other things bcing (‘.qna.l_, as the propoﬂinnam
increase (for values greater than 1} or decrease (for values between
0 and 1) of LOS associated with a one unit increase in the
explanatory variahle [29].

A positive coeflicient in the regression output indicates that a
factor will increase the LOS relative to its reference category and
conversely a negative coefficient will decrease the LOS relative to
its reference category. The exponent of the coefficient is a ratio
and it can be i.ultrprcled, all other liliug‘s beiug equal, as the ratio
of length stay at one level of the covariate to length of stay at one
level less than this on the covariate [29].

In the first instance, a full model with all explanatory variables
was developed. This then led to a reduced model that excluded
month of birth. The improved fit of the reduced model was
established Lvy the reduction in the Akaike Information Criterion
(AIC) [31,32,33).

All analyses were conducted using Stata SE version 10.]
statistical packages (Stata Corporation, Texas, USA). Exemption
from ethical review for the secondary analysis of hospital
administrative data was obtained from the Monash University
Human Research Ethics Committee (Number: 2011001092),
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Results

The median recorded lcng'tll of stay (LOS) fO]lOwiug admission
was 2 days with a mean LOS of 3 days (sd =6 days). The
distribution had a heavy right tail with a range of 0 367 days. The
majority (56.7%) of all admissions related to a person being
admitted only once during the period 2001 2006; 17.4% of
admissions were assoclated with a person being admitted twice,
and 8.2% were associated with a person bl_‘iug admitted three
times. This percentage declined rapidly, allhclugh OILE PErson was
admitted 77 times during the period.

Table 51 shows the distribution of admissions across the key
explanatory variables. Males and females each had close to 50%
of all asthma admissions. Ncarly half of all admissions were
whites; with the other ethnic groups each contributing about a
tenth. Meanwhile a fifth (20%) had no record of their ethnicity
in the dataset. Most admissions were made diri:i.‘lly L]u‘(.lug‘h the
hospitals’ Accident and Emergency (A&E) departments (92%),
and most discharges from hospitals were based on clinical
advice or clinical consent (97%). The great majority of
admissions were diagnosed as “Asthma, unspecified” (94%).
The autumn months recorded the most admissions (30%) and
the least were recorded lluriug the summer months (22%}. From
2001 to 2006 the number of admissions steadily increased
27% over the 6 year period. This increase was well in excess of
the 5.9% growth in the population that occurred in London
between 2001 and 2009 [34].

In the multivariable analysis of the explanatory variables, a full
model was developed that included all explanatory variables
(Tablc 52). Month of birth showed weak t[ft!.‘ts, with Duly 0ne
month :‘iiguiﬁ(;aull)-' different from the base month. A reduced
model, removing month of birth as an explanatory variable was
dedeped. The reduced model was retained on the basis of an
improved AIC (2394055 in the full model compared with
239394.8 in the reduced model), and litle variation in the
parameter estimates of the remaining explanatory variables.

All other llr_iilgs beiug equal, Females had a slighl.ly lr.-uger LOS
than males (1.11 times longer; 95%CI: 1.09 1.13). The association
with age and LOS increased monotonically, with each age
category over 0 4 years of age having a significantly longer LOS,
from 1.07 (95%CI: 1.04 1.11) times longer for 5 14 year olds up
to 3.43 times longer (95%CI: 3.31 3.55) for those over 75. The
confidence intervals also suggest a fairly clear separation across the
age groups, although this was not fouua]ly tested. All other llLiIlgs
being equal, there was a small, but significantly longer LOS
associated with being Black (1.05; 95%CIL 1.02 1.08) compared
with White, and a slightly shorter LOS associated with having no
recorded ethnicity (0.93; 95%CI:.91 .95). A primary diagnosis of
“Predominantly Allergic Asthma™ was associated with a signifi-
cantly shorter LOS than the most common diagnosis of “Asthma,
unspecified” (0.83, 95%CI.79 .87). A number of the secondary
diagnoses were associated with a longer LOS than those with an
acute upper respiratory tract infection. Influenza, pneumonia, or
other r!?sl:'lralljlry (Iismscs, were associated with an increased LOS
between 1.3 and 1.7 times longer.

Method of admission was significantly associated with LOS.
Compared with admission through attendance at Accident and
Rm(‘:rgr:m:y, referral by a General Practitioner was associated with
a shorter LOS (0.90; 95%CI: 0.86 0.93), while referral by a
Consultant Physician was associated with a significantly longer
LOS (1.20; 95%CI: 1.12 1.28). All other things being equal, days
of the week except Saturday were associated with a significantly
longer LOS than Sunday admissions. Monday to Friday
admissions were associated with an LOS about 1.31 times longer;
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Saturdays were associated with an LOS 1.09(95%CI: 1.05 1.13)
times longer. Autumn, Winter, and Spring were all significantly
assoctated with slightly longer (1.04 to 1.07 times longer) LOS
than Summer.

Though the number of yearly admissions increased over the
time period, the length of stay consistently reduced over the same
time, with every vear after 2002 being associated with a
significantly shorter LOS. All other things being equal, patients
admitted in 2006 had an LOS 0.7] times as long as someone
admitted in 2001 (95% C.I. 0.68 0.73).

Discussion

Asthma hospital admissions and their associated lengths of stay
p]al:f: a substantial burden on the health suwi:;cs, CATETS, and
individual asthma sufferers [1,3,5]. Between 2001 and 20086, there
were 56,832 asthma admissions in London associated with 40,359
individuals, accounting for around 170,500 days of hospitalised
care; a finding consistent with earlier research [20,35,36]. The
number of hospital admissions increased from 8,308 to 10,554
between 2001 and 2006, while the actnal length of stay associated
with each admission reduced significantly.

All the demographic, hospital, and temporal factors investigated
were found to have smtislia.-a.lly siguiﬁcaul associations with the
lcnglll of stay. The statistical associaLiou, hl;lwa:w:r, does not
necessarily translate into what might be regarded as variations in
the ]J:uglh Ofslay with siguiﬁt:aul. clinical impacl.. All other lhillgs
being equal patient sex, ethnicity, primary diagnosis, and season of
admission resulted in no more than a 10% variation in the
expected length of stay. The effect of ethnicity was perhaps most
Surprisiug givcu the cxistiug literature [33, 4-U]

The association of sex on LOS is of some interest because it is
known that males are more likely than females to suffer from
asthma [15]; but all other things being equal, once admitted,
females appear more likcly to have a 10(15!:1‘ stay. Spt’_"(.'ulalivcly,
this could be explained either by the fact that asthma events in
females who are admitted are more severe than those events in
males, or males recover more quickly once admitted, or there are
unohserved social or system artefacts interacting with patients’ sex
to vary leng(ll of stay.

The ltmaiuiug factors had “effect sizes™ that were su[ﬁcitully
large to suggest clinical significance. Perhaps unsurprisingly,
diagnosis was significantly associated with length of stay. As a
prima.ry diaguosis, ]JI'C(J.OIIIi.II.;lIlI.I}f 3.|.|tl“gil: asthma was associated
with a reduced LOS L‘ol.nparcd with “asthma, uu:spcciﬁcd”.
Among the secondary diagnoses, co-morbidities of the lower
respiratory tract were associated with an LOS up to 1.82. It was
also iIlttl‘tSliug to observe the variation in the ltugth of stay
associated with the mode of admission. Admission based on a
Consultant in an out-patient clinic, all other things being equal,
was associated with an LOS 1.20 times longer, while General
(Family) Practice admissions were associated with shorter stays
(0.90). Explaining the former seems straightforward: a clinical
5] secialist sees a pa.li{‘:nl and t't‘t(:(lgﬂiS(‘tS someone in need of acute
care, and those patients are on average more clinically acute than
those who attend a hospital Accident & Emergency department
without llavi.ug first seen a doctor. MIY admissions by the
generalist medical practitioner, however, should on average
require shorter stays than those who attend a hospital Accident
& E[l.ll:I'gl:llL')" dcpa.r‘tmcur. dirf:!;lly is less clear.

It is well known that the numbers all(‘:u(ling IIOSIIiIa] Accident &
Emergency departments vary by the day of the week [37]. The
relationship between the day of the week and the length of stay is
less rL‘cqur:(lﬂy rl‘_‘r.ﬂl‘(.h:d, but has been observed [33]; and may
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relate to unobserved social and health service factors including bed
occupancy rates or staffing levels.

From a health services perspective, large effects that involve
rclalivcly few palir:uts are less imporlaut than smaller effect
involving larger numbers of patients. Bearing this in mind, the
expla.ua.lory variables of greatest health services interest appear to
be sex (females have increased LOS), age (monotonically
increasing LOS with increasing age), secondary diagnosis
illvﬂlving a disease of the lower r{'spimmxy tract (in:_-.rmsml
LOS), General practitioner referral (decreased LOS), day of the
week (decreased LOS on Sundays), and year (monotonically
decreasing LOS).

There are a number of limitations associated with this ::‘-Lully_
Methodologically, all that can be observed are associations, and
the attribution of a causal link (just from these data) between the
factors and the leugl'.h of stay is impossible; although one would
anticipate a straightforward causal link between, say, clinical
diagnosis and length of stay. Notwithstanding the lack of clear
causal pathways within the design of the research, the results can
still be useful from a health services perspective, particularly when
the results are iIlTJ:rprcl!:ll within the wider bod)" of kllowledge
about asthma.

One limitation of this Slud;.r relates to the definition of asthma.
Only 1CD-10, J45 (asthma) coded admissions were in the data set,
excluding J46 (sfatus asthmaticus) coded admissions. This will affect
the gtrncra]isahiliry of the results. Howcvcr, from prcvious
research we know that the majority (90%) of asthma admissions
in the UK are J45 coded [24]. Although J46 coded admissions
tend, on average, to be more serious, there is considerable
diagnostic overlap between the two codes, and in absolute
numbers many J45 cases are more serious than J46 coded cases
[24]. On balance, these results are likely to point to the correct
direction of the rl‘_‘laliouship between the cxpl;u;alt;uy variables and
LOS, although the specific estimates may need to be adjusted.

The second limitation s with definition of"leuglh Ofslay” itself’
There were a substantial number of admissions of zero days (17%).
Zero days of admission, however, do not imply zero time or zero
COst, and the measure does not reflect admissions of lu‘ﬁ.r}y
24 hours (underestimating LOS), or the high costs of monitoring
and L\':sliug that occur Carly in the admission t.'yt:.lC. The full burden
on hospitals is, therefore, likely to be higher than might be
reflected here ['ZU]. The iIlT.trprelaliou of the results, therefore
need to separate issues of hed occupancy from the total cost (and
time distribution} of management and care. Nonetheless, appro-
priately weighted LOS results can be factored into a total cost
analysis.

Finally, there are likely also to be unobserved factors, or factors
for which HES data are lltlﬂ.\fﬂilﬂb‘!‘?, L‘ﬂntribuling (4] 1Rngll| cl'sray.
Changes in the healthcare system, clinical management, and
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hospital culture for instance may explain some of the variation in
the lcngl.h of stay aa.‘cuutiug for the annual dL"cliuL", variations by
day of the week, or sex differences. Capturing these factors when
using routinely collected hospital data can be challenging, but the
lurking limitation needs to be recognised.

Not wilhstanding these Iimimticns, the data are near to a
complete record of asthma (J45) admission from 2001 to 2006 and
the reported relationships do reflect what are in the data in that
time period. For health services, this is useful. The demographic
factors can be used directly to project hospital length of stay, and
therefore project bed occupancy and some level of health service
utilisation. The disparity between the length of stay associated with
Consultant and General Practitioner admissions raise interest ing
clinical questions worthy of further investigation, and they are also
informative for health services in projt':(:tiug utilisation. Future
research will ideally capture J46 admissions as well.

Conclusion

Asthma admissions continue to be an important source of
hospital admissions and account for a substantial number of bed
days. Although the number of admissions has steadily risen over
T.iu.u:, the average lcuglll of stay has SLCadﬂy declined. Demo-
grapllic, lcmpr.u‘al, and diaglustic factors i.udcl.:cudcnﬂy cxpla.iu
the variation in the length of stay. The identification of these
factors 15 of clinical and health services interest; poi.uliug o
potential areas of future research, but also providing a basis for
projecting health service utilisation.
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Table S1. Summary statistics of asthma and related indicators of hospital admission
records in London, 2001-2006

Characteristics Frequency (%)
Sex

Male 27,329 (48.1)
Female 29,449 (51.9)
Age (yvears)

Under 5 12,420 (12.4)
5-14 10,700 (10.7)
15-44 16,612 (16.6)
45-59 7,029 (7.0)
60-74 5,698 (5.7)
Over 75 4.309 (4.3)
Ethnic Group

White 26,230 (46.2)
Black 6,604 (11.6)
Asian 6,382 (11.2)
Mixed/Other 5,780 (10.2)
Not stated 11,782 (20.8)

Primary Diagnosis

Asthma, unspecified

53,637 (94.5)

Non-allergic asthma 182 (0.3)
Mixed asthma 54 (0.1)
Predominantly allergic 2,905 (5.1)

Secondary Diagnosis

Other diseases of upper respiratory tract

25,053 (44.1)

Influenza and Pneumonia 692 (1.2)
Other acute lower respiratory infections 6,256 (11.0)
Acute upper respiratory infections 70 (0.1)
Chronic lower respiratory infections 1,207 (2.1)
Lung diseases due to external agents 1.519 (2.7)
Other diseases of respiratory system 378 (0.7)

Other non-respiratory system diseases

15,227 (26.8)

Missing Values

6.376 (11.2)
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Characteristics

Frequency (%)

Method of Admission

Accident and emergency services

52,074 (91.7)

General Practitioner (GP) 2,602 (4.6)
Bed burcau 41 (0.1)
Consultants out patient clinic 577 (1.0)
Other means 1.484 (2.6)
Day of the week

Sunday 5,369 (9.5)
Monday 8,708 (15.3)
Tuesday 9.740 (17.2)
Wednesday 9.060 (16.0)
Thursday 8.705 (15.3)
Friday 9.163 (16.1)
Saturday 6.033 (10.6)

Meteorological Season

Summer

12,340 (21.7)

Spring 13,453 (23.7)
Autumn 16,800 (29.6)
Winter 14,185 (25.0)
Year of admission

2001 8.308 (14.6)
2002 8.196 (14.4)
2003 9,141 (16.1)
2004 10,340 (18.2)
2005 10,239 (18.0)
2006 10,554 (18.6)
Birth month

January 5,350 (9.4)
February 4.384 (7.7)
March 5,045 (8.9)
April 4,644 (8.2)
May 4.472 (7.9)
June 4,591 (8.1)
July 4,700 (8.3)
August 4,637 (8.2)
September 4,748 (8.4)
October 4,803 (8.5)
November 4.629 (8.2)
December 4,775 (8.4)
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Tables:
Asthma length of stay in hospitals in London 2001-2006: demographic, diagnostic and
temporal factors

Ireneous N. Soyiril‘?, Daniel D. Reid paﬂl;, Christophe Sa rran®

!School of Public Health, University of Ghana, Accra, Ghana; 2Global Public Health, School of Medicine & Health
Sciences, Monash University, Sunway Campus, Malaysia; *Met Office, Fitzroy Road, Exeter EX1 3PB, United
Kingdom
*Correspondence: soviriinyahoo.com

Table S2. Multivariable base and reduced models of length of stay in asthma related hospital
admissions in London, 2001-2006

Characteristics Base Model Reduced Model
*Ratio [95% C.1.] | *Ratio [95% C.1]

Sex

Male” 1.00 1.00

Female B s 1.09 1.13 108 b o 1.09 | 1.13

Age (years)

Under 5 1.00 1.00

5-14 L 1.04 1.11 1.0758% 1.04 | 1.11

15-44 1,70 1.66 1.75 [70%% 1.66 | 1.75

45-59 e R 2.18 2.32 2255 218 | 232

60-74 L 2.70 2.88 A e 270 | 2.88

Over 75 3. 437 331 3:55 3.43%% 331 | 3.55

Ethnic Group

White” 1.00 1.00

Black ].05%* 1.02 1.08 1.05%% 1.02 | 1.08

Asian 1.01 0.99 1.04 1.02 0.99 | 1.04

Mixed/Other 1.00 0.97 1.03 1.00 097 [ 1.03

Not stated ()93 %% 0.91 0.95 g3~ 091 | 095

Primary Diagnosis

Asthma, unspecified” 1.00 1.00

Non-allergic asthma 0.98 0.86 1.10 097 086 | 1.10

Mixed asthma 0.88 0.70 1.11 0.88 0.70 | 1.10

Predominantly allergic 0. g3k 0.79 0.87 (0. 830k 0.79 | 0.87

Secondary Diagnosis

Other diseases of upper respiratory tract” 1.00 1.00

Influenza and Pneumonia 1,§2%wx 1.72 1.93 1.82Mw 1.72 1 1.93

Other acute lower respiratory infections | 44k 1.41 1.48 ] 44 1.41 | 1.48

Acute upper respiratory nfections 1.07 0.83 1.38 1.08 084 | 1.38

Chronic lower respiratory infections 1 35%ek 127 1.39 1.357F%% 1.27 | 1.39

Lung diseases due to external agents 1.02 097 1.08 1.02 097 | 1.08

Other diseases of respiratory system 1.6G%* 1.57 1.82 1.69%%% 1.57 | 1.82

Other Non-respiratory system diseases 1. 247 1.21 1.26 1. 240 121 | 1.26

Missing Values 1.02 0.98 1.05 1.02 098 | 1.05
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Characteristics Base Model Reduced Model
SRatio [95% C.1] | ‘Ratio [95% C.L]

Method of Admission

Accident and emergency services’ 1.00 1.00

General Practitioner (GP) 0,90k 0.86 0.93 0.9 0.86 | 0.93

Bed bureau 1.15 0.89 1.48 1.14 0.89 | 1.48

Consultants out patient clinic 1. 20" 1.12 1.28 1,20 1.12 | 1.28

Other means 0.98 0.93 1.03 0.98 093 | 1.03

Day of the week

Sunday” 1.00 1.00

Monday ety 1.28 1.37 1.32%8% 1.28 | 1.37

Tuesday |3k 1.33 1.42 13 133 | 1.42

Wednesday 1,307 1.25 1.34 1.30%%% 1.25 | 1.34

Thursday 1.3 1.26 1.35 1,37 1.26 | 135

Friday | 1.24 1.33 ].28%%0x 1.24 | 1.33

Saturday 1.09%%% 1.05 1.13 1.0 1.05 | 1.13

Meteorological Season

Summer” 1.00 1.00

Spring 105k 1.02 1.07 ] (5 1.02 | 1.07

Autumn 1.04%%% 1.02 1.06 1.0g7%%% 1.02 | 1.06

Winter D 1.05 1.09 1.07%%% 1.05 | 1.09

Year of admission

2001" 1.00 1.00

2002 0.98 0.95 1.01 0.98 095 | 1.01

2003 QLo2Nme 0.39 0.95 .92 e 0.89 | 095

2004 (0,83 0.80 0.86 (). 3% 0.80 | 0.86

2005 0,78k 0.75 0.80 0,788 0.75 | 0.80

2006 0.7 ek 0.68 0.73 0571 2o 0.68 | 0.73

Birth month

January” 1.00

February 0.99 0.95 1.03

March 0.98 0.95 1.02

April 0.98 0.94 1.02

May 0.99 0.95 1.03

June 1.00 0.96 1.04

July 0.96% 0.92 1.00

August 0.97 0.94 1.01

September 098 0.94 1.02

October 0.96 0.92 1.00

November 0.98 0.94 1.02

December 1.01 0.97 1.05

Akaike Information Criterion (4I1C) 239405.5 239394.8

Exponent of the coefficient, which is the expected change in log count for a one-unit increase in a “Characteristic”,

interpreted as a ratio to the *Reference category; C.I. Confidence Interval, * p<0.05; *¥p<0.01; *¥% p<(0.001
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Having established the burden of asthma within the principal population within which we
hoped to develop the forecasting models, it is now appropriate to turn the focus towards

those models.

The following section (Chapters 4-6) introduces the forecasting models and the

application to health forecasting.
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SECTION III

IIT Reviews on health forecasting and potential approaches

Individuals and institutions often desire to know the future, so that informed choices can
be made. These choices may involve making alternative plans, reallocating resources to
meet unexpected demand, or continue on an already chosen path. A reliable health
forecast is thus important for health service delivery because it can: (1) enhance
preventive health care/services; (2) create alerts for the management of patient overflows
(in situations of peak or reduced demand for health care services); and (3) reduces costs
associated with supplies and staff redundancy (54). There are various approaches to
predicting the future, including the use of anecdotal evidence, previous experiences,
expert intuition, or through formal analytical procedures (214). However, there are hardly
any reviews on health forecasting, and practically none focused on the methodological

aspects.

Section III presents reviews of the forecasting and health forecasting literature with three
published papers (chapters 4, 5 & 6). The chapters provide both broad overviews and
specific methodological aspects of adaptable forecasting techniques. Chapter 4 serves as
a bridge between sections II and III. Within the context of a published review paper it
presents the background information on asthma and also proposes two methodological
approaches for forecasting the condition. The reviews (Chapters 5 & 6) discuss the types
of forecasting & types of health data, principles of health forecasting, as well as the

methods (of evaluating error and comparing forecasts) and models/techniques in
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forecasting. There is necessarily some repletion in the presentation of the ideas, because

each of these papers did need to stand alone in their original published form.
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Chapter 4

4.0 Non-causal modelling and prediction of asthma admissions

This chapter presents a synopsis of asthma and its global burden, and then discusses two
statistical approaches for forecasting the condition. The ideas discussed herein, will
support the development of the approaches used in the empirical works reported in

section IV.

4.1 Semi-structured black-box prediction: proposed approach for

asthma admissions in London

4.1.1 Declarations for Thesis Chapter 4
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Abstract: Asthma is a global public health problem and the most common chronic disease
among children. The factors associated with the condition are diverse, and environmental fac-
tors appear to be the leading cause of asthima exacerbation and its worsening disease burden.
However, it remains unknown how changes in the environment affect asthma over time, and
how temporal or environmental factors predict asthma events. The methodologies for forecasting
asthima and other similar chronic conditions are not comprehensively documented anywhere
to account for semistructured noncausal forecasting approaches. This paper highlights and
discusses practical issues associated with asthma and the environment, and suggests possible
approaches for developing decision-making tools in the form of semistructured black-box models,
which is relatively new for asthma. Two statistical methods which can potentially be used in
predictive modeling and health forecasting for both anticipated and peak events are suggested.
Importantly, this paper attempts to bridge the areas of epidemiology, environmental medicine
and exposure risks, and health services provision. The ideas discussed herein will support the
development and implementation of early warning systems for chrome respiratory conditions
in large populations, and ultimately lead to better decision-making tools for improving health
service delivery.

Keywords: asthma, health care, black-box forecast, chronic, epidemiology, environment,

respiratory risk

Introduction
Asthma is a global public health problem and the most common chronic disease
among children. It is underdiagnosed and undertreated, and constitutes a huge burden
on individuals, societies, and institutions.'* Current estimates suggest that as many as
300 million people are affected worldwide,*’ and the burden of this chronic respira-
tory condition is rising, particularly among children."**%* Recent reviews on asthma
reaffirm the highly heterogeneous nature of the disease, which is also influenced by a
number of complex genetic and environmental factors.’ Many of these reviews have
comprehensively addressed key factors which contribute to the manifestation and
progression of asthma in individuals, as well as laboratory-based experiments.''-"*
However, there is little information on the forecasting of asthma events with the pur-
pose of providing early warning systems to help in the management of the condition
at the population level. ™

Asthma has a predictable prognosis.™ However, its diagnosis remains a challenge
because the disease is not clearly defined by a particular set of conditions, but by a

25,16

mix of several dynamic factors.>>'® These include numerous and quite unpredictable
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underlying genetic and environmental factors,”"-"" as well
as occupational factors.®* As a result of the complex
nature of the condition, some of the diagnostic techniques
commonly used range from history and patterns of symptoms,
physical examination, and lung function measurements
including spirometry, through to skin test identification of
allergens. ™

Several studies have shown changes in the global
epidemiology of asthma, Developed countries have
consistently shown dramatic increases in prevalence, and
this change has more recently been observed in some less
developed countries as well.»'7*% The United Kingdom
National Asthma Campaign®® reported that asthma
affected over five million people, ie. about one in every
five households. Subsequent reports indicated that the
United Kingdom had one of the highest prevalence rates, at
over 15%." In England, 67,077 people were hospitalized for
asthma between April 2006 and March 2007, of whom more
than 40% were children under the age of 15 years.* According
to the Hospital Episode Statistics of the Department of
Health (January 2001-December 2006), London, which is
the busiest and most densely populated area in the United
Kingdom, recorded about 57,000 asthma-related hospital
admissions over that period, giving a crude annual rate
of around 9500 (ie, an absolute estimate).” This situation
presents asthma as an important condition of public health
concern, with dimensions not just limited to the individual(s)
affected, but also posing a significant burden on health care
resources as well as society at large, and therefore a need
for preparedness. A significant factor in making preparation
is the capacity to forecast what to expect in terms of health
systems demands.

The use of algorithms in forecasting, also known as
black-box forecasting, provides a novel approach to achieve
a better outcome compared with most traditional structural/
causal modeling techniques.” Black-box forecasting involves
a theoretical association of predictors with outcomes, the
utility of which is strictly based on forecasting performance.
Because it is theoretical, and can be a computationally
exhaustive process, this sometimes leads to overfitting
and poor performance on unseen datasets.”” On the other
hand, structural models account for specific indicators/
variables and require substantive knowledge of the subject
matter in order to construct an intelligent model.” They also
overemphasize specific causes in an environment in which
the complete causal process is poorly understood. Given
the two approaches, a balanced semistructured black-box
approach can be useful mid path in developing predictive

Dove

models for health forecasting, where there is some prior
knowledge of the relationship between a health condition
and its environmental mediators.

We provide a brief overview of asthma and its
environmental causes, with perspectives from the United
Kingdom pertinent to other countries with similar populations,
One of the key aims of the review is the association between
asthma and environmental factors which have potential
roles in health forecasting. The other is on developing
semistructured black-box approaches that are predictive and
can hypothetically forecast asthma events.

Literature search and study
approach

In preparing this discussion paper, a scoping of the literature
on asthma and associated environmental factors, as well
as approaches adopted for managing the condition, was
conducted using medical-related databases including PubMed
{Medline), Web of Science, and Google Scholar. In addition,
citation mapping was used to search and retrace the literature
from the initially selected key papers and documents, All
the papers and documents identified were synthesized and
summarized according to the objective of this paper.

The paper presents reviewed literature on asthma, with a
focus on environmental triggers which have been reported,
particularly for their effects on respiratory health, including
highlights from studies that support the links between
environment and health, It further illustrates a wider scope
of factors associated with asthma and the manifestation of
its symptoms in a framework. The second part of the paper
focuses on describing proposed statistical approaches for
developing predictive forecasting models. One of these
approaches (the negative binomial regression predictive
model) is exemplified using data on daily admissions for
asthma in London (2001-2006) as well as synthetically
generated temporal dummy variables. The paper also briefly
discusses a variety of selection strategies for predictive
modeling,

Asthma and the environment

Local environmental conditions are important in determining
the impact or manifestation of asthma, Factors such as
temperature, humidity, and air pressure, as well as air
pollutants, all interact to affect the occurrence of asthma,
but do not have exclusively independent effects on the
condition, "> The impact of these complex environmental
factors and their interrelationships in health has never
been fillly understood, even though understanding the key
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pathways of some individual factors has played an important
role in developing a number of therapies.'+'* The Department
of Health and the then Health Protection Agency in the United
Kingdom published a review of the health effects of climate
change in 2008.% In the report, two component issues of the
environment, which are principally of interest, are weather
and air quality, and these were both considered. It is noted that
the constituent indicators of temperature, humnidity, vapor/
atmospheric pressure, wind, and atmospheric aerosols can
produce polluted environments, which are usually recognized
as mist, fog, or smog.™ Hence, environmenial pollution and
dynarmnics can exacerbate asthima in many ways,* and some
of the mechanisms involved in this have been discussed
subsequently.

Health conditions triggered by local environmental
changes, including indoor conditions, as well as
occupational exposures vary considerably in their effects
and symptoms, These effects are known to depend primarily
on the individual’s susceptibility and level of exposure to
environmental conditions.***"-* Vulnerable groups within
given populations, particularly children*-** and the elderly,
tend to be the hardest hit, with the former experiencing both
direct and indirect effects of these environmental changes.
The evidence for environmental effects on health is based
on five main types of study:*
¢ health impacts associated with extreme events (eg, heat

waves/extreme cold, floods, storms, droughts)

e gspatial studies where climate is an explanatory variable
in the distribution of the disease or the disease vector

o temporal studies assessing the health effects of change
in climate or weather

s experimental laboratory and field studies of vector,
pathogen, or plant (allergen) biology

+ intervention studies that investigate the eflectiveness
of public health measures to protect people from
environmental exposures.*

These types of studies have demonstrated the need
to understand fully the health effects of weather and air
quality.* Thus, dynamic states of weather and air pollutants,
which have demonstrated some effect(s) on asthma and its
severity in the past, are useful in predicting future occurrences
of the condition. Various quantitative procedures have been
used to estimate some of these known relationships between
a given health condition, such as asthma, and its potential
effects. 4

Climate generally affects health.* and there is ample
evidence of the effect of temperature changes, barometric
pressure, and relative humidity on the worsening of

Semistructured black-box prediction of asthma admissions

asthma symptoms.”’-*® Many of these studies have used
the association between weather and disease incidence,
hospitalization, or mortality to examine the relationship. For
instance, the effect of temperature on general practitioner
consultations for respiratory disease was observed, and it was
found that there could be up to 15 days of delayed effect of
cold temperatures on the incidence of respiratory illness.”
Also, constant seasonal variability in asthma admissions
among children was found in Athens, Greece, where relative
humidity and atmospheric pressure were established as key
determinants.®

The relationship between asthma and environmental
conditions is affected in complex ways, and it is worth noting
that these effects have different associations depending
on location. Asthma events in Mexico, for instance, are
associated with the rainy season, whilst in England and
Wales, asthma events are more strongly associated with
seasonal temperature change rather than rainfall. "7
Furthermore, it has been observed in the United Kingdom
and Taiwan that peaks in asthma events occur in the winter
and autumn seasons, but not in summer.***** Given the
importance of context, it becomes critical to understand
local relationships between asthima, weather, air quality, and
season. However, even when local relationships are well
understood, it remains difficult to predict extreme asthma
events, ie, unusual peaks in asthma events that fall outside
the usual fluctuations associated with seasonal changes and
variations in weather and air quality. Forecasting these risks
is complex and uncertain, but also requires specific dataon a
very long-term basis.” Meanwhile, the use of semistructured
black-box approaches in forecasting routine and/or extreme
asthma events has not been comprehensively explored.

The issues discussed above are quite global in many
respects, The hypothetical flow diagram (Figure 1) illustrates
the relationship between asthma symptoms and immediate or
underlying causes. Asthma is manifested by an inflarmmation
and/or subsequent obstruction of air flow within the
respiratory systerm. ™ It is known that inflammation of the
airways in an individual can result in asthmatic symptoms.
Alternatively, inflammation may lead to obstruction of air
flow directly or indirectly by causing hyperresponsiveness
of the airways, ie, a state characterized by casily triggered
contraction of the small airways (spasm), which may then
cause obstruction of the airways.

Predicting asthma episodes in an ideal situation would
require that we account for all the “known” potential
predictors/indicators, which of course includes all immediate
and underlying mediating factors. However, the availability

International Journal of General Medicine 2012:5
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of data that is usable is a common limitation. These factors
and interrelationships, as illustrated in Figure 1, may present
some clues to data sources that can be mined and used for
forecasting asthima.

Semistructured black-box modeling
Among the many health issues that can be forecast, the
need for emergency care is the commonest form of health
forecasting.*"" This is particularly related to hospital bed
occupancy or number of visits to the emergency room.
Although popular, there have been some challenges associated
with forecasting the demand for emergency department
services, [However, this paper does not necessarily focus
on these lapses, given that they have been discussed more
elaborately elsewhere.”

The number of daily asthma admissions or routine
measures for similar health conditions can be presented
as integer value indicators (also referred to as rate data).

submit your m anuseripe
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This type of count data is common in many disciplines, can
form a time series, and thus be used for causal or predictive
modeling and forecasting.

Causal models are consiructed to provide an explanation
of model parameters. Hence, for a given outcome variable,
Y will be defined by a function of the variables (X) known to
have causal links with the dependent (outcome) variable Y,
plus random noise and then the parameter error (Equation 1).
In relation to asthma (Figure 1), Y could be represented as
“primary care provider visit” for affected individuals, whilst
X could be any one or more underlying causes (eg, air quality,
weather, and temporal factors) associated with the affected
individuals, The autoregressive integrated moving average
(ARIMA) is the commonest technique used in this kind of
health forecasting,

Outcome (Y) = Function of

(Xs + random noise + parameters error) (1)
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Y: »
outcome |

Semi-structured black-box approach
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Generate suitable X
dictors e T
PIROEE predictor

Figure 2 Schematic presentation of semistructured black-box modeling.

In the black-box approach to modeling, formulation of

the predictive model does not require prior knowledge

of causal links. As illustrated in Figure 2. the process of

predicting an outcome involves generation of suitable
predictors and models, which are then validated before
use in predictions.

There are more studies on causal (structural) modeling
than on predictive (black-box) modeling, but the focus
of this paper is on semistructured black-box modeling. For
the latter approach, even though selection of variables is
based originally on prior knowledge, it may also include
important predictive factors/variables that have no causal
relationship merely because those that end up being
uged in forecasting are based on their predictive capacity
and not just on conformance to a particular theoretical
relationship(s). This means that the approach is data-driven.
Although data-driven approaches have sometimes created
quite tense disagreements between causal modelers and
predictive modelers, both approaches have their roles, and
in the empirical forecasting and data mining areas, data-
driven approaches are generally regarded as superior for
the purposes of forecasting and out-of-sample prediction.”
In some specific context (as in the use of negative binomial
models which is described subsequently), their outputs
could still have an extended or additional use for describing
relationships in past data.

In modeling, count regression models, such as the Poisson
ornegative binomial model, are most suitable. This is because
they have the advantages of being able to handle time series
data and their autocorrelations, whilst adjusting for any
potential intercorrelation between dependent and independent
predictors.”™ Generally, count models are estimated
using the maximum likelihood, which computationally
proceeds iteratively until there is a convergence of the log
likelihood.”*™ The exact choice of an appropriate count
model depends on many factors which are directly related to
the properties of the primary variable, such as the skewness
of the distribution (kernel density) and the proportion and
distribution of “0s” within the datasel. Figure 3 illustrates
two major pathways for selecting a suitable count model,

hmnaﬁ onal Journal of General Medicine 2012:5

ie, a step-by-step approach and a one-stop test selection
criterion, which involves the likelihood approach suggested
by Long and Freese,™ and is also available as an application
in Stata statistical software.”

Using a sample of hospital admission data on asthma,
two statistical methods are proposed, ie, a negative binomial
model and a quantile regression model, for the development
of predictive forecasting models that are aimed at predicting
a future/anticipated eveni(s) and at predicting peak events.
The asthma dataset has already been described elsewhere in
the nationally recorded hospital episode statistics maintained
by the National Health Service in the United Kingdom,” and
has also been used in some preliminary studies.*™ Other data
sources from which potential predictors could be extracted
or derived include environmental data containing routine
measures of weather and air quality indicators. Such data
are accessible from the databases of the United Kingdom
Meteorological Office. Additional variables (eg, temporal
effects like day of the week or month of the year) can also
be generated in addition to these data, to help in further

investigations.
Long and freese
slatisbical melhod
for comparng

counlmodels

124 aplicn for count data
Poisson régressions modsl {PRM)

If there 13 skewness in
diztnbulbion andhl e
indicatad mpha-costoant
of the NagBin outpul is >
zero, relan he NegBin
model in place of the PRM

Negalive binomial

2nd opfon for count data:
(MegBin) regrassion

It zeros ara significantin
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Zero-nfatad NegBin
y mods (ZINB)

7

I (e S ——

Zerodnflated Polzson
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Figure 3 Decision tree for selecting an appropriate count model(s).
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Predictive modeling with negative
binomial models

Negative binomial maodels are applicable in developing both
univariate and multivariate forecasting models. Given an
expected number of daily admissions for asthma, the negative
binomial regression can be presented in the form:

Pr(Y=y|A0)=[I(y+o " )/y!I(e")] -

o + R Mo AP
where A is the mean of the distribution, o is the over
dispersion parameter, y is the number of daily asthma
admissions, and T” is the gamma function.

A positive coefficient in the regression output indicates
that a factor will increase the number of daily asthma
admissions relative to its reference category. Conversely,
a negative coeflicient will decrease the number of daily
asthma admissions relative to its reference category. The
exponent of the coefficient can be interpreted, all other
things being equal, as the proportionate increase (for
values = 1) or decrease (for values between O and 1)
in number of daily asthma admissions associated with
4 one unit increase in the explanatory variable.™”
Obtaining an improved fit for a model in this situation
can be established by inspecting the Akaike information

criterion, 480-82

A 150 —
100
50
0+
T T T T T T
01 jan 2001 01 jan 2002 01 jan 2003 01 jan 2004 01 jan 2005 01 jan 2006
Date of admission
Aathma daily admigsions Month and waek day model
B 80 =
60 =
40
20
0
T T T T T
01 jan 2006 01 apr 2006 01 jui 2006 01 et 2006 01jan 2007
Date of admission
I Asthma daily admisaons Month and wieek aay rodel I

Figure 4 Asthma daily admissions and predictive model based on month and week day. (A) Model development sample (hold-in dataset). (B) Model validation sample

(hold-out dataset).
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To exemplify this proposed approach, we present an
analysis and outputs based on hospital episode statistics
data on asthma in London, which have been described
elsewhere,® The dataset, which contains nonidentifiable
individual records of asthma patients visiting their general
practitioner or the emergency department, was transposed
by daily sums to provide a time series dataset of total
daily attendance. For the purpose of convenience, and also
because of the lack of compatible and adequate data on
other potential predictors of asthma already mentioned in

the literature above (Figure 1), we only illustrate with a
temporal predictive model (ie, multivariable model based
on temporal factors). The temporal factors we considered
included seasons (spring, surmmer, autumn, and winter),
month ofthe year (January, February through Decermber) and
day of the week (Sunday, Monday through Saturday), which
were synthetically generated from the date of attendance
record using statistical software.”

A hold-in sample of the data was used in model
development, and validation was done with a hold-out sample

A g0
100 ~
50 -
0
T T T T T T
01 jan 2004 01 jan 2002 01 jan 2003 01 jan 2004 01 jan 2005 01 jan 2006
Date of admission
Asthma daily admissions Beason, month and day of week model
B g
60
40+
20
0
T T T T T
01 jan 2006 o1 ap 2006 01 jul 2006 01 ot 2006 01 jan 2007

Date of admission

Asthma daily admissions

Season, month and day of week model

Figure 5 Asthma daily admissions and predictive model based on season month and week day. (A) Model development sample (heold-in dataset). (B) Model validation sample

(hold-out datasec).
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of the data from January 1, 2006 to December 31, 2006,
‘Three bivariate and four multivariate predictive models were
generated (Figures 4 and 5, Appendix 1) and compared based
on their Akaike information criterion( Table 3). These models
were cross-validated with the hold-out dataset. For instance,
in Figure 4 A, the light blue (or gray) time serics plot shows
total daily asthma admissions in the London area, and the
red (or dark) plot shows the predicted multivariate model
based on month and week day. However, Figure 4B shows
the validation output. The predicted plot reasonably tracks
the real distribution of asthma admissions, although it misses
out on extreme variations. Even though the focus of the
woark is on predictive modeling and not causal modeling,
the negative binomial regression outputs for these models
are also presented (Tables 1 and 2).

Findings from the Akaike information criterion model
fitness tests (Table 3) show that the “day of the week model”
(I1T) was the least performing model, whilst the VI and VII
multivariate models outperformed all the others, and by as
much as 2.4% of III in the hold-in data and over 6.6% in
the holdout dataset. Model V was slightly better than both
IT and IV in the hold-in dataset, and conversely less fit than
the latter in the hold-out dataset. Temporal factors have been
used to predict exacerbations of chronic respiratory diseases,
such as asthma and chronic obstructive pulmonary disease.*
In addition to temporal factors, other studies have used
allergens, weather, and air quality factors in specific areas to
predict asthima hospital admissions, **#
should be interpreted with caution because the dataset used
represents a large and diverse population for London, and does
not account for other important predictors of asthma, such as
weather and air quality. Nonetheless. predicting asthma events
can have policy implications for planning and executing health

Hence our findings

care delivery. This may then produce some indirect benefits
pertaining to health budgets and resource allocation.

Forecasting extreme events

with quantile regression models

This paper also proposes the use of quantile regression
models in forecasting peak events as a more ideal approach
compared with others. Quantile regression is an extension of
the linear model, and is better equipped to characterize the
relationship between a response distribution and explanatory

“=% 11 has been used more

variable(s) for selective quintiles,
extensively in other areas of forecasting, but has yet to be
fully tapped in health forecasting. Quantile regression models
can be considered as fitting a linear model to a cross-section

of the data/distribution within the anticipated range.

Using the asthima data as an example, for a peak number
of daily admissions, the quantile regression model is
presented in the form:

Y, = B + fPx, + €D 3)

where ¥ is asthma hospital admissions for a given day, %
is a constant term, ﬁ:“’) is a coefficient of exposure term, x_ is
the exposure term, £¢’ is the error term, and p is the quantile.
Further illustration of the quantile regression model equation
above is available elsewhere.**

The pseudo R* (comparable with the R? for least-
squares procedures )™ is the coefficient of determination for
quantile regression, and it represents the goodness-of-fit
statistic, which is most appropriate for comparing models of
specific quantiles.” It is based on change in the deviance
statistic, and ranges between O and 1. The pseudo R? is thus
estimated as:

Sum of deviations about the estimated quantile

Pseudo R* =1
Sum of deviations about the raw gquantile

4

Table | Bivariate temporal models of daily asthma admissions in
London for 2001-2005

Temporal factors Coefficient 95% Cl

Seasonal model

Spring®

Summer 0.0458* 0.0872 0.0043
Autumn 0.2378%++ 0.1974 0.2783
Winter 0.0758++* 0.0347 0.1169
Meonth of year model

January®

February 0.0358 0.0352 0.1069
March 0.0065 =0.0631 0.076l
April 0.0168 —0.0533 0.0869
May 0.0733* 0.0042 0.1424
June 0.0865** 0.0169 0.1561
July 0.0252 0.0951 0.0447
August 0.1061*+* 0.1767 0.0356
September 0.31 | 245 0.2431 0.3792
October 0.2451#+* 0.1771 03130
MNovember 0.2553%** 0.1868 03237
December 0.2628++ 0.1950 0.3307
Day of week model

Sunday®

Monday 0.137g*+* 0.0831 0.1922
Tuesday 0.0488 0.0062 0.1038
Wednesday —0.0364 —0.0918 0.0190
Thursday =0,0702+* —0.1258 -0.0146
Friday —0,0705** -0.1261 -0.0149
Saturday 0.1275%+* 0.1834 00716

Motes: Reference category; *P < 0.05; ¥*P < 0.01; ***p < 0.001.
Abbreviations: Coefficient. coefficient of the negadve binomial regression:
Cl. confidence Interval.
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Table 3 Comparison of model fitness using the Akaike information criterion

MNumber Temporal models Hold-in model Hold-out model
AlIC % AIC %

I Seasonal model 12647.92 0.8 2578.40 38
Il Month of year model 12560.37 1.5 2518.14 6.l
(1] Day of week model 12746.41 0.0 2681.11 0.0
v Season and month model 12560.37 1.5 2518.14 6.l
v Season and day of week model 12532.29 1.7 2568.72 4.2
Vi Month and day of week model 12436.21 24 2504.38 6.6
Wil Season, month, and day of week model 12436.21 2.4 2504.38 6.6

Mote: %, percentage improvement of madel fic aver the least performing model (lll).

Abbreviation: AIC, Akaike information criterion,

Variable selection approaches

The variable selection approach is critical in modeling
because it determines the final functional form, which is
subsequently used for forecasting. As discussed earlier,
there is a wide range of environment-related variables
known to influence the incidence and/or exacerbation of
asthma and other respiratory illnesses. However, common
limitations in using environmental measures to forecast a
wide population health issue like asthma include a reli-
able data source and its quality, as well as the extent to
which these measures can represent an individual’s level
of exposure. The inclusion of temporal components as
independent factors in a predictive model (eg, day of the
week, month, season), accounts for any temporal kinetics
and also allows for the identification of lag times, which
may improve predictions.’®"

There are equally unlimited approaches that can
be adopted for the selection of variables in predictive
modeling.” These approaches range from selection by
convenience to computationally exhaustive searches for the
best combination of predictors.” The selection of potential
predictors can also be biased by our common understanding
of the mechanisms by which envirommental agents cause
diseases, particularly [or respiratory illnesses. However, the
ultimate goal is that one obtains a reliable and parsimonious
forecasting model.

Backward elimination is one of the commonest
approaches utilized to select an appropriate model. This
method involves a systematic and/or automatic procedure
of reducing a base model, ie, a multivariable model consist-
ing of all possible predictors that are either independently
strongly correlated with the dependent variable, or are of
already known importance (ie, removing variables that
are not statistically significant), while ensuring that the fit
(ie, with either AIC or pseudo-R?) is improved or at least
maintained.

Another strategy of variable selection in modeling is to
conduct an exhaustive search of the best fitting model using
all possible combinations of the available predictors. This
approach is however computationally intensive and has a
very high chance of over fitting the model. Nonetheless, such
computationally exhaustive approaches are most adapted to
the novel idea of semistructured black-box models.”®

Conclusion

Asthma poses a great burden to populations. Discrete
measures of the incidence of the disease can be used for
forecasting. Though environmental factors have specific
effects on the disease, and these effects often vary by loca-
tion, they may still provide supplementary variables for
developing a forecast.

Two methods for developing predictive models as well
as variable selection strategies, which have potential roles
in semistructured black-box forecasting models, have been
discussed. Both negative binomial models and quantile
regression models are applicable to integer value health
indicators (eg, total daily hospital admissions records). The
negative binomial models predict anticipated events, whilst
quantile regression models are designed to predict peculiar
events. These kinds of forecast models vary in their complex-
ity and methods, depending on the specific health condition
and population data, The idea of semistructured black-box
predictive modeling may stimulate further research on asthma
and, possibly, health forecasting.

Disclosure
The authors declare they have no competing interests in
this work.
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Chapter 5

5.0 Health forecasting

In addition to providing general background information on health forecasting and a
discussion of the key issues, the overview of health forecasting (chapter 5), also presents
a schematic approach to health forecasting (54). The importance of including the
schematic approach was in part to address the basic potential needs of public health
practitioners who may be interested in developing, testing and maintaining a simple but
pragmatic health forecasting plan, which has been discussed (215, 216), but implemented
less successfully. Chapter 5 further highlights the successes and challenges associated
with the practical implementation of health forecasting using programmes in the UK as

case examples.

5.1 An overview of health forecasting
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Abstract Health forecasting is a novel area of [orecasting,
and a valuable tool for predicting future health events or situ-
ations such as demands for health services and healthcare
needs. It facilitates preventive medicine and health care
intervention strategies, by pre-informing health service pro-
viders to take appropriate mitigating actions to minimize risks
and manage demand. Health forecasting requires reliable data,
information and appropriate analytical tools for the prediction
of specific health conditions or sitvations. There is no single
approach to health forecasting, and so various methods have
often been adopted to forecast aggregate or specific health
conditions. Meanwhile, there are no defined health forecasting
horizons (time frames) to match the choices of health fore-
casting methods/approaches that are often applied. The key
principles of health forecasting have not also been adequately
described to guide the process. This paper provides a brief
introduction and theoretical analysis of health forecasting. It
describes the key issues that are important for health fore-
casting, including: definitions, principles of health forecasting,
andthe properties of health data, which influence the choices of
health forecasting methods. Other matters related to the value
of health forecasting, and the general challenges associated
with developing and using health forecasting services are
discussed. This overview is a stimulus for further discussions
on standardizing health forecasting approaches and methods
that will facilitate health care and health services delivery.
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Introduction

Forecasting is about predicting future events based on a
foreknowledge acquired through a systematic process or
intuition [1, 2]. Some of the earliest forms of health fore-
casting date back to the period of Hippocrates of Cos (460
BC-370 BC). Hippocrates studied the natural history of
diseases and their major environmental sources (including
food and water) [3], and believed that progresis was an
important part of medical treatment, because by forecasting
disease outcome, the physician established his expertise for
treating the patient [4]. He was able to develop and to
forecast the occurrence of many discases and conditions.
One of the classical terms in medicine, “Hippocratic
Jacies’, describes the procedure for forecasting impending
death based on the observation of distinctive signs and
symptoms that he identified [5]. The birth of forecasting as
a science, however, is associated with weather forecasting
and, is credited to Francis Beaufort, who developed the
popularly known scale for measuring wind force (the
Beaufort scale) and Robert Fitzroy, who developed
the Fitzroy barometer for measuring atmospheric pressure
[6]. Forecasting has advanced over time and has increased
in sophistication in many specialised areas, including the
fields of health [7-10], economics and commerce [1, 11].
sports [12, 13], environment (including meteorology)
[14, 15], technology and politics [16-18].

Two approaches to forecasting, statistical and judgmental
are widely discussed in the forecasting literature [19]. An
integration of both approaches has been discussed by some as
the best way to obtain a more reliable forecast [19-22].
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Monitoring population health, which includes demo-
graphic and health surveillances and epidemiological
studies on disease surveillance, can generate very useful
data that can be used in health forecasting. A reliable health
forecast is important for health service delivery, because it
can: (1) enhance preventive health care/services; (2) create
alerts for the management of patient overflows (in situa-
tions of peak demand for health care services); and (3)
significantly reduce the associated costs in supplies and
staff redundancy.

Health forecasting is a useful tool for health service
provision, but very few reviews on the subject exist. Some
previous studies on health forecasting focused on very
specific conditions, like ischaemic heart disease [23],
chronic obstructive pulmonary disease (COPD) [24], dia-
betes prevalence [25], or aggregate health situations, such
as emergency department visits [26, 27]. These individual
studies adapted environmental, climatic and other factors
as predictors in forecasting health. They are very specific
and do not give information on general approaches that
could guide the development of other health forecasts. An
overview published by Ioannidis discussed the limits of
forecasting in personalised medicine and focused only on
challenges associated with this form of health forecasting
[28]. A systematic review conducted by Wargon et al. [26]
on models for forecasting focused only on the number of
emergency department visits. More recently, a similar
study was conducted by Boyle et al. [27], in which they
reviewed and predicted emergency department admissions.
The above-mentioned reviews on health forecasting had a
very specilic focus on emergency attendance. However,
health forecasting possesses potential applications across a
wider range of health issues. There is dearth of information
pertaining to the many possible applications of health
forecasting in relation to health service delivery. There
seem 1o be no reports that have gathered the basic princi-
ples and procedures for developing pragmatic health fore-
casting schemes.

This paper describes the key issues of health forecasting;
including definitions, principles of health forecasting, and
the properties of health data, which influence the choice of
health forecasting methods. It also identifies the values of
health forecasting in health service provision, and further
presents the general challenges associated with developing
and using health forecasting services.

In preparing this review, a search of the literature on
health forecasting and statistical methods used in the
analysis of health conditions/situations was conducted,
using popular medical-related databases including PubMed
(Medline) and then Google Scholar. Our search strategy
included; “health”™ and “forecast*” and combinations of
terms, including “principle*”, “data”, “predict*”,

@ Springer

“model*”, “method*”, “challenge*”. Based on the titles
and subsequently on the abstracts, articles unrelated to our
objectives were excluded. Additional literature searches
were done through citation mapping of key papers and the
selected papers and documents were synthesized and
summarized according to the set objective of this paper.

Defining health forecasting and related terminologies

Health forecasting is predicting health situations or disease
cpisodes and forewarning future events. It is also a form of
preventive medicine or preventive care that engages public
health planning and is aimed at facilitating health care
service provision in populations [8, 10, 29, 30]. Health
forecasting has been commonly applied to emergency
department visits, daily hospital attendance and admissions
[27, 31-33].

There are important terms in forecasting that are worth
noting because of the way in which they are used across
various fields. The term prediction is mainly used across
several fields of study to mean an opinion-based specula-
tion with no explicit causal assumptions [34]. In the health
forecasting literature, however, the terms prediction and
prognosis could mean different things, even though they
are sometimes used interchangeably and without clarity.
The term prognosis refers to a forecasting of outcomes
under no intervention, whilst prediction is used to mean
forecasting health outcomes that are associated with some
health-related intervention [28, 35). Syndromic swveil-
lance is another closely related concept that is well known
in disease surveillance literature. This concept focuses on
case detection and events that lead to/precede an outbreak,
and involves detecting aberrations in the patterns of dis-
cases and using this information to determine future out-
breaks [36-38]. Syndromic surveillance was initially
developed as an innovative electronic surveillance system
and was aimed at improving early detection of outbreaks
attributable to biologic terrorism or other causes [36].

Forecasting is a key component in the practice of med-
icine, with the main purpose of improving both health ser-
vice provision and individual patient outcome [10, 24, 30,
39, 40]. For example, the United Kingdom Meteorological
Office developed a health forecasting service for COPD,
which provides health alerts to both individuals and health
service providers through an automated call system [7, 24,
41]. This forecast combines a rule-based model that predicts
risks based on environmental conditions, with an anticipa-
tory care intervention to provide information, which is then
communicated. The service enables patients and care pro-
viders to take precautionary actions to improve health ser-
vice delivery and reduce COPD events [7, 10, 30, 42].
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Principles of health forecasting

There are four main principles of health forecasting: (1) the
measure of uncertainty and errors, (2) the focus, (3) the
nature of data aggregation and how it affects accuracy, and
(4) the horizon of health forecasting. These properties are
not only hypothetically important, but also have applica-
tions that are exemplified in the literature, as discussed
below.

Uncertainty and error of health forecasting

According to the definition of health forecasting, deter-
mining future health events or situations involves a degree
of uncertainty, as it is virtually impossible to have a
perfect (i.e. 100 % error free) prediction. We therefore
describe the measurement of uncertainty and error of
health forecasting as a principle in forecasting, because it
is a basic requirement, and is also desirable for validation
and determining the real value of a forecast. The data
used is a major source of uncertainty and error, but this
basic problem can partly be addressed methodologically,
to obtain health forecasts with the least possible error
[43].

The focus of health forecasting

The focus of a health forecast relates to the central targeted
issue that is being forecast. This is with reference to the
basic unit of the health outcome measure that is being
forecast. One focus of health forecasting is to predict
population health outcome in terms of the number of events
occurring within a space of time; for example, the fore-
casting of life expectancy and health expectancies [44].
Another focus is to determine the course of an ailment for a
particular individual, which is usually referred to as prog-
nosis [28]. These two categories are related to how the data
is aggregated in health forecasting.

Data aggregation and accuracy of health forecasting

Forecasting a health condition or situation for a population
aggregate of a particular problem, or for groups of the same
family, presents a lesser challenge than doing so for an
individual case. This is because by pooling the variances of
the population-related factors (which are usually broad and
well known), the behavior of the aggregated data can have
very stable characteristics, even when the individuals within
exhibit high degrees of randomness [45]. It is therefore
easier to obtain a higher degree of accuracy in forecasting
specific health events when using pooled population data
versus data for specific individuals.

Horizons of health forecasting

A health forecasting horizon refers to the range of the
period the forecast is intended to cover. The demand for a
health forecast determines the forecast horizon (range), and
this could be in a short, medium or long term. There are no
clearly defined boundaries to health forecast horizons in the
literature. However, borrowing the common classifications
from other disciplines such as finance, business or econo-
mefric forecasting, a short-range forecast horizon refers to
a period of | day to a quarter of a year; a medium-range
forecast horizon refers to a quarter of a year to a year; and
long-range forecasts refer to a year to five or more years.
These horizons are, however, not fixed for all situations,
but rather may be defined in relation to the qualitative
indicator being forecast {e.g. life expectancy), as well as its
weighting over an extended time period. Major population
health issues, such as life expectancy or future health
expectancies [44], or the forecasting of some chronic dis-
case prevalence (i.e. obesity and diabetes) in large popu-
lations [25, 46], are often forecast with a long range. Short-
range and medium-range health forecasts are applicable to
routine health service uptake (e.g. hospital visits), and
some chronic disease exacerbations resulting from envi-
ronmental exposures [7, 24]. The choice of a long-range,
medium-range, or short-range forecast is critical in devel-
oping a forecast.as health forecasting horizons also have
applications in the planning of health care service
deliveries.

The discussions around short, medium, and long range
health forecasting do not identify some of the fundamental
differences in assumptions between the various forecasting
horizons. Yet, these differences are important since fore-
casting future events is based on a strong assumption that
the current drivers or predictors will also follow the trend
over the future horizon. Hence, long-range forecasting
models will be prone to having more “shocks™ compared
to short-term forecasts. The “shocks™ herein refer to dis-
ruptions/disturbances of function of the distributions’
equilibrium, which is caused by a significant change in
magnitude of the forecast model predictor(s). This may
then lead to a shift in the trend. Shocks also have effects on
forecast errors because their occurrence, which is between
the time of the forecast and the realization of the outcome,
determines the error of the forecast. However, research on
the mechanisms by which health forecasting models are
developed to accommodate shocks at various thresholds is
not explicit.

The principles discussed above also serve as a guide to
creating simple decision tools for health forecasting, based
on: the type, amount and distribution of data (the kernel
density) that is required by a quantitative predictive model;
the forecasting horizon for which the health forecast is
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being created; and then the degree of accuracy or error that
is acceptable—taking into account the need for a parsi-
monious model. The type of data, as described elsewhere
[47], refers to the classification of the data as either con-
tinuous (ratio or interval scales) or categorical {ordinal,
nominal, or dichotomous scales); the amount of data sim-
ply refers to the sample size or total number of the unit of
reference of the primary variable and its corresponding
independent variables/predictors. The section below
exemplifies a hypothetical approach and framework for
developing a health forecasting scheme with simple deci-
sion tools.

A schematic approach to health forecasting

A framework for health forecasting is an essential guide. It
is, however, uncommon in the literature and so the fol-
lowing framework, which presents a summary of the key
processes involved in developing a general health fore-
casting service, is illustrated below (Fig. 1). The steps help
to identify and broadly define the needs and tools of health
forecasting. Further, they state the key processes involved
in developing and perfecting a health forecasting scheme
over time. Thus, the framework demonstrates a dynamic
process in which the forecast models created at any time
would be continuously improved to meet the purpose of the
forecast or the client’s needs.

Step 1:  Identify the concepts and ideas that address an
important health condition of great burden and
ones that significantly cost the health service.
Provide a precise specification of the health
outcome 1o be forecast and a clear definition of
the forecasting horizon;

Use the literature to identify causal or highly
correlated variables that are associated with the
identified health outcome measures in Step 1
(expert consult may be required in building this
domain knowledge);

Identify the data sources for both the health
outcome measure (Step 1) and all of the potential
predictors, and ascertain the availability and
completeness (i.e. checking for gaps in the data
series) of the data;

Prepare the data sets for basic statistical analyses,
including descriptive patterns and the develop-
ment of forecast algorithms. Some preliminary
activities include data cleaning and management,
and the generation of supplementary variables for
further analyses;

Generate the predictive models and validate them
using different sets of similar historical data;

Step 2:

Step 3:

Step 4:

Step 5:
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Fig. 1 A schematic approach to health forecasting

Step 6: Evaluate and determine the final lists of
indicators needed for good predictive model(s)
based on the practical access to their measures
(data);

Step 7:  Develop very specific and tailor-made health

forecast services for a specific purpose/client,
and then periodically update the model(s).

Patterns of health data and applications in forecasting

In health forecasting, the pattern of distribution of previous
health data over a period of time (i.e. in the form of time
series) is important for determining the choice of an
appropriate forecasting method. Time series plays an
important role in many forecasting approaches, and has
been extensively used in subject areas such as climate
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science, finance and econometrics. The patterns of health
data in time series, which are of importance to health
forecasting are trend, seasonality, cyclicality, and ran-
dommness [48, 49].

Time series and health forecasting

Time series is defined by Shumway and Stoffer [50] as “a
collection of random variables indexed according to the
order they are obtained in time”. In the broader literature,
time series is similarly defined as a collection of data points
that are typically measured at successive and uniformly
spaced time intervals. In relation to health forecasting, the
importance of this second definition is the emphasis it
places on the “uniformly spaced time intervals”, which is
important in the use of health data for health forecasting.
Thus, time series provides statistical setting for describing
seemingly random fluctuating health data and projecting
the data series into the future [49, 50].

Trend is the long-term variation in a time series that is
not influenced by irregular effects or seasonally related
components in the data. For instance, in health data, an
overall record of a progressively increasing incidence over
a specified period would show an increasing trend, irre-
spective of any random or systematic fluctuations.

When the pattern of health data (e.g. containing the
incidence of health events/situations) is influenced by some
periodic (long-term/short-term) fluctuations that are asso-
ciated with other characteristics, it is described as cyclical.
Cyclicaliry therefore refers to the extent to which disease
incident data points are influenced by overall disease pat-
tens. Seasonaliry is also a cyclic phenomenon, but is
related to annual events, and is described as the predictable
and repetitive positions of data points around the trend line
within a year. A major difference between cyclical and
seasonal patterns is that the former varies in length and
magnitude, as compared to the latter. Chatfield describes
how seasonality and cyclicality can be estimated either
in an additive or multiplicative form [49]. Additive sea-
sonality is estimated as a function of the sums of the
de-seasonalized mean (m), the seasonal factor (§) and an
error term (&) (ie. additive seasonality =m + § + &).
Multiplicative seasonality is defined by two functions,
either the product of m, § and ¢ (multiplicative seasonali-
ty = m-S-¢), or the product of m and § and sum of ¢ (i.e.
multiplicative seasonality = m-§ 4+ £). In order to mini-
mise the overall error, shorter cyclical effects that fall
within the annual seasonal effect are best estimated with
additive seasonality, whereas the effect of annual season-
ality is best computed as “m-S-&” [49].

Randomness is also a common feature of all time series
data, and refers to unexpected distortions of existing or
anticipated trends.

Lag refers to the lapse of time before an effect is
manifested. Lags have proven useful in forecasting events
globally, and are a feature of time series data that is widely
exploited in many forecasting techniques, e.g. in auto
regressive integrated moving averages (ARIMA) [27]. In
developing health forecast models for a particular condi-
ton/situation, the key questions are: how many days back
should one go back in history to identify appropriate pre-
dictors, and how many lags should be included.

The properties of time series mentioned above require
specific treatment prior to any analysis, and they have
been described more elaborately elsewhere [48-51].
However, the statistical forecasting models that involve
time series analysis and are commonly used in health
forecasting include moving average models, such as
ARIMA, and smoothing techniques, e.g. the Holt-Winters
methods. For instance, the Box—Jenkins ARIMA model, is
commonly used in fitting forecasting models when dealing
with a non-stationary time series, and this model has been
used extensively in health forecasting [27, 33, 52-55].
Stationarity is a feature of trend in a time series, and
refers to the level of variation in the statistical properties
(such as the mean, variance, auto-correlation, etc.) over
time. Smoothing models have also been used in health
forecasting studies conducted by Medina et al. and
Hyndman et al. [56-58]. In the study conducted by
Champion et al. [33], the authors identified trend, seasonal
variations and randomness/“noise” in the data distribu-
tion, but used a time series statistical package to auto-
matically identify optimal models to forecast monthly
emergency department presentations. After, the authors
proceeded to compare forecasts, based on a simple sea-
sonal exponential smoothing model to an ARIMA model.
Similarly, the study conducted by Medina et al. also
identified seasonal oscillations and trends in the time
series data (of the diseases they analyzed). The harmonics
in the data distributions were handled as level, and trend
components by the multiplicative Holt-Winters forecast-
ing method, which is also a smoothing technique in
forecasting [56].

Probabilistic health forecasting methods for peak events

Health forecasting techniques generally rely on modelling
expectancy of the mean, but this is not useful for looking at
extreme events. Nonetheless, extreme events represent the
greatest test of a health system, because they expose the
weaknesses of the system whenever they occur. A reliable
method of modelling and predicting extreme events is
therefore important. Quantile regression models (QRMs)
and fractional polynomial models (FPMs) are potential
probabilistic techniques that could be adopted for predict-
ing extreme health situations/conditions.
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Quantile regressions are extensions of the linear-
regression models, and do not assume normality of the
dependent variable. They model the conditional quantiles
as functions of predictors, specifying changes in any con-
ditional quantile [59, 60]. Unlike linear-regression models,
QRMs have the ability to characterize the relationship
between the dependent variable and the independent vari-
able(s), particularly in the extremes of the distribution.
They have common applications in medical reference
charts, and could be used in preliminary medical diagnosis
to identify unusual subjects by providing robust regressions
for estimating extreme values [61]. QRMs also have the
potential of predicting and forecasting extreme chronic
respiratory illnesses like asthma. For instance, a QRM
could be used to estimate extreme variations in daily
asthma hospital admissions resulting from the changing
patterns of sclected metcorological and air quality indica-
tors that are known to exacerbate asthma in a given loca-
tion/area [62].

Williams [63] also showed how fractional polynomials
could be used in modelling specific categories of dependant
variables within a linear distribution of data, and thus target
specific groups more precisely. In this study, the author
used various categories of age groups as regressors (o
model a dichotomous health care demand. Logistic
regression outputs of two arbitrary age-categorized models
were then compared to a fractional polynomial model. The
polynomial method of categorizing had clear advantages
because it allowed a fuller representation of non-linear
relationships between the predictor and outcome variables.
This approach can be extended to a wide range of health
sitnations or conditions.

Both approaches (QRM and FPM) can be adapted to suit
extreme health forecasting.

The value of health forecasting in health services
provision

Health service(s) is (are) the most important component of
any health system. The World Health Organisation (WHO),
reports that effective health service delivery requires some
key resources including information, finance, equipment,
drugs and well motivated staff [64]. Given the ever-
increasing demand for both the coverage and quality of
health care services, health service delivery institutions and
service providers struggle to tackle sitnations of excess
demand particularly associated with peak events [65-67].
This is because front-line health delivery services and
providers are not usually adequately informed and do not
have adequate resources to meet the needs of a “higher
than normal™ demand for health care. Hence, improving
the access, coverage and quality of health services depends
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on the ways these services are pre-informed, organised and
managed. Even though there are still unanswered questions
about how to improve the organisation and management of
health service delivery in a manner that would help achieve
a better and more equitable coverage and quality [64], there
are equally untapped resources such as health forecasting,
which can aid the process. Health forecasting services
enable both individuals and service providers to anticipate
situations, and hence take the necessary steps (o manage
peak or extreme events.

There are important features or health outcome mea-
sures that are considered to have a significant impact on the
coping mechanisms of health service providers. These
features include the total duration of the care/support being
provided (also described in the literature as “length of
stay™ in the hospital or “spell duration™), and the periodic
(daily) rates of attendance of patients to the general prac-
titioner or emergency rooms. The length of stay provides
some insights into the disease burden of a particular health
condition. The length of stay. in combination with other
related factors like demographic, diagnostic and temporal
factors, can explain and forecast future events [68-70]. On
the other hand, the daily rate of health events is a very
useful indicator, which can be used in time series
forecasting.

The challenges in developing and using health forecasts

The value of health forecasting has been mentioned in
previous discussions, but there are a number of challenging
issues to be noted and addressed in developing and using a
health forecast. These include limitations in the scope and
reliability of health data, the robustness of health fore-
casting tools and techniques, and the poor demand for
health forecasting [11, 28]. In recent times, technological
advances have enabled health indicators to be more easily
and cheaply measured, and yet the record capture of
important population health indicators is not very efficient
and not easily accessible or validated [28]. In the practice
of personalised medicine, for instance, there are slight
prognostic effects attributable to a wide range of complex
factors (including some unknown factors), and these fac-
tors usually intermingle (randomly) to generate clinical
outcomes. Data limitation on these complex factors can
pose a challenge in developing a reliable health forecast.
Aside from the data and methodological limitations in
developing reliable health forecast, it is difficult to con-
vincingly demonstrate the performance of a health fore-
casting model in realistic settings [71].

Health forecasting-related researches have sometimes
focused on methods or procedures for forecasting aggre-
gate health conditions, or on situations like crowding at
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emergency departments and total admissions [72-74].
Liven though these kinds of aggregate health forecasts are
useful, health care providers would be better informed and
prepared with condition-specific health forecasts. There-
fore, health forecasts need to be more specific for particular
health conditions. For example, the health forecast service
provided by the United Kingdom Meteorological Office to
some Primary Care Trusts (PCT) is very specific for con-
ditions such as COPD [7, 8]. This kind of service is rare but
useful.

Health forecasts are most valuable when they provide
sufficient warning for timely, remedial action to be taken.
Providers make critical decisions and resource allocations
to meet the potential demand for health care services. Some
of the complexities associated with these types of health
care provider actions could range from providing basic
social care for early symptoms, to using sophisticated staff
and facilities and attending to extreme events [7, 24, 41].
Meanwhile, being able to meet the demand for a health
forecast that provides ample time for preparatory activities
often requires the use of a good forecasting technique and
ample reliable data. Tt also comes with an additional
compromise as to the precision and accuracy of the forecast
[75]. Hence, finding a fine line between what is predictable
vis-a-vis the demand for specific health forecast is a key
challenge in health forecasting.

Another challenge in health forecasting relates to its
practical use. A health forecast is usually developed to
target the needs of susceptible individuals or institutions
(health care providers). In any instance, there is a need for a
technology with an intelligent early warning system that
can communicate the forecast to the users. Automated
telephone services, home visits/treatment, and direct health
forecast (to individuals and service providers) are means
through which some health forecast services have been
delivered [76]. Although there have been some challenges
and debates regarding the relevance of some of these
existing health forecasting programmes, there are a couple
of success stories which provide compelling evidence for
their usage [7]. The case of the UK Meteorological Offices’
COPD forecast, which was available to general practitio-
ners in Bradford and Airendale, is an example. In 2009,
Maheswaran et al. [77] evaluated this health forecasting
alert service and failed to show that any change in
admissions associated with the forecasting service was
significant, and hence they challenged the effectiveness of
the COPD forecast. Meanwhile, in cross-sectional study on
the acceptability and utility of this same service in Eng-
land, Scotland and Wales, Marno et al. [7] concluded that
the service was both viable and useful. Further research to
improve or develop new approaches or schemes in health
forecasting is therefore important and will contribute to
easing disease burden.

Conclusion

Health forecasting is a dynamic process and requires fre-
quent updates. This can be done with novel techniques and
data, taking into consideration the principles of health
forecasting. The methodologies currently used involve time
series analyses with smoothing or moving average models,
and less probabilistic forecasting models like QRM, which
offers a useful alternative for predicting and forecasting
extreme health events. The horizons of health forecasting
are important but not classified in the literature, and so the
approaches used to forecasting various horizons have no
common benchmarks to guide new health forecasts. The
patterns of health data can be exploited in health fore-
casting, using time series analysis or other probabilistic
techniques. Health forecasting is a valuable resource for
enhancing and promoting health services provision; but it
also has a number of drawbacks, which are related either to
the data source, methodology or technology. This overview
is presented to stimulate further discussions on standard-
izing health forecasting approaches and methods, so that it
can be used as a tool to facilitate health care and health
services delivery.
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Chapter 6

6.0 Forecasting classifications and health forecasting

In the previous chapter we presented an overview of health forecasting, focussing on
issues around definitions, principles of health forecasting and some of the factors that
influence the choices of health forecasting methods. In this chapter, particular attention is
paid to the evolution of forecasting approaches (typologies), and the forecasting methods
which mark developments of these approaches. The chapter also includes a brief review
of the methods and techniques used in measuring the accuracy and validation of
forecasting models. Earlier classification typologies could afford to be concise, exclusive
and exhaustive. However, as a result of innovations and the development there are
overlaps and nuanced differences that no longer make such typologies possible or
practicable. On the flipside, there is a greater flexibility in selecting/choosing forecasting
methods, particularly when dealing with non-causal approaches. They are focussed on

prediction.

The review also discusses the challenges associated with developing and using a health

forecasting.

6.1 Evolving forecasting classifications and applications in health

forecasting

6.1.1 Declarations for Thesis Chapter 6
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Abstract: Health forecasting forewarns the health commumity about future health situations and
disease episodes so that health systems can better allocate resources and manage demand. The
tools used for developing and measuring the accuracy and validity ofhealth forecasts commonly
are not defined although they are usually adapted forms of statistical procedures. This review
identifies previous typologies used in classifying the forecasting methods commonly used in
forecasting health conditions or situations. It then discusses the strengths and wealnesses of
these methods and presents the choices available for measuring the accuracy of health-forecasting
madels, including a note on the discrepancies in the modes of validation.
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Introduction

Forecasting is the process of predicting future events based on foreknowledge acquired
through a systematic process or intuition. * Tt requires data, information, and advanced
knowledge. Forecasting has evolved over the years and now has wide applications in
many fields, including economics and commerce,'-* sports,** the environment (includ-
ing meteorology),*’ technology and politics,* ™" and health, '

Health forecasting predicts health situations or disease episodes and forewarns
about future events, It is also a form of preventive medicine or preventive care
engaged in public health planning, and it is aimed at facilifating health care service
provision in populations.’''* One of the least developed branches of forecasting,
health forecasting is a useful tool for decision making in health services provision.
Health forecasting has been commonly applied to emergency department visits, daily
hospital attendance, and admissions. =%

Various methods and approaches have been applied in forecasting events, but some
outstanding issues are yet to be addressed. Even though a comprehensive classification
of all forecasting approaches and methods would serve as auseful guide to forecasters
searching for appropriate forecasting methods, there have been limited discussions and
debates around this need.” Iealth forecasting studies have oflen adapted statistical
techniques used by other well-established areas of forecasting, such as econometrics
and finance, However, little has been said about the strengths and weaknesses of these
techniques when they are applied to health forecasting.”” Another important issue
that has not been explicitly presented in the literature relates to approaches used to
determine the accuracy and validity of health-forecasting models. The applications

International Journal of General Medicine 201 2:5 381-389 381
@ 2012 Soyiri and Reidpath, publisher and licensee Dove Medical Press Ltd. This is an Open Access
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available for measuring and determining the validity and
accuracy of health forecasts have not been compared or
presented as guides for health forecasting or even used to
stimulate discussions that can contribute to improve health
forecasting. This paper therefore aims at presenting a brief
overview of the evolution of forecasting classifications
and methods, It discusses the strengths and weaknesses of
various health-forecasting techniques and methods, and then
presents the choices available for validating and measur-
ing the accuracy of health-forecasting models, Because of
the new approach it brings to medical and health sciences,
health forecasting is important for practices in these fields.
Advances in health-forecasting research will facilitate the
decision-making processes that are associated with health-
care planning and management.

In preparing this review, a search of the literature on
health forecasting and statistical methods used in the analy-
sis of health conditions was conducted in popular medical
databases, such as PubMed (Medline) and Google Scholar.
Additional literature scarches were done through citation
mapping of key papers. The selected papers and documents
were synthesized and summarized according to the objec-
tives of this paper.

An enumeration of forecasting typologies
Although several authors have made attempts to schemati-
cally classify the wide variety of forecasting techniques,
many have not been adequately exclusive® or both concise
and exhaustive” enough to meet the needs of forecasters
across all fields.” A good classification system for fore-
casting methods can facilitate the process of choosing an
appropriate method for forecasting, in addition to provid-
ing a better understanding and organization of the methods
involved in designing a forecasting system. The enumera-
tion of forecasting classifications presented below reveals
the typologies and methods that have been involved, These
classifications also justify the need for further research
involving health-forecasting methodologies, since the latter
have played a minimal role in shaping contemporary theory
and methods in this area.

In 1971, Cetron and Ralph developed one of the earli-
est classifications of forecasting methods and approaches.
It consisted of five categories, including intuitive meth-
ads, trend extrapolation, trend correlation, analogy, and

*Exclusive means that anything belonging in one category should clearly
not belong in another category.

"Exhaustive means that the classification system should cover every poten-
tial option.

Dove;

dynamic predictive models.** Generally, intuitive methods
in forecasting are based on individual opinion, whether
structured or unstructured. Trend extrapolation is an
approach that uses known existing trends, whereas trend
correlation forecasts are based on the causal links between
a dependent factor and another factor or factors, Cetron
and Ralph also used the category, Analogy, to describe
forecasting approaches that used similarity in patterns
for forecasting. They also classified dynamic predictive
models (also later known as structural models), which
describe simulation procedures that involve high impact
causal factors, Although Cetron and Ralph’s classification
is concise, it has been criticized for being neither exhaus-
tive nor exclusive enough.”!

Similarly, in 1972, in his classification of forecasting
methods, Martino provided a five-category scheme consisting
of the following: intuitive, consensus (ie, obtaining results
from several experts), analogy, trend extrapolation, and
structural models.” Although Martino’s classification was
concise and exclusive, it was not sufficiently exhaustive to
meet the needs of forecasters. In 1978, another classification
of forecasting methods by Bright considered as many as
eight different categories, some of which were later thought
contentious.?* His classification included intuitive forecast-
ing, trend extrapolation, dynamic modeling, morphological
analysis, normative forecasting, monitoring, cross-impact
analysis, and scenarios.® The key strength of Bright's
classification was that it added an entirely new concept
of scenarios, and could be viewed liberally as exhaustive.
However, it was neither exclusive nor concise, Furthermore,
as mentioned earlier, some categories, such as monitoring,
have been challenged because they are inappropriate as
forecasting methods or approaches. !

In 1985, Armstrong published his first “forecasting
methodology tree,” which was based on three assump-
tions or decisions. More recently, his Methodology ITree
Jor Forecasting (201()) assumed that before arriving at an
appropriate choice of analytical forecasting method, it is first
necessary to decide on whether to use intuitive (judgmental)
or objective (statistical) methods. Second, if the choice of
approach is statistical, then a choice between causal and
noncausal approaches is required. After a causal approach
is chosen, the final decision is whether to select either
linear or nonlinear (classification) statistical approaches.”
Hence, Armstrong introduced five categories in his maiden
classification: judgmental, bootstrapping, extrapolation,
econometric, and segmentation. Armstrong’s classification
was concise and contributed new approaches to forecasting
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(ie, naive/causal contimmnm), as well as providing guidance
on the selection of forecasting approaches, which previous
classifications lacked. However, Armstrong’s classification
was neither exhaustive nor exclusive,

In 2001, Armstrong revised the classification of his
forecasting methods and provided eleven categories of
methods that could be derived from the Methodology Tree
(including role playing, intentions, conjoint analysis, expert
opinions, judgmental bootstrapping, analogies, extrapolation
methads, rule-based forecasting, expert systems, econometric
models and multivariate models).! His classification further
illustrated the primary distinction between methods that rely
on judgment® and those that estimate relationships using
statistical? approaches or quantitative data.! The classifica-
tion was however not concise because there were too many
categories (eleven inall). It was also not exclusive because ol
the subclassification extrapolation, which has a much wider
application in statistical forecasting.

In 2006, Gentry et al proposed an entirely new form
of categorizing forecasting approaches and methods in the
form of a grid. In Forecasting Classification Grid”" argue
that two independent dimensions can determine forecast-
ing approaches, which are on the continuums of Opinion
and Empirical and Causal and Naive, This classification
helps to distinguish between opinions and ideas that can be
empirically verified, and it is also simpler and more logical
compared with earlier descriptions.” The Grid has just four
classifications and is therefore a concise scheme. It also is
exhaustive because it is designed to fit in as many forecasting
methods as are available. Even though the authors believed
that the classifications were exclusive, grey boundaries could
exist between the continuums. The key challenge in this
classification is that the grid appears to be an uncompleted
template, so the exact relative positioning of a forecasting
method could be the subject of debate.

In a 2010 revision of the Methodology Tree for
Forecasting,” Armstrong and Green further extend the list
of forecasting methods. The authors differentiated between
structured and unstructured approaches related to judgmental
forecasting and further classified the theory-based approaches
of forecasting into the categories, lincar and classification.”
Armstrong and Green provided guidance on choosing

“Judgmental forecasting techmiques include prediction markets, Delphi,
structured analogies, game theory, decomposition, judgmental bootstrap-
ping, and expert systems.

“Statistical forecasting approaches include causal models and
segmentation,

“Also available at www.forecastingprineiples.com.

International Journal of General Medicine 2012:5
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suitable forecasting approaches and methods based on
specific contexts. However, there are still flaws in their classi-
fication because some methods that had multiple applications
were not explicitly illustrated in the Methodology Tree. For
instance, both univariate and multivariate approaches can be
applied in data mining or causal modeling.” Furthermore,
nencausal (black box) approaches, such as those involving
data mining and neural nets, are equally applicable to causal
modeling and share similar methods and techniques (eg,
regressions and segmentation).

All the classifications of forecasting approaches and
methods discussed above have significantly contributed to
the organization of forecasting. Even though most of these
developments have taken place in nonhealth-related areas
(eg, marketing, management and finance/econometrics ), they
have direct applications to health forecasting. For instance,
health forecasting has used neural networks,”! and many
emergency department forecasts use one or more forms of
regression analysis, It is therefore imperative that the les-
sons learned from previous forecasting topologies should
inform any development of a typology of health-forecasting
approaches and methods. Some related health-forecasting
methods involved in the typologies listed above are exem-
plified in subsequent sections of this essay, which considers
their strengths and limitations, their accuracy, and their
validation procedures.

Health data and forecasting

Although data is vital in forecasting, what constitutes “health
data™ is poorly defined in the literature. Health data can be
defined as: records of health conditions and situations that
refer to individuals or populations and carry information
about disease prevalence, incidence, diagnoses, treatments,
prognosis, preventive strategies, and health systems. More-
over, these records are categorized by demographics and
factors that directly affect health and are collected systemati-
cally or otherwise. For example, this definition could apply
to hospital attendance or admission records that contain
a variety of measures that are recorded in their respective
units — age in complete years, for example.

In the practice of medicine. the diagnosis of discase is
focused on determining the presence or absence of a condi-
tion so that the appropriate treatment can be given. However,
the measures taken to facilitate this process are selected from
a continuum. For example, diastolic blood pressure and pulse
rate are taken to help determine whether a person is hyperten-
sive or not (ie, more than or equal to 90 mmHg). Other factors
that may have an effect on health status and whose levels
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are measured to generate health data include environmental
exposure (eg, weather and air quality). At the point of measure
or use, health data could be classified as either continuous
(ratio or interval scales) or categorical (ordinal, nominal, or
dichotomous scales).” The definition and classification of
health data determine how data are accumulated over time
in addition to the method or methods of analyses that can be
employed in analyzing this information.

An emerging form of health data — electronic health
records (EHR) — refers to digital health data that is stored
in secured repositories and shared only among authorized
users.” Hayrinen and colleagues identified the following
as components of electronic health records: daily charting,
medication administration, physical assessment, admission
nursing notes, nursing care plan, referral, present complaint
(eg, symptoms), past medical history, life style, physical
examination, diagnoses, tests, procedures, treatment, medi-
cation, discharge, history, diaries, problems, findings, and
immunization.” These kinds of structured records have
applications beyond health forecasting because they can
be used to make predictions about the occurrence of future
health events,

Strengths and limitations of

health-forecasting techniques

Many reported studies on health forecasting adopted
statistical techniques and methods, the theories of which are
described in the standard literature. The choice of method
depends on the purpose of forecasting and the nature of the
data that are available. The strengths and limitations of these
methods pertaining to health forecasting are discussed in the
following paragraphs.

Linear regression methods are commonly used because
they provide reasonably accurate results, are casy to inter-
pret, and have wide applications in modeling trends and
seasonality. However, like most regression methods, linear
regression uses the method of ordinary least squares to derive
estimates, which may wrongly assume that but for the depen-
dent variable, the independent variables or regressors have
no error.*** Hence, to account for this problem in modeling,
there is always a need to factor in an error component. Linear
regressions also require large amounts of data on all variables
for parameter estimations.*

Logistic regressions provide a means for analyzing binary
or categorical dependent variables, but they are not useful
for count data.”” Logistic regressions can thus be applied to
forecast the presence or absence of an event in a dichoto-
mous (categorical) state. Poisson and negative binomial
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regressions are generally used for analyzing count data,
and the latter is particularly suitable for analyzing count
data that have a skewed distribution with a considerable
number of zero entries.***< For instance, Negative Binomial
Maodels (NBMs) were used in previous work to investigate
the determinants of asthma in the length of stay in hospitals,
for which the dependent variable bore the aforementioned
characteristics.*** NBMs were also used to compare various
statistical forecasting models for predicting the number of
daily admissions of asthmatic patients in London (personal
work yet to be published).

Moving average methods, which include autore-
gressive-integrated moving average (ARIMA), seasonal
autoregressive-integrated moving average (SARIMA), and
exponential smoothing (eg, Holt-Winters) are widely used
forecasting approaches. They have the advantage of model-
ing trend and seasonal variations, as well as accommodating
multivariable models.** The exponential smoothing meth-
ods used in health forecasting are effective with data that
change over time,” However, the main challenge in using
these complicated methods is that they require specialist
knowledge and expertise.

Time series regressions generally have a much wider
application and capabilities in forecasting than all the other
nontime-series approaches mentioned here. Time series
regressions provide easily interpretable outputs that can be
more consistent than ordinary linear regressions,*>* The
use of time series approaches in forecasting ideally requires
suflicient data for not only the dependent variables, but also
the matching independent variables.

Quantile regressions and fractional polynomials are
rarely mentioned in the health-forecasting literature, but
they provide a means for predicting and forecasting peculiar
events. ** For instance quantile regression models allow the
modeling and forecasting of anticipated extreme events based
on data distributions that are outside the normal range, which
is more useful than linear regressions whose forecasts are
based on the overall mean distribution. One major limitation
of these approaches is that they deal with only the relevant
or specific category of the data, and hence some information
that could affect the accuracy and statistical power of the
analysis is lost, %%

Artificial neural network (ANN) is a black box modeling
procedure known to provide more reliable results than the
traditional causal approach.” ANN is capable of modeling
complex and random systems by automatically controlling
adjustments to the changes in time series based on the design
of the experiment.”*' The major challenge of these models
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is that they are difficult to interpret and, unlike the other
approaches described earlier, very few statistical software
packages are available.**%¢

Measuring forecast accuracy and validation
Forecasting is generally aimed at predicting future events in
order to inform and guide precautionary measures. It is an art in
asmuch as it is a science, and therefore the degree of certainty
of every forecast is imperative. A number of techniques and
approaches are used to determine the accuracy or validation
of a forecast. The main purpose of measuring the accuracy of
a forecast model is to assist in choosing the best model.* This
can be done in several ways: traditional forecasting accuracy
measures; model discrimination approaches like receiver-
operating characteristic (ROC) curves; and the use of model
fit statistics, eg, R-square, Akaike information criterion ( AIC),
Schwarz information criteria (SIC) and Bayesian information
criteria, which are discussed below.

Forecast accuracy

Forecast accuracy is a quantitative measure of the efli-
ciency of the forecasting process, and it is performed by
comparing the forecast to the actual situation. Forecast
accuracy measures and parameters are usually supplied
alongside the forecast as constituent elements to aid in
decision making.

The accuracy of any forecast depends on objective fea-
tures of the environment, such as the nature of the variable
being forecast, or the length of the forecast horizon. Accu-
racy also depends on attributes ofthe forecast relating to the
theories involved.*® Hence, the choice of accuracy measures
may depend on the method of forecasting. However, there has
been considerable discussion about appropriate measures of
forecasting accuracy, which have a wide range.”7-%

Measures of forecasting accuracy have three main cat-
cgories: (a) scale-dependent measures (ie, accuracy measurcs
whose scale depends on the scale of the data); (b) percentage
error measures (ie, independent measures that can compare
forecast performance across different datasets): and (¢) rela-
tive error measures (ie, scaled errors based on error measured
from a reference standard forecast), including the relative
measures of each type of error measure,” Examples of these
measures are listed in Table 1.

Subsequent discussion focuses on selected scale-
dependent and percentage error measures ( Table 2), which
are commonly used in health-forecasting studies. Scale-
dependent error measures have been recommended for the
comparison of different methods that are applied to the same

Table I List of forecast accuracy measures

B. Scale-dependent measures
I. Mean square error (MSE)
Il. Root mean squared error (RMSE)
lll. Mean absolute error (MAE)
IV, Median absolute error (MdAE)
C. Percentage error measures
I. Mean absolute percentage error (MAPE)
Il. Median absolute percentage error (MJdAPE)
IIl. Root mean square percentage error (RMSPE)
IV. Root median square percentage eror (RMdJSPE)
D. Relative error measures*
I. Mean relative absolute error (MRAE)
Il. Median relative absolute error {MdRAE)

Il Geometric mean relative absclute errar (GMRAE)

Motes: ‘The relative error measures are obtained by dividing each forecast ervor
by the error obtained using a benchmark procedure, such as the grand mean
(le, a reference or benchmark average, which could be determined by taking the
average of all averages of several subsamples). The accuracy measures of GMRAE
and MDRAE. for instance, were presented by Armstrong and Collopy (1992) and
Fildes (1992)." Even though both reports recommend the use of forecast accuracy
measures based on relatdve errors. they express these measures in different and
complicated forms. Hyndman and Koehler (2006)” have however noted that these
relatve error methods could have some deficlencies that are associated with the
difficuley of dealing with extremely small benchmark forecast error measures,
resultdng in the relatve error measures having infinice varfances,

set of data and scales.” For example, the root-mean-square
error (RMSE) has traditionally been widely used for fore-
casting evaluation® and specifically for comparing models
of the same series.”"™ Even though some scale-dependent
error measures, such as the MSE and RMSE, have been
theoretically more relevant in statistical modeling, they
have also been found more sensitive in detecting outliers
than the mean absolute error (MAE) or median absolute
error (MdAE). ™ Mean absolute scaled error (MASE) is also
another scaled error approach recommended for compar-
ing forecast accuracy across series on different scales, ™
According to Hyndman and Koehler, MASE provides the

Table 2 A comparison of scale-dependent error measures

Scale-dependent Definition Error Error
measures spread weights
Mean square error (MSE) Mean(O~F)* Yes Yes
Root mean squared +MSE Yes Yes
error (RMSE)

Mean absolute error Mean|(Q_-F )| Yes No
(MAE)

Median absolute error Median|(O~F)| = =
(MdAE)

Mean absolute scaled Mean|{ Q)| Yes Yes
error (MASE)

Motes: Error spread refers to the abllicy of cthe measure to caprure an error thac s
not localized and not widely distribuced in the dataser. Error welghts refers to the
abilicy of the measure to differentiate cthe ermror at different poines in history.
Abbreviations: t, at a dme; O, observadon: F. forecast; QoA scaled error
independent of scale of daca.™
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most reliable approach because compared to others, it has
a meaningful scale, 1s widely applicable, and is not subject
to “degeneracy” problems.” Moreover, MASE is seen less
sensitive 1o outliers and is more easily interpreted. It shows
smaller variations, even with small samples, than other
measures in the same category.™*

Measures based on percentage errors are not dependent on
the scales of data and hence can be used to compare forecast
errors across different datasets, However, their results tend
to be infinite or undefined if' a given forecast result equates
0 at any given time or has an extremely skewed distribution
when the forecast is close to 0. A further challenge in this
category of error measures, particularly for mean absolute
percentage error (MAPE), is that they tend to over penalize
positive errors compared to negative ones and thereby create
an unbalanced symmetry in the measures.™

Model discrimination test (ROC curve)

The ROC curve is another measure of forecast error that is
associated with discrimination and has been used in health
related forecasting studies. ROC provides a means of measur-
ing and comparing the accuracy of predictive models, It is a
graphical plot of Sensitivity versus 1-Specificity in a binary
classifier system, and it is constructed to assess the varying
thresholds for discrimination of comparable statistical predic-
tive models.” " The accuracy of prediction is measured by
comparing the true positives against false positives.”* The
ROC curve has very wide applications in many lields, and
its use in forecasting has been described by many authors. It
was for example used by Classen and Hokayem to compare
various econometric models and to select a suitable model for
forecasting “Childhood mfluences on youth obesity.™"

Model fit statistics

Widely used statistical model fitness tests include R-square,
adjusted R-square, AIC and SIC. These model parameters
are defined and estimated as follows:

Rz=1_% (1)
RSS/ -

AdjustedR* =1-—2B=K __(_R)H)—— (2
TSS “k
A_] n-k

AlC= ¢ % RSS 3)

n
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SIC= 4)

where RSS is the residual sum of squares: TSS is the total
sum of squares; n is the sample size; k is the number of
parameters in the fitted model.

The use of R* as a measure of fit or model variability
in health-forecasting-related studies is very common in the
literature.?>%5 A higher value of a models R? could be
interpreted as having a better fit, which tends to increase with
the addition of every extra explanatory variable. However,
using R” as a measure of fit can be unreliable in forecasting
because the R? of a model ¢an be high or equal to 1 and yet
be consistently wrong.”” Like the R? the adjusted R* also
increases with every additional explanatory variable, bul this
test is more reliable because if fends to penalize the model
for every additional explanatory variable as long as the new
addition does not significantly reduce the RSS (Equation 2),
The AIC is superior to the adjusted R” because it has a
harsher penalty and is preferred in forecasting models as a
measure of fit.*>"%” This technique is based on the maxi-
mum likelihood and the number of independently adjusted
parameters within a predictive model.” Compared with
ATC and R?, SIC gives the best model diagnostic fit because
it imposes the highest penalty on the model.* However,
in forecasting, given the balance between the need for a
predictive model that has a good fit and a high explanatory
power, AIC is currently the most popular and recommended
technique for model fit statistics,” and it is commonly used
in model selection.**447%-#1

Forecast validation

Forecas! predictions are rarely perfect, so validation or ¢ross-
validation is an essential process that allows estimation of
the extent to which a predictive model emulates the natural
phenomenon that produces the data.**%* Validating a forecast
requires appropriate techniques and reliable measures, In devel-
oping a health-forecasting predictive model, two types of valid-
ity can be examined: model validity and predictive validity.
Both are important and can be used to generate a useful and
reliable forecast. Model validity represents the extent to which
the model fits the data that was used for the model development
(ie, the fit of the model to the experimental sample), This type
of validity test is also referred to in the literature as internal
validity. The second type, predictive validity (also known as
external validity), represents the extent to which the predicted
forecast values fit the observed values (ie, the fit of the model
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to the test sample).*! Predictive validity is usually carried out
through a process described as cross validation.

Cross validation is a statistical technique commonly used
in forecasting for estimating the performance of a predictive
model. It is usually carried out using a similar, but separate,
sample of the data that was used in developing the forecast
model. The health-forecasting literature does not provide
standard procedures for conducting cross validation. Hence,
the proportion of an evaluating sample (compared to the test
or model development sample of data) that is suitable and
sufficient for validating a health-forecasting model remains
unclear. A scan of the literature revealed a wide range of
arbitrary choices. As illustrated in Table 3, the relative
proportion of a data sample used for cross validation of
health-forecasting models could range from 1:1 to 12:1,

Table 3 Varying ratios of period of training to period of evaluation
of health forecasting medels

Author Ratio of period Analytical techniques
of training: used in forecasting and
evaluation study purpose

Hoot et al I:1 ARIMA; to predict ED

2008'7 operation conditions within

8 hours

McCarthy 20087 H] Poissan regression;

to predict hourly ED
presentations

Boyle 20117 L2 1/3:004:0 ARIMA, regression, ESM;

to predict ED presentation
and admission

Heot et al 20 Logistic regression and

2007%' AMM; to predict ED

avercrowding

Wargon et al 3l Regression model;

201 0% to predict daily ED

presentation

Reis and Mandl, 41/5:1 ARIMA models; to

2003 predict daily pediatric ED

presentation

Schweigler et al FHUES] SARIMA, hourly historical

2009 averages: to predict hourly

ED bed occupancy
Jones et al 8l SARIMA, regression, ESM,
2008 and ANN; to predict daily

presentation
Batal et al 20017 21 Stepwise linear regression;
to predict daily
presentation

ARIMA, ESM; to predict
aggregate monthly ED

Champion et al 12:1
2007

presentations

Abbreviations: ARNMN, Artificial Meural Meoworks; ARIMA, autoregressive-
integrated moving average; SARIMA, seasonal autoregressive-integrated moving
average; ESM, exponential smoothing: ED, emergency department.
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For example, studies conducted by McCarthy et al’® and
Hoot et al’’ on forecasting emergency department visits used
similar proportions of data for a cross validation of their out-
put. However, other researchers have done this differently. To
develop and to test their forecasts, Wargon et al* and Rotstein
et al’™ used three quarters of their data as a training sample
and the other one quarter as an evaluating sample.

Currently, there are no commeon scales for validating
health forecasts based on a particular forecasting horizon, and
the information available suggests that any appropriate cross
validation strategy should be considered case by case. Thus,
further research is necessary to help define and streamline the
process of validating health-forecasting models.

Conclusion

The review identifies a number of knowledge gaps in health

forecasting, which presents a challenge for further studies,

These gaps include the following:

1. Typologies that classify health-forecasting approaches
and methods;

2. A clear definition for health data, which nonetheless is
an important ingredient for health forecasting;

3. Discussions on the strengths and limitations of statistical
methods that are applicable to health forecasting,
particularly for extreme health events;

4, Aclassification and ranking of various accuracy measures
applicable to health forecasting; and

5. A clearly defined approach to cross validation of health-
forecasting models.

The classifications of forecasting approaches have evolved over

time. Several researchers have attemnpted to classify forecast-

ing methods into typologies that are coneise, exclusive, and
exhaustive for all purposes. Lessons learned fromthese attempts
will serve as useful guides in developing health-forecasting
classification topologies and schemes, which are currently
nonexistent. Few statistical methods have been identified to
forecast extreme health events. Compared with percentage
and relative error measures, scale-dependent error measures
are easier and more frequently used in health forecasting.

Because no common guidelines are available for cross valida-

tion in health forecasting, the current practice is quite irregular.

Therefore, detailed studies are needed to help define standard

classifications and applications for health forecasting.
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6.1.2 Further comments on the classification and applications in health forecasting

The idea behind this chapter is to present the literature around forecasting methods,
highlight the techniques applicable to health forecasting and illustrate some of the
methods and approaches commonly used in evaluating forecasts. It was noted that there
are a wide range of statistical techniques that could be adapted to suit the purpose of a
health forecast, following either a causal or a non-causal (black box) approach in
predictions. The forecasting classification /typology proposed by Gentry and colleagues
for instance stand out from others, but also appears to be one of the most comprehensive.
This is because it can accommodate all types of forecasting methods. For the lack of
space/journal paper restrictions our enumeration of forecasting typologies did not include
the forecasting grid by Gentry et al. (Fig. 6) or other typologies. However, the importance
of this classification grid is because of its pragmatic description of forecasting methods
which fits between the continuum of naive (non-causal) and causal models. The authors
describe “Naive” (non-causal) methods as those which only use data on the variable of
interest for predictions. Non-causal forecasting models have sparingly been applied in
health forecasting. The thrust of such approaches form the basis of the health forecasting

models described in subsequent sections, using asthma daily admissions in London.

In the following section, we begin to apply forecasting techniques to actual data.
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Figure 6 Existing forecasting techniques and the Grid

Empirical )
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Source: Gentry et al., 2006 [The Forecasting Classification Grid: A Typology for Method Selection)
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SECTION IV

IV Developing health forecasting methods

In previous sections, we described the literature and some empirical analysis to highlight
the importance of health forecasting to health services. We also exemplified approaches
for establishing the disease burden and statistical methods which could be used in further
empirical analyses. This section (IV) presents four empirical studies, which successively
contribute to advancing the science in health forecasting methods. The studies include:
Forecasting asthma related hospital admissions with negative binomial models;
Predicting asthma daily admissions with lag models; and Forecasting peak asthma
admissions in London, or peak respiratory related deaths in New York City using quantile

regressions.

The first study was focused on testing the idea that asthma events could be better
predicted using temporal, weather, and air quality factors. This study confirmed that
selected lags of weather and air quality indicators can predict asthma daily admissions;
however their combined effect was not better than predictive models which used

temporal factors such as season alone.

To investigate the question about suitable indicators for forecasting asthma admissions
besides the environmental predictors, a number of potential approaches exist. Among
these possible approaches, we chose to investigate whether previous days’ admissions
could predict future admissions, using autoregressive analysis of daily asthma

admissions. The idea behind this was that in a population, sensitive lungs act as sentinels
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for less sensitive lungs, so as environmental triggers build within a population, some one
should be able to observe the effects. The variables for modelling included selected lags
of up to 7-days with specific lag selected with reference to their partial autocorrelation
function (PACF) plots. The results from this study showed among other things that the
lag model prediction of peak admissions were often slightly out of synchronization with
the actual data, but the days of greater admissions were better matched than the days of

lower admissions.

Both the negative binomial and autoregressive techniques model the expected value of
the daily admissions — i.e. the distributional mean. In many cases, particularly in an area
such as health services planning, the mean value while useful, may not be as useful as

expected peak in demand.

We developed multivariable QRMs to predict peak daily asthma admissions in London
using selected weather and air quality factors. This study established that the associations
between asthma and environmental factors including temperature, ozone & carbon
monoxide can be exploited in predicting peak asthma admissions using a multistage
variable selection criteria and QRMs. However, a major weakness in this study was
paucity in data; considering the approach which limits prediction only to a specific

percentile (90™ percentile).

Reviewers of the paper in chapter 9 in which we model the peaks in asthma admissions

using the London data 2005-2006 expressed concern about the small size of the dataset.
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In the absence of a larger admissions dataset we were compelled to cast our net more
widely. There arose suitable dataset, which contained 70,830 respiratory related deaths in
NYC, we investigated how to predict higher than expected respiratory deaths. This final
study provided a further backing to the approach of predicting extreme/peak health events

for alerting health services using QRM:s.

Being an important decision making tool for health services delivery, the nature of
demand for health forecast determines the approaches needed to forecast. In the case of
asthma, forecasting immediate future events is important for service providers, but even
more important is the forecasting of peak events, where extra resource mobilization is
pertinent. Both approaches have been investigated in this section, and these analytical

studies may have implications for health policy and programs.
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Chapter 7

7.0 Introduction

In the research paper presented in this chapter, which is on forecasting asthma related
hospital admissions with negative binomial models, a two pronged strategy was adopted
in the selection of variables. When lags of data are available, and there are numerous
measurements from which one has to choose, there is no single strategy that is endorsed.
It is particularly uncertain when the goal is forecasting and not causal modelling. These
approaches were designed to be exhaustive and sensitive enough to pick up the right
combination of predictors. The first approach involved modelling with a 7-day average of
each exposure variables, in order to account for the cumulative effect of various
exposures. This followed a search of suitable predictor variables. The second approach to
variable selection was a thorough and exhaustive search for the combinations of lagged
variables that could best predict asthma daily admissions. This followed a non-explicit
data mining approach (30). The NBMs obtained from these two approaches to variable
selection were then contrasted with a base model (i.e. seasonal effects only). Issues of

over-fitting are discussed and managed in the paper.

7.1 Forecasting asthma related hospital admissions with negative

binomial models

7.1.1 Declarations for Thesis Chapter 7
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Abstract

Health forecasting can improve health service provision and individual patient outcomes. Environmental factors
are known to impact chronic respiratory conditions such as asthma, but little is known about the extent to
which these factors can be used for forecasting. Using weather, air quality and hospital asthma admissions,
in London (2005-2006), two related negative binomial models were developed and compared with a naive
seasonal model. In the first approach, predictive forecasting models were fitted with 7-day averages of each
potential predictor, and then a subsequent multivariable model is constructed. In the second strategy, an
exhaustive search of the best fitting models between possible combinations of lags (0—14 days) of all the
environmental effects on asthma admission was conducted. Three models were considered: a base model (sea-
sonal effects), contrasted with a 7-day average model and a selected lags model (weather and air quality effects).
Season is the best predictor of asthma admissions. The 7-day average and seasonal models were trivial to
implement. The selected lags model was computationally intensive, but of no real value over much more easily
implemented models. Seasconal factors can predict daily hospital asthma admissions in London, and there is a
lictle evidence that additional weather and air quality information would add to forecast accuracy.

Keywords

Health forecasting, asthma, air quality, weather, population health, respiratory, model, statistics, London,
hospital admission

The successful forecasting of the future health events
can be used to improve health service provision and
individual patient outcomes.! ° An example of the lat-
ter form of health forecasting was developed for the
patients having chronic obstructive pulmonary disease
(COPD) and was olfered by the United Kingdom
Meteorological Office (the Met Office). By under-
standing the relationship between weather, air quality
and the onset of COPD crises,® ? the Met Office sought
to alert COPD patients about changes in their personal
risk of an adverse event.” Once alerted to an increased
risk, individual COPD patients could then take steps to
mitigate that risk. Nonetheless, there are reported
challenges associated with realising the acclaimed
benefits of a health forecasting scheme,'™'! even
though successes have equally been documented.'*
Forecasting health events for health service provi-
sion. however, has the potential to have a more far
reaching public health effect than simply mitigating

adverse health events in individuals at known risk.”
Health service providers can also be alerted to a likely
increase in demand for services. Forewarned, hospi-
tals can make rational decisions about resource
allocation. Do extra beds need to be made available?
Do extra stall or stall with particular skill sets need to
be put on the roster? The obvious area in which health
forecasting could play a role is in the prediction of
adverse events that related to time-varying environ-
mental exposures, such as those diseases affected by
weather and air quality.
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Though there are a number of studies on the
association between asthma and environmental fac-
tors,"*'° relatively little research has been focussed
on health forecasting."” In general, the approach taken
to understanding the relationship between the occur-
rence of adverse health events and factors such as
weather, air quality and season has relied on disentan-
gling the causal relationships between the environmen-
tal factors and the health outcome. Time series analysis
has been used to answer such questions as “is there a
statistically significant relationship between an air
quality factor (say PM;s) and cardiovascular disease,
after controlling for other potential causes?” '3 In this
way, researchers seek to understand the specific causes
of adverse health; and by understanding the causes, it is
hoped that long-term management strategies can be
developed and government policy adjusted appropri-
ately (such as emissions policies).

However, if the goal is to forecast the increase in
the demand for hospital services, the causal relation-
ships need not necessarily be understood. An indica-
tor that 1s known not to have a causal relationship
with an adverse health event may nonetheless be an
exceptional predictor. As Breiman,' and Kostenko
and H)mcllmn20 have all observed, statistically signif-
icant causal models need not generate good predic-
tions, and the measure of a forecasting model is its
predictive performance.

Where there 1s a substantial literature looking at
causal effects, there is surprisingly little literature that
looks at forecasting the demand for health services
based on environmental predictors (exceptions
include studies by Bibi et al..*' Moustris et al..** and
Novikov et al.*). Using weather, air quality and
hospital asthma admissions data from 2005 to 2006
in the London area (the region bounded by the M25
motorway), two related negative binomial models
were developed and compared with a naive seasonal
model. The modelling was constrained by need for a
low cost, relatively easily implemented forecast.™*

Methods
Ethics statement
An exemption from ethical review for the secondary
analysis of hospital administrative data was obtained
from the Monash University Human Research Ethics
Committee (Number: 2011001092).

Forecasting models were developed using three
date-linked datasets that included a daily record of hos-
pital admissions, daily weather and daily air quality.

The asthma admissions data are count data, and follow-
ing earlier work, negative binomial models were devel-
oped with the key focus on forecasting. **=®

Data

Hospital (asthma) admissions data were sourced from
the nationally recorded Hospital Episode Statistics
maintained by the National Health Service, England.
The data included an unidentified record of all
asthma-related, emergency hospital admissions within
London from 1 January 2005 to 31 December 2006
(i.e. 731 days of continuous data).

The operational definition for an asthma admission
was any hospital emergency admission with a primary
diagnosis of asthma (i.e. an ICD-10 code of “J-45").
A count of the asthma admissions across all the hospital
emergency departments within London was recorded
foreach day ofthe study period, and this daily count was
used as the primary dependent variable in the analyses.

Weather data were obtained from the UK Met
Office database and were based on averaged daily
results from the weather monitoring sites across
London. The weather data contained 97% of complete
daily records for: ambient air temperature, vapour
pressure (HPa) and humidity (%). All temperature
data were recorded in °C.

Air quality data were based on 24 h averages from
air quality monitoring sites across London. The
Numerical Atmospheric-dispersion Modelling Envi-
ronment of Met Office was used to generate measures
for all corresponding postcodes in the database. The
indicators available with full daily records were
carbon monoxide, formaldehyde, nitrogen dioxide,
nitrogen oxide, ozone, particulate matter (specifically
PM ) and sulphur dioxide. All data were recorded in
kilograms per cubic metre but converted to milligram
per cubic metre for carbon monoxide and parts per
million for the other pollutants. All the measured
weather and air quality factors examined were identi-
fied in previous studies of respiratory or cardiac-
related adverse health events, including asthma.*’~
The incidence of respiratory illnesses are also known
to be seasonally dependent’’ and so an additional
temporal predictor (i.e. meteorological seasons) was
generated to account for seasonality.

The final time series dataset aggregated the daily
count of asthma admissions as the dependent variable,
and potential predictors included the averaged 24h
daily weather measures (including temperature and
humidity) as well as the averaged 24 h daily air
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quality measures of ozone, nitrogen dioxide and nitro-
gen oxide for London. The complete date-linked data-
set covered the period from 1 January 2005 to 31
December 2006. There were 24 days with missing
temperature and humidity data. The missing data
points were approximately uniformly distributed over
the 2-year period.

Data analysis

Generally, in the analysis of time series data, particu-
larly in causal modelling, it is important to base the
analysis on a modified form of the time series known
as a stationary time series, “Stationarity™ refers to the
idea that the probabilistic structure of the time series
data is the same, no matter where in the series one
begins to observe the data.** The value of a stationary
time series in causal modelling arises because when
two non-stationary time series are generated by
independent processes, they can appear to be related
simply in virtue of shared temporality and not from
any true underlying relationship. In applied settings,
stationarity is achieved by the removal of trend and
periodicity elements from the data.®® By contrast, in
predictive modelling, a stationary time series is not
critical because the test of the model is ultimately a
predictive \,f:stli(:lity.;4 Furthermore, working with sta-
tionary time series for predictive modelling created
a level of complexity not warranted given the imple-
mentation issues for asthma forecasting.

The data were analysed using negative binomial
regression. Poisson regression is generally well suited
to the modelling count data and is one of the most
common techniques used for modelling asthma
admissions.*” However, it is not applicable for the
cases in which the variance of the count data is sub-
stantially above the mean (i.e. over dispersion). The
number of daily hospital admissions for asthma across
London ranged from six admissions per day to 130
admissions per day. The distribution was observed
to be slightly skewed with over dispersion of the var-
1ance, and it was [or this reason, negative binomial
regression was the preferred modelling technique.**~¢
The choice of negative binomial modelling technique
for this dataset was further confirmed by a likelihood
test suggested by Long and Freese.®” This test is
available as an application in the Stata statistical soft-
ware and has been described earlier elsewhere.®

The negative binomial model for an expected num-
ber of daily admissions for asthma can be presented in
the following form

Pr(Y =yld,a) = [F(y+a) [T ()]
o/ + D] [/ 4 AP
where / is the mean of the distribution, o is the over-
dispersion parameter, y is the number of daily asthma
admissions and I is the gamma [unction. Further
interpretation to the negative binomial model has
been described earlier.”®

Data analysis followed a traditional approach taken
in forecasting, which is to divide the dataset into a
hold-in sample (which refers to the sample of the data
used in developing forecast models) for model devel-
opment, and then test the [it of the model against a
hold-out sample (refers to the sample of the data used
in validating forecast models) or cross-validation
sample. Model development was conducted using
16 months of data, reserving the last 8 months of data
for cross-validation. The selected split on the data
allowed for more than a single annual cycle of data for
the model development, unfortunately constrained by
the fact that there were only two annual cycles in the
full dataset. Limitations of this are discussed later. A
simple seasonal model based on dummy predictors for
autumn, winter and spring was developed for compar-
ison purposes. This had a better fit than the equivalent
Fourier series.”® However, a similar model including
dummy predictors of “day of the week™ did not yield
a better fit for the overall model, and so was dropped.
Subsequent models involving weather and air quality
variables included the seasonal predictors. A forecast
“model” of the 2005 average daily admissions (i.e.
28.05) was also used as a point of comparison.

One of the challenges in time series analyses is the
selection of appropriate lags. That is, how many days
back should one go back in history to identify appro-
priate predictors, and how many lags should be
included; that is, was it just yesterday’s humidity level
that was important or was it yesterday’s and the day
before’s? (See. for instance, study by Peng and
Dominici®®). Most of the causal modelling research
in asthma has limited the investigated lags to 14 days
or fewer, but even with this constraint, there are 2''-1
(i.e. 16,383) possible combinations of lags for each of
the three weather variables and ecach of the seven air
quality variables. Two strategies were adopted to
reduce the variable selection space; both strategies
used the Akaike Information Criteria {AIC) as a mea-
sure of the fit of the models for the purposes of model
(:Icvclopmcnt‘ml and as a mechanism for removing
variables that did not contribute to the models® fit.*”

119



a8

Chronic Respiratory Disease |0(2)

The first strategy was to fit a model with the 7-day
averages of each of the 10 predictors,** and use back-
ward elimination to remove variables that were not
statistically significant, while checking that the fit
(AIC) improved. This was the 7-day average model.
When data were missing in the 7-day period, the aver-
age of the remaining data was used. The second strat-
egy was to conduct an exhaustive search of the fit
(AIC) between the 2'-1 possible combination of lags
and asthma admission, for each weather and air qual-
ity variable in turn. For any one variable, the smallest
model that had an AIC no greater than 2 and more
than the best fitting model was selected.*” An initial
model was developed using the combination of best-
fit lags for all 10 predictors. Backward elimination
was then used to remove variables that were not sta-
tistically significant, while ensuring that the fit (AIC)
improved. This was the selected lags model. Unfortu-
nately, when data were missing for a particular day,
the “missingness” was propagated across the lags.
Data were missing for 24 of the 730 days for air tem-
perature, humidity and vapour pressure. No data were
muissing for the air quality measures.

Validation and forecasting. There has been considerable
discussion in the literature about appropriate measures
of forecasting accuracy.’®"* We used three measures:
root mean squared error (RMSE), because it has tradi-
tionally been widely used in forecasting evaluation®:
mean absolute percentage error (MAPE), because it
is currently the most widely used measure of forecast
accuracy”'; and mean absolute scaled error (MASE),
because it has desirable properties for comparing
across models,**1!

The RMSE is an error measure of the squared dif-
ference between an observation (4) and a forecast (F)
at a given time, f, and is usually presented as follows

RMSE :-\/(A, SH A
This approach for estimating the forecast error has the

ability to capture an error that 1s not localised, but also
not widely distributed in data. It also has the ability to
differentiate error measures at different points in
history.
The MAPE is an error measure based on generic
percentages. MAPE is estimated as follows
100% = |4, — F,
MAPE =— ; i

where A, is the true value, F, is the forecast value, and
n and ¢ represent the number of individuals and time,
respectively. MAPE is a useful measure because it is
less cumbersome to report comparative forecast mod-
els. It is however worth noting that MAPE has a lim-
itation in measuring or estimating forecast error when
n=0.

MASE is another approach for estimating forecasting
error that compares forecast accuracy across a series on
different scales. It is presented as follows

1 = | e |
MASE —;Z ( 1 R ; |;i — A:’—l||)

=0 \|a—12Lui
where, 4, = actual value; F; = forecast value;
e; = [lorecast error for a given period (f); and
e, = A, — F,. The MASE has been described in

greater detail by Hyndman and Koehler."!

The analyses were conducted in the R statistical
environment (R Foundation for Statistical Comput-
ing, R Development Core Team, Vienna, Austria) and
Stata statistical software version 11 (Stata Corp LP.,
College Station, Texas, USA).

Results

The summary statistics of the key variables used in
the analyses are presented in Table 1. During the
hold-in period, the average daily number of admis-
sions was 27.9 (SD = 9.3), and in the hold-out period,
it was 29.7 (SD = 10.7). Because the hold-in and
hold-out periods cover different periods of time in a
year, it is unwise to try and interpret the difference.
There appear, however, to be no radical differences
in the means and ranges of the weather and air quality
data for the hold-in and hold-out periods. Missing
weather data are observable from the variations in
sample size for both the hold-in and hold-out data.

A graph of asthma admissions from | January 2005
to 31 December 2006 is shown in Figure 1. The
separation between the hold-in and hold-out periods
is indicated by a vertical line on 25 April 2006. Even
over the 2-year period, there appear to be cycles for
the admissions. There are two notable admission
peaks that occur in the series, one in the early summer
of 2005 (130 admissions) and one in the early summer
of 2006 (77 admissions).

The base model against which the other models
were compared was the seasonal, negative binomial
model that was developed using the hold-in data; and
forecasts were made using the seasonal model against
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Table 1. Summary statistics of variables used in analysis.

Variable Observation Mean sSD Minimum Maximum
Hold-in sample

Asthma admissions 486 27.88 9.3 0 130
Air temperature 470 9.67 6.1 —-2.54 2648
Vapour pressure 470 9.85 37 3.425 20.68
Humidity 470 78.24 11.90698 35.2 99.5
Ozone 486 0.01095% 0.0059467 0.000848 0.032167
Nitrogen dioxide 486 0.021878 0.0076514 0.009238 0.052433
Nitrogen oxide 486 0.017128 0.0115094 0.002534 0.06597
Carbon monoxide 486 0.000254 0.0000621 0.000155 0.000523
PM g 486 0.011079 0.0088792 0.00166 0.059955
Sulphur dioxide 486 0.011972 0.0068856 0.002902 0.037904
Formaldehyde 486 0.006517 0.0032655 0.001703 0.018419
Hold-out sample

Asthma admissions 244 29.69 10.7 6 77
Air temperature 236 14.35 5.6 —1.8 26.28
Vapour pressure 236 12.76 34 5.18 20.75
Humidity 236 77.1 14.2 35 99
Ozone 244 0.012231 0.0055678 0.001136 0.031115
Nitrogen dioxide 244 0.023201 0.0083452 0.009518 0.056262
Nitrogen oxide 244 0.017336 0.0113111 0.002157 0.073087
Carbon monoxide 244 0.000226 0.0000531 0.000137 0.000437
PMio 244 0.011565 0.0092531 0.00146| 0.045469
Sulphur dioxide 244 0.013756 0.0081773 0.00305 | 0.042769
Formaldehyde 244 0.006473 0.0032274 0.001667 0.01896%

PM,y: particulate matter.

the hold-out data. The initial 7-day average model was
developed on the hold-in data. The model included sea-
son and the 7-day averages for all 10 available weather
and air quality variables (AIC — 3251). The reduced 7-
day average model had an AIC of 3245, that is, an
improvement in AIC with a reduction in the number
ol predictors. The reduced 7-day average model
included: season, air temperature, vapour pressure,
carbon monoxide, sulphur dioxide, nitrogen oxide
and PM,,. Figure 2 shows the plot of the seasonal
model and the reduced 7-day average model for the
hold-in and hold-out (forecast) periods. In this illus-
tration, the 7-day average model (solid black line)
and the seasonal model (dashed black line) are
shown over the time series of asthma admissions
(grey line). Visually, the fit appears better for both
the seasonal model and the 7-day average model for
the hold-in period than the hold-out period. In the
hold-out period, neither model seems to predict few
enough admissions during the period of low admis-
sions or a large enough number during the period
ol high admissions.

The selected lags models included season, and a
total of 21 separate lags from 10 different weather and

air quality variables. The AIC for the initial model
fitted to the hold-in data was 2598. The reduced,
selected lags model included season, three lags for air
temperature (2, 6 and 9 days), three lags for humidity
(2.3 and 4 days), one lag for vapour pressure { 14 day),
two lags for ozone (7 and 14 days), one lag for nitro-
gen oxide (3 day) and one lag for formaldehyde
(1 day). The AIC for the reduced model was 2585—
a definite improvement with a reduction in model
size. Figure 3 shows the sclected lags model (solid
black line) and the seasonal model (dashed black line)
over the time series of asthma admissions (grey line).
The gaps in the fitted line for the selected lags models
indicate the dates with missing data. Because missing
data are propagated across the dataset when they are
lagged, the dates with no fitted data occur relatively
frequently. The [it of the selected lags model in the
hold-in period appears to track the actual admission
data better than in the hold-out period, with the fore-
casts cutting through the trough {(occurring around
late July 2006) and the peak (around early November
2006).

A comparison of the performance of the models
was made using RMSE, MAPE and MASE (Table 2).
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Figure |. A graph of asthma admissions in London (] January 2005 to 3| December 2006). Vertical dotted line indicates

the separation between the hold-in and hold-out periods.

120
|

Hold-in Period

100
1

Hospital Admissions

Hold-out Period

2008

2007

Date

Figure 2. The plot of seasonal model and the reduced 7-day average model for the hold-in and hold-out (forecast)
periods for asthma daily admissions in London (2005-20086). Solid black line indicates the 7-day average model. Dashed
black line indicates the seasonal model. Grey line indicates the time series of asthma admissions.

The seasonal model was used as the comparison
model and provided the scaling factor for the calcula-
tion of MASE. The 2005 mean admissions was used
as a naive model for comparison purposes. The
selected lags model consistently underperformed the
seasonal and the 7-day average models for the hold-

in and the hold-out data and underperformed the mean
model for a number of comparisons. The 7-day aver-
age model outperformed the seasonal model for both
the hold-in and the hold-out data when the models
were compared using MAPE. When compared using
RMSE, the seasonal model outperformed the 7-day
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Figure 3. The plot of the selected lags model (solid black line) and the seasonal model (dashed black line) over the time
series of asthma admissions (grey line) in London (2005-2006). Solid black line indicates the selected lag models. Dashed
black line indicates the seasonal model. Grey line indicates the time series of asthma admissions.

Table 2. Performance of the seasonal (naive) model, the 7-day average model and the selected lags model in forecasting

hospital asthma admissions in London (2005-2006).

MAPE RMSE MASE
Models
Hold-in Hold-out Hold-in Hold-out Hold-in Hold-out
2005 Mean 25.59 37.97 9.24 10.98 .11 1.54
Season only 22.65 3.1 8.8 9.84 I 1.32
7-day Average 2202 30.50 847 10.4 0.98 | .40
Selected lags 23.04 3754 8.67 I1.15 1.0l | .57

MAPE: mean absolute percentage error; RMSE: root mean squared error; MASE: mean absolute scaled error.

average model for the hold-out data, but not the hold-
in data. When compared using MASE, the seasonal
model outperformed the 7-day average and selected
lags models on the hold-in and hold-out data. The sea-
sonal model and the 7-day average model consistently
outperformed the mean model.

Discussion

In this study, we assessed the temporal variation in
environmental exposures and asthma daily admis-
sions in London over a 2-year period, using negative
binomial models to iteratively model the effects of
these exposures. We observed that seasonality was the
main predictor of asthma daily admissions with little
influence of additional meteorological data.

Health forecasting is important for health systems
and services delivery and can provide additional
decision-making tools/ways of doing more with exist-
ing resources and health data.’* Given its potential far
reaching public health benefit, health forecasting for
chronic health conditions like asthma, can guide the
planning process and also safeguard resource utilisa-
tion in health delivery.

Environmental —weather and air quality—factors
are known to have a significant causal effect on respira-
tory events, including asthma; and this has a small but
significant literature.®” In contrast, forecasting future
adverse respiratory events based on current and past
weather and air quality factors is an inchoate field,””!!
and within that field, there has been relatively little
research looking at the forecasting of the demand for
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hospital services.” > The task is important for ensur-
ing the delivery of efficient and appropriate care
according to the needs of the community.

Three models were considered here. A base model-
seasonal effects only-contrasted with a 7-day average
model and a selected lags model, which included
weather and air quality predictors consistent with the
literature.”"* 1%*” The naive mean model was also
included. The single most striking feature of the mod-
els was the importance of season as a predictor. For
RMSE and MASE, season produced the best forecast-
ing models, and the forecast accuracy deteriorated
with the inclusion of weather and air quality data.
Only for MAPE did the 7-day average model margin-
ally outperform the seasonal model, and MAPE is
known to be biased by analysing whether the forecast
value is above or below the true value.*' Even the
mean model outperformed the selected lags model for
the hold-out data for the RMSE and MASE measures.

The failure of weather and air quality models to
outperform a seasonal model is surprisingly given the
reported success of the Met Office COPD forecasting
model” and other asthma forecasting models (Mous-
tris et al.*?). However, there are some important dif-
ferences in the approach, which may shed some
light on this. The COPD model® included seasonal
effects in the model and did not contrast the seasonal
model with the combined seasonal, weather and air
quality factors. The COPD model also used R* as the
measure of fit, which is quite unreliable in forecast-
ing, because one can obtain an R”of 1 and be consis-
tently wrong. It is well known that for the last 40
years, air temperature exacerbates COPD® and air
temperature is strongly seasonal. In a recent asthma
forecasting model, season again was implicitly
included in the model as dummy variables of month,**
and again, there was no contrast model that just con-
tained season. The study also used R* as a measure of
fit as well as RMSE. The more widely accepted
MAPE and recently proposed MASE were not used.

The 7-day average and season models were trivial
to implement and do not rely on excessive numbers of
weather or air quality factors. The selected lags model
is computationally intensive, but appears to be of no
real value over much more easily implemented
models. There are, however, a number of limitations
with the approach taken, and these need to be factored
into decisions about future directions for research.
The hold-out dataset on which the validation was
conducted did not cover a full year. This means that
predictions associated with certain times of the year

were missed, and this would need to be considered in
future research, utilising more than 2-years of data. The
causal relationships between weather, air quality and
asthma are not uniform across geographical loca-
tions.*" " That is, the findings cannot be uncritically
generalised from one setting to another. A similarly
cautious approach should be taken in the development
of forecasting models. Where the approach may be
used as a guide for future research, the specifics would
almost certainly require “localisation”.

There is a clear need in the health forecasting area
for researchers to adopt consistent approaches that
allow a ready comparison of models. Season is a basic
factor influencing hospital utilisation for respiratory
diseases, and it is important to know if (for the sake
of simplicity) it is enough just to take account of
season, or whether additional factors would add sig-
nificantly to forecasting accuracy. Future research
would need to explore alternative modelling tech-
niques, and forecasting peak admissions rather than
average admissions may ultimately be of greater
value to health service planners. In situations like
these when multivariate time series predictions
become limited to temporal factors, because of the
lack of exposure-related phenomena that predicts
asthma admissions, it is suggested that non-linear
techniques be used to complement predictions of par-
ticularly extreme events. One of such approaches is
the use of quantile regression models that help to
predict unusual events** Other approaches may
involve a detailed examination of the temporal fluc-
tuations of daily admissions, in order to identify if the
pattern of behaviour follow a power law/function that
can be used in prediction. The latter approach is yet to
be investigated with our dataset.

The daily hospital asthma admissions in London
may be predicted and forecast using seasonal factors,
and there is a little evidence that additional weather
and air quality information would add to forecast
accuracy. It is not trivial to assemble data on all the
known confounders. A weakness in our study was the
lack of data on some commonly known effects like
viral or influenza epidemics and pollen counts, which
have a major influence in exacerbating respiratory
diseases. Furthermore, obtaining representative popu-
lation exposure measures for a wide and diverse area
like London is difficult. This is because weather
conditions and air pollutant levels vary widely even
in small areas, and. more particularly, between
indoors and outdoors. It is therefore difficult to know
if this result is unexpected, because other forecasting
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studies seem to have included seasonal factors as a
matter of course. The computationally intensive—
exhaustive search for the best fitting lags results in a
relatively poorly fitting model. There is real potential
value for relatively simple models in forecasting
demand for hospital services, and hence this article
presents an opportunity for further analysis and fore-
casting of asthma daily admissions in London using
any available current data.
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Chapter 8

8.0 Introduction

In the previous chapter the seasonal model appears to be the strongest model. The paper
(chapter 8) on using humans as animal sentinels for forecasting asthma events follows a
similar approach in variable selection as the previous paper, but in this case uses only
reported asthma daily admissions. Against one measure of error (MAPE) to model that
included 7-day averages was slightly stronger. However it was not unusually stronger and

it is more — although not much more - complex to implement.

The results are, however, somewhat surprising. We know that daily variations in weather
and air quality are causally related to asthma events (151, 152). We are not however
seeing the value of this information in the forecasting. Nonetheless, the paper examines
the underlying idea that asthma sufferers with more sensitive lungs respond more quickly
to changes in environmental exposure than those with less sensitive lungs, and hence
serve as early warning signal for the latter group. This is tested using the lag models. The
approach could have potential applications in other chronic disease conditions that are

largely dependent on common environmental exposures.

8.1 Humans as animal sentinels for forecasting asthma events

8.1.1 Declarations for Thesis Chapter 8
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Introduction

Asthma i1s a chronic respiratory illness of immense global
proportions, and it affects over 300 million people. Recent reviews
have reaffirmed the highly heterogeneous nature of the disease,
which is influenced by complex genetic and environmental effects
ag well ag an evolving knowledge-base of its key determinants [1].
Many of these reviews comprehensively addressed the key factors
which centribute to the manifestation and progression of asthma
in individuals and lab based experiments [2,3,4]. There was
however less content on the forecasting of asthma events for the
purposes of providing early warning systems to help manage the
condition in larger populations. Meanwhile, an approach to
develop a forecast for respiratory conditions that are dependent on
environmental exposures (e.g. asthma), which is yet to be reported
in the literature, is the use of humans as animal sentinels to
forecast asthma.

The classical animal sentinel is the canary in the coal mine. Coal
miners would carry a caged canary with them into mines knowing
that the hirds were more sensitive to the toxic gases found in the
coal seams than were the miners [5,6,7]. If the canary died then
the humans had early warning about the presence of toxic gases
and could evacuate the mine.

Since those times animal sentinels have been widely used for
menitoring  changes in  environmental exposures  [3,8,9,10].
Although it is not usually discussed in these terms, there is also a
potential for humans to act as animal sentinels for environmental
exposures for other humans. The use of syndromic surveillance to
detect non-infectious bioterrorism is an example of this [11,12].
Unlike animal sentinels, however, where specific identifiable

PLOS ONE | www.plosone.org

animals are followed up over time, human sentinel surveillance
follows fluctuations in health events over entire populations. The
logic is that people who are more sensitive to environmental
exposures or (because of geographic location) people who
experience earlier exposure will present in hospital records sooner
than the less sensitive. As the dose of an environmental exposure
increases (or diffuses across the population), so more pecple will
experience health events. Thus, temporal fluctuations in the
numbers patients presenting to hospitals will be, in part,
attributable to fluctuations in environmental exposure.

There is the potential to utilize human sentinels for predicting
more routine variations in disease events to inform health service
provision. For example, in the case of asthma events, those people
with more sensitive lungs are likely to respond more quickly to
changes in environmental exposure than those people with less
sensitive lungs. In effect, the sensitive lung is “the canary in the
coal mine” for the less sensitive lung. Without having to measure
any particular envircnmental trigger or determine the causal
relationships between environmental exposures and asthma
events, the potential exists to use the frequency of asthma events
today to predict the frequency of asthma events in the future and
feed this into decision making about health services prevision.

Previous studies have looked at the forecasting of asthma events,
but have tended to focus on relationships between the environ-
mental exposures which are known to trigger asthma events, such
as weather conditions or Ozone and PMI10 levels, as well as the
extent to which these can be used to forecast asthma [13 18].
Other related studies, such as the recent study by Eisner and
colleagues on the use of an assessment tool for measuring the
“severity of asthma score” and using it to predicts clinical
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outcomes in patients with moderate to severe persistent asthma,
have demonstrated the predictability of adverse clinical cutcomes
in specific group of patients (i.e. moderate to severe asthma) [19].
In contrast, it is the aim of the present study te ignore the specifics
of any environmental exposure or demographic factor(s), and focus
exclusively on the possibility of using sentinel humans living within
the community to forecast asthma events. If asthma sufferers can
be used as sentinels for other asthma sufferers, the possibility exists
that by monitering changes in the number of asthma events,
health services would be able to respond more efficiently to the
future demands. As a result individual asthma sufferers could be
alerted to their persenal increased risk. The plausibility however
needs to be established first before the potential value to health
issues can be explored.

The objective of this study was to examine the relative value of
autoregressive models to forecast asthma admissions using data for
two years of hospital admissions for asthma from London (2005
2006). Because the interest is forecasting performance, and there is
no sense in which one can suggest that the lagged count of asthma
admissions from some days ago caused the asthma admissions of
today, reporting the parameter estimates for particular lags are
likely to be of little value, or misleading [20]. We focus, therefore
on the more relevant predictive performance of the models

Methods

This study involved the development of an asthma forecasting
model based on a secondary analysis of hospital administrative
data from London, England. The data covered 20,794 hospital
admissions that occurred within the perimeter formed by the M25
Motorway (surrounding London) where the admissions had a
primary diagnosis of asthma.

Data

Data were sourced from the nationally recorded Hospital
Episode Statistics (HES) maintained by the National Health
Service, England [21]. Asthma admissions were defined as any
hospital admission with a primary diagnosis of asthma; ie., an
International Classification of Diseases (ICD-) 10 code of J45. The
data covered all days between January lst, 2005 and December
31st, 2006 with no missing data.

The outcome variable for the study was the daily count of
admissions for asthma. The predictor variables were selected lags
of previous days’ admissions. The selection of lags is explained in
the following section {Data Analysis). The data were divided into
two annual sets: a model development data set from the 2005
admissions data and a cross validation data set from 2006
admissions data.

Based on the aggregate, anonymous and administrative nature
of the data, an exemption from ethical review for the secondary
analysis was obtained from the Menash University Human
Research Ethics Committee (Number: 2011001092},

Data Analysis

The analysis of the data relied on a comparison of forecasting
models of asthma daily admissions in which 2005 hospitals
admissions data was used in the development of three negative
binomial regression models, and 2006 data were used for cross-
validation. The three models were:

A mean daily admissions (historical model). This model was a
null model that included no predictor variables.

A seasonal model: The seasonal model incuded three dummy
predictor variables to model the effects of the four seasons. Season
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was dummy coded, in keeping with earlier work using these data,
because this fitted the data better than a smoothed seasonal model.

An autoregressive (lags) models: A lag represents the admissions
count from a previous day. Thus a 1 day lag represents the
admissions count from the day before the day being modelled, and
a two day lag represents the admissions count from two days prior
to the day being modelled. The lags model included the non-
centiguous lagged data from the days prior te the medeled day as
predictor variables. The lags were informed by a partial
autocorrelation function (PACF) plot with a maximum lag of 7
days.

Negative binomial regression was chosen for the modelling
because the asthma daily admissions counts were known to have
issues with over dispersion, [22 27]. Fellowing Hilbe, [28] the
probability medel can be conceptualised in the following way. Pis
the probability function of the negative binomial distribution:

A () ()

Where: y; represents the number of admissions; u = exp(X;B); B is
the vector of coefficients; X; is the vector of predictor variables (in
this case “1” for the historical model, the dummy variables of
three seasons for the seasonal model, and the admissions counts for
the lagged days 1, 2, 3, 6 and 7 for the lags medel); « is the
overdispersion parameter; and I' is the gamma function The
predictor variable parameters (B) were estimated via maximum
likelihood estimation.

A positive coefficient in the regression output indicates that a
factor will increase the number of daily asthma admissions relative
to its reference category and conversely a negative coefficient will
decrease the number of daily asthma admissions relative to its
reference category. The exponent of the coefficient can be
interpreted, all other things being equal as the proportionate
increase (for values greater than 1) or decrease (for values between
0 and 1) of number of dally asthma admissions assoclated with a
one unit increase in the predictor variable [27,28]. The predictor
variable(s) herein refers to the functional form of the lag term(s)
constituting the NBM. As stated in the objective of this study, this
univariate model does not account for other plausible indicators of
asthma (e.g. pollution) other than lagged asthma events. We
acknowledge that, accounting for multivariable factors is beyond
the scope of this paper, even though they may be viewed as
potentially confounding risk factors that are also time dependant.
Hence for our analyses, specific potential covariates were selected
nonlinear lags of 0 to 7 days of asthma admissions from the
training dataset (i.e. 2005 asthma daily admissions in London). Te
the best of our knowledge, there is no standard reference in
current literature for lag selection for this kind of study, as it has
not been carried out before. Hence our choice of this range of lags
was to satisfy the biological plausibility of our hypothesis and also
develop a tool which relies on a “short memory”. The selection of
lag combinations for the models involved a computationally
exhaustive process, selecting the best fit for all possible lags.

Model Formulation

Three models were developed for comparison purposes, using
the 2005 data. The first model was the mean daily admissions
(historical) model. The final model utilized non-contiguous
autoregressive lags. Season was dwmmy coded, in keeping with
earlier work using these data that indicated a better fit than with a
smoothed seasonal model.
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1. Mean daily admissions (historical model): This model was
defined by a function of the average daily asthma admissions in
London in 2005;

2. Seasonal model: Then seasonal model was defined by four
meteorological seasons, categorized as dummy variable;

3. Lags models: The lag model was defined by a function of
combinations of the 0 7day lags which vielded the best
predictive model. The model comprised a multivariable 1, 2, 3,
6 and 7 day lags.

Error measures

Three measures of fit were used to evaluate modeled data for
2005 and the predictive forecast of the model on the cross-
validation data from 2006. The measures of predictive perfor-
mance were R-squared, root mean squared error (RMSE) and
mean absclute scaled error (MASE) [29]. RMSE was included
because it is well known and still popular in the literature although
it has known problems [30]. R-squared, though flawed as a
measure of predictive validity, [31] remains popular and was
included purely for historical reasons. MASE is now regarded as
one of the better measures of predictive validity, [32] but it
requires a scaling factor against which to measure performance.
The scaling factor was derived from the mean absolute error of the
predictions based on the 2005 historical mean daily admissions.
When interpreting the measures of error, it should be noted that
with the exception of R-squared, smaller numbers indicate less
error between the forecast and actual data. In contrast, larger R-
squared values are indicative of a better fit between the forecast
and actual data.

Analyses were conducted using the R (Version 2.14.1) statistical
environment [33] and Stata (version 11.2) statistical package [34].

Results

The mean daily asthma admission in 2005 was 27.9 and in 2006
it was 28.9. The plot of the PACF indicated lags 1, 2, 3, 6 and 7
were Independently associated with daily asthma admissions.
These plots lie within reasonable confidence bounds (lLe. 95%
Confidence Interval). The negative binomial regression model was
developed using these lags.

Figure 1 shows a plot of the asthma admissions data (grey line),
and the lag model (dashed black line}, seasonal model (solid black
line) and the historical model (straight dashed line). A selid vertical
line (1 January 2006) shows the division between the data on
which the models were developed and the data on which the
models were cross-validated (i.e., the predictive forecasts were
measured).

It appears from the figure that the lag model captures the daily
variation in the admissions better than the seasonal model, which
is certainly better than the historical medel. Careful scrutiny of the
figure however shows the peak admissions predicted by the lag
model are often slightly out of synchronization with the actual
data. It alsc appears that the days of greater admissions are
somewhat better matched than the days of lower admissions.

Table 1 shows the measured fit of the lag model, the seasonal
model and the historical model. The scaling factor for the MASE
measure was derived from the historical model. As a consequence,
the MASE for the historical model for 2005 15 1, and all
comparisons of fit relate to the fit of the historical model.
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Discussion

Using human sentinels to forecast asthma events in large
concentrated populations is uncemmon. Previous studies on
animal sentinels have tended to use mammals, which occupy
shared envirconments and/or exposures with humans [10]. This
study makes an important contribution by using retrospective
asthma admission records in Londen to demonstrate the plausible
hypothesis.

The idea of forecasting asthma using human sentinels was based
on the probable observation that asthma sufferers with more
sensitive lungs, all things being equal, would react more to
environmental changes or to the precursors of asthma exacerba-
tions than their less sensitive counterparts. Where others have
considered lagged effects of pollutants on asthma, and sometimes
included autoregressive components in their analysis, these have
not been used for forecasting [13 18]. Where research has been
conducted on forecasting of asthma (and other respiratory
conditions), this has not considered autoreggressive predictors
[19].

There is no consensus on the approach te developing health
forecasting models. There is also no agreed scale in determining
what constitutes a good health forecast model, but for the fact that
such a model predicts well. The modeling approach described in
this study is quite flexible because it provided an opportunity to
choose the most suitable predictors and guarding against over
fitting' of the model by limiting the range of lags (covariates) to be
selected.

Partial autocorrelation function plots (and other model diag-
nostic tools like Plot of time series residuals, Normal quantie plot
and Autocorrelation function) have been found to be useful guides
in selecting covariates for modeling and prediction [35,36]. A key
advantage of this model building approach is that it combines fast
input selection with accurate but computationally demanding non-
linear predictions [37]. Additionally, the complexity of the input
variable selection process makes the approach viable for large scale
population health challenges. Ultimately, it still provides a wide
range of potential models for the best forecast model to be selected
based on the chosen measures of fit and cross validation.

Forecasting and error measures

There is little difference in the R? for the lag model in 2005 or
2006. Both measures account for a little over 35% of the variation
in asthma daily admissions. The seasonal model, surprisingly,
accounts for a greater proportion of the variation of asthma daily
admissions in the cross validation period.

The RMSE statistics show that the lag model consistently out
performs the seascnal model, which in turn consistently out
performs the historical model. For the modeled data (2005), the
seasonal model has an RMSE arcund 8% smaller than the
historical model and the lag model has and RMSE about 21%
smaller than the historical model In the cross validation period
(2006), the forecast predictions of all the models are (as expected)
worse than they were for the modeled data. The rank order
however remains unchanged, with the lag model out performing
either of the other models. With respect to MASE, the seasonal
madels performance is around 15% lower than the performance of
the historical model, and the lag model is around 25% lower than
the performance of the historical model

The preference of MASE over RMSE and R? as an error
measure for forecasting has also been discussed by previous
authors [29,32]. The MASE statistics are more easily interpreted,
and potentially the most reliable and informative measure of
accuracy in forecasting [29]. It is widely recommended for
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Figure 1. A plot of Asthma daily admissions in London {2005-20086). The grey line represents a plot of the actual asthma admissions data in
London {2005-2006); The dashed black line shows the lag model of asthma daily admissions in London {2005-2006); The solid black line shows the
seasonal model's plots; The straight dashed line represents the historical model; and The solid vertical line (1 January 2006) shows the division
between the data on which the models were developed and the data on which the models were cross-validated.

doi:10.1371/journal.pone.0047823.g001

comparing forecast accuracy across series on different scales,
because it is a scaled error measure. Hyndman and Koehler,
(2006) have also reported that MASE provides the most reliable
appreach becanse of its meaningful scale, which is widely
applicable and less prone to “degeneracy” problems [32)].

Table 1. Measures of fit for the historical, seasonal, and lag
models for asthma daily admissions in London, 2005 and
2006.

Error Measure 2005 (Model) 20086 (Forecast)

R Historical * 5

R? Seasonal 0.146 0.235
R* Lag 5.366 0.376
RMSE Historical 8.75 9.65
RMSE Seasonal 8.09 8.55
RMSE Lag 6.97 7.57
MASE Historical 1.000 1.150
MASE Seasonal 0.887 0977
MASE Lag 0.784 0.857

*R? values cannot be computed for these mocdels, because there is no variation
in the predicted daily admissions.
€loi:10.1371/journal.pone.0047823.1001

PLOS ONE | www.plosone.org

Furthermore, MASE shows smaller variations, even with small
samples, than other measures in the same category and is also
known to be less sensitive to outliers [32,38]. The use of MASE as
a standard measure of accuracy may therefore enhance the utility
of our lagged models in comparing the predictions of asthma daily
admissions across various populations.

A comparison of the forecast models within the model
development sample (i.e. Modeled data), and equally within the
test sample (i.e. Cross-Validation data) shows various degrees of
contrast between the three models we have presented. The
observed contrasts between models that are within the same
sample frame are useful for benchmarking and selecting the best
model to be used in future predictions. These differences are
attributed to the constituents (or covariates) of each specific model.
On the other hand, it is expected that there are marked differences
between the model parameters of the Modeled and Cross-Validation
datasets because, their distributions vary as well. One important
1ssue worth noting and also further investigation is the fact that the
lag model predicts asthma daily admissions better during peak
pericds than moments of low admissions. Further analysis on the
relationship between prediction and variations in admission rates
is also recommended.

Limitations of study
A major limitation to this approach to forecasting asthma is the

data sources and reliability. In this study we anticipated cne major
limitation could be from the inherent inaccuracies (reliability} of
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the original data/records. Generally it is agsumed that everyone
experiencing an asthma exacerbation weuld be recorded in the
database, but cenversely, seme individuals may seek alternative
care and hence go unnoticed. Also, issues of misdiagnoses could be
a contributory factor to the data limitations.

In some regards, our choice of treating all cases as unique,
including repeat admission cases in the dataset, may be seen as a
limitation because of the unique characteristics of such individuals.
Nevertheless, from a service provider’s perspective, it may make
no significant difference.

Implications of the study

This study aims at demonstrating a novel approach to
developing an early warning system, which could then be used
by health service providers. We however, do not anticipate that
results of this current study would be used without circumspect,
but hope that the procedure should be validated with larger
population datasets and preferably across various populations. If
this is done, we can be hopeful that health service providers,
individual asthma sufferers and their care providers can be duly
informed of when to expect peak and low asthma exacerbations.
Such information, which comes as a guide, can enhance health
pelicy decisions and resource allocation, health promotion via
anticipatory care/management strategies for asthma and overall
minimize the disease burden of the condition.

Conclusions
Uncertainty and chance is an inexorable element of any
forecasting system or approach. Nonetheless this study highlights
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that, detailed and comprehensive retrospective records of asthma
daily events can be used in forecasting future events. The study
demonstrates that Lag models predict peak asthma admissions
better than lower admissions.

All the three error measures (R*, RMSE and MASE) were
consistent in both the modeled data and cross-validation datasets.

The knowledge of the underlying relationships between asthma
daily admissions and related lag events that precede the former has
provided an underpinning prediction approach of future events.
This approach to forecasting does not include other potential
predictors that may be known as confounders, and thus minimizes
the potential error in predictions associated with their measure-
ment errcrs. However, important questions that remain unan-
swered include how such a proposed forecasting model will
perform in different settings for different populations, and the
precise mechanisms that will be most suitable for modifying the
predictors of the respective population data.
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Chapter 9

9.0 Introduction

This chapter (chapter 9) focuses on forecasting peak asthma admissions in London using
quantile regression models. Though background literature and information on potential
predictors of asthma events were used, the modelling approach was entirely predictive
(involving a criterion for the selection of variables), which does not necessarily rely on
their biological plausibility. Hence the paper is fundamentally about forecasting, and
specifically forecasting the conditional 90" percentile of asthma admissions using
quantile regression. We argue in this paper that, forecasting need not rely on good
‘causal’ models, because good correlation models may do just as well or indeed better.
The proof of the forecasting model is its predictive capacity, not its conformance to a
particular theory. This then means that, it is not strictly necessary to include any causal
factors, as this approach (in this specific case) is data driven. We further acknowledge,
with regards to this paper that, data driven approaches have sometimes created
disagreements between ‘causal modellers’ and ‘forecast modellers’, but both approaches
have their roles. And in the empirical forecasting and data mining areas, data driven
approaches are generally regarded as superior for the purposes of forecasting and out-of-

sample prediction.

Our choice of lags for modelling was therefore data driven, as we explain in the Methods
section of the paper. Given this backdrop, emphasis was slightly more placed on the
forecasting aspect of the paper, and the use of quantile regression. Even though for

integer-valued data, it has been suggested that the data be transitioned from discrete to
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smoothed densities by “jittering” (52), we found insignificant differences without the

Jittering procedure.

9.1 Forecasting peak asthma admissions in London: an application of

quantile regression models

9.1.1 Declarations for Thesis Chapter 9
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Abstract Asthma is a chronic condition of great public health
concern globally. The associated morbidity, mortality and
healtheare utilisation place an enormous burden on healthcare
nfrastructure and services. This study demonstrates a multi-
stage quantile regression approach to predicting excess demand
for health care services in the form of asthma daily admissions
in London, using retrospective data from the Hospital Episode
Statistics, weather and air quality. Trivariate quantile regression
models (QRM) of asthma daily admissions were fitted to a 14-
day range of lags of environmental factors, accounting for
seasonality in a hold-in sample of the data. Representative lags
were pooled to form multivariate predictive models, selected
through a systematic backward stepwise reduction approach.
Models were cross-validated using a hold-out sample of the
data, and thenr respective root mean square error measures,
sensitivity, specificity and predictive values compared. Two
of the predictive models were able to detect extteme number
of daily asthma admissions at sensitivity levels of 76 % and
62 %, as well as specificities of 66 % and 76 %. Their positive
predictive values were slightly higher for the hold-out sample
(29 % and 28 %) than for the hold-in model development
sample (16 % and 18 %). QRMs can be used in multistage to
select suitable variables to forecast extreme asthma events. The
associations between asthma and environmental factors, m-
cluding temperature, ozone and carbon monoxide can be
exploited in predicting future events using QRMs.
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Introduction

Research in health forecasting is gaining greater atteniion
because of the potential role a reliable health forecast can play
in enhancing health service delivery. Health care services are
the most important component of any health system, and their
functions are more efficient and useful when the related insti-
tutions are pre-informed of anticipated excess demand. The
‘World Health Organisation (WHO) reponts that effective health
service delivery requires some key resources including infor-
mation, finance, equipment, drugs and well motivated staff
(WHO 2010). Given the ever increasing demand for both the
coverage and quality of health care services, health service
delivery institutions and service providers struggle to tackle
situations of excess demand particularly those associated with
peak events (Bradley 2005; Derlet 2002). This is because
frontline health delivery services and providers are not usually
adequately informed and resourced enough to meet the needs
of a “higher than normal” demand for health care. Therefore,
improving the access, coverage and quality of health services
depends on the ways these services are pre-informed, organ-
ised and managed. Health forecasting services enable both
individuals and service providers to anticipate situations, and
hence take the necessary steps to manage peak or extreme
events (Hoot et al. 2008, 2009; Jones et al. 2008; Bradley
2005; Soyiri and Reidpath 2012b).

Health forecasting can be conducted through causal
(structured) modelling, semi-structured or unstructured
(black-box) approaches. There is considerable literature
on/related to health forecasting, which is focused on causal
modelling (Dominici et al. 2006; Hajat et al. 1999; Babin et
al. 2008; Peng et al. 2008; Pascual et al. 2008). Forecasting,
however, need not rely on good causal models, because
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good correlational models will do just as well. The proof of
the forecasting model is its predictive capacity, not its con-
formance to a particular theory. This means that it is not
strictly necessary to include any causal factors, and the
approach is usually data driven. Data-driven approaches
have sometimes created disagreements between causal mod-
elers and forecast modelers, but both approaches have arole
to play, and in the areas of empirical forecasting and data
mining, data-driven approaches are generally regarded as
superior for the purposes of forecasting and out-of-sample
prediction (Breiman 2001).

The analytical tools and techniques, like hospital atten-
dance and admissions, that have been involved in predicting
and forecasting health events are regression-based methods.
which model the conditional mean (Hao and Naiman 2007).
Many health forecasting studies that use these techniques
fail to address specific health conditions in context, but
rather focus on the broader issues such as total hospital
attendance or admissions (Champion et al. 2007; Milner
1988, 1997; Sterk and Shryock 1987; Abdel-Aal and
Mangoud 2003; Holleman et al. 1996; Farmer and Emami
1990), and quite often assume normality of the data in-
volved. These procedures are, however, limited because:
(1) they do not account for outliers in the data; (2) they are
unsuitable for heavily skewed data, and (3) they cannot be
relied on if there is a need to examine detailed properties of
certain important strata of the data (Hao and Naiman 2007;
Koenker 2005). Hence, looking beyond the modeling of the
conditional mean is particularly useful and applicable to the
case of hospital admissions where one might want to focus
on unusually high or low numbers of events.

Quantile regression models (QRMs) are a better option for
modeling and forecasting peak events, because they are better
equipped to characterise the relationship between a response
distribution and explanatory variables for selective quantiles
(Barbosa 2008; Hao and Naiman 2007: Koenker 2005).
Unlike the traditional ordinary least squares method, quantile
regressions do not assume a constant effect of the explanatory
variables over the entire distribution of the dependent variable.

QRMs have been used extensively in other areas such as
econometrics and engineering, to predict extreme events such
as price volatility and exchange rates in stock markets (Huang
etal. 2011), or to examine the properties of materials that are
suited for particular purposes (Young et al. 2008). They have
also been applied in some health-related studies to estimate the
relationship between socioeconomic determinants and BMI
(Pieroni and Salmasi 2010), as well as how access to public
infrastructure affects child malnutrition in a developing coun-
fry setting (Bassolé 2007). However, these and similar studies
involving quantile regressions have been focused mostly on
explaining the relationship of explanatory factors with respect
to quintiles, but not necessarily in the forecasting of peak
health events or conditions (Soyiri and Reidpath 2012a).

4) Springer

Hence, the aim of this study was to develop predictive
QRMs for peak asthma admissions in London, and to further
assess the accuracy of selected predictive models using clas-
sical forecasting error measures. This study has important
implications for health care provision and policies that target
conditional distribution of health care services and resources.

Methods
Data

Hospital (asthma) admissions data were sourced from the
nationally recorded Hospital Episode Statistics (HES) main-
tained by the National Health Service, England (HES 2008).
The data included an anonymised record of all asthma-related,
emergency hospital admissions within London from 1 January
2005 to 31 December 2000 (i.e. 731 days of continuous data).

The operational definition for an asthma admission was
any hospital emergency admission with a primary diagnosis
of asthma (i.e. an ICD-10 code of J 45). A count of the
asthma admissions across all the hospital Emergency
Departments within London was recorded for each day of
the study period, and this daily count was used as the
primary dependent variable in the analyses.

A secondary, binary dependent variable was also created to
represent days of peak demand. Usually, a peak event should
be defined in collaboration with the relevant stakeholders,
taking into consideration the factors that determine the risks
of an event (Ebi and Schmier 2005). In the absence of such a
known threshold for daily asthma admissions within the
London area, a day of peak demand was defined on the basis
of a 90th percentile threshold at which the dataset was parti-
tioned naturally for quantile regression modelling (Azuaje
2010). Specifically, a day of peak demand was any day on
which the daily admissions count was equal to or exceeded the
90th percentile of daily asthma admissions (i.e. 40 or more
asthma admissions). We therefore use the notional definition
of “peak events” to refer to the number of asthma admission in
the top 90th percentile as explained above.

The corresponding weather data, obtained from the UK
Met Office database, was based on averaged daily measure-
ments from the weather monitoring sites across London
(Met-Office 2009b). The weather data contained 97 % of
complete daily records for the following parameters: ambi-
ent air temperature recorded (° C), barometric vapour pres-
sure (hPa) and humidity (%).

Alr quality data were based on 24-h averages from air
quality monitoring sites across London. The Met Office’s
Numerical Atmospheric-dispersion Modelling Environment
(NAME) was used to generate measures for all corresponding
postcodes in the database (Met-Office 200%a). The asthma-
associated indicators available with full daily records were
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carbon monoxide, formaldehyde, nitrogen dioxide, nitrogen
oxide, ozone, and particulate matter (specifically PMyg). All
data were recorded in kilograms per cubic metre but converted
to mg/m® for carbon monoxide and pg/m® for the other
pollutants. All the measured weather and air quality factors
examined were identified in previous studies of respiratory- or
cardiac-related adverse health events, including asthma
(Priftis et al. 2006; Abe et al. 2009 Hajat et al. 1999, 2002;
Babin et al. 2008; Peng et al. 2008).

Data analysis and model evaluation

A decision tree was developed and used to generate
QRMs of daily asthma admissions based on the tempo-
ral, weather and air quality factors (Fig. 1). The predic-
tive validity of the models was compared using the

sensitivity and specificity measures for the prediction
of peak events.

For the expected total daily asthma admissions, the QRM
can be presented in the form below (further illustration of
the equation below is also available elsewhere: Hao and
Naiman 2007: Koenker 2005):

Y; =B + A% + ¥

Where:
¥, is asthma hospital admissions for a given day, i
B(P} is a constant
ﬁ?’} is a coefficient of exposure term
x;  is the exposure term
¢? s the error term
P is the quantile

Fig, 1 Decision tree for
developing quantile regression
maodel (QRM} forecasting
models for peak asthma events
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Trivariate QRMs were developed for the relationships
between the daily asthma admissions count and each of
the individual weather and air quality factors, controlling
for seasonality (as the third variable). “Season™ was mod-
elled as a dummy variable with four categories: “spring,
summer, autumn and winter”. However, since the effect(s)
of weather and air quality factors on respiratory health
events are usually not instantaneous but rather delayed
(Hajat et al. 1999; Sheppard et al. 1999; Arbex et al.
2007), the lagged properties of the predictors were also
modelled. The procedure for the selection of suitable lags
is described (Predictor selection I and II) in Fig. 1. Only
significant lag predictors with the preferred pseudo-R” esti-
mate were included in the multivariate models, and then
only one lag for each predictor was selected. The range of
lags (0, 1,...,14) were explored for a more suitable/optimal
time frame for developing early waming messages. The lags
found to be suitable were: 3-day lag air temperature; 4-day
lag vapour pressure; 6-day lag humidity; 7-day lag ozone: 3-
day lag carbon monoxide; 4-day lag nitrogen dioxide; 13-
day lag nitrogen oxide; 4-day lag PM,,; and 13-day lag
formaldehyde.

The pseudo R” (comparable to the R” for least squares
procedures) is the coefficient of determination for QRs and
it represents the goodness-of-fit statistic, which is most
appropriate for comparing models of specific quantiles
(Zietz et al. 2008; Barnes and Hughes 2002). Pseudo R s
based on change in the deviance statistic, and ranges be-
tween 0 and 1. The pseudo R is thus estimated as:

1 — [Sum of deviations about the estimated quantile/

Sum of deviations about the raw quantile. |

A backward stepwise reduction approach was then used to
model weather and air quality effects on the predictive model,
This approach involved the systematic elimination of statisti-
cally insignificant variables from the overall base model, until
a reduced predictive model was achieved. The final reduced
model included 3-day lag air temperature, 7-day lag ozone,
and 3-day lag carbon monoxide. This multivariate model was
used to predict the daily asthma admissions for peak events,
and its outputs were then compared with the base model.

Validation and forecasting

Two types of validity were examined. The first was model
validity. Model validity represents the extent to which the
model fits the data with which the model was developed (i.e.
the fit of the model to the hold-in sample). The second type
of validity was predictive validity. Predictive validity repre-
sents the extent to which the predicted, forecast values fit the
observed values (i.e. the fit of the model to the hold-out
sample) (Ammstrong and Collopy 1992).

4) Springer

Predictive values, sensitivity and specificity tests have
been used extensively in many different ways to assess the
accuracy of forecasts (Steyerberg et al. 2001; Galant et al.
2004: Sistek et al. 2001). In this study, sensitivity was
estimated as a measure of the proportion of peak asthma
events that were cowrectly identified: and specificity was
estimated as a measure of the proportion of non-peak asthma
events that were correctly identified.

Results
Summary statistics and distribution

The distribution of asthma daily admissions over the 2-year
period of the data show two clear peaks, one in 2005 and the
other in 2006 (Fig. 2). These peaks occur generally around
the spring. Other minor peaks also occur, but these were
distributed across all the seasons. Overall, daily asthma
admissions in London over the 730 days (whole data sam-
ple) had a mean of 28.5+9.9 admissions per day ,and range
from 6 to 130 in some peak situations. In the case of the
hold-in and hold-out samples, this was, respectively, 27.9+
9.4 (10-130) and 29.710.7 (6-77).

Summary statistics of the meteorological and air quality
predictors used in the analyses are presented in Table 1.
There are similarities between the summaries of the selected
lags used for modeling (mean standard deviation and
spread) and their original measures, Individual variables
however, have a wide spread. Even though the summaries
for nitrogen oxide, PM, , and formaldehyde are fairly similar
across all their ranges, notable differences also occur be-
tween the whole, hold-in and hold-out data samples.

Table 2 summarizes the parameters of the wivariate anal-
yses, which were used to select the individual environmental
predictors for modeling. With the exception of a 4-day lag
vapour pressure, a 6-day lag humidity and a 13-day lag
formaldehyde, all the selected predictors had a statistically
significant (7<0.05) association with asthma daily
admissions.

Predictive QRM

Based on the design of the study, the predictive quantile
regression base model was fitted with three weather related
factors (i.e. 3-day lag air temperature, 4-day lag vapour
pressure and 6-day lag humidity) and six air quality related
factors (7-day lag ozone, 3-day lag carbon monoxide, 4-day
lag nitrogen dioxide, 13-day lag nitrogen oxide, 4-day lag
PM,, and 13-day lag formaldehyde), whilst controlling for
the effects of the meteorological seasons. The second model,
(i.e. reduced model), was developed from the base model
through a systematic stepwise elimination of variables
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Fig. 2 Asthma admissions in
London (2005-2006) o
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whose P-values were most ingignificant, and at the same
time deliberately contrelling for seasonality. Thig reduced
model wag fitted with a 3-day lag air temperature; 7-day lag
ozone and 3-day lag carbon monoxide. Both the base and
reduced models passed the Link fest model specification (Le.
P-value of the “hatsqg” term >0.05) for the held-in sample.

Figures 3 and 4 show the scatter plots of the actual daily
asthma admissions and the solid green and crange lines
showing the predicted asthrpa admissions for the held-in
and held-out samples respectively, which are separated by
the vertical arrow line (~2 May 2006). The horizontal lines
illugtrate the grand mean (solid grey ling) and peak admis-
gions at 40/day (dashed brown ling). Since the model for
predicted asthma admissiens medels the conditional 90th
percentile, any datapeint that lies above this predicted line
would have been rightly captured.

Sengitivity and specificity of the predictive models

Table 3 summarizes the predictive parameters of the base and
reduced models for both held-in and hold-out samples. The
held-in samples have fewer “true peak admissions” compared
to the hold-cut sammples, and this is reflected in their respective

T - T
2006
Date

2007

sengitivity estimates of 76 %, 62 % versug 98 %, 96 %. The
base model has a lower specificity (66 %) compared to the
reduced model (76 %) for the hold-in sample, but a 1 %
slightly greater specificity (45 %) in the hold-out sample. The
positive predictive values were low; 16 % and 18 % for the
held-in sample and 28 % and 29 % for the hold-cut samples.

Discussion

Predicting excess demand for health care services ig useful
to health care providers, because it enables them to ade-
quately plan and appropriately allocate the resources that
will enhance health service delivery (Hoot et al. 2008, 2005;
Jones et al. 2008; Bradley 2005; Seviri and Reidpath
2012a). In this study we designed a mechanism (Fig. 1)
for developing predictive forecast models for peak number
of asthma daily admigsions in London. About R % of the
daily admissions (between the 1 January 2005 and 2 May
2006) were classified as “peak”, i.e. > 40 admissions/day.
The base and reduced predictive medels were able to detect
these days at sensitivity levels of 76 % and 62 %; as well as
specificities of 66 % and 76 % respectively. The positive

Table 1 Summary statistics of
lags in the hold-inYmodel devel-

opment sample. 50 Standard
deviation

Variable Observed Mean 8D Minimum Maxinmim
Asthma daily admissicns 486 27.8786 93478 10 130
3-day lag air temperature (°C) 467 26621 6.1667 2.5400 26.4800
4-day lag vapour pressure thPa) 466 98646 3.7482 3.4250 20.6800
6-day lag humidity (%) 464 78.3476 11.5055 35.2000 55,3000
7-day lag ozene {ug/m?) 479 0.0109 0.0060 0.0008 0.0322
3-day lag carbon monoxide (mg/mg) 483 0.2542 0.0622 01552 0.5227
4-day lag nittogen diexide (ug/m>) 482 0.0219 0.0077 0.0092 0.0524
13-day lag nitrogen oxide {ug/m’) 473 0.0171 0.0116 0.0023 0.0660
4-day lag PM 5 {pg/m?) 482 0.0111 0.0059 0.0017 0.0600
13-day lag formaldehyde (ugm?) 473 0.0063 0.0033 0.0017 0.0184
&) springer
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Table 2 Selected lags from a
trivariate quantile (0.9) regres-

sion analysis of Asthma daily
admissions, environmental pre-
dictors and seasons. CT Confi-
dence interval

*P<(.05; *+P<(.0]; ¥**P<
0.001

*For every one unit change in a
predictor variable, the predicated

Selected individual lags Coeflicient” 95 %Cl

3-day lag air temperature (*C) 0.43* 0.0781 0.7825
4-day lag vapour pressure (hP’a) 0.35 0.131 0.8218
6-day lag humidity (%) 0.10 —0.024 0.2211
7-day lag ozone (ug/m*) —270.28% —342 1.4062
3-day lag carbon monoxide (mgr’m‘) 30.16%% 6.0797 54.2365
4-day lag nitrogen dioxide (ngf"ml) 228 24%= 75493 380.99
13-day lag nitrogen oxide (pg/m’) 116.81* 11.066 222.56
Four day lag PM;, (ug/m’) 137 20.406 253.59
13-day lag formaldehyde (ugfm’} 34471 —46.14 735.56

value of asthma admissions will
change by the coefficient

predictive values were slightly higher for the hold-out data
sample (29 % and 28 %) than for the hold-in/model devel-
opment sample (16 % and 18 %). Some of the reasons for
these observed low predictions may be attributed to earlier
observations made about the very wide variations and con-
sistency in the distributions of the individual predictors.
Whereas temperature variation over time appears to be
consistent, there is less consistency in the variation of ozone
and carbon monoxide. Furthermore, measurement of the
latter is quite cumbersome, and obtaining area-specific esti-
mates can only be an approximation (Nigam et al. 2010,
Setton et al. 2011).

Among the nine variables selected for modeling, six were

admissions, when controlling for seasonal effects. The var-
iables found to be less significant in the multivariate base
model have, however, been associated with asthma and
other respiratory illnesses in earlier reports (Hajat et al.
1999, 2002; Babin et al. 2008; Peng et al. 2008). Our
inability to use these variables as strong predictors of asthma
daily admissions is partly because of the nature of interac-
tions between them, as well as the consistency of their
distributions within the dataset. For instance, humidity and
barometric vapour pressure are linked independently to
asthma exacerbations (Priftis et al. 2006; Abe et al. 2009),
and again both are dependent on the seasons. Therefore, for
a model that already accounts for meteorological seasons,

significantly (P<0.05) associated with asthma daily  the effects of humidity and barometric vapour pressure will
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Fig. 3 Base model prediction of peak asthma admissions using QRMs: London (2005-2006)
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Fig. 4 Reduced model prediction of peak asthma admissions using QRMs: London (2005-2006)

be minimized or affected by collinearity. Similarly, the
dominant effect of temperature on many air pollutants
(Katsouyanni et al. 1993; Ren et al. 2008) may account for
the lesser significance P-values observed for air quality
measures such as nitrogen, PM,, and formaldehyde.

In the multivariate modeling, the variability of asthma daily
admissions could be explained with fewer variables, including
a 3-day lag for air temperature; 7-day lag for ozone and a 3-
day lag for carbon monoxide. Hence, in the reduced model, all
other factors held constant, a one unit rise in, say, a 3-day lag
carbon monoxide can result in 27 additional daily admissions

(P<0.05; 95 % CIL 5.2259-48.8208) see Tables 4 and 3,
below. These findings reaffirm the roles of temperature, ozone
(Hajat et al. 1999) and carbon monoxide (Sheppard et al
1999; Hajat et al. 1999) in exacerbating respiratory illnesses
like asthma and further show how the same can be used in
predicting future peak events.

The literature on forecasting suggests there is no single
gold standard approach to forecasting any particular event,
but rather recommends a complement of various approaches
(Armstrong 2001; Fildes 2006, Armstrong and Collopy
1992). Quantile regressions present an option for predicting

Table 3 Sensitivity and speci-

ficity estimates of the base and Estimated peak admissions Base model Reduced model

reduced quantile regression

models (QRMSs) for the hold-in Hold-in Hold-ont Hold-in Hold-out

and hold-ont samples
True non-peak admissions 297 89 341 87
False peak admissions 152 109 108 111
False non-peak admissions 9 1 14 2
True peak admissions 28 45 23 44
Total admissions 486 244 486 244
Prevalence 0.08 0.19 0.08 0.19
Sensitivity 0.76 0.98 0.62 0.96
Specificity 0.66 0.45 0.76 0.44
Positive predictive value 0.16 0.29 0.18 0.28
Negative predictive value 0.97 0.99 0.96 0.98
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Table 4 Multivariate QRM base model for asthma daily admissions for hold-in and hold-out samples

Variables in the model Hold-in sample

Hold-out sample

Coefficient” 95 %CI Coefficient” 95 %CI
3day lag air temperature 0.67%¢ 0.1912 1.1567 0.06 ~0.6895 0.809822
4-day lag vapour pressure 045 1.1443 0.2449 0.42 1.14523 0.304593
6-day lag humidity 0.01 =0.1069 0.1270 01 =0.10335 0310107
T-day lag ozone —48.09 =270.0370 173.8541 8.52 —524.823 541.864
3-day lag carbon monoxide 19.28 =3.7678 42 3359 —5044.17 -40,002.9 2991454
4-day lag Nitrogen diexide 132.14 72,721 337.009 145.96 158.75 450.6755
13-day lag nitrogen oxide 265.44 90.3737 621.2513 41.87 351.911 435.6489
4-day lag PM,q 18.28 ~150.20 156.86 ~18.19 —361.849 3254737
13-day lag formaldehyde —670.80 =2,000.73 659.14 —239.97 —1,587.22 1,107.273
Spring 1.00 1.00
Summer 284 69188 1.2289 12.64%%= 19.3428 5.94392
Autumn LR dachd 6.0282 13.8211 =175 =9.53913 6033146
Winter 3.27 =0.2236 6.7542 -0.74 —10.6267 9.142975
The Link test: hatsq P-value 0.110 0.715

£p<0.05; 0 P<0.01; **«P<0.001

“For every one unit change in a predictor variable, the predicated value of asthma admissions will change by the coefficient

peak hospital admissions for asthma (Soyiri and Reidpath
2012a, b). In this study, the peak number of daily asthma
admissions was notionally defined with respect to the 90th
percentile of the distribution. But, in a more practical setting,
peak/extreme events would usually be defined by stakehold-
ers, taking into consideration operational issues, as well as
related population and demographic factors (Ebi and Schmier
2005). Nonetheless, our definition of a cut-off point allowed
us to demonstrate a procedure that could be adapted for
different conditions and situations in health forecasting.

Peak numbers of asthma daily admissions are often as-
sociated with variability in some environmental factors,
which could impact the condition at different levels or

thresholds. In this study, we identified a set of nine variables
and constituted a multivariate predictive model with these
variables (base model). However, to find a more efficient
way of predicting the asthma events, the further analysis we
conducted yielded a much more reduced predictive model
consisting of three key variables. This reduced model,
which is simpler, provides comparable and in some cases
more competitive estimates to the base model.

The use of lags in predictive modeling presents both
challenges and opportunities. Some of these challenges in-
clude the reduced sample size of the lag observations com-
pared to the original corresponding data. Others relate to the
complexity in choosing an appropriate lag for modeling.

Table 5 Multivariate QRM reduced model for Asthma daily admissions for hold-in and hold-out samples

Variables in the model Hold-in sample

Hold-out sample

Coeflicient" 95 % ClI Coefficient® 95 %CI
3-day lag air lemperature 0.58%+ 0.2342 0.9281 0.08 0.7984 0.6379
T-day lag vzone =420, 69%%* —664.6763 =176.6986 167.51 —307.5432 6425551
3-day lag carbon monoxide 27.02*% 5.2260 48,8208 15.26 18.0621 48.5737
Spring 1.00 1.00
Summer 4.08* 8.1006 0.0673 1083+ 18.0880 3.5668
Autumn 72484 3.6532 10.8229 1.78 5.2957 8.8487
Winter 1.22 ~2.2023 4.6635 0.70 =£.4105 98118
The Link test: hatsq P-value 0.019 0,470

*P<0.05; **P<0.01; ***P<0.001

*For every one unit change in a predictor variable, the predicated value of asthma admissions will change by the coefficient
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However, the key advantage of using lagged models is that
they detect and provide early warning signals of likely
future events. For example, a 3-day lag temperature and
carbon monoxide as well as a 7-day lag ozone, is able to
predict, at least 3 days in advance, the daily asthma admis-
sions with a positive predictive value of at least 28 %.

Even though our approach to forecasting is not entirely
causal, but rather takes the form of a black box prediction
(Breiman 2001), the predictors used in the model reaffirms
the association between asthma and temperature, ozone,
carbon monoxide and the seasons. This relationship is con-
sistent with the literature discussed.

Study limitations

In this report, we acknowledge “asthma admission” itself as a
limitation. Even though the study may draw quick attention to
asthma in general, the definition of asthma admissions in our
data only referred to code J45 of ICD10 that were recorded as
primary diagnoses. This implies those admitted with co-
infections or multiple conditions including asthma, but for
which the latter was not the primary cause for admission, were
not captured. It also misses out on the closely associated J46
diagnoses data that is classified as “Status Asmaticus”.
Another limitation was that we did not adjust for age differ-
ences (e.g. between children and adults) in the model: the
manifestation of the disease is known to differ between vari-
ous age groups, but that was not the focus of this study.

The study does not place much emphasis on the plausible
association between asthma and the environmental factors
used in the predictions. This is because the wide variations
and spontaneous distributions of many environmental indi-
cators makes it difficult 1o arrive at a single representative
daily measure for a wide arca like London. Hence the
estimates used are approximations of the real situations.

The key interest of this paper was to predict peak daily
admission of asthma, for which we notionally defined a cut-
off point of the 90th percentile. For London as a whole, the
study team had no further nformation that could be used to
define a more realistic and applicable cut-off’ point for the
condition. Since seasonality is known to have an influence on
asthma exacerbations, it may be argued that the cut-off point
should be specific for each season. Unfortunately, our meth-
odology did not account for this, but makes recommendations
for such an analysis in subsequent research. Inasmuch as the
results of this study should be interpreted with caution, sce-
tions of the procedure also need amendment before adoption.

Conclusion

Excess demand for health care services is a great challenge
to any health care service provider but the ability to forecast

peak events is a promising resource. QRMs can be used as a
multistage tool to select suitable variables for predictive
modeling of peak daily asthma admissions using environ-
mental factors. A base QRM was fitted with 3-day lag air
temperature, 4-day lag vapour pressure; 6-day lag humidity,
7-day lag ozone, 3-day lag carbon monoxide, 4-day lag
nitrogen dioxide, 13-day lag nitrogen oxide, 4-day lag
PM,,, and 13-day lag formaldehyde. Also, a second reduced
model consisted of 3-day lag air temperature; 7-day lag
ozone and 3-day lag carbon monoxide. Both the base and
reduced predictive QRMs were able to detect peak number
of daily asthma admissions at sensitivity levels of 76 % and
62 %; as well as specificities of 66 % and 76 % respectively.
The positive predictive values of the base and reduced
models were slightly higher for the hold-out sample (29 %
and 28 %) than for the hold-in model development sample
(16 % and 18 %). The findings also reaffirm the known
associations between asthma and temperature, ozone and
carbon monoxide levels,
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Chapter 10

10.0 Introduction

The study on NYC respiratory related deaths extends the application of QRMs, which we
described in the previous chapter (Chapter 10). Both chapters bear similarity in analysis.
Therefore the additional motivation for conducting this study for the NYC dataset was to
further test the hypothesis of forecasting peak health events using QRMs. It also afforded
us the opportunity of using a much larger dataset to replicate the analytical technique we

proposed earlier.

This paper presents a relatively novel statistical application of quantile regression to
respiratory deaths in New York City observed over a thirteen-year period. We used a
hold-in sample (i.e. during the first half of the period) for model development and then
applied to the hold-out sample (constituting the second half of the period). The 90th
percentile was used in estimating the distribution of deaths instead of estimating the
mean. The final model identifies seasonal variables, temperature, CO, and NO2, but
excluded O3 and SO2. Data for particulate matter was spotty and hence excluded from
modelling. This study is unique for respiratory related deaths and the results suggest there
is a potential value of this approach, even when the model is no more sophisticated than a

seasonal/temporal model. Health policy and programs may benefit from this study.
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10.1 The use of quantile regression to forecast higher than
expected respiratory deaths in a daily time series: a study of New

York City data 1987-2000

10.1.1 Declarations for Thesis Chapter 10
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Introduction

There is an increasing body of literature looking at the causal relationship between weather, air
quality factors, and health outcomes [1,2,3.4]. Forecasting health outcomes has attracted less
attention, but it too has a developing base in the scientific literature [5,6,7,8.9]. Traditionally, both
the causal modelling and the forecast research has focused on the central tendencies of the
distribution of data: i.e.. the expected and conditional expected value. For instance, a typical
generalised linear model of daily COPD events will model the expected number of COPD cases

each day conditioned on a series of weather, air quality, and perhaps individual factors [10,11].

Although the expected outcomes can be important, the central portion of the conditional distribution
is only one part of the story, and other parts of the conditional distribution can give quite different
insights — particularly when the distributions are skewed. Studies of birth weight for example have
shown quite different relationships between the explanatory variables and birth weight when
modelling the conditional mean than they have when modelling low birth weight, such as birth
weights in the lowest decile [12]. There is no requirement for the factors explaining low birth
weight to be the same factors that explain average birth weight or for the explanation to be of the

same form as for the central part of the conditional distribution.

Similarly, in modelling daily respiratory events (morbidity or mortality) and their relationship to air
quality or weather, there is no strong requirement for the relationships that model average events to
be the same as the relationships that model days with unusually high or unusually low numbers of
events. By extension, forecasting the numbers of respiratory events on the outer arms of a
conditional distribution need not rely on the same predictors that would be useful in forecasting the

expected number of respiratory events,
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To our knowledge, and not withstanding its potential value, there has only been one study looking at
the forecasting of the number of respiratory events on the outer arm of a conditional distribution
(such as the op'™ percentile)[13]. There is the simple scientific interest in our capacity to make such
forecasts, and what insights it might provide into the data; but there is also potential value for
forecasting likely resource needs. as well as in areas such as syndromic surveillance, where the
number of events exceeding a threshold is used to trigger a health systems response. Quantile
regression remains a relatively unusual modelling technique in health research, which can be used
to model conditional responses at any quantile of interest; and — although it has been used (rarely)

for forecasting [14,15] — to our knowledge has never been used to forecast mortality.

Methods

We investigate the use of quantile regression to forecast the 90" percentile of daily, respiratory
related deaths for New York City. in the period 1 January 1987 to 31 December 2000. The choice of
the 90" percentile was somewhat arbitrary but in keeping with the idea of understanding the general
capacity that a health system might need to maintain to meet typical demand. The data were drawn
from the National Morbidity. Mortality, and Air Pollution Study (NMMAPS)[16]. which are
publicly available data through the Health and Air Pollution Surveillance System website
(http://www.ihapss.jhsph.edu), and, in our case, accessed using the NMMAPS package in the R
statistical environment [17]. The daily count of respiratory deaths was the outcome measure of

interest. The data included 70,830 respiratory deaths over 5.114 days of surveillance.

The data set also included a range of daily weather and air quality measures which were used as

predictors in the modelling. The predictors included daily mean air temperature, dew point, ozone
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(O3), sulphur dioxide (S80O,), nitrogen dioxide (NO,), and carbon monoxide (CO). Measures of
particulate matter were not included because of the levels of missing data within the dataset. In
addition to the measures of weather and air-quality, cosinor values representing a vearly and a half
yearly eyele[18,19], and dummy variables representing the days of the week were also used as

predictors.

The data were sub-divided into two equal sized sets, from 1 January 1987 to 31 December 1993 for
model development (in-sample), and from 1 January 1994 to 31 December 2000 for cross validation
(out-sample). The size of the in-sample data was subsequently reduced to 2405 days (94.0% of
total days) because of the use of lagged data, and a small amount of pre-existing missing data. The

out-sample data were almost complete with a loss of only 8 days of data (i.e.. 2548 days).

The details of quantile regression have been described elsewhere[20,21], as has its application to
health problems[22.23]. The use of quantile regression with count data is unusual and its application

to health forecasting remains novel [24,25].

A common challenge in modelling outcomes related to environmental exposures is the lagged effect
between weather and air quality exposures and the health outcome of interest [26]. To identify an
appropriate lag to represent the exposure to each of the weather and air quality measures, a series of
quantile regression count models using the in-sample data were constructed testing the fit for each
lag in turn. from a 1-day lag through to a 7-day lag; and was similar to approaches used elsewhere
[9]. The fit of each lag, for each weather and air quality measure was assessed using a function
based on the asymmetric Laplace distribution commonly used in quantile regression. Best fit was

determined by the lag that had the lowest value for:
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where the absolute deviations bel ow quantile ¢ are weighted by 1—p 1if the actual values lies below
g, and p if the actual value lies above ¢. The lags that were 1dentified for inclusion were: CO, Ny,
O, dew poant (1-day), temperature and 3C» (3-days). &4 7-day moving average value for each of the

weather and air quality factors was also included in one model as a point of contrast.

Four zeparate models were subsequently developed, three of which used quantile regression with
either the selected lags or 7-day moving averages as predictors with the in-sample data. Wodel 1
was the intercept enly model, an unconditional model predicting the value of the QOmpercentile of
daly respiratory deaths to be constant across the data MModel 2 was a conditional model in which
the value of 90mperccntile of daly respiratory deaths varied, conditioned on seasonal {cosinor
walues) and temporal (day of the week) predictors. Model 3 was a conditional model in which the
walue of 90% percentile of daily respiratory deaths varied conditioned on seasonal/temporal
predictors and the selected lags of weather and air quality predictors. Wodel 4 was the same as
Ilodel 3 except that the 7-day moving averages of weather and air quality predictors were used

instead of selected lags.

The parameter estimates and standard errors from the quantile regression are not reported, because
they are essentially meaningless given the process for developing the forecasting model. Previous
experience suggests that when they are prowided, attention is inappropriately placed on that, rather
than the predictive and forecasting capacity of the models — “the proof of the pudding 1z 1n the

eating” notin knowing the ingredients.

The measure of fit used to establish the predictive vali dity (in-sappde fit) and the forecasting
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accuracy (out-sample fit) of the quantile regression models was the coefficient of determination
(R1)[20]. R1 measures the proportionate reduction in the weighted sum of the absolute deviations
(WSADs) achieved by a conditional model over the unconditional model; where the weighted sum
of the absolute deviations is given by eqn. 1. In this context. R1 is analogous to the mean absolute
scaled error suggested by Hyndman and Koehler [27]. R1 was estimated for Models 2, 3. and 4,

using the weighted sum of absolute deviations from Model 1 as the denominator.

Results

The time-series graph of the daily. respiratory deaths shows the familiar annual eyele with the peak
deaths occurring in the winter months and the valleys occurring in the summer (Figure 1). The
dashed vertical line in the middle of the figure shows the separation between the in-sample used to
develop the quantile regression models and the out-sample, used to cross-validate the forecast
models. The dotted horizontal line shows the in-sample, unconditional, o™ percentile number of
daily deaths (20.2 per day). It is clear that a conditional distribution at the oo™ percentile which
included seasonal/temporal predictors would be quite different from the straight line of the

unconditional quantile.

The top half of Table 1 shows the predictive capacity of the three conditional models (Models 2. 3.
and 4) relative to the unconditional model (Model 1). The coefficient of determination (R1) showed
improvements between . 163 (i.e., a 16.5% improvement in the fit) and .191 over the unconditional
model. The seasonal model (Model 2) slightly outperformed both the selected lags model and the

7-day moving average model.

The models developed using the in-sample data were cross-validated using the out-sample data.
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The lower half of Table 1 shows the forecasting capacity of the three conditional models (Models 2,
3, and 4) relative to the unconditional model (Model 1). As anticipated, the forecasting performance
of Model 2 (seasonal/temporal predictors) was slightly worse than the predictive performance
(R1=.161); i.e.. cross-validation against the out-sample was slightly weaker than predictions based
on the model development data (in-sample). Model 3 (seasonal/temporal predictors and selected
lags for weather and air quality) performed slightly better in forecasting than it had in prediction
(R1=.194). The performance of the 7-day moving average model (Model 4) also improved slightly

(R1=.187).

As an illustration. Figure 2 shows the predictions (in-sample) and forecasts (out-sample) based on
Model 3 (seasonal. temporal and selected lags as predictors) against the unconditional Model 1.
Each point (small dot, larger dot, and solid triangle) represents the number of respiratory deaths
recorded for a particular day. The conditional quantile regression model for the 90" percentile
(shown in grey) lies, as expected, well above the central portion of the data — where a model of the
conditional means or median would lie — and shows clear seasonal variation. The dotted horizontal
line shows the unconditional 90" percentile (Model 1). A few matters are worthy of note. All the
points that lie above the dashed horizontal line would be regarded. under the unconditional model,
as reflecting more unusual numbers of respiratory deaths. The points shown as black triangles
reflect those days with numbers of deaths identified as more unusual under the unconditional
model, but more typical under the more complex, conditional model. Conversely, all the points that
lie below the dashed line would be regarded as more typical under the unconditional. The points
shown as larger dots reflect those days with numbers of deaths identified as more typical under the
unconditional model, but more unusual under the more complex, conditional model. Visually. the

predictive and forecast performance of the model appears to be reasonably consistent (Figure 2).
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Discussion

The notion of modelling and forecasting the expected number of daily deaths is well described in
the literature [2.28.29,30]. Forecasting any health outcome on the outer arms of a conditional
distribution, however, is unusual [15], and appears not to have been done in the analysis of daily
time series data related to mortality. This is unfortunate, because there are things to be learned from
forecasts made at, for instance, the 90™ percentile that could not be learned from forecasting the

expected number of daily deaths.

For example, forecasts of the expected number of deaths will underestimate the kinds of resources
that need to be available much of the time. particularly in an environment with the kind of
variability shown in the daily respiratory deaths data. There is cyclical variation in the data, but
even within the data at any one part of the annual cycle. there is substantial daily variation.
Forecasts of likely numbers of deaths (i.e.. occurring 90% of the time). can also feed into a
mechanism for identifying when there is a concerning deviation in the number of deaths. Sustained
numbers of days with deaths above the forecast can inform a health system about the occurrence of

a likely environmental exposure or emerging disease.

Furthermore, because the forecasts are conditional, relatively low absolute numbers of deaths
occurring in the summer, can still trigger a response when those numbers (although low) fall
consistently above the conditional 9™ percentile. They also forecast when resources and capacity

may be reduced.

The analysis presented here showed some forecasting benefit associated with the inclusion of
selected lags of daily weather or air quality data (i.e., a difference in R1 between .161 and .194 — a

3% improvement over the unconditional model). A trade-off arises. however, between developing
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more complex conditional models over models including only temporal and seasonal predictors.

There are important limitations with the approach taken here. and these can be used to highlight

" percentile. One can

future pathways for analysis. The first limitation is with the use of the 90
potentially analyse the data at any conditional quantile, and for different purposes (such as
surveillance or resource allocation) analyses at different quantiles — or multiple quantiles — may be
more useful. The utility is driven by the application. and as we were seeking a proof of concept. the
9™ percentile seemed to be appropriate level. Using cosinor values of yearly and half yearly cycles
may not capture important seasonal information that could be built into the forecasts, and is
certainly worthy of future investigation. There is a balance to be made in forecasting between the
gain in accuracy and the cost of implementation. Sinusoidal functions capturing seasonal and
temporal variation are trivial to develop and implement, and provide around a 15-20% improvement
in accuracy over using an annual figure for the 90" percentile. More complicated conditional
models appear to add a 2-3% improvement. The utility of the gain for the effort is uncertain. The
final limitation we consider here is a theoretical one. There is often concern expressed with
forecasting models that do not take a more traditional causal modelling approach [31]. We would
take two distinct lines of argument in response. The first line of response is that the purpose of
forecasting is not about determining cause and effect, and therefore forecasting models should be
judged according to their forecasting accuracy, not for their inadequacy at providing causal
explanations. The second line of response is that if a causal model out-performs and non-causal
model in forecast accuracy. then the causal model should absolutely replace the non-causal model.

The causal model was not developed here, but there is some reason to believe that it may not

perform as well as a “dust bowl™ empirical approach [31].

Conclusion
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This study reports for the first time, a statistical approach for forecasting respiratory related deaths
at the 90" percentile using quantile regressions. The results suggest there is potential value in this,
even when the model is no more sophisticated than a seasonal/temporal model. The study should.

however, be treated as a proof of concept, rather than definitive.
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Table 1: A comparison of the predictive and forecasting capacity of the models
Parameter Model 1 Model 2 Model 3 Model 4

Prediction

In sample WSAD 2328.2 1882.5 19433 1927.5
R1 0 191 165 172

Forecasting

Out sample WSAD 2529.5 21213 2039.7 2055.3
R1 0 161 194 187

Perdition was based on the In Sample (days=2445) and forecasting was based on cross-validation of the Out Sample
(days=2548): Madel 1, intercept only; Model 2, temporal/seasonal model, Model 3, temporal/seasonal model with
selected lags of weather and air quality, and Model 4 temporal/seasonal model with a 7-day moving average of weather
and air quality. The weighted sum of the absolute deviation (WSAD) and the coefficient of determination (R1) are used

to compare the models.

167



Figure Legends
Figure 1: Time series of respiratory related deaths 1987—2000

The vertical dashed line indicates the separation between the in-sample and out-of

sample data.

Figure 2: The quantile regression (90" percentile) model of respiratory related deaths

The small dots indicate daily deaths

The dotted horizontal line shows the unconditional 90" percentile
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Figure 1:
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Figure 2: The guantile regression (90th percentile) model of respiratory related deaths
0 - In Sample E QOut of Sample
8 — 4

w

£

(1]

& &

)

i< o |

E o™

‘G

$ uwr

g =

=

T o |

[m] —
w

1980 1995 2000

Date

170



SECTION V

Chapter 11

11.0 General Discussion

Health forecasting predicts health situations or disease episodes and forewarns about
future events (39). It also forms part of the activities of preventive medicine or preventive
care engaged in public health planning, and it is aimed at facilitating health care service
provision in populations (39, 54, 215, 217-219). Health forecasting is an age-old concept,
practiced in various forms of health delivery over the years (220-222); but is also a
relatively new and re-emerging terminology that is finding extended modern applications
in the field of health. It has recently been championed by a number of organizations
including the United Kingdom Meteorological Office (217) in collaboration with
Medixine (COPD Health Forecasting) (223) and the Health Forecasting Project of UCLA
School of Public Health (224) for the purposes of providing health forecasting services to
health service providers like the NHS as well as to subscribed individuals. Health
forecasting derives most of its current analytic approaches and techniques from other
areas including econometrics, marketing, and meteorology. In this research we reviewed
the literature on health forecasting and chronic respiratory illness (asthma), and identified
statistical methods /techniques used in predictions. We also explored weather, air quality
and hospital administrative datasets with the goal of understanding the data and its

distributions, trends and nature of the relationships between the variables reported
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therein. It was hoped that this exercise would facilitate the design and development of

methods for health forecasting.

Mainly structural (causal) models have been used to model and predict various health
situations /conditions, but rather only few reports on the unstructured models. We also
noted that the complexity of reported health forecasting models vary from individual
/aggregated health situations or disease type being forecast, to the strategies involved in

selection of variables/predictors, and through to the nature of the model diagnostic tools.

There are many reports on asthma and its impacts on various population demographics
worldwide, and the disease burden has been described in many ways, as we reported in
some of our reviews (Chapters 2, 3 & 4). In Chapter 3, we specifically investigated an
aspect of the disease burden (LOS) in order to justify the importance of forecasting
asthma, but also to show a unique statistical approach to investigating LOS. The
relationships between asthma admissions and factors which partly define the burden of
disease related to LOS (i.e. demographic, diagnostic and temporal factors (105)) were
examined. Our approach, which used a fixed effect model (comparing individual versus
area effects) was useful in categorizing the determinants and burden of LOS. Previous
studies on LOS and even more recent ones, which reported on the factors associated with
LOS, have failed to account for the fixed effects such as individual, area of residence or
other constant factors that may influence the LOS in a unique manner (225, 226). This
pragmatic approach to investigating LOS may therefore be of importance to health

services provision.
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Having tested a tool for estimating the disease burden, we focused our attention on the
health forecasting literature in order to examine the key information that could support
the development of health forecasting models. Reports on health forecasting often used
forecasting terminologies and principles, which have been created for forecasting in other
areas (227). These terms and principles have however not been well described in
perspective of health forecasting. Since the interpretation of health data and information
may vary extensively compared to say econometric or marketing data, streamlining
health forecasting terminologies and principles is important. Even though we made
attempts to define /describe some of the terms in this thesis (Chapters 4, 5 & 6), it is not
sufficient and further research may need to focus on defining the ‘fine boundaries’ of
terms and principles mainly applicable to health forecasting. Related paper in Chapters 5
& 6 for instance may stimulate further discourse and research on health forecasting issues
which relate to how we define and handle uncertainty/risks, error, accuracy, the focus of
a health forecast, data aggregation and how to define horizons for health forecasting. It
would be interesting to see how future research on health forecasting address and discuss

some of these issues identified.

Another important contribution of Chapter 5 is the proposed schematic approach to health
forecasting. The scheme/outline also lists potential hurdles to overcome in health
forecasting. Even though the proposed approach may not be entirely flawless, it was
designed to capture the knowledge and information that is plausible and potentially

relevant in health forecasting. We have not yet noted any similar proposed scheme in the
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health forecasting literature, and so it may be early to want to make comparisons.
Nonetheless, it is intended to draw the appeal of public health practitioners who may be

interested in developing a pragmatic tool for health forecasting.

A major component of our study was investigating the potential utility of a number of
forecasting models and techniques on asthma daily admissions in London, and also
respiratory related deaths in NYC. As a result, we developed statistical models (negative
binomial regressions or quantile regression models), which were best suited for the
datasets accessible to us. In the analyses, we examined the extent to which temporal,
weather and air quality factors could help predict anticipated asthma daily admissions in
London (chapters 6, 7 & 8), as well as extreme/peak health events in general (chapters 9
&10). The health forecasting methods and techniques discussed in this thesis gave
reasonably good predictions based on the relative measures of model diagnostic
parameters (measure of degree of error). The systematic approaches we described (in
chapters 6 - 10) may be useful for standardizing model parameters in further research on
health forecasting. They may also be useful in prioritizing indicators for future health and

non-health data collection.

Generally, we observed a consistency between the original distribution of the dependant
variable (asthma daily admissions) and that of its predicted form over time. However, as
one would expect, there were significant differences between the hold-in and hold-out

data sets, which was primarily attributable to the differences in their original distribution

and characteristics. As we pointed out in Chapter 6, there is not as yet any clear criteria
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for deciding on exactly what proportion of data, in relation to the hold-in sample should
be used as hold-out for model validation (39). The substantial variations of approaches
used in validating various health forecasting models calls for further investigation to help

define appropriate approaches for validating health forecasts

Earlier health forecasting models of asthma focused on the premise that increased
exposure to the vagaries of the weather and to the toxicity effects of other environmental
factors would cause exacerbations. Hence models were based on the well known causal
factors like ozone, atmospheric temperature, just to mention a few, which are consistent
with the literature (228, 229). Even though this is a reasonable assumption to base the
development of a forecasting model on, there could be some problems with the exact
representation of individual’s exposure parameters, which may then subsequently affect
the forecast model’s reliability. However, as we argued in our analytical papers (Chapters
6 - 10), in the area of forecasting unlike causal modelling, data-driven approaches have

proven to be better and more reliable in predicting future events (230).

Our analyses focused on how to best develop a reliable and parsimonious predictive
model using the needed predictors — a data-driven approach. It is important to
reemphasize that not all the plausible predictors were necessary for inclusion in the best
predictive model. An air pollutant such as carbon monoxide may be well known for its
role in exacerbating asthma, however, in some context of population health analyses
involving a wide area; this indicator may be redundant in a multivariable predictive

model. This is not unexpected, since population level exposures for wide areas like
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London is difficult to generalize for individual exposures, and more particularly for

asthma sufferers whose outdoor activities are largely unrecorded.

Since individuals would usually spend some time indoors and unspecified periods
outdoors, where there is a wide variation in weather elements and air quality factors, it
becomes imperative that potential health forecasting models for chronic respiratory
related diseases such as asthma to consider other forms of data and novel forecasting
approaches which will provide a better forecast. Hence our preference for non-causal or

semi-structured forecasting models as discussed in chapters 4 & 6.

We were able to show how temporal and environmental factors could be used to develop
models for forecasting both routine/anticipated health events and also extreme/peak
events. Our inquiry into health forecasting also shed light on the extent to which
predictions could vary based on differences in underlying models and their component
predictors. Overall, the investigations suggest that a range of environmental factors and
statistical tools can be used to develop health forecast for chronic respiratory conditions
like asthma. But, there is no clear evidence that data on environmental factors can yield
more effective predictions than ordinary temporal factors or univariate lagged models,
particularly in targeting vulnerable individuals in large heterogeneous urban dwellings
such as the city of London. Nonetheless the epidemiological evidence base for health
conditions that are forecast needs to be regularly updated to supplement the strategies

used by data-driven approaches to health forecasting. On the basis of our series of
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investigations, there may be relevant implications for further research on health

forecasting, health care services and for policy. A few are mentioned here for reemphasis.

Clinical implications of health forecasting

Identifying the number of individuals who fall sick of asthma within a defined area or
jurisdiction over a time period could help predict future events and hence help clinicians
to make better decisions. It could also help health managers to make better decisions and
resource allocations. Our study identified that, temporal factors such as day of the week
and seasons as well as the lag asthma admissions such as the previous day(s) events, were
strong predictors of future events. This therefore implies that information on the accurate

diagnosis of a case, as at, and when it happens is useful for forecasting future events.

Though asthma is a well known chronic respiratory condition which is largely affected by
the vagaries of environment (i.e. extreme weather conditions and poor air quality),
obtaining representative human exposure records or estimates is hard to come by (231).
This is because environmental conditions vary very widely across large populations and
also between indoors and outdoors. Hence clinical records of reported individuals, over a

period of time may be the most useful in forecasting.

Related to data /sustainable data management and public health surveillance
Lessons have been learnt in trying to use surveillance health records and other data to
guide health care services delivery. The value of health forecasting in facilitating health

care delivery and reducing overall health care expenditure, is however not well argued
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out in a compelling manner to ensure that it is widely adopted /used. Further research on
the cost-saving benefits of health forecasting with examples on its return on investment
may be a useful point to draw the attention and support of policy makers in health

forecasting research

Health forecasting depends on the availability and access to reliable longitudinal data,
which can be easily provided if national health systems set up and maintain sustainable

public health surveillance systems

Related to methods and techniques
In the analytic sections of our research, we have used a number of statistical methods and
techniques to develop health forecasting models, which can be validated with other

population data and adapted to specific cases of interest.

Related work force development

Health forecasting can be realized with an investment in additional workforce
development or outsourcing to specialized organizations that are professionally engaged
in the activity. The UK Met Office Health Forecasting team is one of the examples which

have been mentioned already in the thesis.
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Chapter 12

12.0 Conclusions, Recommendations and Advances

12.1 Conclusions

Asthma poses a significant burden to populations, and health forecasting may provide an
alternative solution to help in managing the condition at various levels (individual, care
providers, service providers, and policy). In defining and establishing the disease burden
of asthma, we found that the individuals’ fixed effect negative binomial model was more
robust in explaining the determinants of LOS, compared to the area effects model. We
leave open the question; however whether the combination would be even more

successful.

In our reviews we established that environmental factors have causal links to chronic
respiratory diseases like asthma, and these effects often vary by location. However, our
empirical studies showed that weather and air quality factors were not very useful in
predicting asthma daily admissions. Nonetheless, we establish approaches that these
environmental factors could be used in future health forecasting involving different
datasets. Environmental factors may still be useful predictors for developing pragmatic

forecasting tools for chronic respiratory illness.

Lagged predictors were also more relevant in model development compared to real

measures, because of the potential delayed effects of exposures. Human sentinels are also
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useful in predicting future events, possibly because they succinctly capture the weather

and air quality exposure effects.

Excess demand for health care services is a great challenge to any health care service
provider but the ability to forecast peak events is a promising resource. Quantile

regressions can be used in modelling peak daily asthma admissions.

12.2 Recommendations

Health forecasting should be viewed as a dynamic activity with an equally continuous
update of whatever framework that is being employed. This is because of the changing
circumstances of individuals /populations, and their local environments, which mostly
determine the prognosis of diseases. Increasing health forecasting activity will also help

perfect or sharpen its approaches.

Further research on health forecasting needs to focus on defining or classifying the tools
per perspective. This includes the terms, principles and methodological typologies that
are mainly applicable to health forecasting; so as to help guide the process of forecasting
health events. There is a need to further examine the approaches for validating health

forecasts and to propose suitable ones, which could then be adopted in health forecasting.

In predicting specific chronic respiratory diseases such as asthma, it is recommended that
future work incorporate historical events in model development process and also provide

notes for the interpretation of models based on peculiar antecedents.
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Finally, further research on the cost-saving benefits of health forecasting with examples
on its return on investment may be a useful point to draw the attention and support of

policy makers in health forecasting research

12.3 Advances

The thesis makes a number of contributions to knowledge in health forecasting. First, it
identifies the theoretical environmental and social settings (framework) which explains
some of the peculiar aspects of the disease burden of asthma in the UK. The pragmatic

approaches to modelling LOS with random effects models of negative binomial

regressions was a modest but novel contribution to the area.

Secondly, the thesis advances the discourse of health forecasting literature by providing
additional descriptions to key principles of health forecasting, which have not been
explained elsewhere. Some of these include Uncertainty and error, Focus of health

forecasting, data aggregation and accuracy, and horizons of health forecasting.

The third significant contribution of the thesis to the literature on health forecasting is
encompassed in Chapter 6, which was focused on “classifications”. A unique output of
this paper is that it identifies and presents the choices available for measuring the
accuracy of health forecasting models, and also unearths the lack of a common approach

to /discrepancies in the modes of validation of a health forecast.
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Another contribution of this work is its demonstration of forecasting asthma related
hospital admissions in London using negative binomial models. This process reveals the
importance of complementing variable selection approaches, particularly for the

specification of environmental (weather and air quality) and temporal factors.

A further contribution which forms the thrust of Chapter 8, is the development of
statistical models to forecast asthma related admissions in London using the concept of
human sentinels. This technique theorizes that individual asthma sufferers who have a
more sensitive lungs and more prone to exacerbations could be used as indicators to
forewarn others. Hence the paper develops univariate lagged models which predicts

future events.

Also, the thesis makes another significant contribution to health forecasting by
developing approaches for forecasting extreme events using Quantile regression models
(QRM). These models were developed and tested with asthma admissions data in London
(Chapter 9) and also for respiratory related deaths in New York City (Chapter 10). Both
papers provide compelling evidence that there are robust approaches for predicting

situations of excess demand for health care services or resources.

The analysis in the contributions, which have been described above show that temporal

and environmental factors (including weather and air quality measures) can be useful

predictors of asthma daily admissions, but are mediated by lags.
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The policy implications of this thesis are narrow in respect of the immediate beneficiary
of the ideas it presents, but again could have a very wide population health impact
depending on how the application is cascaded through health delivery systems. It is for
instance anticipated that the results of this thesis will draw the interest and attention of
strategic stakeholders involved in health forecasting such as the UK Met Office, who
have a mandate to reach out to health services providers with health forecasting services

— health alerts, inter alia.
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Al.1 Environmental Health Conference 2011

[016]
The role of weather and air quality factors in forecasting asthma
admissions in London
I.N. Soyiri*!, D.D. Reidpath®
1Unf'versfty of Ghana, Ghana, 2Monash University, Malaysia

The subject of health forecasting is not entirely new, but the literature is limited,
particularly in the area of forecasting of adverse respiratory health events like
asthma. It is an unclear field; and there has been almost no research looking at
the forecasting of the demand for asthma hospital admissions. Health forecast
enables individuals to take precautionary measures, and service providers to
manage demand for health care. The ability to produce reliable health forecast is
often limited by insufficient data and information as well as verifiable
methodologies that have a good predictive power; are simple to implement and
relatively inexpensive.

The concept of health forecasting is described in relation to a proposed asthma
forecast model for London. It illustrates the procedure for developing asthma
forecast models using hospital admission records (total daily asthma admissions)
as dependant factor and environmental data (weather and air quality factors) as
predictors. A further exploration of the relative effects of different exposure
durations to asthma admissions in London is carried out.

This paper demonstrates how to predict both normal and extreme asthma events
that lead to hospital admissions in London using lagged exposures of weather
(temperature and humidity) and air quality (nitrogen oxide and ozone) factors.
Negative binomial regression count models and the Quantile regression models
were used in the predictions. Error measures used to compare suitable models
were the Root mean square error and Receiver operating characteristic curves
fcoefficients. The paper adds an explanation to the concept of health forecasting
and proposes some frameworks for forecasting asthma admissions in London.

Keywords: Health forecast, Asthma Hospital Admissions, Weather, Air Quality

Soyiri, I.N. and D.D. Reidpath, The role of weather and air quality factors in forecasting
asthma admissions in London, in Environmental Health 2011: Resetting our Priorities
2011, Elsevier: Salvador, Brazil. (Available: http://elsevier.conference-
services.net/programme.asp?conferencelD=2205&action=prog_categories)
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Soyiri, I., D. Reidpath, and C. Sarran, Determinants of asthma length of stay in London
hospitals: individual versus area effects (Published: Emerg Health Threats J., 2011. 4(0):
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COACTION

Determinants of asthma length of stay in London
hospitals: individual versus area effects

Ireneous Soyiri"?*, Daniel Reidpath® and Christophe Sarran®

"University of Ghana, Lagon, Accra, Ghana; *MONASH University, Sunway Campus, Malaysia; *Met Office, Exeter, UK

Objective

To identify predictors of length of stay (LOS) of asthma
admissions in London and to model their area and individual
effects.

Introduction

Asthma is a chronic condition of public health concern
associated with morbidity, mortality and healthcare utilisation.
It disproportionately affects certain ethnic and demographic
groups.

Methods
Asthma admission records in London (2001 2006} were used.
Megative binomial regression was used to model the effect of

Tabke I. Summary statistics of asthma-related hospital admissions in

London, 2001-2006

Characteristics N (%)

Age (years)
-} 12,420 (12.4)
514 10,700 (10.7)
15 44 16,612 (16.8)
45 59 7,029 (7.0)
B0 74 5,698 (5.7)
=75 4,309 (£.3)

Ethnic Group
White 26,230 (46.2)
Black 8,604 (11.8)
Asian 6,382 (11.2)
Mixed/Other 5,780 (10.2)
Mot stated 11,782 (20.8)

Secondary Diagnosis

Other diseases of URT 25,053 (44.1)
Influenza and Pneumonia 692 (1.2)
Other acule lower respiratory infections 6,256 (11.0)

Acute upper respiratory infections 70({0.0)

Chronic lower respiratory infections 1,207 (2.1)
Lung diseases due to external agents 1,519 2.7)
Other diseases of respiratory system 378 {0.7)
Other Nen-respiratory system diseases 15,227 (?6.8)
Missing Values 6,376 (11.2)
Method of Admission
Accident and emergency services 52,074 (931.7)
General Practitioner (GF) 2,602 (£.6)
Sed bureau &1 {0.1)
Consultants out patient clinic 577 (1.0)
Other means 1,484 (2.6)
Meteorclogical Season
Summer 12,340 (21.7)
Spring 13,453 (23.7)
Autumn 16,800 (29.6)
Winter 14,185 (25.0)

demographic (sex, age & ethnic group), diagnostic (primary &
secondary diagnosis, method of admission) and temporal (day of
the week, mereorological season & year of admission) factors on
the LOS, accounting for the random effects of ecach patient’s
attendance, as model ‘T" and again for area of residence, model
‘A, Akaike information criterion (AIC) was used to compare the
two models.

Results

The median and mean asthma LOS over the period of study
were 2 and 3 days, respectively. Admissions increased over the
years from 8308 (2001} to 10,554 (2006), but LOS declined
within the same period. Fewer males (48%5) than females (52%0)
were admitted and, the latter had longer LOS compared to
males. Only 3% were primarily diagnosed as predominantly
allergic, whilst >94% were classified as ‘asthma, unspecified.
Younger people were more likely to be admitted than elderly,
but the latter had higher LOS (p <=0.001}. The secondary
diagnosis and method of admission were important diagnostic
determinants of length of stay, with very marginal differences
between the two statistical models (I & A"}, Again, all the
temporal factors were significant determinants of LOS. Overall
the patient cluster model (AIC=239394.8) outperformed the
area model (A1C=247899 9).

Conclusions
Asthma LOS is best predicted by demographic, diagnostic and
temporal factors with individual patients as a random effect.

Keywords
Asthma; length of stay; spell duration; risk factors; hospital
admission

“I. Soyiri
E-mail: soyirin@yahoo.com

Emerging Health Threats Joumal 2011, @ 2011 1. Sayiri et al. This is an Open Access anide distributed under the terms of the Creative Commans Attabution 143
Moncommercial 3.0 Unported License (hipuereativecommons. org/licenses/by-ne/3.0/), permitting all non-commercial use, dstribution, and reproduction in

ary medium, provided the orginal warlc s property cited.

Citation: Emerging Health Threats Jounal 2011, 4: 11179 - DOl 10.3402/ehtj.w4i0.11179
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Soyiri, I.LN. and D.D. Reidpath, Predicting extreme asthma events in London using
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ABSTRACT

Fmerging Health Threats journal 2011, 4:5162, dol: 10.3134/entj.10.162
€ 2017 IM Soyini 2nd DD Reidpath,; licensee Emerging Health Threats Journal.

www.ehtjournal. g

Predicting extreme asthma events in London using

quantile regression models

IN Soyiri'”, and DD Reidpath®

‘Um‘w_'rsfry of Ghana, School of Public Health, Legon Accra, Ghana; and ?Monash University, School of Medicine and Health Sciences,

Kuata Lumpur, Malaysia
E-mail: soyiriin@yahoo.com

Objective

This paper describes a framework for creating a time series
data set with daily asthma admissions, weather and air
quality factors; and then generating suitable lags for
predictive multivariate quantile regression models (QRMs).
It also demonstrates the use of root mean Sguare  error
(RMSE) and receiver operating characteristic (ROC) error
measures in selecting suitable predictive models.

Introduction

The burden of asthma is a major public health issue, and of a
wider interest particularly to public health practitioners,
health care providers and policy makers, as well as research-
ers. The literature on forecasting of adverse respiratory
health events like asthma attacks is limited. It is an unclear
field; and there is a need for more research on the forecasting
of the demand for hospital respiratory services.

Methods

Asthma hospital admissions from the hospital episode
statistics (HES) database in the UK, weather and air quality
measures obtained via the UK Met Office databases were used
in the analysis (2005-2006). The key variables in the data

Table 1T QRM predictions of extreme (= 90th percentile) asthma events in London

were examined for their distribution and properties. Suitable
time series lags were generated and converted into non-time
series for bivariate quantile regression analysis. Multivariate
QRMs were developed to predict extreme asthma events
defined as = the 90th percentile. RMSE and ROC curves were
used to compare error measures of each predictive model.

Results

All the potential predictors were independently significant
with asthma daily admissions (P<0.01), however most
proved to be insignificant in multivariate analysis when
controlling for the other factors. Three significant predictive
models were constructed: Model-l involved an 18-day lag
barometric vapour pressure and a 3-day lag Nitrogen dioxide.
Model-1I included barometric pressure (18-day lag), Nitrogen
dioxide (3-day lag) and air temperature (21-day lag), and
then Model-l1I had barometric pressure (18-day lag), Nitro-
gen dioxide (3-day lag), air temperature (21-day lag),
humidity (4-day lag) and formaldehyde (3-day lag). Bul for
humidity and formaldehyde concentrations, all the variables
were at least statistically significant at P<0.01 (see Table 1).
Model-Il had better predictive values for both normal
and extreme asthma events compared with the other two

Asthma predictive models 1 " 1]

se Coel™ se Coel® se. Coef™
Barometric pressure HPa (18-day lag) -0.18 2.00%** -0.3 1.44%%% -0.24 0.85%**
Mitrogen dioxide® (3-day lag) —7.20e+07 1.8e+08* —7.50e+07 4. e84 —8.90e+07 2.9e408%
Air temperature “C (21-day lag) -0.18 —(.84%+* -0.16 =174
Humidity % {4-day lag) -0.05 -0.04
Formal dehyde® (3-day lag) 2.30e+08 3.70e+08
Specification test: (Linktest) fatsg Pvalue 0.155 0922 0.136

¥Expected change in log count for a one-unit increase in variable and degree of significance: *P<0.1, *P<0.01, **P<0.001; *kgm *; standard error (s.e.).

a This is an Open Access artide distributed under the terms of the Creative Commons Attribution licence (http://creativecommons.org/licenses/by/(2.5)
OPEN L) ACCESS \hich permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
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models, and again had lower error measures compared with
Model-1 and Model-I11.

Conclusions

Asthma daily admissions can be predicted from a combina-
tion of weather and air quality indicators including average
daily measures of barometric pressure, Nitrogen dioxide,
air temperature, humidity, and formaldehyde using QRMs.

www.eht-jounal.org page 2/2

Barometric pressure, nitrogen dioxide, and air temperature
were the best predictors of asthma daily admissions.
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Appendix B

B1.1 Synoptic and Climate Stations in London Area

1. Heathrow

2. Northolt

3. Kew Gardens

4. London Weather Centre

5. St. James’s Park

B1.2 Met Office pollution model: NAME dispersion model

Reference /Source: http://www.metoffice.gov.uk/environment/name.html

This world-renowned atmospheric pollution dispersion model is an invaluable and

versatile tool for accident and episode analysis, and for pollution forecasting.

NAME can:

= Forecast air quality

v Assess the cause of pollution incidents

»  Produce long-term impact assessments
»  Understand and predict long-standing air pollution problems, like acid rain

= Forecast the international movement of volcanic ash

NAME lies at the heart of the Met Office's air quality forecasting system, and is widely

used by industry and government to help solve pollution problems.
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Making unique use of 3D global weather data, NAME is the result of many years

of development and includes enhancements in response to the Chernobyl disaster

Applications covered include: plume rise, realistic boundary layer simulation and
upper level transport

All spatial scales are catered for, and it includes a powerful suite of diagnostic
tools

3D trajectories of air parcels are used to compute air concentrations and ground

deposits
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Appendix C

C1.0 Data visualisation and summary of preliminary analysis

C1.1 Daily Asthma Hospital Admissions in London (2005-2006)

The total daily asthma admission in London is illustrated in the time series plot in Figure
1 and 2. Two major extreme events were observed; around the end of spring 2005 and
same period in 2006. Generally the summer periods appear to have the lowest admission
rates whilst the highest were reported in the autumn months. Both the winter and spring
periods had moderate rates of admissions. Even though these observations do not clearly
show any peaks and troughs as may be suggested by the illustration, they do attempt to
present the distribution of asthma daily admissions seasonally. There are very wide

variations in the autumn, compared to the winter and spring periods.

C1.2 Asthma Admissions and Weather factors (London, 2005-2006)

The mean air temperature distribution is presented alongside the asthma daily hospital
admissions for London in Figure 9. The higher temperatures were obviously recorded in
summer whilst the lower temperatures were recorded in the winter months. The other
specific temperature readings like the daily maximum/minimum temperature, dew point

or wet bulb temperatures followed the same patterns (see Figures 10-13).

The other indicators whose distribution patterns have been plotted with that of the

Asthma daily admissions are presented in Figures 14 to Figure 16. These include
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Humidity, Barometric vapour pressure and Wind speed. Both Humidity and Pressure

show some seasonal patterns whilst Wind speed does not.

C1.3 Asthma Admissions and Air Quality (London, 2005-2006)

Apart from Ozone all the other air pollutants do not appear to have any regular seasonal
or occasional trend(s). Taking Carbon monoxide as an example, the pattern distribution
with reference to the seasonal marks (red lines) with vertical monthly grids (Figure 19),
do not show any regular seasonal or monthly effect. This is same for the other pollutants
(Nitrogen dioxide, Nitrogen oxide, Sulphur dioxide Formaldehyde and PM,) except
ozone. Ozone shows some seasonal trends with notable peaks in the summer period and

low records in the winter (See Figure 17).
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Cl1.4 Codebook and data summary (2005-2006)

Table 1 Codebook and data summary

Variable in Codebook Obs Mean Std. Dev. Min Max
Asthma Daily admissions 730 28.48493  9.846025 6 130
Number of records 730 1097.577  632.7526 5 2191
Date of record 730  16801.5 210.8771 16437 17166
Maximum temperature 706 1542558  6.941063  -0.02 34.98
Minimum temperature 706  7.832748  5.479739 -4.98 19.26
Night minimum temperature 706  8.143165  5.402302 -4.98 19.26
Night maximum temperature 706  12.24009  6.144914  -1.32 26.5

Day Maximum temperature 706 15.34045  7.001238  -0.36 34.98
Day Minimum temperature 706 10.21478  6.144866 -2.6 25.28
Mean wind speed 706  7.009241  3.002575 0.7 19.5

Air temperature 706 11.22771  6.365106 -2.54 26.48
Wet bulb temperature 706  9.282508  5.498092 -3.25 20.54
Dew point temperature 706  7.271619  5.506778  -6.7 18.1
Barometric vapour pressure 706 10.82407  3.886903  3.425 20.75
Humidity 706 77.88305  12.71152 35 99.5
Carbon monoxide 730  2.45E-07  6.06E-08 1.37E-07 5.23E-07
Formaldehyde 730 6.50E-09  3.25E-09 1.67E-09 1.90E-08
Nitrogen dioxide 730  2.23E-08  7.91E-09 9.24E-09 5.63E-08
Nitrogen oxide 730 1.72E-08  1.14E-08 2.16E-09  7.31E-08
Ozone 730  1.14E-08  5.85E-09 8.48E-10 3.22E-08
Particulate Matter (PM10) 730 1.12E-08  9.00E-09  1.46E-09  6.00E-08
Sulphur dioxide 730  1.26E-08  7.39E-09 2.90E-09 4.28E-08
Night temperature drop* 706  4.096929  2.010862 0.7 10.38
Day temperature drop* 706  5.125673  1.872485 0.86 10.46
Temperature drop* 706  7.592833  3.320577 0.78 17.74
Month* 730  6.526027  3.450215 1 12
Seasonality* 730 2539726  1.164959 1 4
Dichotomised “asthma’* 730 0.90411 0.294643 0 1

*Derived variables

209



C1.5 Asthma Admissions (London, 2005-2006)

Figure 7 Daily Asthma hospital admissions in London (2005-2006)

Connected plots of daily asthma hospital admissions
London 2005-2006
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Figure 8 Daily Asthma hospital admissions in London (2005-2006)

Connected plots of daily asthma hospital admissions
London 2005-2006
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C1.6 Asthma Admissions and Temperature (London, 2005-2006)

Figure 9 Asthma Admissions and Mean Air Temperature Distribution (London, 2005-2006)
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Figure 10 Asthma Admissions and Mean Daily Minimum/ Daily Maximum Temperature
Distributions (London, 2005-2006)
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Figure 11 Asthma Admissions and Mean Night Minimum/ Night Maximum Temperature
Distributions (London, 2005-2006)
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Figure 13 Asthma Admissions and Mean Night Minimum/ Night Maximum and Dew point/ Wet bulb

Temperature Distributions (London, 2005-2006)

Asthma Admissions for London

and Temperature Distributions

o
S
o
2]
€
£
17}
Co |
Irs)
o4
T T T T T
01jan2005 01jul2005 01jan2006 01jul2006 01jan2007
date2
o
®
o
159
e
o
e
! T T T T T
01jan2005 01jul2005 01j;jan2806 01jul2006 01jan2007
ate!

(mean) nmint

(mean) dewpnt

(mean) nmaxt
(mean) wetbulb

Figure 14 Asthma Admissions and Humidity Distributions (London, 2005-2006)
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Figure 15 Asthma Admissions and Mean Wind speed Distributions (London, 2005-2006)

Asthma Admissions for London and Mean Wind Speed Distribution
(2005-2006)

150
1

asthma
100
1

50
1

o -

T T T T T
01jan2005 01jul2005 01jan2006 01jul2006 01jan2007
Date

15 20
1 1 1

(mean) mnwind/knots
5 10
1

0
1

T T T T T
01jan2005 01jul2005 01jan2006 01jul2006 01jan2007
Date

Figure 16 Asthma Admissions and Barometric vapour pressure Distributions (London, 2005-2006)
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C1.7 Asthma Admissions and Air Quality (London, 2005-2006)

Figure 17 Asthma Admissions and Ozone Distribution (London, 2005-2006)
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Figure 18 Asthma Admissions and Carbon monoxide Distribution (London, 2005-2006)
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Figure 19 Mean Daily Carbon monoxide distribution (London, 2005-2006)
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Figure 20 Asthma Admissions and NO Distribution (London, 2005-2006)

Asthma Daily Admissions for London and Nitrogen Oxide Distributions
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Figure 21 Asthma Admissions and Nitrogen dioxide Distribution (London, 2005-2006)

Asthma Daily Admissions for London and Nitrogen Dioxide Distributions
(2005-2006)
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Figure 22 Asthma Admissions and Particulate matter Distribution (London, 2005-2006)

Asthma Daily Admissions for London Particulate Matter (10) Distributions
(2005-2006)
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Figure 23 Asthma Admissions and Sulphur dioxide Distribution (London, 2005-2006)

Asthma Admissions for London and Sulphur Dioxide Distributions
(2005-2006)
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Figure 24 Asthma Admissions and Formaldehyde Distribution (London, 2005-2006)

Asthma Admissions for London and Formaldehyde Distributions
(2005-2006)
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C2.0 Notes on Bivariate Analysis

C2.1 Exploring Lag Days for the Explanatory Factors

In the preliminary data exploration, we examined lags from 1 to 21 days for each key
independent variable through a bivariate test with asthma hospital admission as a
dependent variable. The best fit bivariate lag-day was selected for further exploration in
modelling collective effect(s) of the independent variables. The following were selected

for consideration (Tab 2):

C3.0 Notes on Multivariable Analysis

C3.1 Comparison and Selection of Temperature Related Indicator(s):

We included all the temperature related variables including some generated potential
predictors in a single model to determine the one(s) best associated with asthma
hospitalization. These independent temperature related variables were Maximum
temperature, Night minimum temperature, Night maximum temperature, Day maximum
temperature, Air temperature, Dew point temperature, Wet bulb temperature, Day
temperature drop, Temperature drop, Minimum temperature, Day minimum temperature,
and Night temperature drop. The Minimum temperature, Day minimum temperature, and
Night temperature drop were dropped from the model because of collinearity. The effects
demonstrated by these potential predictors (independent variables) represent their
respective effect on the day of hospitalization. At a p-value of 0.05, those found to be
significant were Night maximum temperature (p=0.002), Day maximum temperature

(p=0.01), Air temperature (p=0.025), Temperature drop (p=0.036).
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The environmental factors that have an impact on health conditions like asthma are not
frequently instantaneous, but rather cumulative in nature. Hence we investigated the
lagged effects of the above selected temperature related variables. The model was
constructed with the best selected lags for each indicator. For the lagged model, at a p-
value of 0.05, the significant predictors included the 8-day lag night maximum
temperature (p=0.033), 9-day lag day minimum temperature (p=0.049), 9-day lag air
temperature (p=0.001), 2-day lag dew point temperature (p=0.09) and a 9-day lag wet
bulb temperature (p<0.0001). The NegBin output illustrates the expected change in log
count for a one-unit increase in temperature. Thus for example in the un-lagged NegBin
model (Table 3), every one degree increase in the “Night max temperature” there is an
expected increase of 1.041 (~exp 0.04) daily asthma hospital admissions, given all other
factors are held constant. Similarly, for every one degree increase in “Air temperature”
there is an expected drop of 1.083 (~exp -0.08) daily asthma hospital admissions.
However in the lagged model (Table 4) one degree increase in the “Night max
temperature” results in an increase of 1.031 (~exp 0.03) daily asthma hospital

admissions, accounting for all the other listed variables

C3.2 Comparison and Selection of Air Pollutant Related Indicator(s):

In selecting the appropriate air pollutants, we included all air pollutants (available in our
dataset) in the negative binomial regression base model. These variables were Carbon
monoxide, Formaldehyde (HCHO), Nitrogen dioxide, Nitrogen oxide, Ozone, Sulphur

dioxide, and Particulate matter (pm10). Hence they were all treated as potential predictors
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so that we could subsequently determine the one(s) most strongly associated with asthma
hospitalization. We observed Nitrogen dioxide (p=0.043) Ozone (p=0.001) Sulphur

dioxide (p=0.002) were significantly associated with daily asthma hospital admissions.

We then proceeded to assess the lagged effects of these pollutants. The lagged model was
constructed with the best selected lags for each indicator. These lags were 1-day lag
Carbon monoxide, 2-day lag HCHO, 1-day lag Nitrogen dioxide, 3-day lag Nitrogen
oxide, 14-day lag Ozone, 3-day lag Sulphur dioxide, 2-day lag PM,, and a 21-day lag
PM,. At a p-value of 0.05, 14-day lag Ozone (p<0.0001), 3-day lag Nitrogen oxide
(p=0.012), 2-day lag PM; (p=0.024), and a 21-day lag PM;, (p=0.03) were significant.
This preliminary predictive model also took into account other potential predictors e.g.

the astronomical seasonal effect, monthly variations, humidity and wet bulb temperature.
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Table 2 List of best selected lag days of the bivariate analysis (independent variables) generated from

the NegBin model given that the alpha coefficient of each >0

Variable Lag Coef. Std.Err. z P>z [95% Conf. Interval]
Da

Maximum temperature LlS?l -0.00943 0.001851  -5.09 0.000 -0.01306 -0.0058
Minimum temperature LS. -0.01004 0.002288  -4.39  0.000 -0.01453 -0.00556
Night minimum temperature | L8. -0.00878 0.00232 -3.78  0.000 -0.01333 -0.00423
Night maximum temperature | LS. -0.00942 0.002058  -4.58  0.000 -0.01345 -0.00539
Day Maximum temperature L15. -0.0094 0.001836  -5.12  0.000 -0.013 -0.0058
Day Minimum temperature LO. -0.01062 0.002046  -5.19  0.000 -0.01463 -0.00661
Night temperature drop L19.  -0.03297 0.006322  -521  0.000 -0.04536 -0.02057
Day Temperature drop L13.  -0.02492 0.006725  -3.71  0.000  -0.03811 -0.01174
Temperature drop L19. -0.01841 0.003818  -4.82  0.000 -0.02589 -0.01093
Mean wind speed L2. -0.01145 0.004137  -2.77  0.006  -0.01956 -0.00334
Air temperature Lo. -0.01032 0.001977 -522  0.000 -0.01419 -0.00645
Wet bulb temperature LO. -0.00886 0.002285  -3.88  0.000 -0.01334 -0.00438
Dew point temperature L2. -0.00601 0.002284  -2.63  0.008 -0.01049 -0.00153
Barometric vapour pressure L2. -0.00937 0.003225 -2.9 0.004  -0.01569 -0.00305
Humidity L7. 0.007207 0.000964  7.48 0.000  0.005318 0.009095
Humidity L19.  0.008059 0.000976  8.26 0.000  0.006146 0.009972
Carbon monoxide L1. 969867 1995472  4.86 0.000  578761.6 1360972
Formaldehyde L2. 1.85E+07 3656317 5.06 0.000  1.13E+07 2.57TE+07
Nitrogen dioxide L1. 5674741 1526307 3.72 0.000 2683235 8666247
Nitrogen oxide L3. 4742168 1031354 4.6 0.000 2720752 6763584
Ozone L14. -1.31E+07 2116023 -6.2 0.000  -1.73E+07  -8981818
Sulphur dioxide L3. 4143018 1644753 2.52 0.012  919360.7 7366675
Particulate Matter (PM10) L2. 2568230 1345142 1.91 0.056  -68198.6 5204659
Particulate Matter (PM10) L21.  -4248289 1433593 -296  0.003  -7058080 -1438497
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Table 3 Negative binomial regression Asthma Model comparing the temperature related independent

variables [alpha>(0]

Variable

Log change” Robust Std. Err

Maximum temperature
Night min. temperature
Night max. temperature
Day max. temperature
Air temperature

Dew point temperature
Wet bulb temperature
Day temperature drop
Temperature drop

0.03
0.02
0.04**
-0.09%*
-0.08*
-0.01
0.09
0.02
0.03*

0.03
0.02
0.01
0.03
0.03
0.03
0.06
0.01
0.01

*Expected change in log count for a one-unit increase in temperature

Coefficient: * p<0.1 ** p<0.01; Log psuedo-likelihood: -2508.86; Chi2: 101.

Table 4 Negative binomial regression Asthma Model comparing the lagged (L) day temperature

related independent variables [alpha>0]

Variable

Log change” Robust Std. Err

L15.Maximum temperature
L8.Minimum temperature
L8.Night min. temperature
L8.Night max. temperature
L15.Day max. temperature
L9.Day min. temperature
L19.Night temperature drop
L13.Day temperature drop
L19.Temperature drop
L9.Air temperature

L9.Wet bulb temperature
L2.Dew point temperature

0.01
-0.02
0.01
0.03*
-0.02
-0.04
-0.01
-0.01
-0.00
-0.05%*
0.07%**
0.01

0.05
0.02
0.02
0.01
0.04
0.02
0.01
0.01
0.01
0.02
0.01
0.00

*Expected change in log count for a one-unit increase in variable
Coefficient: * p<0.1 ** p<0.01; *** p<0.001; Log psuedo-likelihood: -2035.88; Chi2: 86.03.
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Table S Negative binomial regression Asthma Model comparing the air pollutant related

independent variables [alpha>0]

Variable Log change” in kgm™ (um™) Robust Std. Err
Carbon monoxide 6.5¢+05  (0.00065) 4.10E+05
Formaldehyde 1.0e+07  (0.01) 1.50E+07
Nitrogen dioxide 7.4e+06*  (0.0074) 3.70E+06
Nitrogen oxide -5.2e+05  (-0.00052) 4.20E+06
Ozone -9.7e+06*** (-0.009.7) 2.80E+06
Sulphur dioxide -1.2e+07** (-0.012) 3.80E+06
Particulate matter -2.3e+06  (-0.0023) 2.20E+06

*Expected change in log count for a one-unit increase in variable

Coefficient: * p<0.1 ** p<0.01; *** p<0.001; Log psuedo-likelihood: -2626.79; Chi2: 44.41.

Table 6 Negative binomial regression Asthma Model comparing the lagged (L) day air pollutant

related independent variables [alpha>0]

Variable Log change\P in kgm'3 (pm"") Robust Std.Err
L1. Carbon monoxide 3.5¢+05  (0.00035) 3.20E+05
L2.Formaldehyde 9.9¢+06  (0.0099) 5.50E+06
L1.Nitrogen dioxide 3.8¢+06  (0.0038) 2.30E+06
L3.Nitrogen oxide 4.8¢+06*  (0.0048) 1.90E+06
L14.0zone -1.0e+07*** (-0.01) 2.20E+06
L3.Sulphur dioxide -2.3e+t06  (-0.0023) 2.90E+06
L2.Particulate matter -4.4¢+06* (-0.0044) 2.00E+06
L21.Particulate matter -3.0e+06* (-0.003) 1.40E+06

*Expected change in log count for a one-unit increase in variable

Coefficient: * p<0.1 ** p<0.01; *** p<0.001; Log psuedo-likelihood: --2538; Chi2: 79.99.
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independent variables [alpha>0]

C4.0 Negative binomial regression Asthma Models

Table 7 Negative binomial regression Asthma Model output: comparing the temperature related

Variable Coef. P>z [95% Conf. Interval]
Maximum temperature | 0.031711  0.346  -0.03426  0.097681
Night min. temperature | 0.021357  0.157 -0.00821  0.050924
Night max. temperature | 0.035668 0.002 0.012706  0.05863

Day max. temperature -0.0883 0.01 -0.15548  -0.02112
Air temperature -0.07678  0.025 -0.14391  -0.00965
Dew point temperature | -0.00836  0.77 -0.06431  0.047602
Wet bulb temperature 0.086987 0.157 -0.03337  0.20734

Day temperature drop 0.017915  0.139  -0.00583  0.041662
Temperature drop 0.027737 0.036 0.001878  0.053595

Table 8 Negative binomial regression Asthma Model output: comparing the lagged (L) day

temperature related independent variables [alpha>0]

Variable Coef. Std. Err. P>z [95% C.1.]

L15.Maximum temperature | 0.012215  0.045319 0.788 -0.07661  0.101038
L8 .Minimum temperature -0.01757  0.021748  0.419  -0.06019  0.025058
L8.Night min. temperature 0.010055 0.019787 0.611 -0.02873  0.048835
L8.Night max. temperature | 0.02636 0.01163 0.023  0.003566  0.049154
L15.Day max. temperature -0.01821  0.044994 0.686  -0.10639  0.069978
L9.Day min. temperature -0.03569  0.018825 0.058 -0.07259  0.001206
L19.Night temperature drop | -0.01449  0.010316  0.16 -0.0347 0.005733
L13.Day temperature drop -0.00792  0.00814 0.331 -0.02387  0.008034
L19.Temperature drop -0.00211  0.006273  0.737 -0.0144 0.010183
L9.Air temperature -0.05285  0.016218 0.001  -0.08464  -0.02107
L9.Wet bulb temperature 0.072636  0.013127 O 0.046907  0.098365
L2.Dew point temperature 0.005769  0.003566  0.106 -0.00122  0.012758
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Table 9 Negative binomial regression Asthma Model output:

independent variables [alpha>0]

Variable Coef. P>z [95% Conf. Interval]
Carbon monoxide | 654161.9 0.107 -141899.8 1450224
Aldehyde 9999356 0.491 -1.85E+07  3.85E+07
Nitrogen dioxide 7420196 0.043  247980.1 1.46E+07
Nitrogen oxide -520672.4 0.9 -8658836 7617491
Ozone -9726108 0.001 -1.52E+07  -4231523
Sulphur dioxide -1.17E+07  0.002 -1.91E+07 -4377266
Particulate matter | -2294866 0.287 -6515491 1925760

comparing the air pollutant related

Table 10 Negative binomial regression Asthma Model output: comparing the lagged (L) day air

pollutant related independent variables [alpha>0]

Variable Coef. Std. Err.  z P>z [95% Conf. Interval]
L1. Carbon monoxide | 348301.3 316345.6 1.1 0.271  -271725 968327.3
L2.Aldehyde (HCHO) | 9873557 5499699 1.8 0.073  -905655 2.07E+07
L1.Nitrogen dioxide 3836785 2326530 1.65 0.099 -723131 8396701
L3.Nitrogen oxide 4830577 1925435  2.51  0.012 1056793 8604361
L14.0zone -1.01E+07 2190761 -4.63 0.000 -1.44E+07 -5853814
L3.Sulphur dioxide -2313985 2869959  -0.81 0.42 -7939001 3311032
L2.Particulate matter -4406147 1957636 -2.25  0.024  -8243043 -569251
L21.Particulate matter | -3003781 1381040  -2.18 0.03 -5710570  -296991
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Table 11 Negative binomial regression Asthma predictive Model I: output

Variable Coef. P>|z| [95% Conf. Interval]
Summer 2 0.140692 0.027 0.0163488 0.265036
Autumn 3 0.350927 0.000 0.21291 0.488944
Winter 4 0.315164 0.000 0.1879445 0.442383
Feb 2 -0.05612 0.318 -0.166344 0.054105
Mar 3 0.017414 0.779 -0.104232 0.13906
Apr 4 0.366958 0.000 0.1933843 0.540532
May 5 0.50403 0.000 0.330006 0.678054
Jun 6 0.465243 0.000 0.2893184 0.641167
Jul 7 0.090724 0.363 -0.104808 0.286256
Aug 8 -0.073616 0.45 -0.264809 0.117578
Sep 9 0.266811 0.002 0.1010651 0.432557
Oct 10 0.228422 0.003 0.0758018 0.381043
Nov_11 0.234457 0.000 0.1088046 0.360109
Dec 12 0.125736 0.025 0.016077 0.235394
L9.airtemp -0.006746 0.041 -0.013204 -0.00029
L14.0zone -5487578 0.02 -1.01E+07 -870439
L3.Noxide 3511809 0.000 1683269 5340349
L7.humidity 0.002768 0.009 0.000685 0.004851

Table 12 Negative binomial regression Asthma predictive Model I with robust standard errors:
output

Variable Coef. Robust P>z [95% Conf. Interval]
Std. Err*

Summer 2 0.140692  0.132355  0.027 0.0163488 0.265036
Autumn 3 0.350927  0.090399  0.000 0.21291 0.488944
Winter 4 0.315164  0.069943  0.000 0.1879445  0.442383
Feb 2 -0.05612 0.042349  0.318 -0.166344  0.054105
Mar 3 0.017414  0.051614  0.779  -0.104232  0.13906

Apr 4 0.366958  0.090871  0.000 0.1933843  0.540532
May 5 0.50403 0.090036  0.000 0.330006 0.678054
Jun 6 0.465243  0.110563  0.000 0.2893184 0.641167
Jul 7 0.090724  0.105931  0.363  -0.104808  0.286256
Aug 8 -0.073616  0.103272 045 -0.264809  0.117578
Sep 9 0.266811 0.085022  0.002 0.1010651  0.432557
Oct 10 0.228422  0.064893  0.003 0.0758018 0.381043
Nov 11 0.234457  0.048614  0.000 0.1088046 0.360109
Dec 12 0.125736  0.042966  0.025  0.016077 0.235394
L9.airtemp -0.006746  0.00303 0.041 -0.013204  -0.00029
L14.0zone -5487578 2315343 0.02 -1.01E+07  -870439

L3.Noxide 3511809 741015.7  0.000 1683269 5340349
L7.humidity | 0.002768  0.000967  0.009  0.000685 0.004851

*The robust standard errors attempt to adjust for heterogeneity in the model.
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