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Summary 

Carbon capture and storage (CCS) using solvent based absorption has the potential to reduce the 

carbon intensity of power stations. The addition of CCS to power stations will increase the capital 

and operating expenditure of the power station and will reduce the net power produced from the 

power station. Therefore minimising both the capital cost and the energy penalty associated with 

CCS will be imperative to ensure that the cost of electricity remains competitive. A power station 

with solvent based CCS will have a range of new heat sources and sinks and utilising heat within 

the process will be important to minimise the increase in cost of electricity. 

This thesis focuses on developing a multi-objective optimisation (MOO) framework comprising 

simulation, heat integration and cost estimation of a power station combined with a solvent 

based CCS plant. Simulation of the coal combustion and CCS equipment provides a rigorous model 

of the power station and solvent equipment and is therefore capable of modelling impacts of 

changes to design and operating parameters. The simulation is combined with a linear 

programming heat integration method to determine systematically and automatically the 

maximum amount of power that can be generated for a given set of design and operating 

parameters. Cost estimation is then used to determine the differential capital and operating cost 

to the power station with the addition of CCS. The MOO framework therefore allows optimisation 

of a range of operating and design variables to investigate trade-offs between capture rate and 

differential cost of electricity or any number of objectives. 

Heat integration has shown to potentially lead to significant reductions in the energy penalty 

associated with the addition of CCS. When capturing 90 % of the CO2 in the flue gas, energy 

penalties that can be as high as 38 % without heat integration, can be reduced to just 14 % with a 

fully optimised and heat integrated rate promoted potassium carbonate solvent process. 

However, the differential cost of electricity for the most heat integrated plant will be greater than 

for a system with moderate heat integration and the minimum differential cost of electricity for 

brown coal fired power stations in Australia will likely have an energy penalty of between 25 and 

30 %. The differential cost of electricity for such a system would also be approximately 

80 $/(MW h) and the cost per tonne of CO2 avoided would be approximately $77. The heat 

exchanger minimum approach temperature and flue gas feed temperature are extremely 

important variables to minimise the cost of electricity, whilst to a lesser extent the solvent lean 

loading and temperature, the stripper pressure and stripper feed temperature are also important. 

As the solvent processes develop, and equipment that is fit for purpose is designed, the costs of 

adding CCS to a power station will reduce. The methodology developed and utilised in the thesis 
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will be helpful to compare different capture technologies and to ensure that they are integrated 

into the power station to reduce the energy penalty and the differential cost of electricity.  
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Chapter 1 

Introduction to climate change and the role CO2 capture and storage 

may play in mitigating climate change; and the potential 

improvements that can be made in the integration of CO2 capture 

facilities.  
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1. Introduction 

1.1 Background 

1.1.1 Climate Change 

The average surface temperature of the earth has warmed by about 0.74 °C since the start of the 

20
th

 century. It is very likely that the increase in global temperatures is caused by increased 

concentration of greenhouse gases caused by human activities. Without action to stabilise or 

reduce the level of greenhouse gases, it is likely that there will be adverse environmental, social 

and economic impacts.    

With the aim of reducing the effects increasing concentrations of greenhouse gases (GHG’s) in the 

atmosphere may have on our climate, Australia and many international governments are creating 

and implementing schemes to reduce anthropogenic carbon dioxide (CO2) emissions. The 

intergovernmental panel on climate change’s (IPCC) fourth assessment concluded that there is a 

very high confidence that the global net effect of human activities since 1750 has been one of 

warming, with a radiative forcing of +1.6 W/m
2
 (IPCC (2007)). The contribution of GHG’s has a 

combined radiative forcing of +2.3 W/m
2
 leading to the IPCC to conclude that it is very likely that 

the increase in global average temperatures observed since the mid 20
th

 century is due to the 

observed increase in anthropogenic GHG concentrations. The global atmospheric concentration of 

CO2 increased from a pre-industrial value of 280 ppm to 390 ppm in early 2011. Therefore, 

reducing the amount of CO2 released to the environment will be an important component in 

order to reduce the impacts of anthropogenic climate change. 

Approximately 50 % of Australia’s CO2 equivalent emissions are from stationary sources and of 

those emissions 69 % are from fossil fuel fired power generation (refer to Figure 1-1)(DCC (2008)). 

In Victoria, power generation predominantly uses brown coal which emits high levels of CO2 for 

each unit of electricity produced. Victoria has over 6000 MW of installed pulverized coal fired 

power stations and over 500 years of accessible brown coal for power generation (DPI (2008)).  
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Figure 1-1: Australian anthropogenic CO2 equivalent emissions (DCC (2008)) 

1.1.2 Carbon Capture & Storage 

The least cost option to meet rising energy demands, at the same time as stabilising atmospheric 

CO2 emissions, requires a portfolio of measures. These measures include a combination of 

improvements in energy efficiency, renewable energy generation (solar / wind / thermal / 

biomass / hydro), increased use of nuclear technology, fuel switching and CO2 capture and storage 

(CCS). CCS requires equipment to separate and capture the CO2 from the flue gas generated by 

power plants and large industrial plants, compressing the separated CO2 into a supercritical fluid 

form and then storing it in geological structures (refer to Figure 1-2). It is possible to use CCS to 

reduce the emissions from any large scale stationary source of CO2 and the most likely candidates 

include pulverised coal power plants, open and closed cycle natural gas power stations, upstream 

natural gas treatment plants and in the steel, cement and chemicals industries. The largest 

sources of stationary emissions are power stations, and hence this is the area where a significant 

amount of research is being focused. It is possible to design new power stations to include CCS or 

to retrofit existing power stations with CCS technology. 
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Figure 1-2: A simplified overview of the elements of a CO2 capture and storage process for a power station (CO2CRC). 

 The objective of CCS is to separate the CO2 from its many sources of flue gases and purify it to a 

suitable level for transport and storage. The level or purification of CO2 depends on the final 

destination of the CO2. When used for industrial purposes such as food preparation or chemical 

production then the purity required is much higher than for geological storage. The majority of 

CCS projects will be geared towards geological storage as the current industrial usage of CO2 is 

less than 1% of the anthropogenic emissions of CO2 (IPCC (2005)).  

Geological storage of CO2 relies on compressing the CO2 into a supercritical fluid which requires 

pressures of greater than the critical point of CO2 which is 74 bar. The CO2 is then transported and 

injected at least 800 m (IPCC (2005)) underground where it will remain, stored in permeable rock. 

The location of storage requires that the permeable rock is covered in an impermeable seal rock 

that forms a structural trapping mechanism to keep the CO2 stored underground. The CO2 will 

also be held in the porous rocks by a mechanism called residual trapping, where the CO2 is 

trapped in discontinuous pockets in the pores of the rock where it will become immobile. Over 

time the trapped CO2 will dissolve into salt water brines that are found in the porous rock 

increasing the density of the solution, which will then sink to the bottom of the rock formation 

helping to further trap the CO2. Finally the CO2 will undergo mineral trapping where the dissolved 

CO2 will form carbonic acid and then react with minerals in the rock to form solid carbonate 

minerals. 
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The required purity of the CO2 for geological storage is mainly an economic trade-off between the 

additional cost of purifying the CO2 and the cost of transporting and storing dilute CO2. For pure 

geological storage of CO2 most studies use a CO2 purity of greater than 95%. To minimise the 

amount of pore space required for storage, the CO2 needs to be greater than 74 bar for pure CO2 

and will usually need to be compressed to between 100 bar and 150 bar to overcome pressure 

drops in transportation. The CO2 in most cases will also need to be dehydrated to ensure that the 

hydrate formation and metal corrosion do not become issues. The level of H2S in the CO2 as well 

as other impurities like CH4, O2, CO and N2 will also effect pipeline material selection.  

CO2 capture from power generation can be broken into three broad categories; post-combustion, 

pre-combustion and oxyfuel. Post-combustion capture (PCC) is the separation of the CO2 from the 

other flue gases (mainly N2) after the fuel has been combusted with air. Pre-combustion is the 

separation of CO2 from synthesis gases (mainly H2) in integrated gasification combine cycle (IGCC) 

power stations. Whilst oxyfuel is a process involving the combusting of the fuel with oxygen 

rather than air, which produces a flue gas stream highly concentrated with CO2 that requires 

much less separation, as most of the nitrogen has already been separated from the oxygen 

upstream of the combustion. 

Although there are many gasification units installed for chemical industries, there are currently 

few significant power stations using IGCC technology, whereas both post-combustion capture and 

oxyfuel are able to be retrofitted to the large installed base of pulverised coal, natural gas and oil 

fired power stations. Currently post-combustion capture appears to be a more mature technology 

compared to oxyfuel given that out of the 77 large scale integrated CCS projects identified by the 

Global CCS Institute (GCCSI) in 2010, 21 of those projects were for post-combustion compared to 

only four for oxyfuel (Global CCS Institute (2011)).   

There are a number of technology options for separating the CO2 from the other the other 

components of flue gases including chemical and physical solvent absorption, gas-solid based 

adsorption, membrane gas separation, low temperature separation and hybrid designs. CO2 is 

currently separated from natural gas streams predominantly using chemical absorbents, although 

membranes and adsorption processes have started to gain acceptance. Separation of CO2 from 

synthesis gas for ammonia and hydrogen production uses either adsorption or solvent based 

absorption. However, for post-combustion capture from power stations it is clear that solvent 

based technologies are closest to commercial deployment; as demonstrated by the existing 

commercial applications of CO2 capture from flue gas, which all use amine based solvent 

absorption processes (Herzog (2000)). 
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Conventional solvent capture of CO2 is a two step process involving an absorption step, where 

lean solvent is contacted with the flue gas stream to capture the CO2.  A second step occurs in a 

regeneration or stripping column where the solvent is either heated or the pressure is reduced to 

desorb the CO2 from the solvent, generating a high purity stream of CO2 and simultaneously 

regenerating the solvent which is returned to the absorption column.  

The addition of CCS to a power station will increase the costs of the power station, as there will be 

additional capital costs for the construction of the CCS plant as well as significant increases in 

operating costs due to the additional energy expended to capture the CO2 and compress it for 

transport and storage. For solvent capture the additional energy is required for regeneration of 

the solvent, solvent circulation, to provide motive energy to the flue gases to overcome the 

pressure drop in the absorber, for flue gas pre-treatment, additional cooling and for CO2 

compression.  The additional energy reduces the efficiency of a power station, leading to either 

lower net power output from the power station or increases in the primary fuel to provide the 

additional heat and power required to perform the CCS.  

Minimising the reduction in efficiency caused by CCS, or the energy penalty of CCS, will be 

important to minimise the costs associated with CCS. It is possible to reduce the energy penalty, 

and therefore the cost of CCS, by improving the efficiency of the carbon capture process, by 

improving the integration between the power station and the CCS plant and by optimising the 

design of the power station with CCS. 

1.1.3 Process design of CCS 

There is a range of solvents available, or that are undergoing Research and Development (R&D) 

for post-combustion capture of CO2. The majority of these are amine based solvents, where MEA 

(monoethanolamine) is considered to be the benchmark solvent. The Fluor Econamine
TM

 

technology is one such MEA based solvent that has been used for post-combustion capture of CO2 

from various sources for use in food industry, enhanced oil recovery, chemical production and for 

development of CCS. A range of other amine based solvents are being demonstrated including; 

MHI’s proprietary sterically hindered amine KS1, HTC Purenergy’s proprietary amine solvent, 

Siemens PostCap system using amino acid salts, IFP Energies nouvelles high concentration MEA 

solvent HiCapt+
TM

 and the Alstom chilled ammonia process.  

The solvent R&D is aimed to reduce the energy required for regeneration, increase the absorption 

kinetics to reduce the equipment size, produce solvents with low levels of degradation and that 

have low volatilities so the solvent is not emitted from the stacks of the absorber. However, one 
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consistent negative with amine systems is that they require low levels of Sulphur Oxides (SOx) and 

Oxides of Nitrogen (NOx) on the feed gas to avoid excessive solvent degradation. This is especially 

an issue for Australian power stations when considering that the majority of Australian power 

stations use low sulphur coals and are remotely located and thus do not have desulphurisation 

technologies. Therefore, in order to use amine solvents the power stations would also need to 

apply desulphurisation upstream of the CCS plant, which would add to the capital and operating 

costs of the project. The solvent process selection may also depend on other site specific fuel or 

environmental considerations. The chilled ammonia process appears to be an emerging solvent 

technology, however for the process to have low energy penalties the solvent will need to be 

chilled to low temperatures (<10 °C) and therefore in an Australian context the chilling will require 

significant amount of refrigeration which may lead to comparatively high energy penalties. 

Potassium carbonates offer an alternative to amine based solvents, they are low cost solvents, 

have low volatilities, low rates of oxygen degradation and the incoming SOx and NOx can be 

absorbed and will form potentially useful potassium sulphates and nitrates avoiding the need for 

additional flue gas desulphurisation. However, the traditional 30 wt% potassium carbonate 

process has low kinetic rates and higher regeneration energy than MEA. Therefore, for post-

combustion capture, the process requires modifications to improve the reaction kinetics and 

reduce the reaction energy to be competitive with the amine based solvents.   

Almost all solvent systems are based around the same essential elements as represented by 

Figure 1-3; The flue gas feed gas fan increases the pressure of the flue gas to overcome the 

additional pressure drops in the feed cooler and absorber. The feed cooler reduces the 

temperature of the feed gas and as it will often be a direct contact cooler (DCC) it will also help to 

remove any fine particles upstream of the absorber. In the absorber, the lean solvent absorbs the 

CO2 from the feed gas. Rich solvent loaded with CO2 leaves the bottom of the absorber and is 

heated in the lean-rich heat exchanger. Solvent is then regenerated in the stripper by heating the 

solvent further using low pressure steam in the reboiler. Regenerated lean solvent from the 

bottom of the stripper is then cooled and returned to the top of the absorber.  The CO2 saturated 

with water leaves the top of the stripper, where most of the water will be condensed and 

recycled to the top of the stripper column. The cooled CO2 is then compressed in a multi-stage 

compressor, further water will need to be removed in between each stage and often a separate 

dehydration process in between the stages may be required. There will be subtle differences 

between the typical solvent process and the process design offered by solvent vendors. Volatile 

amine solvents will require at minimum a water wash stage on the outlet of the absorber. A 

number of solvents may include a solvent reclamation process where a slipstream of the solvent 
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is sent to remove particles or components which build-up in the solvent. A range of alterations 

may help to reduce the regeneration energy including; absorber intercooling, staged stripper 

feeding, split flow arrangements, stripper overhead vapour recompression, rich solvent flashing, 

lean solvent vapour recompression and intermediate stripper recompression.  

 

Figure 1-3: Typical solvent plant layout for Post-combustion capture. 

Regardless of the design of the solvent plant there will be a requirement for solvent heating, 

which will generally require low pressure steam that is extracted from the steam turbine, thus 

reducing the power produced from the steam turbine. The amount of steam required for the 

solvent regeneration can be as much as 40 to 60 % of the total steam production (Klebes et al. 

(2010)). Therefore, it is anticipated that modifications will be required to the steam turbines to 

enable them to operate with reduced flowrates in the low pressure (LP) end of the turbines. 

Options to control the back end of the steam turbine include the addition of a new back pressure 

turbine, a LP throttle valve, a low pressure turbine with floating pressure or the use of a clutch in 

one of the flow paths of a two-flow path low pressure turbine.  

The addition of post-combustion CCS to a pulverised coal power station will reduce the efficiency 

of the power station by between 24 and 40 % (Gibbins and Crane (2004) and IPCC (2005)), 

depending on the solvent process and the base power station fuel, location and design.  

The addition of post-combustion CCS not only requires additional heating, but also requires 

additional cooling demands for the flue gas cooling, the lean solvent cooling, the stripper 

condenser and the CO2 compressor intercoolers. It may be possible to re-use heat in these 

streams in the power station to reduce the energy penalty associated with CCS. Pinch analysis is a 

tool used in the chemical processing industry that enables the systematic evaluation of process-

process heat exchange and therefore may be useful to identify and quantify potential energy 

savings.   
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1.2 Project Objectives 

Given the large body of evidence to suggest that CO2 emissions need to be reduced and the 

potential of new taxes or emissions trading schemes for CO2 that may be implemented, it is clear 

that CCS may become an important mitigation option to avoid prematurely retiring  the large base 

load of coal-fired electricity generation in Australia. When the scale of CCS projects is sufficiently 

large, the proportion of the overall cost of CCS due to storage reduces and up to 80 % of the costs 

can be attributed to the capture and compression of the CO2. Therefore, it is paramount to reduce 

the cost of CCS, that the cost of CO2 capture and compression is reduced. Ho et al. (2008) 

reported that the cost of CCS can be reduced by 25 % if the energy penalty of the CCS process can 

also be reduced by 25 %. 

The project objective is to determine the potential for reductions in the cost of implementing CCS 

by improving the integration of the post-combustion solvent process with coal fired power 

stations, in particular in the Victorian and Australian market.  The project scope includes the 

power station, the gas pre-treatment, solvent absorption and CO2 compression, when cost 

estimations are made a nominal cost for storage is also included. The project has developed 

simulations of the typical Australian coal fired power stations, and typical solvent based PCC 

process. The simulations are used to analyse potential options for integration between the two 

systems to reduce the overall energy penalty. In this research, the basis for design is that the heat 

and power required for the CCS equipment will be drawn from the heat and power available 

within the power station and therefore the net power of the power station will be lowered with 

the addition of CCS 

1.3 Research Objectives 

The objectives of the project involve the application of heat integration methods to solvent-based 

post combustion capture from power station flue gas and the development of new optimisation 

methods for the design of these systems.  This includes:   

1. Using pinch analysis to identify the minimum energy penalty for a typical solvent system 

applied to a typical Australian coal fired power stations. 

2. Using multi-objective optimisation to determine the impact of varying key operating 

parameters on the energy penalty. 

3. The use of multi-objective optimisation combined with cost estimation to determine the 

important design and operating parameters of the addition of CCS to the power station. 
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4.  Development of a computer algorithm to automate a method for determining targets for the 

minimum energy penalty. 

5. Development of methods suitable for embedding in the optimisation process which  estimate 

the operating and capital costs of the CCS plant. 

1.4 Outline of Thesis 

This thesis contains nine chapters, including the framing chapters of the introduction, background 

and the conclusion. Of the remaining six chapters, three are based on peer reviewed journal 

articles that have been accepted for publication. For those chapters based on journal articles (3, 5 

and 8), the journal articles are included as whole articles, therefore the numbering of sections, 

tables, equations, figures and references in the article will be relevant only to that article. 

Otherwise the numbering throughout the thesis is consistent between chapters. This thesis is 

constructed based on the guidelines of the Research Graduate School at Monash University for 

PhD Thesis by Publication (Monash Research Graduate School (2011)).  

Chapter 2 provides the required background material on solvent based PCC, the energy penalty 

that is typical for these plants, generic methods of heat integration and utility targets and their 

application to power station design and multi-objective optimisation. This chapter shows the 

current methods of integration between the solvent plant and the power station and how heat 

integration and multi-objective optimisation might be able to be used in collaboration to achieve 

improvements in the overall design. 

In Chapter 3, the integration of a generic solvent plant with two brown coal fired power stations is 

detailed. A numerical method to determine the optimal steam extraction rates from the steam 

turbine to satisfy the additional heat required for solvent regeneration is provided which enables 

the automatic calculation of the minimum energy penalty for the given process. The impact of a 

retrofit design, coal pre-drying and the minimum temperature driving force (ΔTmin) of the heat 

exchange network is also analysed. As the analysis in this chapter is used for multiple power 

stations the impact of the power station design is also explained. 

In Chapter 4, the generic structure that combines simulation, automated heat integration and 

multi-objective optimisation is provided. This chapter includes an explanation of a second method 

for automated heat integration for CCS projects by determining the optimum steam generation 

and extraction rates from the steam turbine. This method allows for more flexibility in the design 

of the steam cycle than the method described in Chapter 3.  
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In Chapter 5, multi-objective optimisation is used to show the importance of designing the CCS 

plant to be integrated with the power station. The minimum reboiler energy for a potassium 

carbonate solvent system is developed for a range of CO2 capture rates, followed by 

determination of the minimum energy penalty with and without heat integration. The chapter 

shows the improvements in the energy penalty that can be gained by maximising the heat 

integration, that minimising the reboiler energy may not necessarily lead to the minimum energy 

penalty and that the optimum operating parameters may change depending on the objectives. 

Chapter 6 provides an example of the automated heat integration method developed in Chapter 

4. The example is for a potassium carbonate based capture plant integrated with a brown coal 

fired power station. The example is to maximise the CO2 capture rate whilst maximising the net 

power from the power station by varying a number of the CO2 capture plant variables, in 

particular trying to determine the optimum operating pressure of the solvent stripper.  

Chapter 7 is used to compare the two automated heat integration methods developed in 

Chapters 3 and 4. The first “extraction” method is useful for retrofit’s but will not necessarily lead 

to the maximum amount of power that can be generated with the available heat. The second 

“superstructure” method allows for greater control of what parameters in the steam cycle are 

fixed and what can be altered, it will generally provide greater power than the extraction method, 

but may require greater modifications to an existing steam turbine to achieve those targets.     

In Chapter 8 we introduce cost estimation to the multi-objective optimisation. The cost estimation 

enables the estimation of the differential cost of electricity (DCOE) due to the addition of the 

potassium carbonate based solvent system. Therefore, the optimum value of the operating 

variables of the CCS plant can be found to minimise the DCOE. 

Chapter 9 presents the conclusions of the research and suggestions for future work. 

There are seven appendices in the thesis which are used to provide detailed descriptions and 

equations that were used to develop the automated heat integration and cost estimation 

program or to show a range of case studies that have utilised the methodologies outlined in the 

thesis. Appendix A provides a skeleton of the steps used in the heat integration program. 

Appendix B and C detail the cost functions used for capital and operating costs respectively. 

Appendix D provides details of the methods used to estimate the area required for the heat 

exchanger network which is used to estimate costs. Appendix E is a paper written for the CCT2009 

conference which shows how in certain circumstances the cold end of a power station can be 

redesigned to reduce the energy penalty associated with solvent based CO2 capture, in particular 

the influence that the air-preheat temperature may have on the overall efficiency when CCS is 
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included. Appendix F is a paper published for GHGT-10 on the comparison between the process 

integration of shockwave CO2 compression and conventional turbo machinery. Appendix G shows 

how the methodologies used in this thesis can also be applied to pre-combustion capture, the 

paper published for GHGT-10 describes the optimisation of pre-combustion capture for IGCC with 

a focus on the water balance. 
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Chapter 2 

Review of the Integration of Solvent Based Post-Combustion Capture 

into Coal-fired Power Stations  
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2. Review of the Integration of Solvent Based Post-Combustion 

Capture into Coal-fired Power Stations 

The concept of separating CO2 from other gases is not new. Natural gas fields high in CO2 have a 

proportion of the CO2 removed to purify the natural gas. The CO2 created in generating syngas is 

removed to supply a high purity hydrogen stream for ammonia production. CO2 is even separated 

from flue gases for use in the food and beverage industry (Reddy et al. (2003)) and for the 

carbonation of brine (Herzog (2000)). So the operating principles of solvent based absorption of 

CO2 is well known, however what has not been well known is how to best apply the CO2 

separation technologies to capture a significant proportion of the CO2 in the flue gas of power 

stations. There is a high level of research currently underway in solvent based capture of CO2 from 

power stations. Furthermore to optimise the process will require a wide understanding of all the 

components from the flue gas pre-treatment, the solvent process, the CO2 compression and the 

steam cycle of the power station.  

2.1 Flue Gas Pre-treatment 

The solvent capture plant in a power station will be located downstream of any existing flue gas 

treatment; which may include desulphurisation and denitrification and will generally include dust 

removal in the form of electrostatic precipitation. The flue gas exiting the stack of an existing 

pulverised coal-fired power station will generally have temperatures above 100 °C and varying 

levels of impurities depending on the coal feedstock and the environmental regulations of the 

region. In Australia the coal feedstock has very low levels of sulphur, and as such the regulations 

do not require desulphurisation and therefore the levels of sulphur in the flue gas (100 ppm –

700 ppm) are greater than most developed regions of the world. In addition, the brown coal 

found in Victoria has a high moisture content and is inexpensive to mine, and as a consequence 

the flue gas being emitted has high temperatures (>180 °C) and high moisture content.  

The flue gas pre-treatment required upstream of the solvent plant will depend on the pre-existing 

level of contaminants in the flue gas and the solvent system employed. However, as a minimum 

the flue gas will need to be cooled and have the pressure boosted upstream of the solvent 

absorber, as shown is Figure 1-3.  

2.2 Solvent Absorption of CO2 

As described in Chapter 1, conventional solvent capture of CO2 is a two step process involving an 

absorption step, where lean solvent is contacted with the flue gas stream to capture the CO2, and 
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a second step that occurs in a stripping column where the solvent is either heated or the pressure 

is reduced to desorb the CO2 from the solvent, generating a high purity stream of CO2 and 

regenerating the solvent which is returned to the absorption column. Absorption is divided 

between two types of solvents: chemical and physical. In physical absorption, the absorption rate 

and solvent loading is a function of the solubility of the gaseous solute (CO2) in the solvent, 

whereas with chemical absorption, there is a chemical reaction between the solute (CO2) and the 

solvent. According to Kohl and Nielson (1997) chemical absorption is more suited than physical 

solvents to post-combustion capture where the partial pressure of CO2 is very low; according to 

GPSA (2004) and UOP (2009), physical solvents will generally be used in pre-combustion capture 

where the partial pressure of CO2 is greater than 345 kPa. The optimal absorption process will 

vary depending on the different feed gas conditions, required purity, contaminant levels, 

environmental restrictions and availability of utilities, as well as economic considerations.  

There are many contaminants that can be part of the flue gas and therefore may end up being 

part of the final CO2 stream. These include SOx and NOx, metals found in the coal – Hg, As, Se, Cd, 

Pb, Sb, Cr, Ni, V (IEA-GHG (2004)), Oxygen, Nitrogen, Chlorine, CO and Argon. The impact of these 

contaminants and whether they need to be removed upstream of the solvent process will largely 

depend on the choice of solvent. In some circumstances these impurities may follow the CO2 

through the solvent system in which case the level of contaminant that is tolerated in the product 

CO2 will very much depend on the storage site requirements. In general, high levels of 

contaminants are tolerable in the CO2 as indicated by an IEA-GRG (2004) report which considers 

separating out the SO2 using a Cansolv® process and blending it back in with the CO2. The main 

reason for avoiding contaminants in the CO2 is when the CO2 is used for geological storage the 

contaminants compete for pore space leading to a greater pore volume requirement per unit of 

CO2. 

A significant amount of research has and is being conducted on solvent absorption of CO2. A 

thorough and detailed review of CO2 capture from post combustion flue gases by solvent 

absorption/stripping has been covered by Davidson (2007), Davidson looks mainly at 

Monoethanolamine (MEA), which he considers the benchmark solvent by which the others are 

compared. The article reviews a number of factors including solvent degradation, process design 

and techno-economic aspects of CO2 capture for post-combustion power stations.  

The main contaminants in the flue gas streams that affect the solvent are oxides of sulphur (SOx) 

and nitrogen (NOx), oxygen, carbon monoxide and particulates. Leci (1996) discusses the process 

selection criteria for absorbents, in particular the impact of impurities. Rao and Rubin (2002), 

Davidson (2007) and Ho (2007) all discuss the required level of impurities for various solvents. The 
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recommended maximum economic level of SOx and NOx for most solvents is generally below 

10ppm (Leci (1996)), however Dave et al (2001) suggest that the economical trade-off for an 

Australian black coal power station actually favours lower desulphurisation (DeSOx) and 

denitrification (DeNOx) than the recommended levels and allows for the loss of more solvent due 

to the higher levels of contaminants. Therefore, it is clear that there will be a trade-off between 

the capital and operating costs of pre-treatment and solvent replacement costs due to 

degradation. Alternatively it is possible with some solvents that the need for pre-treatment could 

be reduced significantly, Endo et al (2008) are looking at removing the need for DeSOx and DeNOx 

when using potassium carbonate based processes by separating the contaminants as K2SO4 and 

KNO3 in a reclaimer. This has the benefit, particularly in Australia, of not needing to add DeSOx 

and DeNOx equipment and producing a stream of potassium sulphates and nitrates that may be 

useful by-product for sale as fertilisers.  

The use of solvent absorption for large scale capture in power stations is being studied 

extensively. Rao and Rubin (2002), Romeo et al (2008), Gibbins and Crane (2004) and IEA GHG 

(2006) amongst others all describe power stations using MEA for CO2 capture. The HiCapt+
TM

 

process uses high strength MEA (40 wt%) combined with corrosion inhibitors to improve the 

standard MEA processes which use lower concentrations of MEA (Bouillon et al. (2011)). Gibbins 

and Crane (2004) and Mimura et al (1997) compare MEA to KS-1/2, a proprietary sterically 

hindered amine and found reductions in the solvent regeneration energy requirements with 

KS-1/2. The use of carbonates with and without promoters is being studied by the CO2CRC (Ghosh 

et al. (2008)) and Cullinane and Rochelle (2004) amongst others. The use of potassium carbonate 

promoted by piperazine by Oyenekan and Rochelle (2009) has also lead to study of concentrated 

piperazine as a stand-alone solvent by the same group at the University of Texas (Plaza et al. 

(2011)). There is also research into precipitating potassium carbonate processes which should 

reduce the energy requirements of the potassium carbonate process (CO2CRC Technologies Pty 

Ltd (2011), Svendsen et al. (2008), Schoon and Straelen (2011)). There are a number of 

proprietary solvents and solvent systems that are in various stages of development including; 

Chilled ammonia systems by Alstom (2006), Econoamine FG Plus by Fluor (Reddy et al. (2003)), 

PSR (Veawab et al. (2001)), AMP(methylaminopropanol)(Yeh and Pennline (2001)), CORAL (Feron 

and Jansen (2002)), a combination of AMP and piperazine in CESAR-1 (Knudsen et al. (2011)) , a 

proprietary amine system developed by HTC Purenergy, an amino acid salt process called the 

PostCap
TM

 process developed by Siemens (Schneider and Schramm (2011)), and GUSTAV 200 by 

BASF (Stoffregen (2011)). Due to the proprietary nature of many of the solvents the level of detail 
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provided for each solvent and solvent process varies considerably. Additionally, a significant 

amount of the solvent systems are only at the demonstration stage of development. 

2.3 CCS Energy Penalty  

The technology to capture CO2 is available; however it may still be immature technology for 

implementation on flue gas at the scale of the equipment required. The main reason that CCS is 

slow to be implemented is the cost of constructing and operating the CCS plants with power 

stations. Without any regulations forcing power generators to reduce CO2 emissions, or any 

financial incentives such as a price on carbon, either by a carbon tax or an emissions trading 

system, then there is no enticement for a commercial power generator to turn to CCS.  

The cost of implementing CCS has been estimated, per tonne of CO2 avoided, at between US$29 

and US$51 for post combustion capture and US$13 and US$37 for precombustion capture 

(Gibbins and Crane (2004), IPCC (2005), Ho (2007)). Implementation of CCS will vary depending on 

the technology used, the location of the power station, the location and quality of the storage site 

and the design of the power station itself. Much of the cost of CCS is due to the amount of energy 

that is required to capture and transport the CO2 from the flue gas, often referred to as the 

energy penalty of CCS. All the methods to capture CO2 from the flue gases of power stations 

require significant amounts of energy to operate. Solvent absorption requires energy for solvent 

regeneration and solvent pumping, membrane systems and pressure/vacuum swing adsorption 

systems require energy to provide pressure differentials, temperature swing adsorption requires 

energy for regeneration and cryogenic separation requires energy for refrigeration. Further 

energy is required in all systems to compress the CO2 into a supercritical fluid and transport it to 

the injection site. The efficiency of a power station can be reduced, by the addition of CCS, by 

approximately 24 to 40 % for PC plants, which equates to the higher heating value (HHV) 

efficiency of a typical brown coal power station reducing from 28 % down to between 17 % and 

21 %. For IGCC plants the energy penalty is potentially lower, with estimates between 14 % to 

24 % reductions due to the addition of CCS (Gibbins and Crane (2004), IPCC (2005)). 

A number of definitions of energy penalty exist, but they all relate to the amount of energy or the 

reduction in efficiency from a power station due to the addition of CSS. Ho (2007) uses the 

definition provided by Equation [1], whilst the IPCC (2005) prefer the definition provided by 

Equation [2]. Equation [1] represents the reduction in efficiency of a power station, whilst 

equation [2] represents the increase in resource requirements to generate the same amount of 

power. A further definition of the energy penalty used by Oexmann et al. (2008) is provided in 

Equation [3] and it shows the reduction in power generated from the power station for each unit 



18 | P a g e  

 

of CO2 captured. It can be useful for comparing the impact of the same capture technology on 

different types of power stations. Equations [1] and [3] are used throughout this work as they are 

good measures of the reduction in the energy output, which is usually more relevant for 

retrofitting power stations.  

Energy Penalty  = ∆E  = 1 – (ηccs / ηref) [1] 

Energy Penalty*= ∆E*  = (ηref / ηccs) - 1        [2] 

Energy Penalty = ∆E  = (Pref – PCCS) / amount of CO2 captured  [3] 

 

The energy required for CCS plants can come from the power station itself or from an auxiliary 

power source, of course when an auxiliary power source is provided the CO2 produced from the 

auxiliary power source must be taken into account. It is important to consider the loss of energy 

output from a power station or the additional amount of CO2 produced to power the CCS 

equipment, which is why it is necessary to report the cost of CCS as the cost per tonne of CO2 

avoided and not the cost per tonne of CO2 captured. Allinson et al (2007) provide a detailed 

argument to show why the cost of CO2 avoided is much more important than the cost of CO2 

captured.  

The energy penalty can be reduced in a number of ways, many of which are specific to the 

capture technology employed. For absorption, the solvent regeneration energy can be lowered by 

varying the solvent or the total reboiler energy can be lowered by improved process design of the 

solvent plant as detailed by Jassim and Rochelle (2006) and Davidson (2007). Simple changes to 

the absorber and stripper packing can improve the performance of a solvent (Svendsen et al. 

(2011)), however further examples of more elaborate improvements are provided by the Fluor 

Econamine Plus process, which uses a combination of improved solvent formulation coupled with 

an improved process layout to reduce the total energy consumption, up to 20% reductions have 

been achieved in pilot studies compared to original MEA plants (Reddy et al. (2003)). Le Moullec 

and Kanniche (2011) also simulated a number of variations in process flowsheets of solvent based 

CO2 capture using MEA, including absorber intercooling, staged feed of stripper, split flow 

arrangements, stripper overhead recompression, stripper bottoms vapour recompression, 

stripper intermediate compression, rich solvent flashing and multi-column regeneration to reduce 

the energy penalty. Whilst the CESAR project (Knudsen et al. (2011)) actually installed absorber 

intercoolers and vapour recompression to determine the practical performance improvements in 

these process modifications. Plaza et al. (2011) have also looked at an inter-heated stripper 

column which reduces the thermal energy of regeneration by an estimated 10 %. However, often 
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in the analysis the re-use of heat available in the solvent process is not taken into consideration 

and therefore the energy penalty can also be improved by better integration of the technologies 

with the power stations.  

Ho et al (2008) report that the cost of CCS can be reduced by 25 % if the energy penalty can be 

reduced by 25 %. Many authors have reported energy savings by better integration of the CCS 

plant with the power station. Aroonwilas and Veawab (2007) and Romeo et al (2008) state that 

the optimal location to extract power for a solvent system is from the LP turbine at the 

appropriate pressure to provide steam at lowest quality that satisfies the solvent system reboiler 

requirements. Mimura (1997) uses 14 % of the stripper condenser energy to heat the boiler feed 

water, Desederi (1999) and Romeo (2008) suggest utilizing some of the available heat from the 

CO2 compressor intercoolers to heat the boiler feed water. Bozzutto (2001) uses an auxiliary 

turbine with steam from the IP/LP crossover to provide the steam at the required quality for the 

solvent reboiler, this method was considered by Zachary (2008) to provide the most efficient 

method of providing steam at the correct quality of steam compared to using throttling valves, 

floating pressure or clutch arrangements for dealing with steam extracted between the IP/LP 

turbines. An IEA GHG report (2006) utilizes a number of waste heat streams to increase the 

overall plant efficiency, they produce hot water for coal pre-drying in the flue gas line prior to the 

flue gas desulphurisation (FGD), the stripper condenser and the CO2 compressor intercoolers and 

they also heat the boiler feedwater using the stripper condenser and CO2 compressor 

intercoolers, completely removing the need for the existing boiler feedwater heaters. Pfaff et al 

(2009) integrates heat from the stripper condenser and the CO2 compressor to heat the boiler 

feed water, which in turn is used to provide heat for the air-preheat. Pfaff et al. (2009) also look at 

providing less intercooling in the CO2 compressors to provide additional heat for the boiler feed 

water, and in this case reducing the number of intercoolers from eight to two provided the best 

efficiency. Whilst in the paper they manage to reduce the energy penalty from 23 % to 21 %, 

there does not appear to be a systematic method to which the integration opportunities are 

tested. Jassim and Rochelle (2006) found that the optimised multiple pressure stripper required 

3 % to 11 % less equivalent work than the equivalent simple solvent system. The solvent system 

for the multiple pressure stripping utilises waste heat from the compressors to reduce the 

reboiler requirement; however the study did not review whether this heat may also be better 

utilised within the power station itself to improve the overall efficiency at a reduced cost.  

Alie et al (2001) review parameters in the MEA system of absorber height, lean solvent loading, 

stripper height and stripper temperature and look at the impact that these parameters have on 

the overall power output of a power station assuming that the reboiler energy is provided by 
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steam from the IP turbine. For each case the scenario that reduces the reboiler energy is also the 

same case that leads to the highest power output, except for the absorber height. As the absorber 

height is increased the blower energy increases and eventually becomes greater than the energy 

saved by reducing the reboiler heat. 

Stankewitz et al (2009) used an ammonia Rankine cycle to generate more energy from the waste 

heat available in an MEA capture plant retrofitted to a power station. The energy penalty reduced 

from 28 % without the ammonia Rankine cycle to 22 % with it. However, the cooling water on the 

ammonia condenser is operated at 15 °C to 20 °C and therefore the same level of benefit would 

not be expected from warmer climates.  

As can be seen, a number of different combinations have been suggested to utilise the waste heat 

to reduce the energy penalty associated with the addition of CCS to a power station. However, no 

study appears to use pinch analysis or MOO to systemically integrate the CCS plant with the 

power station or look at changes to the current design practices for power stations to include CCS.  

2.4 Heat Integration of Power stations 

Pinch analysis is the systematic analysis of the energy flow of a process, it is based on the first and 

second laws of thermodynamics in that energy must be conserved and that heat will flow in only 

one direction. Smith (2005) provides a detailed overview of the techniques of pinch analysis. 

However in summary, the temperature-enthalpy relationship of all the streams that require 

cooling in a process are aggregated and all the streams that require heating are aggregated into 

what are called the hot and cold composite curves (Refer to Figure 2-1). Heat exchange between 

the hot and cold composite curve can be maximised whilst there is a temperature difference 

between the two curves. For a given minimum temperature difference (∆Tmin) the minimum hot 

and cold utility requirements can be determined. Determining the minimum energy requirements 

(MER) can be automated by the use of the Problem Table Algorithm (Linnhoff and Flower (1978)), 

which involves dividing the problem process into temperature intervals that have been shifted to 

increase the cold streams by ½∆Tmin and decrease the hot streams by the same amount, and then 

cascading surplus heat from the highest to lowest temperature to determine the minimum hot 

utility and concurrently the minimum cold utility. This cascade of heat is represented graphically 

using the grand composite curves (GCC) (Refer to Figure 2-2). 
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Figure 2-1: Example of the fundamentals of pinch analysis; the hot (—) and cold (—) composite curves. 

 

Figure 2-2: Example of the grand composite curve showing the minimum hot and cold utilities.  

Although widely used in the processing industries, pinch analysis as a means of improving power 

station design has not been widely reported. A paper by Linnhoff and Alanis (1989) used pinch 
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analysis to show how it is possible to improve the efficiency of a power station. They used pinch 

analysis to reduce the fuel use by 2.8 % by determining the optimum amount of steam extracted 

from the turbines for a given number of boiler feedwater heaters and utilising topping and 

intermediate de-superheaters to achieve the required heat transfer. So although there has been 

little publicised about employing pinch analysis for use with power stations, this paper suggests, 

at least from an energy perspective, that it’s use is well worth considering.  

With the addition of CCS to a power station, there are additional hot streams; for a CCS plant 

using solvent absorption the flue gas is a hot stream as it will need to be cooled down for FGD and 

CO2 capture, the lean solvent cooler, the stripper condenser and the CO2 compressor intercoolers 

are also hot streams; there are also additional cold streams in the stripper reboiler and potentially 

the regeneration for the CO2 dehydration process. Pinch analysis will enable the systematic 

review of the power station to ensure the plant with the new equipment and new heat sources 

and sinks are matched to maximise the efficiency of the process. With the addition of CCS 

equipment the power station now becomes more like a processing plant with both heat and 

power generation required. Therefore techniques reported by Linnhoff (1986) and Smith (2005) 

for furnace design and Smith (2005) for cogeneration of heat and power may be useful tools to 

redesign the power station with the new requirements of CCS included. 

2.5 Utility Targeting 

Various methods have been developed to determine the amount and in some cases the pressure 

of steam required to supply process heating demands. Some of those methods take into 

consideration the amount of cogeneration power that can be generated, however, only a few 

methods are suitable for optimising power stations.  

Dhole and Linnhoff (1993) developed total site profiles from composite curves of all of the 

processes on a site by excluding the ‘pockets’ in the individual GCC’s and combining the rest of 

the sources and sinks to form total site source sink profiles. Using the total site profiles steam 

targets can be found graphically including calculation of cogeneration power, however the 

method is based on steam as a constant temperature heat supply, does not include the boiler 

feedwater heating or ability to optimise the heat exchange between the process and the utility for 

steam generation (Refer to Figure 2-3). 



23 | P a g e  

 

 

Figure 2-3: Total site composite curves and the total site pinch (Klemes et al. (1997)). 

The total site profiles method has been extended by Mavromatis and Kokossis (1998a; 1998b) into 

the THM model which added steam turbine network optimisation of the cogeneration potential 

from total site profiles. The method decomposes complex turbines into a number of simple 

turbines, allows for variations in turbine efficiency at full and part load and optimises the range of 

options. The total site profiles and turbine network models are the basis of many methods 

(Klemes et al. (1997), Varbanov et al. (2004a; 2004b), Shang and Kokossis (2005), Gorsek et al. 

(2006), Bandyopadhyay et al. (2010)) for top level analysis and optimisation of utility systems. 

There are also many alternatives to the THM method just for shaftwork targeting which includes 

the T-H method by Raissi (1994), the bottom-up and top-down procedure (Kapil et al. (2010)) and 

the iterative bottom to top method (IBTM) (Ghannadzadeh et al. (2011)). However these methods 

are designed for process plants where the production of power is secondary to the production of 

another commodity. As such, these methods generally neglect the opportunity to integrate the 

power station with the process plant, and therefore do not rigorously include the sensible heat in 

the generation and usage of steam. Botros and Brisson II (2010) showed the importance of 

including the sensible heat components to maximise the power generation potential, but did not 

provide a method to determine the optimal design of a steam cycle to obtain that potential. 
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Figure 2-4: THM model used to estimate the potential for power production from steam turbines for total sites 

(Mavromatis and Kokossis (1998a))  

Papoulias and Grossmann (1983) use a superstructure approach to optimising steam networks for 

process heating using mixed integer linear programming (MILP) to find an optimum. Their 

superstructure is made up of linearised representations of the processes, utility options and the 

cost functions. Although it will find an optimum solution to the given problem, it may not find the 

global optimum due to the linearisation of the problem and because there is also no interaction 

between the utility system and the process. Salama (2009) optimises the amount of each utility 

for multiple utilities using a geometrical approach to heat integration where the horizontal 

difference between the hot and cold composite curves are used to fit the utilities rather than the 

traditional problem table algorithm. The method finds the optimum amounts of utilities directly 

using a linear programming optimisation, but it is used to minimise the utility requirements rather 

than optimise the power generation.  

Marechal and Kalitventzeff (1991) developed a mixed integer linear programming (MILP) 

algorithm to determine the minimum cost of energy requirements (MCER) rather than just the 

minimum energy requirements that are obtained by the problem table algorithm. They converted 

the problem table algorithm into a MILP formulation where the objective is to minimise the 

energy input of the utility by satisfying the constraints that are defined by cascading heat from the 

hottest to the coldest temperature, for every temperature interval defined by a process. Utilities, 

such as heater or steam cycle are then characterised by their intensive properties which define 
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the heat profile. The flowrates of each utility, the extensive property of the utilities, which provide 

the magnitude of the heat profile then become the variables in the MILP formulation. Each utility 

also has a linear cost function and the summation of the cost functions becomes the minimisation 

objective, rather than the minimisation of the utility energy consumption. They use a Rankine 

steam cycle as an example of a utility that can use the MILP approach and the impacts of the 

condensate preheating and the steam superheating and de-superheating can be taken into 

account in the MILP formulation.  

Kalitventzeff (1993) used GCC’s of an overall chemical complex and for individual processes within 

the complex to show how a steam network can be used to facilitate heat transfer between two 

processes. This helped to reduce the overall complex MER whilst maintaining a level of 

independence between the two processes. The same methodology is used by Marechal and 

Kalitventzeff (1996) with the development of the “integrated composite curves” (ICC), which show 

graphically the results of the MILP method. The ICC shows the GCC of the utilities separately from 

the rest of the process and allows the integration of the utilities with a process to be visualised 

(Refer to Figure 2-5). 

 

Figure 2-5: Integrated composite curves (Marechal and Kalitventzeff (1996)) 

As the steam network pressure must be fixed to use the MILP formulation, Marechal and 

Kalitventzeff (1997) developed an additional step in their optimisation routine to determine the 

optimal pressure levels of the steam networks prior to the use of the MILP formulation. The 

method, referred to as the integrated combined heat and power approach (ICHP) assumes that 

the mechanical power of the Rankine cycle is proportional to the area, which can be estimated by 
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rectangles on a temperature-enthalpy diagram. The height of the rectangle is fixed by the 

condensing / vaporisation temperatures of the steam, whilst the horizontal distance is 

determined by the available heat in a process. An algorithm was developed to automatically 

determine the best combination of rectangles to maximise the power produced by the Rankine 

cycles for a given process GCC. The steam cycles are then rigorously evaluated using the optimum 

pressures that were determined. 

 

Figure 2-6: Graphical representation of the determination of the optimal pressure levels using the Integrated 

combined heat and power approach (ICHP) (Marechal and Kalitventzeff (1997)). 

The MILP method uses linear models of the primary utilities, Marechal and Kalitventzeff (1998) 

provides details to many aspects of the linear models used for combustion processes, enriched air 

combustion, gas turbines and gas and diesel engines. The models also enable the MILP 

optimisation of specific parameters including air preheat and excess air.  

A steam network superstructure was then developed by Marechal and Kalitventzeff (1999) to use 

with the ICHP method. The steam cycle utility superstructure includes multiple steam headers 

which are connected by multiple expansion turbines and isenthalpic let-down valves with direct 
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water injection for de-superheating the steam into the headers. Heat exchangers are included to 

utilise heat from the steam extracted from the steam headers or for steam generation to each of 

the steam headers. The network still uses a MILP formulation to minimise the cost of satisfying 

the minimum energy requirements by determining the optimum flowrates of the various streams 

in the network.  

2.6 Multi-Objective Optimisation (MOO) 

In process design there are often many objectives in the design and often those objectives are 

conflicting, where an improvement in one objective will lead to the deterioration in another. Early 

attempts to optimise such problems were performed by placing varying emphases / weightings on 

each of the objectives and optimising for the combined single objective. However, since 2000 over 

80 articles have been written on using MOO in chemical engineering applications (Lee et al. 

(2008)). MOO enables a range of optimum solutions called Pareto-optimal solutions for conflicting 

objectives where each option is said to be non-dominated by other solutions, which means that 

the options although they may be better for one objective they will be worse for another 

objective. For example; if the multiple objectives were capital cost and efficiency obviously the 

motive would be to maximise the efficiency and minimise the capital cost, however normally it 

will be difficult to make changes that assist in both of these aims. Therefore, there will be a range 

of solutions from cheap but inefficient designs through to efficient but expensive designs, where 

each option is not necessarily better when considering both objectives as being equal important. 

This example is shown in Figure 2-7; the blue diamonds represent the Pareto-optimal solutions, 

whilst the red squares represent other solutions that are not Pareto-optimal solutions. The 

solutions represented by red squares are dominated by the Pareto-optimal solutions as for a 

given capital cost the efficiency is lower than those given by the Pareto-optimal solutions or the 

capital cost is higher for a given efficiency. The theory of MOO as applied to process design 

problems is detailed by Bhasker et al (2000) and Lee (2008). 
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Figure 2-7: Example of a set of Pareto-optimal non-dominated solutions (����) and three dominated solutions (����). The 

objective of the optimisation is to maximise the efficiency and minimise the capital cost. 

There are a number of algorithms that have been applied for MOO problems and these are 

covered in detail by Deb (2001), Leyland (2002) and Konak et al. (2006). Deb (2001) suggests many 

advantages of using evolutionary algorithms (EA’s) over optimisation techniques that use a single 

solution update in every iteration and that mainly use a deterministic transition rule, which he 

refers to as ‘classical’ optimisation techniques. The ‘classical’ optimisation techniques often have 

disadvantages when dealing with non-linear discontinuous problems with discrete solution 

regions such as those found in process design problems, those disadvantages include; 

• Convergence to an optimal solution dependent on the initial chosen solution 

• May converge to a sub-optimal solution 

• Algorithms are not always efficient in handling problems with discrete search regions 

• Algorithms cannot be used efficiently on parallel machines 

A number of evolutionary algorithms have been designed to overcome the disadvantages 

reported for ‘classical’ optimisation techniques including; NSGAII (Nondominated sorting genetic 

algorithm) developed by Deb et al (2002), QMOO (Queuing multiple objective optimisation) used 

by Leyland (2002) and numerous others including VEGA (Vector evaluated genetic algorithm), 

MOGA (multi-objective genetic algorithm), NPGA (Niched Pareto genetic algorithm), SPEA 

(strength Pareto genetic algorithm) and DMOEA (Dynamic multi-objective evolutionary algorithm) 

which are detailed by Konak et al. (2006). Both NSGAII and QMOO have been used in optimisation 

of chemical engineering problems. NSGAII differs to QMOO in the way the algorithm develops the 

next set of population (children), in the preservation of elitism (preserving the best non-

dominated species in the population) and preservation of diversity in the population. QMOO is 



29 | P a g e  

 

designed to cater for parallel computing and thus works extremely well with problems associated 

with energy systems where determining the objective functions can require significant computing 

time compared to the population generation and ranking steps. However the QMOO methods for 

asserting convergence pressure and even coverage do not work as well for problems with more 

than two objectives (Leyland (2002)). The NSGAII algorithm is shown (Deb et al. (2002)) to 

converge to a Pareto-optimal front comparable or better than a number of other EA’s and is able 

to maintain a good spread of solutions across the Pareto-optimal front. The NSGAII source code is 

also freely available and an Excel version of the code has been produced by Sharma et al. (2011). 

A number of authors have applied NSGAII code to process design problems; a hydrocracking unit 

was optimised by Bhutani et al (2006), a batch chemical process by Sarkar and Modak (2006) and 

a heat exchanger network was optimised by Agarwal and Gupta (2008). These involved optimising 

problems that were set up in programming languages (FORTRAN, C++, Visual Basic etc) and 

interfaced with the NSGAII code directly.  

Bhutani et al. (2007) developed a multi-platform multi-language environment (MPMLE) using 

NSGAII coded in C++ for optimisation. HYSYS® provided the steady-state mass and energy flow 

model of a styrene plant and Visual Basic was used to interface between the simulation and the 

optimisation algorithm (Refer to Figure 2-8). The paper compared the optimisation of a styrene 

reactor created in HYSYS® to a model that was coded in FORTRAN and compared the results of 

the optimisation of the two using NSGAII. The computation time of the HYSYS® model was over 

100 times longer than the model created in Fortran and therefore the overall optimisation using 

HYSYS® was considerably longer than Fortran, however he considered there to be other benefits 

for using the HYSYS® model compared to models developed in other languages. The benefits of 

using commercial process simulation packages like Aspen Plus® and HYSYS® is that they are 

commonly used in the process industries, have robust physical property packages, do not require 

as detailed programming skills and will usually be quicker to develop. Therefore, although the 

computational time to optimise problems using MPMLE will often be longer than specially 

designed models, the overall process will normally be shorter and will require less programming 

knowledge. The MPMLE developed by Bhutani et al. (2007) has also been used successfully by 

Shah et al. (2008) for the optimisation of refrigeration to liquefy natural gas. 
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Figure 2-8: Graphical representation of the multi-platform multi-language environment (MPMLE) (Shah et al. (2008)). 

Optimisation of power stations and cogeneration plants using genetic algorithms was performed 

by Pelster et al. (2001) who looked at a range of configurations for natural gas combined cycle 

(NGCC) power stations and determined the optimal configurations and operating variables for 

given economic conditions. The model was extended by Li et al. (2006) and Li et al. (2010) into a 

MOO framework. The first study compared the CO2 emissions rate to the average cost of 

electricity (COE) and included an option of CO2 capture using MEA. The study looked again at 

various NGCC configurations and their operating parameters, but also included the option of 

having CO2 capture using MEA and enhanced gas recirculation. Whilst the second study neglected 

the option of CO2 capture, but instead looked at the trade-off between CO2 emission rates and 

specific investment costs for not only NGCC, but also stand alone gas turbines and engines. It 

shows that the COE for NGCC is highly dependent on the natural gas price and that in the 

European market it will generally be higher than the COE for coal, unless CO2 pollution is 

internalised.   

2.7 MOO and Heat Integration 

Heat integration is useful for identifying the minimum energy requirements of a utility but is 

limited by needing to assume minimum approach temperatures; whereas MOO is able to provide 

a process to compare antagonising objectives but generally requires the process configurations to 

be identified or indeed a superstructure to be identified prior to the optimisation. Therefore, 
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combining heat integration and MOO allows the minimum energy requirements for a process to 

be calculated for a range of different assumptions, which means the minimum approach 

temperatures in the heat integration can vary and the heat exchanger network does not need to 

be defined at the process design stage of the optimisation. Although combining MOO and heat 

integration appears to be a very useful methodology the practise has been very limited to date, 

and only two studies have been found that have combined the two techniques. 

Girardin et al. (2009) used the MILP method of heat integration developed by Marechal and 

Kalitventzeff (1991) and combined it with an evolutionary algorithm to determine the optimum 

steam cycle for an NGCC power station. They determined a Pareto front of the minimisation of 

the investment cost to the maximisation of the power output. Then using those solutions, they 

were able to estimate the levelised COE to determine the lowest COE. Under the economic 

conditions studied, they determined that three expansion levels in the steam resulted in the 

lowest COE. 

 

Figure 2-9: (A) NGCC Investment Cost versus power using 2, 3 or 4 steam levels. (B) The levelised COE versus power 

output for the optimisation solutions shown in A (Girardin et al. (2009)). 

Even more recently Bernier et al. (2010) also used MOO for NGCC’s, but included the option of 

CO2 capture. The MEA capture plant was modelled in Aspen Plus® allowing the operating 

parameters of the capture plant to be varied during the optimisation. This paper therefore 

combined linear models of the NGCC plant, with simulations of the carbon capture equipment 

and the MILP optimisation of the steam cycle in a MOO optimisation framework. Rather than 

using the CO2 emissions rate as one objective, the study used a life cycle assessment to determine 

the global warming potential of a process so that technology improvements that reduced 

methane could also be taken into account.  
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2.8 Integration of Solvent Based Post-Combustion Capture into Coal-fired 

Power Stations 

As is noted in Section 2.3 the integration of CCS to power stations can be improved by ensuring 

that heat is utilised in the process in an efficient manner, however the attempts of most studies 

are not completed in a systematic method so it is difficult to determine with any confidence that 

the design is optimal. Heat integration using pinch analysis has proved itself to be a useful tool in 

minimising the utility requirements of chemical processes and cogeneration facilities. Even 

though pinch analysis has been used only sparingly for power stations, the benefits are possible 

and with the addition of the CCS equipment to a power station it starts to look more like a 

cogeneration plant where the benefits of pinch analysis are well established. 

MOO is becoming an increasingly popular method for optimisation in the field of process design 

and its use on power stations to compare investment costs with efficiency is also well established. 

The benefits of combining MOO and heat integration have only been looked at very recently and 

on both occasions they were in the NGCC power generation sector. Combining heat integration 

and MOO requires an automated heat integration approach which can be completed using either 

the problem table algorithm or a linear programming approach as shown in Section 2.5. 

Until the paper by Bernier et al. (2010) MOO and heat integration had not been applied to CCS for 

the power sector. Although there were certainly attempts to optimise the solvent CO2 capture 

processes, in particular the reboiler energy or an equivalent electrical energy, these optimisation 

strategies invariably neglected to account for the potential for heat integration between the 

solvent process and the power station. 

Given the objectives of this thesis, pinch analysis has not been widely used for CCS projects, and 

although MOO has been used for CCS projects, it has only been combined with heat integration 

by Bernier et al. (2010). There is certainly a gap in the use of heat integration for coal fired power 

stations with CCS projects, which has not been reported elsewhere. Where MOO and heat 

integration have been used together previously, it has been for greenfield NGCC power stations 

and there has not been any studies combining MOO and heat integration for a retrofit situation. 

The Bernier et al. (2010) paper used the steam network developed by Marechal and Kalitventzeff 

(1999) and therefore used saturated steam for heating purposes, utilising the benefits of the 

higher temperatures of superheated steam extracted from the turbines has not been explored. 

The previous studies have also only looked at the design of MEA solvent systems, whereas 

potassium carbonate systems allow a much wider range of operating variables and therefore a 

much greater potential for new flowsheet configurations and for optimisation in general. 
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3.1 Introduction 

The first research objective of this thesis is to use pinch analysis to identify the minimum energy 

penalty for a typical solvent system applied to a typical Australian coal fired power station and it is 

this objective that is addressed in this chapter. However, in addressing this objective it is 

important to keep in mind that the final objective is to utilise pinch analysis with a multi-objective 

optimisation strategy, therefore it is important that the method used to develop the minimum 

energy penalty targets can be automated so that it can be used in conjunction with the 

optimisation framework. 

The first paper, provided in Section 3.3, has two purposes. 

The first purpose is to develop a method for applying pinch analysis to a power station retrofitted 

with CCS that can be automated for further use in an optimisation framework. The hot utility used 

in pinch analysis for power stations retrofitted with CCS is the steam extracted from the steam 

turbine. After the heat is extracted from the steam it becomes condensate which is returned to 

the boiler feed water heating circuit and becomes part of the cold streams. Therefore, as you 

change the amount of hot utility that is used, the cold composite curves will also change. 

Therefore, the standard problem table algorithm, as described in Chapter 2 Section 2.4, used for 

determining the minimum energy requirements is not able to be used in this circumstance and 

thus a new method has been developed and is detailed in the journal article. 

The second purpose of the journal article is to determine the minimum energy penalty targets for 

typical brown coal fired power stations found in Australia, retrofitted with a state of the art 

solvent absorption process. In addition, the impacts of combining both CCS and coal pre-drying 

will be discussed to determine whether there is merit in looking at coal drying for Australian 

brown coal fired power stations if in the future CCS will need to be retrofitted to those same 

power stations. This objective is achieved by reviewing the impact of CCS and CCS plus coal pre-

drying on two different brown coal fired power stations. 

As the journal article found in Section 3.3 is the first article to utilise pinch analysis for the 

integration of CCS to pulverised coal power stations, a significant amount of the most relevant 

background material found in Chapter 2 is also provided in the article. 

As well as the conclusions detailed in the article, the article manages to show that heat 

integration may help to reduce the energy penalty associated with the addition of CCS and 

provides a level of confidence that its inclusion in the optimisation framework will lead to further 

insight in how to design CCS plants for pulverised coal fired power stations.  
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The method described in this chapter is applied in Appendices E and F. In Appendix E it was found 

that the importance of the boiler air pre-heat is reduced with the addition of CCS. There is little 

benefit to the net power by increasing the air-preheat above the pinch point temperature, which 

is invariably located at the temperature of the solvent regeneration. The same paper also showed 

that, in the brown coal fired power station used in the analysis, that modifications to the cold end, 

the boiler feed water circuit upstream of the economiser and the flue gas downstream of the 

economiser, will achieve most of the reductions in the energy penalty that are suggested by the 

heat integration method given in this chapter. In Appendix F the impact of using a novel RAMGEN 

CO2 compressor, based on supersonic compression, is compared to conventional in-line single 

shaft compressors. RAMGEN compressors have the potential for compression ratios of up to ten 

so that the CO2 compression ratio of 100 can be performed in two stages rather than the 

conventional compressors that will require approximately eight stages for the same compression. 

Therefore, the RAMGEN compressors promise to have lower capital costs, similar power 

requirements and higher inter/after cooler temperatures. Moreover, the pinch analysis technique 

described in this chapter enabled the calculation of the improvement in the energy penalty that 

can be obtained by utilising the higher quality heat from the RAMGEN compressor inter/after 

coolers in the CO2 capture and steam circuit.  
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3.2 Declaration for Chapter 3 
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3.3  Publication 

 



 

45 | P a g e  

 



 

46 | P a g e  

 



 

47 | P a g e  

 



 

48 | P a g e  

 



 

49 | P a g e  

 



 

50 | P a g e  

 



 

51 | P a g e  

 



 

52 | P a g e  

 



 

53 | P a g e  

 



54 | P a g e  

Chapter 4 

Methodology for combining Multi-Objective Optimisation, 
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4. Methodology for combining Multi-Objective Optimisation, 

Simulation and Heat Integration for Process Synthesis of CCS 

4.1 Introduction 

The second objective of this thesis is to combine multi-objective optimisation (MOO) with energy 

targeting using heat integration to determine the impact of varying key operating parameters on 

the energy penalty associated with adding CCS to a power station. This chapter provides the 

methodology for how the energy targeting, simulation and multi-objective optimisation are 

united. 

Process synthesis of a new or retrofit process traditionally involves a hierarchy commencing with 

reactor conditions, separation and recycle systems and then energy minimisation. Though clearly, 

the amount of energy consumed in a process, will have a large bearing on the financial conditions 

of the process. The development of pinch analysis has been an important advancement as it 

enables the estimation of the energy requirements of a process before the heat exchanger 

network is designed. 

A traditional optimisation of a process would use a search procedure to determine the best design 

and the solution would be a single point for the parameter being optimised. Alternatively, MOO 

can be used to determine a range of solutions for two or more objectives. MOO uses evolutionary 

or stochastic search procedures that are robust techniques suitable for non-continuous and non-

linear objective functions and constraints. Furthermore, MOO provides greater knowledge of the 

entire solution space and the variables that are important to optimise the multiple objectives. 

Optimisation of a process may involve structural or parametric optimisation. When the process 

involves new equipment or major retrofits then structural optimisation will be important. 

Structural optimisation requires either a range of distinct structural options, or the use of a 

superstructure of the process that includes all the potential structural options. However, 

structural optimisation with rigorous process simulation can be difficult as the simulation needs to 

be robust for all the many and varied solution options.  

In Chapter 3 it was shown that heat integration using pinch analysis can lead to a reduction in the 

energy penalty associated with the addition of CCS to a power station. For power stations with 

CCS the majority of the structural optimisation that is possible revolves around heat exchanger 

networks. Therefore, the combination of both heat integration and multi-objective optimisation is 

able to blend the benefits of energy targeting with parametric optimisation of the power station 

and the capture technology. This methodology is explained in Section 4.2. 
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In Chapter 3, a method was provided for automating the pinch analysis of retrofitting power 

stations with CCS. The method is useful for a process that requires additional heat, where the 

additional heat will be supplied by extracting steam from an existing steam turbine. The method 

assumes that the quantities of steam that are extracted are small, so that the efficiency of the 

turbine is not greatly affected by the increase in extraction steam, or that the changes in the 

steam extraction rates are accompanied by modifications to the turbine to maintain the turbine 

efficiency. This method uses a set of linear equations to determine the amount of steam that 

needs to be extracted from each extraction point of the steam turbine to satisfy the deficit of heat 

in the process whilst minimising the amount of power lost in the steam turbine by the extraction 

steam. This method, however useful, is limited by a number of factors; the extraction steam must 

be downstream of any steam reheaters and the method does not allow for steam generation and 

induction into the steam turbine at any steam level other than the main steam pressure. 

Generating steam at lower steam levels can help offset the losses caused by the steam extraction.  

A variation on the method provided in Chapter 3 is presented in Section 4.3 of this chapter. The 

new method is able to be used for more complex steam cycle designs and to recover more heat 

from the process for power generation. The new method is a superior method for new power 

stations, as the steam cycle can be specifically designed to extract as much power as possible 

from the available heat, the new method may also prove to be valid and valuable for retrofits as 

well. A more detailed analysis of the differences between the two methods is provided in 

Chapter 7. 

4.2 Methodology for the combination of MOO, simulation and automated heat 

integration 

Energy targeting using simulation, heat integration and multi-objective optimisation (MOO) 

requires two phases; the problem definition stage and the optimisation stage. The algorithm 

which details each step of both the problem definition and optimisation stages is shown in Figure 

4-1. Each step, 1 to 12, is then explained in further detail in Sections 4.2.1 to 4.2.12. The 

methodology is not restricted to the optimisation of power stations with CCS. Therefore the 

methodology is explained both in general terms and as it is employed in this thesis. A detailed 

explanation of the programming code developed to apply this methodology is provided in 

Appendix A.  
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Figure 4-1: Algorithm for combined multi-objective optimisation, simulation and heat integration 
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4.2.1 MOO Setup – Problem Definition    

The first step of the process is to select the objective/objectives, the decision variables, 

constraints and the MOO parameters for the particular study. In this work we have used the elitist 

Non-dominated Sorting Genetic Algorithm (NSGAII) (Deb et al. (2002)) for the optimisation 

algorithm. It is applied in this thesis using an Excel® interface written in Visual Basic® (VBA), where 

the NSGAII algorithm is coded directly into VBA (Sharma et al. (2011)). Previously Bhutani et al. 

(2007) interfaced a C++ version of the NSGAII code with VBA to enable the optimiser to interface 

with a simulation package. Whilst the VBA version created by Sharma et al. (2011) is slower than 

the C++ version, the use of VBA has the benefit of using Excel and the associated functions 

directly and the optimisation computation times is insignificant when compared to the simulation 

computation time. Other MOO programs and other programming languages could equally be 

used. 

As described by Deb et al. (2002), the NSGAII code works by creating a population of NP 

individuals and each individual has its own values for each of the decision variables. In the first 

iteration these values will be randomly generated, however for subsequent iterations these 

values are based on methods that model natural selection to try to find the global optimal 

solutions. A subset of the NP top ranking individuals is stored as the parent population. The 

results of every new generation, the offspring, is compared to the parent population and the NP 

top ranked individuals from the combined list of parents and offspring is now stored as the new 

parent population used to generate the subsequent generations. 

New generations of individuals are created by combining two of the parents. The new individuals 

can also have random changes, called mutations, made to the values of the variables to enable 

the individuals to have variations in the values of the decision variables to the parents. This 

process is continued for MG number of generations. 

The MOO algorithm requires NSGAII specific parameters to be defined; which include the 

population size (NP), the number of generations (MG), the random seed, the selection type, 

crossover type, crossover probability, mutation type and mutation probability. There are also 

problem specific parameters that need to be defined; the number of objectives and whether 

those objectives are to be maximised or minimised. For each decision variable the range 

(minimum and maximum) of values needs to be provided along with the accuracy of the binary 

data (the number of bits) for each decision variable; which sets values that the individual may 

take for each decision variable. For example, a decision variable with a range of 0(minimum) to 

1.5(maximum) and a bit size (b) of 2 will have intervals of 0.5 (calculated by Equation [1]) and 



59 | P a g e  

therefore that decision variable could take the form of any of the following variables 0, 0.5, 1 or 

1.5. Obviously for real variables the bit size should be large to ensure the representation as a 

continuous variable. 

Interval Size = (Max-Min) / (2b-1) [1] 

Inequality constraints can also be included in the problem definition. The constraints may be one 

of the objectives or may be a separate variable altogether. Mathematically a MOO problem with 

two objectives can be described as; 

Minimise or Maximise  f1(x)  [2] 

Minimise or Maximise f2(x) [3]  

Subject to   x
L
 ≤ x ≤ x

U
 (bounds on decision variables) [4] 

   g(x) ≤ 0  (inequality constraints) [5] 

4.2.2 Set up Simulation 

The process is simulated directly in simulation software that can have input and output 

parameters controlled by VBA such as Aspen Plus®, HYSYS® or PRO/II
TM

. The simulations need to 

be designed so that the decision variables are process input specifications so that changes in the 

decision variables will make the appropriate changes in the simulation. Any results required from 

the simulation to calculate the objectives and constraints also need to be determined and made 

so that they can be exported from the simulation package. In Aspen Plus® it is straightforward to 

use a ‘Calculator Block’ to receive all the decision variables from the optimisation program and 

then these variables can be exported to their appropriate location in the simulation. Likewise the 

results from the simulation could be exported to another ‘Calculator Block’ for easy transfer back 

to the optimisation program. In HYSYS® the same method can be used with the use of a 

‘Spreadsheet’ function as detailed by Bhutani et al. (2007). 

4.2.3 Set up problem specific analysis (Steam Cycle & Turbine Information) 

In this step the information for the utilities for the heat pinch analysis is defined in Excel. For 

example details of the temperature-enthalpy relationship and cost of various heating and cooling 

utilities can be provided or the detailed information for a steam cycle can be added to Excel. For 

the optimisation of power stations with CCS, the steam turbine information is input into Excel, 

including the pressure and temperature of the main steam, the pressure of all other steam mains, 

the outlet temperature of any reheat sections and the condensing temperature or pressure 

(Appendix A, Section 3.3). This step is used to define both the quality of the steam available for 
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process heating and the amount of electricity that the steam can produce. It is also possible to 

include the pressure/temperature levels of the steam headers as decision variables in the MOO. 

4.2.4  Set up Heat Pinch Analysis 

The simulation streams that should be included in the heat pinch analysis need to be selected. In 

this application a VBA program is used, which provides all the available process streams in the 

defined simulation and then requires the user to select from that list the processes that represent 

the hot/cold streams required for pinch analysis (Appendix A, Section 3.4). 

For the optimisation of power stations with solvent based CO2 capture this will generally include 

the flue gas, the air-preheat, the lean and rich solvent heat exchangers, the solvent reboiler, the 

stripper condenser and the CO2 compressor intercoolers. Of course, if the user decides that any of 

the existing heat exchangers should not be impacted, these can be left out of the analysis.  

4.2.5 Run MOO 

At this stage of the process the MOO program can be run (Appendix A, Section 4.1). The MOO 

program will run steps 7 to 10 for each individual in each generation, therefore NP times, before 

progressing to step 11. Steps 6 to 11 are then run MG times before the results are provided in 

Step 12. Therefore the program loops through a total of NP × MG times. 

4.2.6 Assign Values to Decision Variable  

The MOO program will assign values to each decision variable for each individual in the 

generation in question. In the first iteration the values for each decision variable will be selected 

using a random number generator to attain a value that is within the range provided for each 

variable. In subsequent iterations the values of the decision variables will be generated using the 

rules established in the NSGAII algorithm which involves ‘selecting’ two of the parents, combining 

the decision variables of the two parents to form the decision variables of the offspring using 

‘crossover’ rules and then allowing ‘mutation’ rules to potentially alter the values of decision 

variables. 

4.2.7 Run Simulation 

For each individual, the decision variables that have been selected by the MOO program are 

exported using VBA to the process simulation program (AspenPlus®/HYSYS/PRO/II etc.)(Appendix 

A, Section 4.3). The VBA program will also be used to start the process simulator and wait until 

the simulation has converged using the values of the decision variables for the given individual. 

The work by Bhutani et al. (2007) explains in detail the method for running HYSYS from VBA for 

MOO. 
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During this step it is also possible to check that the process simulator has converged and if the 

simulation has converged then the program can proceed. If the simulation has not converged or 

has converged with errors, it is possible and advisable to make adjustments to the simulation to 

help it converge at this stage. For example, when using Aspen Plus® as the process simulator, if 

the simulation has not converged then it can be reinitialised, before trying to get the simulation to 

converge a second time. Also it may be useful to first converge the simulation with a set of 

decision variables that are known to enable the simulation to converge and then re-trying the 

individual’s decision variables, as the simulation packages often need a good initialising point to 

enable them to converge.  

Retrying to get a converged simulation from the given decision variables is more important when 

using complex simulations especially those with complex distillation columns. It is also important 

when setting up the simulations to check them for their robustness and to set iteration limits on 

recycle streams or distillation columns that provide sufficient time to enable the simulation to 

converge, but will not waste time on simulations that will not converge.  

If it is not possible to converge the simulation, the VBA program should apply bad values to the 

objectives and return to the start of step 7 for the next individual to be tested. Bad values will be 

very large values for minimisation objectives or very small values for maximisation objectives and 

this in turn penalises the input parameters that led to the non convergence. 

4.2.8  Pinch Analysis 

Once the process simulation is complete and converged, the stream temperature-enthalpy (T-H) 

data for the selected streams are extracted from the process simulator. The T-H data for each 

stream is then simplified using a VBA based algorithm. The simplification of the T-H data aims to 

reduce the number of points that define the T-H curve for the stream by linearising sections of the 

curve that remain linear within an acceptable margin (Refer to Figure 4-2)(see Appendix A, 

Section 4.4.2 for details of linearising algorithm). Applying the conservative methodology outlined 

by Smith (2005) whereby the linearisation of hot streams will always be to colder temperatures 

than those extracted from the simulation and the opposite for the cold streams. The stream data 

is then compiled into composite curves and grand composite curves using a VBA program 

(Appendix A, Section 4.4.3) to automate the established Problem Table Algorithm (Linnhoff and 

Flower (1978)).  
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Figure 4-2: Example of the simplification of the T-H data by linearising the heat curve data extracted from Aspen.  

The composite curves (CC) and grand composite curves (GCC) provide the details on the amount 

of heat that needs to be supplied and/or removed from the process and at what temperature the 

heat is supplied or available. The GCC is used as the basis for the post pinch analysis processing 

described in Section 4.2.9. 

4.2.9  Post Pinch Analysis Processing (Automated Linear Programming) 

The GCC is used to optimise the quantities of each utility required for the simulated system. The 

optimisation will depend on the problem specific definition, but where utilities are needed to 

satisfy the process requirements they will be optimised to determine the least cost/highest profit 

mix of utilities, whilst for utility providers it will be based on maximising the production of the 

desired utility. For the optimisation of power stations with CCS, an automated linear 

programming technique is used. The automated linear programming is an Excel / VBA based 

algorithm that calculates the maximum amount of power that can be generated for a given grand 

composite curve with a given turbine (Appendix A, Section 4.5).  

As discussed in the introduction an automatic linear programming pinch analysis technique was 

developed in Chapter 3 and a second method will be detailed in Section 4.3 of this chapter. The 

first method which is referred to as the ‘extraction’ method can be used when steam is extracted 

from an existing steam turbine to provide heat for a process that requires additional heat. It can 

be used when a process modification is made to a power station that leads to a deficit of heat, 
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such as created by the addition of a solvent CO2 capture plant. The second method, referred to as 

the ‘superstructure’ method, is more flexible and can be used for new or existing steam turbines. 

It is used to predict the maximum amount of power that can be generated in the steam turbine 

given the excess heat that is available in a process as detailed by the GCC. The aim of both 

methods however, is to predict, for a given process combined with a given turbine, what the 

maximum amount of power that can be generated in that process. Therefore, for each individual 

option that is simulated it is possible to calculate the maximum amount of power that can be 

generated from the process with the given values of each decision variable in that individual. 

4.2.10 Calculate Objectives 

The objectives of the particular study are calculated or imported from the simulation, the heat 

integration and/or the post pinch analysis processing (automated linear programming pinch 

analysis). This step will often include the estimation of capital and/or operating expenses or other 

objectives, such as the emissions intensity of the process, that arise from results calculated in 

previous steps. Whatever the objectives are of the particular study, they need to be exported 

back to MOO program for each individual in the population. 

4.2.11 Objective Comparison 

The MOO program stores the objective values for each individual and after the objective values 

for the entire generation are calculated, the results for that generation are combined with the 

results from the parent population to form a set of options made up of the 2 × NP individuals. The 

NP individuals that have the best results with relation to the objectives, the Pareto optimal 

solutions, will remain in the solution set. The best results are determined by ranking the 2 × NP 

individuals based on the number of other solutions which dominate them, and then further 

sorted based on their level of ‘crowding comparison’. So the NP individuals that firstly, have the 

least number of other individuals that dominated them, and then secondly, that are least 

crowded by other solutions in the objective space, are those that become the parent solutions for 

the subsequent generation. The new NP parent solutions will form a Pareto-optimal front, with 

results that are distributed as much as possible in the solution space.  

The NP individuals in the new parent set are then used to create the offspring as described in Step 

6, and then steps 6 to 11 are repeated MG times. 

4.2.12  Results  

After MG number of generations the final NP best individuals is the final population set. The 

population provides a set of solutions that are the Pareto optimal solutions for the MG × NP 

individuals that were tested in running the program. The population set can be used to extract 
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significant amounts of information. Not only will the Pareto optimal front provide insight as to the 

rate of trade-off between the objectives, the solution set also enable the designer to examine 

what decision variables are likely to provide the best results with regard to the objectives. It can 

be used to show what values of the decision variables are preferable for certain regions of the 

optimisation space and to some extent the level of impact of each of the decision variables. If the 

results after MG generations do not provide conclusive results and the resultant parent set is still 

changing considerably in the later generations, then it is possible to run the MOO program for 

further generations using the solution set from the first optimisation as the initial population in 

the new run.  

4.3 Superstructure method of Post Pinch Analysis Processing 

As mentioned in Section 4.2.9 two methods have been developed to predict the maximum 

amount of power that can be generated from a GCC for power stations fitted with CCS. As 

discussed, the extraction method presented in Chapter 3 can be used to automatically determine 

the steam extraction rates to overcome the deficit of heat that occurs due to the addition of CCS 

to a power station. However, the method only concentrates on the extraction steam 

requirements and does not allow the optimisation of the steam generation rates and therefore a 

new method, called the ‘superstructure’ method has been developed and is now explained. 

For the ‘extraction’ method, detailed in Chapter 3, the optimisation of the extraction steam rates 

can be arranged as a set of linear equations provided the extraction steam pressures are fixed, 

and therefore cab be solved rapidly using linear algorithms. A similar approach is applied to the 

‘superstructure’ method to develop a set of linear equations that can be used for more complex 

steam cycle designs and to recover more heat from the process for power generation. Like the 

‘extraction’ method, the ‘superstructure’ method assumes that the efficiency of the steam 

turbines do not change with the amount of steam that is generated or extracted from the turbine. 

The method requires defining a steam cycle to optimise with the power station and CCS process 

GCC. The steam cycle could be that of an existing steam cycle for a retrofit or a completely 

alternative cycle for a new power station. For the sake of explaining the method a steam turbine 

model, with three steam mains and a single stage of reheat is provided in Figure 4-3 for reference. 

For this method to work, obviously there needs to be net heat available in the process, and this 

targeting method determines the optimal steam generation and extraction rates for the given 

turbine to maximise the power generated from the available heat. The first task in determining 

the energy targets of the process is to provide the details of the steam cycle; including the main 

steam pressure and temperature (P1 and T1), the reheat temperature for any reheat stages (TR2), 
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the pressure of all the steam headers including the last condensing stage (P2 to Pn), any pressure 

drops in the heat exchangers and the efficiency of each stage of the turbine.  

 

Figure 4-3: Steam turbine with three pressure levels and a single stage of reheat 

Once the details of the steam cycle are determined or assumed, the power generated by steam 

through each stage of the steam turbine can be calculated by multiplying the flowrate of steam 

for the given stage of the turbine by the specific amount of work that the steam will generate, as 

represented by Equation [6].  

Wi,i+1 = Fi.ηi,i+1(Hi – Hiseni(Pi+1,si)) [6] 

Therefore the total amount of power that is generated by steam at level i is calculated by the 

summation of the power produced through each steam turbine from level i to the condensing 

stage (stage n) as per equation [7]. 

Wi,n = F�∑ η�,����H� – H�����P���, s����������� �  F�ω� [7] 

If steam is extracted/used at any stage that steam will no longer produce power and therefore the 

contribution of that steam needs to be subtracted from the total power calculation, which is 

accounted for, by subtracting the flowrate of steam extracted (fi) as per equation [8]. 

W = ∑ �F� � ���. ∑ η�,����������� �H� –  H�����P���, s����������� � ∑ �F� � ���. ω���������  [8] 

Equation [8] calculates the amount of power that will be generated for a given rate of steam 

generated and extracted at each steam level. Therefore this is the value that we are trying to 

maximise using linear programming. As can be seen from the equations [6] to [8], provided that 

the steam pressure levels are pre-defined then equation [8] is linear.  

The next stage of determining the steam turbine energy targets is to add the thermodynamic 

constraint to the linear programming problem. The thermodynamic constraint is that steam can 

only be generated where there is a net surplus of heat in the process. This can be evaluated by 



66 | P a g e  

generating steam composite curves (SCC) which must be less than or equal to the energy in the 

GCC at every temperature.  

The SCC is generated by determining the amount of energy (ΔHi) required to generate the Fi 

kilograms of steam and the amount of energy (Δhi) that can be used by the fi kilograms of steam 

extracted from the steam turbine. Firstly a list of all the temperatures that make up the GCC is 

generated (referred to as t0 to tmax). Then for each steam level the energy difference between the 

steam in the steam header, and the steam/condensate at each temperature on the list, is 

calculated (Refer to equation [9] and [10]). When the steam header occurs upstream of a 

reheater, the energy required by the reheater is included in the energy of the steam. For steam 

generation, the enthalpy is calculated at a temperature ½ ΔTmin above the actual temperature of 

the steam. The GCC temperatures already take into account a decrease of the hot streams by 

½ ΔTmin, so when the two are combined, a total of ΔTmin is taken into account. Likewise the 

enthalpy of the steam that is extracted from the turbine and used for heating is calculated at a 

temperature ½ ΔTmin greater than the actual temperature.  

∆��,� � �� � ��,� 
If i includes reheat and t > TR1 then:  ∆��,� � �� ���,� � ��,� ���,� 

[9] 

∆!�,� � !� � !�,� 
If i includes reheat and t > TR1 then:  ∆!�,� � !� � !�,� � !�,� � !�,� 

[10] 

The SCC is therefore the list of net heat required by the steam cycle at every temperature and is 

created by the summation of energy for the generation and extraction of each steam level at 

every temperature as defined by Equation [11]. 

" # � #$ #% #&'(: ∑ *+�∆��,� � ��∆!�,�, - �.//,�������  [11] 

One further constraint is added that the steam extracted from the turbine must clearly be no 

larger than the net steam generated in the stages upstream, ie. the steam must have been 

generated before it is able to be used (Refer to equation [12]). Determining the turbine energy 

targets is therefore a constrained linear programming problem as defined by equations [8], [11] 

and [12]. 

Maximise  W = ∑ �F� � ���. ω���������  [8]  

Subject to " # � #$ #% #&'(: ∑ *+�∆��,� � ��∆!�,�, - �.//,�������  [11] 

  " 0 � 1 #% 2:  ∑ �+� � ��������� 3 0 [12] 
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It helps to understand the linear optimisation problem by representing the constraints as two 

matrices of conditional constraints, as follows; 

56
67 ∆��,�8 ∆� ,�9 : ∆��,�8 �∆!�,�8 : �∆!�,�8∆��,�; ∆� ,�; : ∆��,�; �∆!�,�; : �∆!�,�;< < = < < = <∆��,�>?@ ∆� ,�>?@ : ∆��,�>?@ �∆!�,�>?@ : �∆!�,�>?@AB

BC
56
666
67+�+ <+���<��AB

BBB
BC - 566

7 �.//,�8�.//,�;<�.//,�>?@AB
BC 

[11]  

D1 0 : 0 �1 : 01 1 : 0 �1 : 0< < = < < = <1 1 : 1 �1 : �1E 56
666
67+�+ <+���<�� AB

BBB
BC - D00<0E 

[12]  

The maximum steam turbine energy targets can then be solved using linear programming, 

producing the maximum amount of energy for a given turbine from the given GCC. An example of 

the SCC plotted with the GCC is shown in Figure 4.3. The method described can also be used with 

other equality constraints to enable the method to be used for retrofit applications, for example 

the main steam flowrate (F1) may be set to be equal to the existing main steam flowrate and the 

linear programming problem will still be able to be solved using linear programming algorithms.  
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Figure 4-4: Example of the SCC developed for the GCC using 'superstructure' method of linear programming pinch 

analysis. 

4.4  Conclusion 

This chapter provided a methodology for the combination of MOO with simulation and 

automated heat integration. This combination is not only applicable to the application of power 

stations with CCS but has a wide range of other energy intensive industries. Two methods have 

now been presented for the automated pinch analysis, the ‘extraction’ method in Chapter 3 and 

the ‘superstructure’ method in this chapter. The two methods are compared in Chapter 7. The 

detailed explanation of the code required to implement the combined MOO, simulation and heat 

integration approach is provided in Appendix A.  
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5.1 Introduction 

This chapter is based on an article published in Energy which shows how improvements can be 

obtained in the performance of a power station fitted with CCS by the use of heat integration and 

multi-objective optimisation. The article also shows how optimisation of the CO2 capture process 

without taking CO2 compression and the power station into account can result in different designs 

and operating conditions when compared to a design that considers the process holistically. 

This paper uses the optimisation framework explained in Chapter 4 that combines heat 

integration with multi-objective optimisation, but goes into more detail into how the optimisation 

can lead to improvements in design and what level of improvement may exist in maximising the 

heat integration between the power station and the CCS equipment.  

As the case study in this chapter is based on the retrofit of CCS equipment to an existing power 

station which uses a simple steam cycle with no reheat, the paper uses the linear programming 

method developed in Chapter 3 rather than the method developed in Chapter 4.   

The paper also only uses three decision variables; the solvent loading and flowrate and the 

stripper pressure, and therefore when compared to results provided in Chapters 6, and 8 will not 

necessarily be the optimum design. However, this chapter is able to illustrate most clearly the 

value of using MOO and the importance of heat integration. The paper is also used to determine 

what range of values the most important operating variables should take. 

This paper compares the results found from the research in this thesis for potassium carbonate 

solvent based CCS with results of other papers that also use potassium carbonate. The 

comparison shows the importance of not only the solvent plant design, but also the power station 

design and its operating environment on the energy penalty incurred by adding CCS. 
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5.2 Declaration for Chapter 5 
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5.3  Publication 

 



 

74 | P a g e  

 



 

75 | P a g e  

 



 

76 | P a g e  

 



 

77 | P a g e  

 



 

78 | P a g e  

 



 

79 | P a g e  

 



 

80 | P a g e  

 



 

81 | P a g e  

Chapter 6 

Using MOO and the superstructure method to determine the 

optimum stripper pressure for potassium carbonate based capture 

systems 
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6. Using MOO and the superstructure method to determine the 

optimum stripper pressure for potassium carbonate based 

capture systems  

6.1 Introduction 

In Chapter 5 the importance of studying the power station and the CCS equipment as a whole was 

recognised. Simulation, heat integration and MOO were used on a potassium carbonate CO2 

capture system retrofitted to a brown coal fired power station to reduce the energy penalty. 

However, the optimisation for simplicity sake included only 3 optimisation variables; the solvent 

lean loading and flowrate and the stripper pressure. In this chapter the number of variables that 

are involved in the optimisation process is increased. Additionally, in Chapter 5 the stripper 

pressure that maximised the net power from the power station when heat integration was taken 

into account was identified as the stripper pressure that provided a reboiler temperature equal to 

the extraction steam temperature plus the given ∆Tmin. The optimal stripper pressure was more a 

factor of the steam turbine extraction temperature and pressure than anything else. Therefore, 

another aspect that will be evaluated in this chapter is the impact of varying the extraction steam 

pressure to match the process GCC or more specifically, the stripper reboiler temperature. The 

extraction steam pressure will be adjusted to have a condensing temperature that is equal to the 

minimum allowable approach temperature above the stripper reboiler. The intention is to 

determine what the optimum stripper pressure is to maximise the power stations net power. 

The case study provided in Chapter 5 was performed on a brown coal fired power station with a 

subcritical steam cycle with no reheat. To ensure this case study is more relevant to the majority 

of the brown coal fired power stations in Victoria, the power station used in this chapter is also 

subcritical but with a single stage of reheat. This chapter is also the first to utilise the 

superstructure method of linear programming pinch analysis that was detailed in Chapter 4.  

6.2 MOO Objectives and Decision Variables 

As the amount of CO2 captured by the CCS process will impact the net power of the power 

station, this case study maximises both the net power and the amount of CO2 captured. In this 

case study the decision variables (Refer to Table 6-1) contains a list of solvent plant parameters 

which are adjusted to determine the optimum operating values to maximise the power from the 

power station.  

The steam cycle for the process is a subcritical steam cycle (164 bar, 538 °C) with a single reheat 

stage (41 bar, 538 °C). There are two and four steam extraction points on the IP turbine and LP 
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turbine, respectively. The turbine efficiencies are based on the isentropic efficiencies of the 

existing base power station ranging from 85 to 90 %. The base power station without CO2 capture 

has a nominal 500 MWe net power production, producing 156 kg/s of CO2. The potassium 

carbonate based CO2 capture plant is modelled in Aspen Plus® using rate based distillation for 

both the absorber and stripper. The grand composite curve and linear programming was 

conducted with a ΔTmin of 6 °C, the extraction pressure of the steam extracted for the solvent 

regeneration was manipulated to have a condensing temperature of 6 °C above the reboiler 

temperature. This is in contrast to the methods used in Chapter 5 where the extraction pressure 

was considered to be a constant value, which impacted the optimum stripper pressures, as the 

pressure converged to provide a reboiler temperature ΔTmin less than the condensing 

temperature of the constant steam turbine extraction pressures. 

Table 6-1: Decision variables for the optimisation of the solvent capture plant 

Decision Variables Units Lower Limit Upper Limit 

Solvent Lean Loading mol HCO3
-
 /mol K

+
 0.11 0.416 

Solvent Temperature °C 40 71.5 

Solvent Flowrate kg/s 800 5910 

Absorber Feed Gas Temperature °C 40 71.5 

Absorber Packing Height m 10 47.5 

Stripper Packing Height m 10 47.5 

Stripper Pressure bar 0.5 8.165 

Stripper Feed Temperature °C 70 133.5 

Constraints  

CO2 capture rate % < 95 

   

6.3  Results and Discussion 

6.3.1 Pareto fronts and decision variables 

Figure 6-1 to Figure 6-8 show results of the MOO which simultaneously maximises CO2 capture 

rate and net power from the power station. The non-dominated solutions are presented in Figure 

6-1. Due to the energy requirements of the CO2 capture process, the higher the CO2 capture rate 

the lower the net power produced from the power station. The results indicate that there is 
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sufficient heat in the process to maintain the power stations 500 MW output whilst capturing and 

compressing up to 40 % of the CO2, provided that existing and new heat exchangers are designed 

for an approach temperature of 6 °C. In comparison the energy penalty at capture rates of 90 % is 

approximately 14 %. Figure 6-2 shows for capture rates between 50 and 90 % of the net power 

after the 14
th

, 28
th

, and 42
nd

 generation of the MOO study. By the 14
th

 and 28
th

 generation, the net 

power is within 10 MW and 2 MW respectively of the net power provided by the 42
nd

 generation. 

This indicates that as the number of generations approaches 42, the incremental improvement is 

reducing, and that any further improvement in the objective beyond 42 generations is likely to be 

small. 

 

Figure 6-1: Pareto front for the MOO results to maximise the CO2 capture rate and the power station net power. 
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Figure 6-2: Pareto front between 50% and 90% capture after the 14
th

 generation (����), 28
th

 generation (����) and the 

42
nd

 generation (����).  

 

The Pareto-optimal solutions can also be used to determine the importance of the decision 

variables and the optimum value of those variables. The values of some of the decision variables 

are shown in Figure 6-3 to Figure 6-8 for the Pareto-optimal solutions after 14 and 42 generations. 

In Figure 6-3 the plots of flue gas temperature show a strong tendency towards the low end of the 

range, even after only 14 generations. This is likely to be as a result of the lower water content in 

flue gas with lower gas temperatures. The lower water content provides two advantages; it 

increases the CO2 concentration and reduces the amount of water absorbed by the solvent which 

will subsequently need to be removed from the solvent to maintain solvent concentration and will 
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therefore require additional heat in the stripper reboiler to boil off the extra water. 

 

Figure 6-3: Flue gas temperature for the Pareto-optimal solutions after the 14
th

 (����) and 42
nd

 generations (����). 

The results for the solvent temperature (Figure 6-4) on the other hand are less defined even after 

42 generations; this is likely to be a result of the antagonising behaviour of the solvent 

temperature where lower temperatures help absorption by lowering the CO2 vapour pressure in 

equilibrium with the solvent and higher solvent temperatures improve the absorption kinetics. 

Therefore, even after 42 generations there is no clear optimum solvent temperature, which 

indicates that the solvent temperature, within the range supplied, does not have a major impact 

on the net power. That is not to say that the solvent temperature is not important for other 

reasons. The solvent temperature will have a large impact on the amount water that is absorbed 

from or desorbed into the CO2 lean flue gas. If the temperature difference between the solvent 

temperature and the flue gas temperature is high, then the solvent will lose water which will 

require significant quantities of make-up water. Conversely if the temperature difference is small, 

then water in the flue gas will be absorbed into the solvent which will increase the reboiler duty 

to maintain the solvent strength. As the optimal flue gas temperatures are all on the lower side 

(<45°C), having excess water absorbed into the solvent is unlikely to be an issue unless the solvent 

temperature is also < 45 °C, hence the solvent temperature in almost all cases is above 45 °C. 

However above that the solvent temperature has minimal impact on the net power, but to avoid 

losing significant quantities of water in the lean flue gas the optimum temperature would be 

limited to a few degrees hotter than the flue gas temperature.  
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Figure 6-4: Solvent temperature for the Pareto-optimal solutions after the 14
th

 (����) and 42
nd

 generations (����). 

The solvent lean loading has a strong influence on the net power of the power station as revealed 

by the similarity between the results after 14 generations and 42 generations (Figure 6-5). The 

optimum lean loading, for capture rates between 30 % and 80 %, is approximately 

0.22 ± 0.4 mol HCO3
-
 /mol K

+
. At lower capture rates, higher lean loadings appear to be preferable. 

However in the 80% to 90% capture range (the normal design range for large scale capture 

plants), the optimum lean loading for all results fall in the 0.15 to 0.20 mol HCO3
-
 /mol K

+
. Lower 

lean loadings means the capacity of the solvent to absorb CO2 increases which reduces the 

quantity of the solvent required for absorption and increases the driving forces at the top of the 

absorber. Additionally, because the solvent flowrate is reduced, the specific heat required to heat 

the solvent is reduced and the motive power to pump the solvent from the absorber to the 

stripper is reduced. However, this is offset against the increased reboiler duty required to achieve 

the lower lean loadings. Therefore, being able to determine the optimum lean loading is an 

important element the MOO is able to achieve.  
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Figure 6-5: Solvent lean loading for the Pareto-optimal solutions after the 14
th

 (����) and 42
nd

 generations (����). 

The stripper pressure (Figure 6-6), which was thought to have a significant influence on the net 

power turns out to have less of an impact than many other variables. After 14 generations there is 

a spread of pressures, after 42 generations the pressure is tending towards 4 bar for capture rates 

between 15 and 80 % and 5 bar to 7 bar for capture rates greater than 80 %. However, as the 

correlation between the stripper pressure and net power is not strong, other factors including 

capital cost and other economic factors may determine the optimal stripper pressures. The 

stripper pressure has antagonising impacts on the net power, but it appears that the trade-off 

between the reboiler duty and the CO2 compressor power means that the pressure is not the 

most important parameter to optimise in order to maximise the net power. In this case study 

where the steam turbine extraction pressure is able to vary according to the reboiler 

temperature, the stripper pressure is not an important parameter. Whereas, when the steam 

turbine pressures were fixed, the stripper pressure was a strong decision variable and the value of 

the stripper pressure was important to maximise the net power of the power station. Therefore, it 

appears, that for CCS projects that are retrofits to existing power stations, it is likely that to 

maximise the power produced by the steam turbine, the stripper pressure should be matched to 

the available steam pressures. However, when there is freedom in the steam turbine pressure, 

the optimal stripper pressure can be selected for other, either operational or economic, 

considerations.  
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Figure 6-6: Stripper pressure for the Pareto-optimal solutions after the 14
th

 (����) and 42
nd

 generations (����). 

The optimum solvent flowrate (Figure 6-7) has a strong correlation with the capture rate and 

apart from at the extreme capture rates the correlation is almost constant per tonne of CO2 

captured. The solvent flowrate is also influenced largely by the lean loadings. In a solvent with 

relatively fast kinetics, if the lean loading is constant then the solvent flowrate the only other 

major handle to adjust the CO2 capture rate. As there is little change in the lean loadings between 

capture rates greater than 30 %, it is not surprising that the solvent flowrate provides a strong 

correlation with the capture rate. This further reiterates (as proposed in Chapter 5) the potential 

to use the solvent flowrate to provide the flexibility to alter the CO2 capture rate and therefore 

the power stations net power. 
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Figure 6-7: Solvent Flowrate for the Pareto-optimal solutions after the 14
th

 (����) and 42
nd

 generations (����). 

The results for the stripper feed temperature (Figure 6-8) are all at the upper end of the range 

with most of the results above 120 °C. This result is not unexpected as the feed temperature 

would be approaching the solvent bubble point at the stripper pressures that predominated. It is 

not surprising that the optimum temperature is close to the bubble point given that the lean and 

rich solvents have a similar heat capacity and the rich solvent will leave the bottom of the stripper 

at the bubble point and therefore the hot lean solvent can be used to heat up the cold rich 

solvent. This approach is suggested by most solvent vendors which utilise a lean-rich heat 

exchanger for this purpose.  

 

Figure 6-8: Stripper Feed Temperature for the Pareto-optimal solutions after the 14
th

 (����) and 42
nd

 generations (����). 
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6.3.2 Impacts to the Process Heat Exchangers 

It is also interesting to not only review the results of the decision variables, but also the impact on 

various heat exchanger duties as a result of the optimisation. Select results are shown in Figure 

6-9 to Figure 6-12. The lean and rich heat exchanger duties (Figure 6-9) show similar changes as a 

function of capture rate as they are both mainly impacted by the solvent flowrate. However, at 

low capture rates the rich heat exchanger duty is greater than the lean solvent duty, whereas as 

the capture rates increases the lean solvent cooling duty becomes larger than the rich heat 

exchanger heating duty. Assuming that a lean-rich heat exchanger is the preferred arrangement 

for heat exchange of the lean and rich solvent streams, then the results presented in Figure 6-9 

mean that the optimum at low capture rates requires a trim rich solvent heater whilst at higher 

capture rates a trim cooler is required for the lean solvent. Lean solvent coolers downstream of 

the lean-rich heat exchangers are common in solvent capture processes and the results from this 

work confirm that they will indeed often be the optimum arrangement. 

 

Figure 6-9: Lean Solvent Cooler (����) and Rich Solvent Heater (����) duties for the Pareto-optimal solutions. 

Interestingly the reboiler heat duty shows a clear trend (Figure 6-10) with respect to the capture 

rate, which is irrespective of the fact that the stripper pressure is not consistent. On the other 

hand the stripper condenser heat duty (Figure 6-11) is a lot less consistent; it is also impacted by 

the stripper pressure and several other factors. The condenser duty increases as the CO2 capture 

rate increases due to the increase in the CO2 and accompanying water exiting the stripper. As the 

stripper pressure increases the condensation will occur at a higher temperature, however from 

the optimised results, it appears that the actual amount of heat extracted from the condenser 

decreases as the pressure increases. Therefore, assuming that the heat in the condenser can be 
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utilised back into the steam cycle, the impact of pressure again has conflicting impacts. As the 

pressure increases the heat duty decreases. However, the quality of the heat duty also increases, 

because of the increase in temperature. These conflicts continue to explain why the stripper 

pressure does not actually have as large an influence on the energy of a process as first expected. 

 

Figure 6-10: Stripper duty for the Pareto-optimal solutions 

 

Figure 6-11: Stripper condenser heat duty for the Pareto-optimal solutions for stripper pressures <1 bar (����), 

3-3.7 bar(����), 3.8-4.3 bar(����), 4.7 -5.4 bar (����), >6 bar(����). 

The reboiler duty per unit of CO2 captured varies from just above 2 GJ/t to above 5 GJ/t. At 

capture rates less than 50 %, the reboiler energy is mainly around the 3 GJ/t mark and that 

gradually increases as the CO2 capture rate increases. The increase will be due to the decrease in 
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the lean loading at higher capture rates, combined with an increase in the solvent flowrate to 

absorb the increasing amount of CO2. There is close to a 25 % difference between the results at 80 

% capture and 90 % capture. This highlights the importance, when reviewing claims of the energy 

intensity of different solvent vendors, to understand the basis of those claims to make an even 

comparison. 

 

Figure 6-12: Stripper reboiler heat duty per unit of CO2 captured for the Pareto-optimal solutions. 

6.3.3 Pinch Analysis Results 

The GCC combined with the SCC of the optimal solutions for a capture rate of 50 % and 85 % are 

provided in Figure 6-13 and Figure 6-14 respectively. The GCC for both capture rates are the same 

above the temperature of the stripper reboiler, which is represented by the horizontal section on 

the GCC at 150 °C for 50 % capture and 170 °C for 85 % capture. Obviously, the reboiler for the 

85 % capture case has a higher duty which requires more steam to be extracted from the turbine. 

This is shown by the large horizontal section of the SCC at 170 °C. It is also possible to see on the 

GCC the increase in optimal stripper pressure from 4 bar in the 50 % case to 6.4 bar in the 85 % 

case, which increases both the reboiler temperature and the required extraction pressure and 

therefore the extraction steam temperature as shown by the SCC. There are also a number of 

utility pinch points that are created in these two cases by the linear programming optimisation of 

the steam rates, as represented by the points where the SCC touches the GCC. 

The steam cycle has seven steam levels. The actual rates of generation or usage of those steam 

levels can be seen on the SCC as the horizontal portions on the curve, and the size is a 

representation of the quantity of steam generated / used at each level. When capturing 50 % of 
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the CO2, only five of those steam levels have more than 20 kg/s of steam generated /used. In 

comparison, six steam levels have more than 20 kg/s of steam generated /used for the 85 % 

capture rate. As the number of steam levels used for generation / extraction increases the 

complexity and cost of the heat exchanger network also increases, but the exergy loss between 

the GCC and the SCC will be reduced. The MOO could be used to determine the impact of 

reducing the number of steam levels on the net power by creating Pareto fronts where the 

number of steam levels are constrained or when a minimum extraction steam rate is set.  

 

Figure 6-13: GCC and SCC for the Pareto-optimal solution with 50 % capture rate of CO2. 

 

Figure 6-14: GCC and SCC for the Pareto-optimal solution with 85 % capture rate of CO2. 
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6.4 Conclusions 

The superstructure method is very useful method to optimise the power station with CCS for 

steam cycles that include a level of reheat. The energy penalty for the addition of potassium 

carbonate based CO2 capture systems can be as low as 14 % when capturing 90 % of the CO2 with 

a ∆Tmin of 6 °C. The MOO combined with simulation and the superstructure method of automated 

heat integration enables the determination of the optimum operating parameters of the solvent 

plant. It also can be used to determine what variables have the greatest influence on the net 

power by the speed of the convergence of the variables to the value which provides the optimum 

result. 

The actual stripper pressure is actually not as important as ensuring the stripper pressure is set to 

produce a reboiler temperature that is able to be serviced by the available steam. The flue gas 

temperature should be less than 45 °C to maximise the net power, whilst the solvent temperature 

should be set for the water balance rather than for its impact on the net power. The optimum 

lean loading is between 0.15 and 0.20 mol HCO3
-
/mol K

+
 for capture rates of 80 % to 90 %. The 

solvent flowrate is the main variable to control the capture rate, and can be used to adjust the 

capture rate to exploit fluctuations in electricity market prices. The number of steam levels will 

impact the net power of the power station, the capital costs of the project and the operational 

complexity. Optimising the number of steam mains will be important aspect of the design phase.  
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Chapter 7 

Comparison of the extraction and the superstructure method 
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7. Comparison of the extraction and the superstructure method.  

7.1 Introduction 

In Chapters 3 and 5 a method that determined the required quantity of extraction steam to cover 

the deficit of heat created by the addition of CCS to the power station at the minimum loss of 

power from the steam turbine was developed and utilised. This method will be referred to as the 

‘extraction’ method as it optimises the extraction steam from the steam turbine. Chapter 4 on the 

other hand introduced a second method based on the same principles, but it determines for a 

given steam cycle what the optimum steam generation and extraction rates are to maximise the 

power generation from the steam turbine. As this method is based on a given steam cycle 

superstructure, this method is referred to as the ‘superstructure’ method and was used in the 

example provided in Chapter 6.  

In previous chapters the extraction method has been considered for retrofit applications whilst 

the superstructure method has been considered for greenfield power stations. The limitations of 

the extraction method in terms of only optimising the steam extraction rates downstream of a 

reheater have already been discussed in Chapter 4. The superstructure method can also be 

restricted so that any limitations that may exist on an existing steam turbine may be included in 

the problem definition and the optimum result can still be obtained with the constraint added. 

The work in Chapter 6 and Chapter 8 use the superstructure method, however in both cases the 

main HP steam rate is restricted to the value of the main steam rate of the base power station.  

This chapter will be used to illustrate the improvements that can be achieved by using the 

superstructure method instead of the extraction method and the potential for large reductions in 

the energy penalty when the main steam rate does not have an upper limit. 

7.2 Case Study Background 

The case study used for the illustration is based on the case study provided in Chapter 5 and 

Chapter 6. It is a pulverised brown coal fired power station with a subcritical steam cycle with a 

single stage of reheat (refer to Figure 7-1), whilst the CCS plant is based on a potassium carbonate 

solvent. The decision variables for the optimisation included the lean solvent loading, flowrate 

and temperature, the flue gas temperature, the stripper feed temperature, the absorber and 

stripper height and the stripper pressure.
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7.3 Restricting the main steam flowrate  

The MOO performed in Chapter 6 was to maximise both the net power and the CO2 capture rate 

using the superstructure method with the main steam rate constrained to 433 kg/s as per the 

base power station without CCS. The MOO results obtained in Chapter 6 are reconstructed in 

Figure 7-2; additionally, the results without any limitations on the main steam rate are also 

provided for comparison. It is clear from these results that limiting the amount of main HP steam 

that is generated also limits the amount of power that is generated, for a given coal rate and CO2 

capture rate. Without a limitation on the main steam flow the net power is between 10 MW and 

15 MW greater than with the main steam rate limited.  

 

Figure 7-2: Optimised solutions to maximise both the CO2 capture rate and the net power using the superstructure 

method with no restrictions (○) and with the main steam flowrate restricted to the flowrate of the base power 

station (×). 

The reason behind the difference can be better understood by taking one of the optimised results 

and reviewing the GCC and SCC for both cases. Using the values of the decision variables for the 

optimised solution for a CO2 capture rate of 85 % with the main steam flowrate limited and 

determining both the GCC and the SCC for the plant under these conditions, using the 

superstructure method with and without the main steam flowrate (refer to Figure 7-3). As all the 
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Figure 7-3: GCC(--) and SCC of the superstructure method using no restrictions (—)(SCC-1) and with the main steam rate restricted 

to the flowrate of the base power station (- -)(SCC-2). 

The steam generation and extraction rates for the two cases are provided in Table 7-1. It can be 

noted from the SCC’s and the steam generation and extraction rates, the difference between the 

two cases is in the high pressure turbine. When the HP steam rate is limited to 433 kg/s, to utilise 

all of the available heat, the optimum steam rates generate a further 39 kg/s of steam at the 

intermediate pressure steam level. As can be seen in Figure 7-3 when the main steam flowrate is 

not limited, the actual amount of HP steam that can be generated is higher at 503 kg/s. However 

to generate the additional HP steam requires steam to be extracted from the outlet of the high 

pressure turbine to provide some of the boiler feed water heating. The gross power generated by 

steam turbine for the case where the main steam flowrate is limited to 433 kg/s is 511 MW 

whereas the unlimited case produced 524 MW. The difference in the power generated between 

the cases is visible in the SCC’s as the additional area under the SCC for the unrestricted case 

compared to the case that was limited. 
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Table 7-1: Steam generation (+ve) and extraction rates (-ve) for the optimised solutions with the main steam flowrate 

limited to 433 kg/s and then unlimited main steam flowrate. 

Steam Level Limited Main Steam Flowrate 

(kg/s) 

Unlimited Main steam Flowrate 

(kg/s) 

High Pressure 433 503 

Intermediate pressure 39 -37 

Intermediate Pressure – 2 -26 -26 

Low Pressure -271 -271 

Low Pressure – 2  54 54 

Low Pressure – 3 71 71 

Low Pressure – 4 -10 -10 

Condensate -290 -283 

   

The power produced by each section of the turbine for; the base case, the case with CCS and a 

main steam flow rate limited to 433 kg/s and the case with CCS but without any limitations on the 

main steam flowrate are provided in Table 7-2. The gross turbine power for the unrestricted case 

is actually greater than for the base case without CCS. However, the distribution of the power has 

shifted. The base case produces 43 % of its power from the low pressure turbine, however with 

the large amount of LP steam required for the solvent regeneration the amount of power that can 

be generated in this section of the turbine reduces. The optimised solution for the unrestricted 

case with CCS produces only 34 % of its power from the LP turbine. The amount of power 

produced in the high and intermediate pressure turbines needs to increase to maximise the 

amount of power produced from the turbines. 

Table 7-2: Power produced by the steam turbine for the base case without CCS, with CCS and with the HP steam rate 

set to 433 kg/s and with CCS and with no limitations on the HP steam rate. 

Steam Turbine Section Base 

Case 

CCS & no Heat 

Integration 

CCS (443kg /s) 

(MW) 

CCS (503 kg/s) 

(MW) 

High Pressure 135 135 135 157 

Intermediate pressure – 1  83 83 102 100 

Intermediate Pressure – 2 79 79 92 90 

Low Pressure – 1 47 16 25 24 

Low Pressure – 2  43 15 29 28 

Low Pressure – 3 73 28 70 68 

Low Pressure – 4 60 23 58 57 

Total 520 379 511 524 
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7.4 Superstructure versus the Extraction Method 

In Section 7.3 the impact of restricting the main steam flow rate was shown to reduce the 

maximum gross power that can be produced by the steam cycle. In the same manner, the 

extraction method is actually restricting the steam generation to the same rates as per an existing 

steam cycle and only changing the extraction steam rates downstream of any reheaters. The same 

example as used in section 7.3 is also used to determine the impact of using the extraction 

method. The SCC and GCC are provided in Figure 7-4 and the gross power for the steam turbine is 

433 MW. Clearly the extraction method will generally not provide the maximum amount of power 

that could be generated from the heat available in the power station with the addition of CCS. 

Figure 7-4 shows that additional high pressure steam could be generated by utilising the large 

temperature difference in the pocket of the GCC that is located after where the SCC ends 

(enthalpy between 1136 MW and 1300MW). Also there is considerable low grade heat that can 

be used to generate additional low pressure steam to help increase the power produced from the 

turbine. This is represented by the large temperature difference between the GCC and the SCC for 

temperatures less than 164 °C.  

Using the extraction method the main HP steam generation and the IP steam extraction rates are 

constrained to the base power station rates of 433 kg/s and 45.8 kg/s respectively. To provide the 

deficit of heat due to the addition of CCS the extraction method determined that a further 

194 kg/s of steam needs to be extracted from the IP-LP crossover. Therefore, using the extraction 

method will not necessarily require any changes to be made to the HP and IP turbines but will still 

have approximately 50 % of the steam removed from the LP turbine. Therefore, modifications to 

the LP turbine will be required.  
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Figure 7-4: SCC (—) and GCC (--) for the power station with 85 % capture using the extraction method. 

In contrast to the extraction method, the superstructure method allows changes to be made to 

the steam flowrates throughout the steam turbine, and therefore changes may be need to be 

made to the entire steam turbine equipment. Additionally, due to the changes in the steam rates 

the heat distribution in the boiler will vary. Using the example provided in this chapter the heat 

distribution in the existing boiler (refer to Figure 7-5) is compared to the heat distribution that is 

suggested by the superstructure method (refer to Figure 7-6). Due to the larger heat load for the 

additional steam generation using the results from the superstructure method, the temperature 

driving forces between the flue gas and the steam circuit is reduced. This is especially noticeable 

in the reheat section of the boiler. Additionally, the flue gas alone cannot supply the required heat 

for the steam circuit assuming that the economiser feed temperature remains constant (258 °C). 

There is a temperature crossover between the cold end of the economiser and the flue gas 

(Figure 7-6). The explanation for the crossover can be seen when the superheat energy for the 

steam extracted from the turbines is included in the analysis. This heat can be used to pre-heat 

the boiler feed water to increase the feed temperature to the economiser, making the heat 

transfer feasible (refer to Figure 7-7). However, it becomes clear that the temperature difference 

between the economiser and the air-preheat and the flue gas reduces compared to the base case. 

When the temperature driving forces between the flue gas and the steam circuit and air-preheat 

are reduced, the required area for heat transfer increases. Therefore, the opportunity for the 
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without making wholesale changes to the boiler, will be limited by the actual heat transfer area of 

the existing boiler. Therefore, the potential for large reductions in the energy penalty by 

optimising the steam cycle will vary between power stations and will be largely impacted by any 

design margins that may have been designed into the original boilers. Understanding the 

potential maximum steam rate of the existing boiler and steam turbine will enable an upper limit 

to be placed on the main steam rate and/or reheat steam rate in the superstructure problem 

definition, which will enable the superstructure method to provide results that are more likely to 

be able to be implemented with limited changes to the boiler. The final physical design will also 

not only be impacted by the amount of area, but also the location of the heat exchanger area and 

the temperature profile throughout the boiler. There is a need to ensure that the heat transfer 

can occur where it is supposed to in the boiler and this would require more sophisticated 

computational fluid mechanics modelling in order to validate the changes to the boiler heat 

transfer.  

 

Figure 7-5: Temperature profiles in the boiler of the existing coal fired power station 
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Figure 7-6: Temperature profiles in the boiler of the coal fired power station with steam rates optimised using the 

superstructure method 

 

Figure 7-7: Temperature profiles in the boiler of the coal fired power station with steam rates optimised using the 

superstructure method including the increased feed water temperature to the boiler using the extraction steam 

superheat. 
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7.5 Conclusion 

The extraction method is a subset of the superstructure method where a number of restrictions 

are placed on the superstructure. The superstructure method without restrictions will provide the 

maximum power generated by the power station for the given steam cycle. On the other hand, 

the extraction method or superstructure method with restrictions will not necessarily provide the 

maximum power from the power station, but could be useful when it is envisaged that a retrofit 

of the existing steam turbine will occur. Therefore, the limits of the existing steam turbine can be 

included in the problem definition and then the maximum power generated for the given steam 

cycle with limitations can be determined. 

To maximise the amount of power generated from a power station with solvent based CCS, it will 

generally be necessary to increase the power produced in the front end of the steam turbines (the 

HP and IP turbines) as the amount of power generated in the lower end will be reduced. Methods 

to combat the reduction in steam flow in the LP section of the turbine have been reviewed by 

other authors (refer to Chapter 2 Section 2.3), however methods to handle efficiently an increase 

in the HP and IP steam generation in the turbines should also be investigated as well as whether 

additional heat exchanger area would be required to generate the additional steam. 

Using the superstructure method will help to identify what potential additional net power the 

power station may produce by utilising existing design margins, modifying or replacing the 

existing turbine. Understanding the limitations of the existing turbine and boiler will be crucial to 

determining the maximum net power that can be produced by the power station retrofitted with 

CCS.  
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Chapter 8 

Optimisation of power stations with carbon-capture plants – the 

trade off between costs and net power  

Journal of Cleaner Production: In Press 

doi: 10.1016/j.jclepro.2011.12.032   
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8.1 Introduction 

This chapter is based on an article submitted to the Journal of Cleaner Production for a special 

issue from selected papers given at PRES’11 (14th international conference on Process Integration, 

Modelling and Optimisation for Energy Saving and Pollution Reduction). The paper is used to 

show how MOO using simulation and heat integration can be improved with the addition of cost 

estimation to help to optimise the CCS process; the third and final objective of this thesis.  

The paper also includes details of the process required to link the MOO with the simulation, heat 

integration and cost estimation using the superstructure method of automated heat integration. 

The paper therefore duplicates some of the content provided in Chapter 4 for setting up the 

superstructure method, but is added in this paper to provide an outline of the architecture 

developed in this thesis to a wide audience.  

The paper, provided in section 8.3, uses the same case study as used in Chapters 5 and 6. 

However, with the addition of the cost estimation the objectives for the optimisation study in this 

chapter are different to those in Chapters 5 and 6. The work in this chapter uses the 

superstructure method of linear programming to determine the maximum amount of power that 

can be generated by the steam cycle for the given potassium carbonate based solvent absorption 

process. However, the main steam flowrate has been restricted to the main steam flowrate of the 

base power station (433 kg/s). Therefore, there is a potential for lower energy penalties than 

those suggested by this paper, based on the findings presented in Chapter 7, if the main steam 

flowrate was not restricted. 

The paper provides details as to how the capital and operating costs are estimated, however due 

to brevity, important details have been omitted. Cost estimation of the CCS equipment is difficult. 

Much of the equipment has not been supplied for CCS purposes at the scale required for 

capturing CO2 from the flue gas of power stations. Without equipment that is purpose built for 

CCS at scale, the costs must be determined from analogous equipment and there are many 

possible correlations that could have been chosen for the cost estimation. Appendices B and C 

provide details of a number of correlations for capital and operating costs, respectively. The 

correlations that are actually used in the optimisation in this chapter are given in the paper in 

section 8.3.  

Only one set of cost estimation correlations have been used in the optimisation results presented 

in this chapter, however it is acknowledged that the equipment capital costs could vary as shown 

by the range of cost functions provided in Appendix B. Therefore two additional optimisations 

were performed with capital equipment costs 20 % greater and less than the estimated costs as 
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per the cost functions and results are provided in Figure 8-1 to 8-4. It is clear that the capital cost 

functions of the equipment will have a major impact on both the cost of electricity and the cost of 

CO2 capture. The DCOE (Figure 8-1) decreases by approximately 8 $/MWh (12%) with a 20 % 

decrease in the capital costs and increases by 6 $/MWh (10%) with a 20 % increase in the capital 

costs at a capture rate of 80 %. Therefore it is clear that ensuring equipment is designed fit for 

purpose to minimise the capital costs will be important. The impact of capital costs on the cost of 

CCS is shown by the results provided in Figure 8-2, where the cost of CCS per tonne of CO2 at a 

capture rate of 80 % increases or decreases by around 9 $/t (12%) if the capital costs are 20 % 

greater than or less than the estimated costs. When capital costs are reduced by 20 %, the cost of 

capture has less variation at the higher capture rates (approx. >60 %), compared to the cases with 

higher capital cost functions which require increasing capture rates to minimise the cost of CCS.  

The energy penalty for the optimal solutions also changes depending on the capital costs (Figure 

8-3). Although there is significant scatter in the energy penalty of the optimal cases, there is a 

definite trend, as indicated by the linear trend lines plotted in Figure 8-3, that the energy penalty 

reduces as the capital costs of the equipment is reduced, especially at higher capture rates. This is 

due to the lower capital costs leading to higher amounts of heat exchanger area being 

incorporated. In fact, the total cost for heat exchangers actually increases as the capital cost 

functions reduce (Figure 8-4), because the additional cost for the heat exchangers is less than the 

value for the additional power that can be produced from the power station.  

 

Figure 8-1: Pareto optimal solutions for the minimisation of DCOE and maximisation of capture rate (○) with capital 

costs 20 % greater (++++) and less (����) than the estimated cost functions.  
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Figure 8-2: The cost of CCS for the Pareto optimal solutions (○) with capital costs 20 % greater (++++) and less (����) than 

the estimated cost functions.  

 

Figure 8-3: Energy penalty for the Pareto optimal solutions (○) with capital costs 20 % greater (++++) and less (����) than 

the estimated cost functions. Solid lines represent linear trend lines for the given data sets.   
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Figure 8-4: Heat exchanger purchased capital costs for the Pareto optimal solutions (○) with capital costs 20 % greater 

(++++) and less (����) than the estimated cost functions. Solid lines represent quadratic trend lines for the given data sets.    
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electricity. 
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From a commercial stand-point, minimising the DCOE, as per the second optimisation problem 

presented in the paper, would appear to be more important than maximising the net power as 

per the first optimisation problem presented in the paper. The paper shows that very different 

results are obtained depending on the objective used in the optimisation. The minimum energy 

penalty may be as low as 14 % for a CO2 capture rate of 90 %, but the economic energy penalty 

will be between 25 % and 30 %. Nonetheless, by performing two very different optimisations it 

enables the designer to compare the values of the decision variables when trying to maximise the 

net power compared to minimise the DCOE. This allows many insights to be gained.  

One of the insights identified in the example provided in the paper, is that the flue gas 

temperature to maximise the net power is much lower than the flue gas temperature to minimise 

the DCOE. On interrogation of the results it is clear that lower flue gas temperatures lead to lower 

solvent regeneration energy requirements and therefore a lower energy penalty. However, the 

reason that the low flue gas temperatures were not selected when optimising to minimise the 

DCOE, is due to the large heat exchanger area required for flue gas condensation which leads to 

increased costs as the flue gas temperature decreases. Therefore, utilising a direct contact cooler 

rather than an indirect heat exchanger for the condensation duty could reduce the cooling costs 

and therefore lead to lower flue gas temperatures and higher net power at a lower DCOE. 

The combination of MOO, simulation, automated heat integration and cost estimation is shown in 

the paper to provide greater understanding of the impact of many of the variables involved in the 

design and integration of CCS to power stations.  
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8.2 Declaration for Chapter 8 
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8.3  Publication 
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Chapter 9 

Conclusions and Recommended Further Work 
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9.1 Conclusions 

Carbon Capture and Storage is potentially a very useful technology to reduce CO2 emissions from 

fossil fuel fired power stations, and from most reports on reducing anthropogenic CO2 emissions 

to reduce human induced climate change, it is recommended as one of a range of technologies 

required to ensure the reductions are performed at the least cost. It is an inherent feature of the 

technology that the addition of CCS to a power station will lead to energy penalties due to the 

energy required to separate and compress the CO2. It is possible to reduce the energy penalties 

associated with CCS by reusing heat in the solvent process back into the steam cycle of the power 

station. Many solvent plant designs include heat recovery from the flue gas, the stripper 

condenser, and the CO2 compressor intercoolers into the boiler feed water heating. However, 

methods to determine the best use of the available heat and the minimum energy targets for a 

range of solvent process options has not been a well studied or articulated process. 

It is clear that a systematic approach to determine the minimum energy targets for the addition of 

CCS is important to enable the range of options, be it solvent process options, or power station 

designs to be compared on an even basis. In this thesis two such methods have been proposed, 

the first is referred to as the ‘extraction’ method and the second is the ‘superstructure’ method. 

Both methods are based on the fundamental rules of pinch analysis but use linear programming 

to automate the optimisation.  

The extraction method, based on determining the minimum amount of extraction steam from a 

steam turbine to satisfy the energy deficit that is created by the addition of the CCS equipment, is 

useful for retrofit applications where the minimum amount of changes may be desired. It provides 

the minimum energy penalty for a given process, assuming a minimum approach temperature in 

the heat exchanger network and that the turbine efficiency is not changed with changes to the 

extraction steam flowrates. The method however, also had deficiencies in that the extraction 

steam optimisation could only be for steam extracted downstream of any reheat stages of the 

steam cycle and would not allow for changes to the steam generation rates. 

The superstructure method overcomes these difficulties by determining the optimum steam 

generation and extractions rates for a given steam cycle and given process. The method enables 

steam to be extracted upstream of a reheater, and steam to be generated and inducted into the 

turbines at every steam level. The superstructure method can also allow constraints on the 

amount of steam generated that means the method can mimic the extraction method. The 

superstructure method is very suitable for greenfield projects as the steam rates suggested can be 

used in the design of a new turbine, however it can also be used in the screening studies of a 
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retrofit application to determine the improvements that may be obtained by modifying the 

existing steam turbine to better utilise the new heat distribution of the power station with CCS.  

The superstructure method was developed to overcome the above-mentioned deficiencies 

associated with using the extraction methods in complex stream cycles. It has similarities to a 

mixed integer linear programming (MILP) method developed by Marechal and Kalitventzeff 

(1991). The methods use similar constraints in the linear programming for heat to cascade 

between the process and the utilities, however the objective in the superstructure method is to 

maximise power from the steam turbine whilst the objective of the MILP model of Marechal and 

Kalitventzeff (1991) is to minimise a linearised cost function.  

The use of pinch analysis, whether used in the extraction method or the superstructure method, 

has demonstrated that the energy penalty associated with the addition of CCS can be reduced 

with better heat integration. Various studies with different boundary conditions and objectives 

have shown the benefits of heat integration. In Chapter 3 where 90 % of the CO2 was captured 

from two brown coal power stations using a generic solvent which required a 3 GJ/t CO2 of 

thermal energy for solvent regeneration, the net energy penalty for two power stations were 

reduced from 39 % and 28 % to 24 % and 14 % respectively, just by improving the heat 

integration. Similar results were obtained in Chapters 5 and 6 where the energy penalty was 

reduced from 38 % for a rate promoted potassium carbonate solvent down to 14 % for an 

optimised solvent system with heat integration. A similar result was obtained for Chapter 8, 

however when the cost of the heat exchanger network was factored into the cost objective 

function and the process optimised to minimise the differential cost of electricity (DCOE) the 

optimal energy penalty was between 25 and 30 %, still significantly lower than the un-integrated 

case, but not as low as the minimum energy penalty that was found to be possible by previous 

studies.  

For brown coal power stations, pilot plants have been constructed to demonstrate research to 

pre-dry the brown coal using low grade heat with the aim of improving the power station 

efficiency. From the results provided in Chapter 3 it can also be concluded that the overall energy 

penalty associated with the addition of CCS can be reduced with the inclusion of coal pre-drying 

technology. However, it is not clear from the early targeting work that combines coal pre-drying 

with CCS, whether the energy savings will justify the additional capital expenditure. 

Another conclusion that can be made from the early targeting work provided in Chapter 3 and 

Appendix E is that the optimal combustion air-preheat is likely to change with the addition of CCS. 

In Appendix E the net power that is produced from the power station is not improved once the 
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air-preheat temperature is greater than 120 °C. This temperature corresponds to the pinch point 

of the power station with CCS and is lower than the existing pre-heat temperature of 150 °C. 

However, this conclusion was reached using the extraction method, whereas with the 

superstructure method, which allows additional high pressure steam generation above the 

predefined amount of the existing power station, the optimal air preheat temperature may be 

different again.  

It is obvious from the results obtained in Chapter 3 that the amount of steam required to 

regenerate the solvent for CCS is significant and that modifications will need to be made to the 

steam turbine to enable the steam rates in the low pressure end of the turbine to be reduced, 

especially if the efficiency of the turbine is to not be significantly affected. The modifications to 

the steam turbine as well as additional modifications to the heat exchanger network that would 

be required to minimise the energy penalty and potentially the addition of coal pre-drying will 

lead to increases in the cost of the CCS retrofit. The economic optimum will likely be at an energy 

penalty that is higher than the minimum. The energy penalty is also likely to be higher than the 

minimum targets suggested in the early chapters of the thesis to ensure that the plant integration 

does not affect the operability of the power station, especially when turn-down effects are taken 

into consideration. Although this thesis has focused on developing targets for the minimum 

energy penalty, preliminary designs suggest that the designs that approach the minimum energy 

penalties could be achieved by mainly using waste heat for boiler feed water heating. Under 

design conditions, trim heaters and coolers could be provided to maintain steady performance of 

the process and a significant challenge to achieving low energy penalties whilst still maintaining 

operability would be to design a system that enables the same controllability at off-design, part-

load conditions.  

The first objective of the thesis is to determine minimum energy penalties for Australian coal fired 

power stations using solvent based CCS. These targets are provided for a typical solvent system in 

Chapter 3 of the thesis. One point that is clearly important is the minimum system approach 

temperatures that are assumed for the analysis. The energy penalty targets show some sensitivity 

to the minimum approach temperature (ΔTmin) where the gross power that is produced from a 

power station with a ΔTmin of 3 °C is 205 MW, compared to 190 MW for a ΔTmin of 20°C. However, 

even with a ΔTmin of 20 °C the gross power produced from the steam turbine is still substantially 

higher than without heat integration which produces only 172 MW. 

In Appendix F the use of a promising new compression technology, shockwave compression, is 

compared for CO2 compression to the conventional in-line compression. Both the in-line and 

shockwave compression have similar power requirements, however the shockwave compressor 
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provides better quality heat in the intercoolers. By integrating the waste heat into the steam cycle 

the power station with the shockwave compressor is able to produce more power than that with 

the in-line compressor. Appendix F utilised simulation and automated heat integration to 

compare two technologies, the comparison of multiple technologies could be enhanced by 

addition of MOO , as it could reveal what conditions advantage one technology over another.  

The combination of Multi-objective optimisation (MOO) using rigorous process simulation 

combined with pinch analysis also allows for the optimum value of a number of variables to be 

determined. It allows for the trade-offs between increased capital costs associated with reduced 

minimum approach temperatures and increased net power to be analysed more thoroughly. 

Chapter 4 describes a framework for the combination of MOO with process simulation and heat 

integration for power stations with CCS. The combination of heat integration and MOO has been 

used sparingly in process synthesis and shows promise for not only application of CCS and power 

stations, but for many energy intensive chemical processes. The framework developed in Chapter 

4 is interestingly, very similar to that developed, at a similar time, independently by Bernier et al. 

(2010). Bernier et al. (2010) also use MOO and MILP based heat integration of a power station but 

for a natural gas combined cycle with MEA solvent capture system, and they focused on 

optimising the costs to reduce the life-cycle global warming potential of natural gas combined 

cycle power stations. Additionally, the steam network they used for the MILP based heat 

integration, that was developed by Marechal and Kalitventzeff (1999), includes water injection for 

direct contact desuperheating. Whereas, the framework developed in this thesis enables indirect 

heat exchange to desuperheat the steam. Indirect desuperheaters will have thermodynamic 

advantage by utilising the higher temperature of the superheated steam, but there is the 

potential that the capital cost of such heat exchangers will prohibit their use and if that is the case 

direct desuperheaters may be preferable. 

The MOO using simulation and heat integration framework is used in Chapter 5 to illustrate the 

importance of designing the solvent plant for a given power station. Many solvent based CCS 

studies focus on minimising reboiler energy demands in the belief that this will lead to reductions 

in the energy penalty. However, Chapter 5 established particularly for potassium carbonate based 

processes, that reducing the reboiler energy may not always result in the minimum energy 

penalty overall when the entire system is considered. It is clear from the results in Chapter 5 that 

the trade-offs between the compressor power and the reboiler energy results in different optimal 

stripper pressures depending on the objective of the analysis.  

In Chapter 5 comparative studies also illustrated the importance of not only the solvent plant 

process, but the power station design and environmental conditions of the power station in 
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determining the energy penalty of a process. Therefore when considering a technology to retrofit 

a power station, the operating conditions of the power station will impact the choice of 

technology and will also impact the energy penalty, which is likely to have a big impact on the 

DCOE of the project.  

The Pareto curves of net power versus rate of CO2 captured by the CCS equipment generated by 

the MOO framework also provide options for power stations to maximise profits by controlling 

the amount of CO2 captured. The rate of CO2 captured could be decreased, by adjusting operating 

conditions, at times when electricity prices are high to maximise the net power produced by the 

power station. This has been suggested in other studies, but generally by allowing the flue gas to 

bypass the CCS equipment, or by storing the rich solvent in a large tank for processing at a time 

when the value of electricity is low. However, this work suggests that there are alternatives to 

control the amount of CO2 captured, namely by adjusting the solvent flowrate and lean loading.  

If the CO2 rate is reduced to take advantage of high electricity prices, turn-down of equipment will 

be an issue. However, the turn-down rate of absorbers are generally less effected by the solvent 

rate compared to the vapour rate, and therefore by controlling the solvent loading and flowrate 

rather than bypassing the absorbers should lead to larger turn-down ratios. The reduction in 

regeneration energy will impact the amount of steam extracted from the turbine and therefore 

the turn-down of the steam turbine is likely to be an issue which requires consideration. The turn-

down rate of individual CO2 compressors are also likely to be an issue, but with the multiple 

compressors that are expected to be used in large scale CCS projects, the operating range of the 

bank of compressors is anticipated to be wide. A combination of flue gas by-pass and solvent side 

CO2 capture control may prove to provide a larger operating range than either alone. 

Chapter 6 demonstrated that the optimisation framework developed provides results that 

approach the maximum net power or minimum energy penalty quite rapidly. The technique 

provides, within tens of generations, a curve that shows the maximum amount of power that can 

be generated for a given CO2 capture rate. Whilst it may take longer to determine the exact values 

of the decision variables to achieve the very minimum energy penalty, the important design 

variables, those that have the biggest impact, converge quickly. The speed of the convergence to 

an optimal value by each variable also usually flags the level of importance each variable will have 

in minimising the energy penalty. 

For rate-promoted potassium carbonate solvents the flue gas temperature entering the absorber 

is shown to greatly impact the energy penalty, where lower temperatures, less than 45 °C help to 

reduce the energy penalty. The solvent solution temperature is not as important for maximising 
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the net power, with no clear optimum value found between 40 and 72 °C. However, the solvent 

temperature will be important when considering the water balance of the CO2 capture system. 

The solvent flowrate mainly impacts the amount of CO2 captured whilst the optimum lean loading 

remains relatively constant for most capture rates. Surprisingly, in this case study the stripper 

pressure is not as important as other design variables and as a result the optimum stripper feed 

temperature varies depending on the pressure used in the stripper. The stripper pressure is set to 

produce a reboiler temperature that is able to be serviced by the available steam. 

In Chapter 7 the superstructure and extraction methods were compared. The superstructure 

method allows steam to be generated at the most useful temperature for the available heat in the 

power station combined with CCS. Some opportunities to reduce the energy penalty associated 

with CCS are revealed by this method. Because there is more low grade heat available from the 

solvent process and the CO2 compressors, it is possible to increase boiler feed water heating by 

utilising the waste heat, this opens up the opportunity to produce more high pressure and low 

pressure steam. By generating more steam it is possible to compensate partially for the loss of 

steam extracted to regenerate the solvent. However to achieve these benefits, boilers and 

turbines may need to be modified to enable the additional high pressure steam generation and to 

ensure the high pressure stage of the turbine can handle the additional flow. Likewise new steam 

networks and equipment may be required to generate the low pressure steam and enable it to be 

inducted into the turbine. 

Utilising the superstructure method to determine the optimal steam flowrates could potentially 

lead to reductions in the energy penalty occurring with minimal cost implications. Provided there 

is existing design margins in the heat exchange area of the boiler and the maximum steam rate in 

the steam turbine. Chapter 7 showed that the largest reductions in temperature driving forces 

were found in the reheat, economiser and air-preheat sections of the boiler. Therefore, it is in 

these sections that excess area will be crucial to enable the full benefits presented by the 

superstructure method. Understanding the boiler and steam turbine maximum steam rate and 

adding these into the superstructure problem definition will produce results that are more likely 

to be able to be implemented with minimal changes to the existing equipment.  

As noted previously, some modifications will need to be made to the steam turbine to 

accommodate the amount of steam that will be extracted for solvent regeneration even with the 

best current solvent system. Therefore, it will be prudent to review what other modifications 

need to be performed to help maintain or improve the existing turbine efficiency, allow for re-

distribution of the loads in the turbine and to enable sufficient turn-down of the power station 

and/or the solvent system. 
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The final objective of the thesis is to optimise the CCS process with a view not only to the energy 

penalty but the economics of a project, which is demonstrated in Chapter 8. This chapter 

compares for a given capture rate the optimisation to maximise the net power of the power 

station with CCS to the optimisation to minimise the DCOE of the addition of CCS. Interestingly, 

for the optimisation to maximise the net power, the energy penalty by a retrofit project can be 

negative (in other words, more power is produced) up to a capture rate of approximately 40 % for 

the typical brown coal fired power station operating in Australia. This opportunity can show how 

it may be possible to add CCS to a power station in stages. For example in the early stages of CCS 

implementation, where the amount of CO2 captured is low, but the capital infrastructure is also 

much lower than what is required for full scale capture, and the energy penalty is small. Such an 

approach would minimise the project risk during this early stage. At a later stage, the capacity of 

the CCS infrastructure could be increased to enable higher capture rates, as the price of CO2 

increases. Whilst the price per unit of CO2 avoided will be higher at lower capture rates, the DCOE 

is much lower. Although, the optimisation suggests that negative energy penalties may be 

possible, the cost to provide the required heat exchange area, the increased steam rate and 

generator capacity is likely to be prohibitive. However, it does illustrate that there is the potential 

for much lower energy penalties than anticipated at low capture rates provided additional heat 

exchange area is available or is supplied and the turbine can handle, or is modified to handle, the 

additional steam flow. The DCOE could be even further reduced in the situation where the 

Government funds the capital expenses rather than imposing a price on carbon being emitted. 

The second optimisation case study provided in Chapter 8 enables the trade-off of increased net 

power production from the power station and the additional capital costs to provide that power. 

In particular, the impact of the minimum heat exchanger approach temperatures is investigated. 

The optimum ΔTmin when optimising to minimise the DCOE for capture rates between 80 and 90 % 

is around 20 °C. However, what is not clear is whether capital costs will be lower and/or the net 

power is increased by allowing each stream to have a different ΔTmin, rather than a single global 

ΔTmin.  

The optimal stripper pressure for rate-promoted potassium carbonate solvents, when costs are 

taken into account, is between 0.5 to 1.5 bar. When the costs are not taken into consideration the 

optimal pressure is different. The change in optimal pressure is mainly due to the larger optimal 

minimum approach temperatures that are desired when costs are taken into account. Larger 

approach temperatures lead to comparably larger losses in the power produced by the steam 

turbine compared to the reductions in the compressor power as the stripper pressure is 

increased. Therefore, it is possible that if different minimum approach temperatures are provided 
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for different streams, then the optimal stripper pressure may again be different. Another factor 

which increases the cost of the project as the stripper pressure is increased is the cost of the lean 

solvent cooler and rich solvent heater, as the pressure increases the duty and the heat exchanger 

area required for these exchangers increases and the costs for these heat exchangers can be 

significant. 

The maximum net power produced by a power station is obtained by low flue gas temperatures 

entering the solvent system, but the economic optimisation suggested that higher flue gas 

temperatures will optimise the DCOE. By analysing the main cost difference between the two 

cases, the heat exchange area contribution of the flue gas turns out to be a large component of 

the capital costs. Therefore, the overall costs are likely to be reduced by the use of a direct 

contact cooler (DCC) rather than trying to utilise the heat in flue gas once the flue gas starts to 

condense. There is a significant amount of low grade heat available in the condensation of water 

in the flue gas, but the capital costs to utilise this heat are high, so unless a low capital cost 

solution can be found to utilise this heat it is likely that the most cost effective solution will be the 

use of a DCC. 

In the case provided in Chapter 8 the optimal energy penalty to minimise the DCOE is between 25 

and 30 %. This is lower than the case without heat integration (38 %) but higher than the 

minimum energy penalty suggested with high levels of heat integration and large heat exchanger 

areas (14 %). 

9.2 More General Insights 

The combination of simulation, heat integration, cost estimation and multi-objective optimisation 

has proven to be useful at the early stages of process design to screen options for the addition of 

CCS to power stations. It is also found to be useful to optimise and understand better the 

important operating values of solvent plants for specific power stations. The methodology 

described in the thesis is widely applicable to any and all CCS applications, as proven by it being 

used not only in post-combustion applications, but for use with an integrated gasification and 

combined cycle process as illustrated in Appendix G. The method will provide directions for 

optimising operational strategies for low emission fossil fuelled industries. The techniques are 

equally applicable to new and retrofit solutions and may well lead to different outcomes based on 

a range of project specific combinations such as plant efficiencies, fuel cost, capital cost profile 

and CCS technologies employed. 

Although there have been similar approaches in combining both heat integration and multi-

objective optimisation, this would appear to be the first study where it is employed in a retrofit 
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situation, where some components are fixed in their design, some new equipment is required and 

some equipment would be modified. This is a more complicated scenario than a greenfield 

development, where all equipment may be costed as new. 

The combination of MOO, simulation and automated heat integration has only been reported 

recently and very sparingly, however the insights that can be obtained by this technique are great. 

Therefore, it is considered that this framework could, and should, be used to identify 

improvements in many other energy intensive industries. It is useful for creating a Pareto curve of 

the objectives and to determine the optimum value of the decision variables in the study, but it 

can also be used to determine the relative importance of the decision variables. The speed at 

which the various decision variables converge to their ultimate value is an indication of the 

importance of that variable to the objectives. In this thesis the speed of convergence was 

determined qualitatively by reviewing the optimum values of the decision variables after different 

generations. However, determining a quantifiable designation for the speed of convergence of 

the decision variables would be a valuable addition to multi-objective optimisation tools.  

 

9.3 Recommended Future Investigations 

The thesis provides the framework that will be able to be adopted for future technology or 

project specific research for the addition of CCS to power stations. However, there is still 

considerable uncertainty about some carbon capture equipment and in particular the cost of this 

equipment. As more detailed designs are completed for demonstration and full scale capture 

plants the cost functions will be improved to better reflect the actual costs of the equipment so 

that more accurate estimates of the capital versus operating trade-off can be explored. As the 

work moves from targeting to design the film heat transfer coefficients of different services could 

be revised to improve the area estimation tools and as a consequence the cost estimations for 

heat exchangers may also be improved. 

The cost estimation could also be expanded to include greenfield power stations and therefore a 

full optimisation of a new power station could be developed. The full-scale optimisation would be 

able to include optimising the level of coal pre-drying, excess air and air-preheat on the boiler side 

as well as the optimisation of the steam cycle and the solvent capture plant. 

A number of other optimisation studies could be completed to increase the knowledge of the 

process including; 

• MOO including the minimum approach temperatures of each type of stream as a variable. 
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• MOO with the objectives of minimising capital and operating expenses at a given capture 

rate. 

• MOO including adjusting the pressure of the flue gas into the absorber to look at the trade-off 

between reductions in the regeneration energy compared to increases in the fan power. 

• MOO including a DCC, the cut-off temperature of where the flue gas heat enters the DCC can 

be used as a variable to determine the optimal temperature for the trade-off between 

recovering the heat in the flue gas and the capital cost to do so. 

• Heat integration study comparing integrally geared compressors to shockwave compressors. 

Where the integrally geared compressors are likely to have lower compressor power 

requirements, but the shockwave compressor will have higher quality heat in the intercoolers, 

so the overall impact on the net power could favour either of these compressors. 

The optimisation suggests that the net power of a power station could be maximised by 

increasing the steam rate through the high pressure turbine to compensate for the loss of power 

in the low pressure turbine. Whilst there have been several studies on how to overcome the 

reduction in steam in the low pressure turbine, there are none on how to shift the load to the 

high pressure turbine. A study of common turbines and what capacity they may have for an 

increase (and/or what modifications are required to allow an increase in capacity) would help to 

identify whether the minimum energy penalties suggested by transferring load to the high 

pressure turbine is likely to be possible and what kind of expense this may require. Also in the 

cost estimation tools it was assumed that the steam turbine would be replaced. However it could 

be expected that significant savings may occur by modifying rather than replacing the steam 

turbine, therefore estimation tools based on how much the steam turbine varies from the base 

case rather than complete replacement may be useful for optimising retrofit cases. 

It would also be useful to look at the turn-down capabilities of CCS equipment based on flue gas 

bypass compared to solvent flowrate and lean loading adjustments or a combination of the two to 

determine how flexible the processes will be for maximising power station profits by controlling 

the amount of CO2 captured. 
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Appendix A 

Detailed description of heat integration program 

Outline of Excel/VBA based program used for heat integration.   
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1. Introduction 

An automated heat integration program was required to complete this thesis in order to enable 

the multi-objective optimisation (MOO) program to be used for the optimisation without having 

to develop a superstructure that contains all the potential heat exchange options for the process. 

The program needs to get stream data information from a simulation package, in this case Aspen 

Plus®, needs to have data input about the steam cycle and needs to estimate the physical 

properties of water to model the steam cycle. MS Excel has been used as the platform for the 

program and therefore the program is written in VBA (Visual Basic for Applications). Aspen Plus® 

incorporates OLE automation and therefore information can be passed to and from Aspen Plus® 

using VBA. To estimate the physical properties of water the open source VBA code ‘X-Steam’ 

developed by Holmgren (2011) which is based on IAPWS IF-97 was used. It would also be possible 

to utilise superstructures developed in Aspen Plus® of the steam cycles to achieve the same 

outcome. The original MOO that was used at Monash by Shah et al. (2008) was a Multi-platform 

Multi-Language Environment (MPMLE) for MOO where VBA was used as the interface between a 

MOO algorithm (NSGA-II) coded in C++ and the process simulations which were developed in 

Aspen HYSYS®. The only drawback with this system was that the interface between the VBA and 

C++ program did not allow for binary variables to be incorporated or allow for the MOO to be re-

started using the results from previous runs as the basis for the new MOO. An alternative which 

has been used for work in this thesis is a VBA based version of NSGA-II developed by Sharma et al. 

(2011). As the program is Excel based, it is easy to link the MOO program with the heat 

integration program as they are both based in MS Excel and VBA.         

2. Overview: MOO-Heat integration-Economics 

The flowsheet of the program incorporating the MOO, the heat integration and the economic 

estimation is provided in Figure 1. Whilst the aim of this appendix is to provide the detail for steps 

8 and 9, some of the programming details required in the other steps to ensure steps 8 and 9 can 

be carried out are also provided. 
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Figure 1: Overview of the MOO - Heat integration - Economics flowsheet 

3. Set up steps (Steps 1 – 4) 

3.1 Step 1 - MOO Setup 

In this step the objectives, variables, constraints and NSGA-II specific constants including 

population size, maximum generations, random seed and mutation probability are selected and 

input onto the MOO Main Program interface (MPI) (see Figure 2). The objective functions, 

variables and constraints can be set up using the interface buttons. The MOO program 

determines the values for the design variables at each generation, and part of the programming 

requires the objectives and constraints to be calculated and imported into the appropriate cells 

on the MPI. 
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Figure 2: MOO NSGA-II Main program interface 
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3.2 Step 2 – Set up simulation 

In this thesis Aspen Plus® has been used for simulating the power station and the CO2 capture 

technology. It is important when setting up the simulation that the variables which represent the 

decision variables are inputs to the simulation so that their values can be adjusted during the 

optimisation. I used a calculator block ‘INPUT’ for the values of all the decision variables to be 

exported to Aspen Plus®. In ‘INPUT’ the values are set up as variables of type ‘Parameters’ such as 

DV1, DV2 etc. In the calculator block a second variable will be defined such as exDV1, exDV2 etc 

which will be used to export the value of the decision variable to the appropriate variable in the 

simulation. This is done by making each exDV equal to the corresponding DV in the Fortran code 

within the calculator block. It would be possible to go directly from the VBA program to the 

simulation operating variable, however going via the calculator block is advantageous for the 

following reasons; 

• The VBA programming of the decision variables becomes more simplified as only the object 

description of the calculator block (eg myAspSim.Tree.Data.Elements(“Flowsheeting 

Options”).Calculator.Elements(“INPUT”).Input.Elements(“FVN_INIT_VAL”).Elements(i).Value) 

is required and not the object description of every decision variable. Where ‘i’ in the above 

description is an integer value. 

• If other variables are dependent on the decision variable, and the decision variable is added 

as a ‘Parameter’ type of variable, then the other variables can refer directly to the decision 

variable from another calculator blocks. For example if the regenerator pressure is the first 

decision variable, it will be called DV1 and be parameter 1. Therefore in a separate calculator 

block the compression ratios for the CO2 compressor can be calculated with reference to 

parameter 1, which is the regenerator pressure.    

• It makes the MOO and simulation link more obvious and enables decision variables to be 

added or removed easily. 

• The sequence of the calculator block can be forced to be the first in the simulation calculation 

sequence, therefore ensuring all variables are updated before the simulation is run. 

Results from the simulation that are required for the heat integration and economics estimation 

are handled in a similar manner. A calculator block called ‘RESULTS’ is created and the values of 

any results that are required for further analysis are imported into the calculator block. All the 

results can then easily be taken from the simulation and used back in the heat integration 

program.  
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 It is important when setting up the simulation that the heat curves are generated for any of the 

streams that will be used in the heat integration program. This is done by adding a new ‘Hcurve’ 

on any heat exchanger, vessel or column that heat curves are desired for. The heat curves need to 

have the Heat Duty as the independent variable for the format to be exported correctly into the 

heat integration program. 

3.3 Step 3 – Set up problem specific analysis 

In this step both the utilities information and the cost estimation are set up. These are set-up in a 

different workbook (referred to as ‘SHICE.xls’) from the MOO program workbook 

(‘MS_Excel_MOO_1.xls’). The utilities information is provided in the form of a MS Excel based 

superstructure of the steam cycle, an example of the superstructure is provided in Figure 3. Only 

three levels of the steam turbine are shown in this figure for clarity; however there are seven 

levels of steam with one level of condensate in total. For a given steam cycle there are a number 

of parameters that are required to be added (these are the blue cells shown in Figure 3); the 

temperature and pressure of each steam level including the condensate, the isentropic and 

mechanical efficiency of each stage of the turbine and the film heat transfer coefficient (HTC) for 

the superheated steam, steam generation/condensation and the condensate. The isentropic 

efficiency if not known can be estimated from Equation [1] (Girardin et al. (2009)) or any similar 

equation.  

ηi,i+1 = 0.919 – 0.549�1-
Pi-Pi+1

Pi

� 
[1] 

The superstructure uses these details and the ‘X-Steam’ functions to estimate the performance of 

the steam cycle based on given flow rates through each stage of the turbine. 

The cost estimation is also achieved in MS Excel, the main equipment and operating costs have 

been estimated as per the equations provided in Appendix B and C respectively. The cost 

estimations require information from both the simulation and the heat integration program. As 

mentioned in section 3.2, the information that is required from the simulation is put into the 

‘RESULTS’ calculator block and therefore can be exported to MS Excel where it can be used in the 

cost estimation equations. As the heat integration program is written in VBA / MS Excel the 

results that are required for cost estimation can easily be used in the cost estimation. 
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Figure 3: Example of steam cycle superstructure. Only three levels of the cycle are shown for clarity. 
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3.4 Step 4 – Set up Pinch Analysis 

The aim of this step is determine which streams in the simulation will be included in the heat 

integration program. It is achieved using a MS Excel sheet called ‘BlockSelection’ within the heat 

integration program (Refer to Figure 4). The sheet and VBA code in the buttons enables the user 

to select the simulation file, add multiple simulations and select the blocks that represent the 

streams that will be used in the heat integration program. Additional information is required to be 

added to the streams including the stream ∆Tmin and the film heat transfer coefficient. The ∆Tmin 

can be the global ∆Tmin or it can be different for each stream. In the latter case the ∆Tmin that is 

input here is the total ∆Tmin that would apply if two streams with the same ∆Tmin are used in a 

single heat exchanger. Therefore, if two streams with different ∆Tmin‘s are located in a single 

exchanger, the contribution to the total ∆Tmin is half of each streams ∆Tmin. When the ‘Add Blocks’ 

button is clicked, the VBA code examines the simulation to compile a list of all the blocks in that 

simulation, it is then up to the user to select any of those blocks to be used in the analysis. 

However, unless the blocks have a heat curve that is both, named ‘1’ and has been solved, then 

the program will not run completely. In future revisions of the program it may be useful to limit 

the list of blocks to those that have a solved heat curve so no errors are created later. Once the 

blocks have been selected it is up to the user to define a ∆Tmin and a HTC for each block. 

 

Figure 4: Worksheet for selecting simulated streams used in the heat integration program. 
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4. Run MOO, simulation, heat integration and cost estimation 

(Steps 5 -11) 

4.1 Step 5 – Run MOO 

 Once the problem has been defined the ‘Run MOO’ button on the MOO NSGA-II Main Program 

Interface (MPI) starts the program. The majority of the code in this part of the program was 

written by Sharma et al. (2011), however the interface between the MOO program and the 

simulation, heat integration and cost estimation (SHICE) program was developed during this 

thesis.  

The SHICE program is called once for every set of decision values (individual) from within the 

optimisation program; an example of the required code is given in Figure 5. In this example the 

main SHICE procedure ‘AutomateMOORun’ is started, and then once this program has been 

completed the results of the objective for the given values of the decision variables are put back 

into the MPI of the optimisation program. In this particular example the constraints are also equal 

to the objectives so they directly input into the MPI by referring the constraint cells on the MPI to 

the appropriate objective cell on the MPI. Whereas in other optimisation problems where the 

constraints are different to the objectives, a mechanism to put the constraints back into the MPI 

is required.  

 

Figure 5: Example calling procedure from within the optimisation program to run the SHICE program. 

4.2 Step 6 – Assign value to the decision variables 

The MOO program on the first generation randomly determines values for the decision variables 

and these get stored into the appropriate cells on the MPI. The MOO program uses a random 

number generator to determine these values within the minimum and maximum values defined 

on the MPI. In subsequent generations the values of the decision variables are determined by the 

MOO algorithm based on combinations of the best solutions from previous generations and 

    Dim wbtarget As Workbook 

    Dim myresult As Variant 

    Dim Opt As Variant 

    Dim intOptNum As Integer 

    Set wbtarget = Workbooks("SHICE.xls") 

    myresult = Application.Run(wbtarget.Name & "!AutomateMOORun", 0, Counter3, 2) 

    Opt = myresult 

    For intOptNum = 1 To UBound(Opt) 

        ThisWorkbook.Sheets("MOOSetup").Cells(6, 3 + intOptNum) = Opt(intOptNum) 

    Next intOptNum 
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random mutations. More information on the algorithm can be found in the article by Deb et al. 

(2002).  

4.3 Step 7 – Run simulation 

For each individual the procedure AutomateMOORun is called from the MOO program. The 

purpose of this procedure is firstly to use another procedure, AutomateSingleRun, to run the 

Aspen simulation. The AutomateSingleRun procedure has a number of functions, including 

running the simulation, however if the simulation encounters errors the procedure is stopped and 

the AutomateMooRun takes control. So if the simulation completes with no errors, then 

AutomateMooRun collects the objective values so they can be transferred back to the MOO 

program, on the other hand if the simulation does not converge AutomateMOORun re-initialises 

then re-runs the Aspen Plus® simulation. If again the simulation does not converge, the simulation 

is reset to a known good starting point and then the simulation, with the desired values of the 

decision variables, is tried once more. If the simulation still does not converge the objective values 

are given bad values (high for minimisation problems and low for maximisation problems) and the 

program control is handed back to the MOO program. 

The AutomateSingleRun procedure as well as running the simulation has a number of other 

procedures within it; AutomateInput, GetStreamData, CleanStreamData, OrgStreamData, 

LPOptimsation2, Balance_CC, AreaTargeting and AutomateResults. The purpose and details of all 

the procedures will be provided in the following sections.  

The AutomateInput procedure gets all the values of the decision variables that are relevant to the 

simulation for the given individual and puts them into the calculation block ‘INPUT’ of the 

simulation. The decision variables are obtained from the AspenTransfer worksheet in the 

SHICE.xls workbook. These cells that contain the values of the decision variables are directly 

referenced to the corresponding cells of the decision variables on the MPI. After the decision 

variables are transferred into the simulation, the simulation is run. An example of the code 

required to run the simulation is provided in Figure 6. In this example the simulation is made 

visible, although it is also possible for Aspen Plus® to run in the background. It is necessary to 

suppress the dialogs (myAspSim.SuppressDialogs = True) or else every time the simulation is 

completed, the program would stop and wait for the user to make an action to clear the Aspen 

Plus® dialog box. The simulation engine is then started by the ‘Run2’ command; the ‘Run2’ has a 

Boolean option which is used to determine synchronicity; TRUE means the simulation is run 

asynchronously, whilst FALSE means it is run synchronously. Although the Aspen Plus (2003) 

documentation suggests that when the simulation is visible it should always be run 
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asynchronously and for the purposes of a sequential programming structure, that was used in the 

SHICE program, running asynchronously should work more consistently, however that has not 

been found to be the case. The simulation has been operated synchronously throughout the work 

completed in the thesis with fewer issues. 

     
    Figure 6: Example of code required to run the Aspen Plus® simulation. 

In the example of code above only one simulation can be used for the pinch analysis, for more 

than one simulation to be included, both procedures AutomateMOORun and AutomateSingleRun 

would have to be changed to pass the decision variables to the appropriate simulation, and then 

to run and ensure all simulations are converged. The rest of the SHICE programming is designed to 

allow multiple simulations to be used. 

4.4 Step 8 – Pinch Analysis 

The pinch analysis steps are performed after the simulation has converged in three main 

procedures which are called from the AutomateSingleRun procedure; they are GetStreamData, 

CleanStreamData and OrgStreamData. 

4.4.1 GetStreamData 

1. A user defined TYPE called Datta is declared to store the stream data information from the 

simulation. An instance called StreamData() of the Datta TYPE is also declared. The Datta 

TYPE has a number of properties which are described in more detail in Table 1.  

2. The total number of blocks that represent streams to be included in the pinch analysis is 

tallied. This is the total number of blocks from all simulations listed on the BlockSelection 

worksheet.  

3. In determining the total number of streams each ‘Radfrac’ column is tested to see whether it 

includes a reboiler or condenser heat curve, if either of these are included then either/both of 

these are added to the list of streams. Each stream in the list, including the ‘Radfrac’ reboilers 

and condensers, will each have an instance of StreamData created to store the data for the 

stream. The streams are identified and stored in StreamData by a sequential number. 

 

Dim FileName As String 

Dim myAspSim As HappLS 

‘The simulation name is stored in Worksheet Blockselection  

FileName = Worksheets("BlockSelection").Cells(6, 2)  

Set myAspSim = GetObject(FileName) 

myAspSim.Visible = True 

myAspSim.SuppressDialogs = True 

myAspSim.Run2 False 
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Table 1: Properties defined in the user defined type Datta which is used to store the stream data in the instance StreamData used in the GetStreamData and GetHCData procedures. 

Property Description #  Element Description 

.DataPoints() For stream information 7 1 Name of Block. 

2 Sequential Number (Not actually used in the final program – replaced by ‘.Count’). 

3 If it is a Radfrac if it includes a condenser(1), reboiler(2), or both(3). 

4 Full name: For radfrac including a condenser/reboiler it is Name of the block with 

‘_Cond’ or ‘_Reb’. 

5 The simulation location and name. 

6 The stream ∆Tmin. 

7 The streams HTC.   

.HData() For heat curve data from Aspen 3 x Num Num is the number of rows of data produced by Aspen for the heat curve 

1 The StreamData Fullname with ‘-’ plus a sequential number for each row of data from 

Aspen. 

2 The Heat Duty from the heat curve in Aspen 

3 The Temperature from the heat curve in Aspen 

.Count For the sequential number 1 1 Sequential Number 
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4. A procedure GetHCData is called for each instance of StreamData. In this procedure the heat 

curve data for each stream is collected. It is stored in the .HData() property for each instance 

of StreamData. 

5. The stream ID (sequential number), Fullname, heat duty, temperature, ∆Tmin and HTC are also 

copied into the ‘StreamData’ worksheet in SHICE.xls. 

4.4.2 CleanStreamData 

1. A user defined TYPE called StreamInfo is declared to store the stream data information. An 

instance called StreamData() of that TYPE is also declared. The StreamInfo TYPE has a number 

of properties which are described in more detail in Table 2.  

2. The number of streams listed on the ‘StreamData’ worksheet is totalled. 

3. Any ‘Bad’ data from this list is removed. Occasionally Aspen Plus® will provide data with 

errors, these will normally show up as an empty heat duty or temperature cell. If this is the 

case, the row with the missing data is deleted. 

4. For each stream, all the data is collected and stored in the StreamData collection. The number 

of data points for the stream is determined and then for each stream the data points are 

ordered; this is necessary as the heat data can be distorted and out of order for fluids at or 

near the critical point, as the data for the dew and bubble point are added to the list of data. 

Once it has been ordered the stream information is added to the ‘.Data()’ property in the 

StreamData collection.  

5. Then for each stream the amount of data is reduced by linearising the larger number of data 

points into smaller more manageable levels of data. The result will be a linearised 

temperature-enthalpy relationship such as those shown in Figure 7. In the two examples 

shown in Figure 7 the Aspen Plus® data is for hot streams and therefore the linearised data is 

always colder than the detailed data obtained from Aspen Plus® so that the heat integration is 

always linearised conservatively. For cold streams the linearisation is on the hot side. The 

linearisation requires a number of steps detailed below. 
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Table 2: Properties defined in the user defined type StreamInfo which is used to store the stream data in the instance StreamData – used in the CleanStreamData procedure. 

Property Description #  Element Description 

.Count Total number of data points 1 1 Number of data points 

.Data() To store the initial stream data 5 x Num  Num is the number of data points for the stream 

1 FullName 

2 Heat Duty 

3 Temperature 

4 ∆Tmin 

5 HTC 

.FinalCount Number of data points  1 1 Number of data points required to define the simplified representation 

.FinalData() To store the simplified stream 

data as lines 

4 x 

FinalTot-1 

FinalTot is the number of lines used to represent the heat curve 

1 Tin 

2 Tout 

3 ΔH 

4 (ΔH)/(Tout-Tin) 

.PointData() To store the simplified stream 

data as points 

2 x FinalTot 1 Temperature 

2 Enthalpy 
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Figure 7: Example of linearising the heat data extracted from Aspen 

6. The following steps occur for each stream one after the other. Data is re-arranged and stored 

in a 3 x (N-1-M) matrix in the variable TempStreamData(). The data that comes from Aspen 

Plus® is in a 2 x N matrix with the independent variable being the cumulative enthalpy change 

of the stream in question and the dependent variable as the corresponding temperature. This 

is converted into a matrix where the points are converted to line segments with the format; 

Temperature In, Temperature Out, and Enthalpy change. In this process, a temperature 

change of 0.02°C is provided for the boiling/condensing region for streams that are pure 

components; a non-zero temperature change is required for the data processing that occurs 

later. This step will also reduce the number of data points that occur if the boiling/condensing 

region is represented by more than two data-points. Hence the number of points will be 

reduced by M, where M represents the number of data-points greater than two in a 

condensing/boiling region.    

7. The data is then converted back to a simple temperature-enthalpy relationship and stored in 

a 2 x (N – M) matrix in PointData(). This PointData() is then used in the BothMethods 

procedure to simplify/linearise the stream. The BothMethods procedure is detailed in steps 8 

to 12 and shown in Figure 8. 
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Figure 8: Representation of the algorithm used in the BothMethods procedure to determine a linearised 

representation of the heat curve data. 
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8. The first step of the BothMethods procedure is to see whether a single line can represent the 

stream. The line takes the form of Temperature = Gradient x Enthalpy + Intercept. The 

gradient is the first element and the intercept is the second element in the array MCArr(). The 

line is constructed as a straight line through the two end points. The two end points are also 

stored in the array variable PointArr() as two sets of temperature-enthalpy data 

corresponding to the end-points of the straight line. The MCArr() and PointArr() are then sent 

to a function Checkline which tests to see whether the line meets a number of criteria. If the 

line meets those criteria it becomes the simplified linearised version of the stream heat curve. 

If the line does not meet that criteria; then a single line is not sufficient to represent the 

straight line and two or more lines are required to represent the stream heat curve. 

9. The Checkline function goes through every point in the PointData() variable and checks to see 

that the temperature is less than the temperature (for cold streams) of the straight line plus a 

temperature tolerance. In this thesis a temperature tolerance of 0.5 °C has been used. For hot 

streams, the temperature must be greater than the temperature of the straight line minus the 

temperature tolerance. If all points are within the tolerance then the line is on the correct 

side of the heat curve, within the given temperature tolerance, and the check is said to be 

TRUE. Using a temperature tolerance means that the heat-curves may not always be 

conservative, and therefore it would not be advisable to make the temperature tolerance 

greater than 0.5 °C. The Checkline function also calculates the variable SumSq, which is the 

sum of the square of difference between the temperature of the PointData() and the 

temperature of the straight line at every point, (Sumsq = ∑(TPointData() – TStraightline)
2). 

10. If the Checkline function returns TRUE then the PointArr() information is stored in a new array 

called FinalDataStore(). Now that we know the straight line is on the correct side of the heat 

curve, within the temperature tolerance provided, another test is conducted to ensure that 

the line is a good enough fit to represent the heat curve. A line is said to be a good fit if the 

SumSq calculated by the Checkline function is less than a specified tolerance. The tolerance is 

calculated using the SumSqTol function. The SumSqTol function determines a tolerance based 

on the sum of the square of the difference between the average temperature of the heat 

curve and a given deviation of that temperature (refer to Equation [2]). The average 

temperature (TAve) is based on the two end point temperatures of the heat curve and the 

average deviation (Tolerance) used in the thesis is 5 %. If SumSq is less than SumSqTol then 

the straight line is used as the simplified representation of the heat curve and the data stored 

in FDStore() variable using the FinalDataStore procedure and the BothMethods procedure 

skips to the last step (Final:) where the data stored in FDStore() is transferred to the 
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FinalData() variable which is exported from the BothMethods procedure to the StreamData() 

variable in the main CleanData procedure. If SumSq is not less than SumSqTol, then more lines 

are required to represent the heat curve.        

SumSqTol = Total Number of points x (TAve x Tolerance)2 [2] 

11. As a single line cannot represent the heat curve sufficiently, the next step is to test whether 

two lines are sufficient to represent the heat curve. To do this the BothMethods procedure 

develops a number of two line combinations (NumOptions) that might be able to represent 

the heat curves. The NumOptions is equal to the total number of two line combinations that 

can exist that will pass through the endpoints of the heat curve, which is calculated using 

Equation [3], see example in Figure 9.  

NumOption = (PointTot-2) x (PointTot-2+1) / 2 

Where PointTot is equal to the total number of points that makes up the heat curve. 

[3] 

The possible combinations of lines are stored in the variable CombData().Data() (CombData() 

is of the TYPE CombArray() which is a user defined type defined in the 

FactorialsandCombinations module of SHICE.xls). There are NumOptions instances of the 

CombData() variables each with two Data() points. The CombData(i).Data(1) point is equal to 

the heat curve data point that the line from the first data point passes through, and the 

CombData(i).Data(2) point is equal to the heat curve data point that the second line from the 

last data point passes through. This is illustrated using the example provided in Figure 9 in 

Table 3. Note that this method only gets the combination of lines that are on the ‘outside’ of 

the data points (ie. the combination of lines passing through points 1 and 4 and points 5 and 2 

which intersect on the ‘inside’ of the data-points is not included). This is generally going to be 

acceptable as the cold streams will generally have a concave shape and hot streams will have a 

convex shape and so the ‘inside’ combinations will not be conservative. However, it would be 

also possible to modify the BothMethods procedure in the future to include these 

combinations, for those streams that do not follow this generalisation, as the lines are checked 

later for conservatism using the Checkline function. The next step is for each combination of 

two lines to determine the gradient and intercept for both lines and the point where the two 

lines intersect. After that, for each combination of two lines the Checkline function is called, for 

any pair of lines that pass the Checkline function test, the SumSq is computed. The 

combination of lines with the lowest SumSq is selected and the data stored in the FDStore() 

variable. If the SumSq of the combination selected is less than SumSqTol then the combination 

of two lines is used as the simplified representation of the heat curve and the BothMethods 
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procedure is ended after transferring the FDStore() data to the FinalData() variable; If SumSq is 

not less than SumSqTol, then more lines are required to represent the heat curve.            

 

Figure 9: Example of options for two-line combination to represent heat curve 

Table 3: Line Option for the example provided in Figure 9. 

CombData 

.Data(1)  

(Line from heat curve data Point 1 

through Point X) 

.Data(2)  

(Line from heat curve data Point 5 

through Point X) 

1 2 2 

2 2 3 

3 2 4 

4 3 3 

5 3 4 

6 4 4 

   

12. The next step involves using three or more lines to represent the heat curve. Starting with 

three lines, the general procedure involves; determining a number of three line combinations, 

determining the best of those combinations, if the SumSq of the best of those combinations is 

less than SumSqTol then the procedure is ended, otherwise the number of lines is increased 

by one and the procedure is repeated. The procedure assumes that in the representation of 

the heat curve the terminal or end points must be equal to the actual heat curve end points. 
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Therefore any combination of lines must pass through the end points. The combinations of 

lines are based on lines that are either tangential to the heat curve data points or a line 

created by two adjacent points. The tangential lines, in this case refers to the line where the 

angle (β) made by the tangent line and two lines made between the point in question and the 

two adjacent points are equal (refer to Figure 10). The tangential array is found for all the 

points except the two end points, the calculations required to get the tangent are provided in 

Equations [4] - [9] and the gradient and intercept that define the line are stored in the 

TanArr() variable. Where n in these equations refers to the sequential number of the heat 

curve data point. 

 

Figure 10: Representation of the method used to determine the tangent (solid red line) of the heat curve data points 

using the second point as an example.  
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Θ1 = Tan
-1

(Hn-Hn-1)/(Tn-Tn-1) [4] 

Θ2 = Tan
-1

(Tn+1-Tn)/(Hn+1-Hn) [5] 

α = Θ1 + Θ2 + 90° [6] 

β = 90° - α/2 [7] 

TanArr(1,n) = 1 / Tan(Θ1+ β) [8] 

TanArr(2,n) = Tn – TanArr(1,n).Hn [9] 

Another array called GradArray() is also established that represents the line between each 

data point and the proceeding data point. As well as assuming that the representation of the 

heat curve passes through the end points, the procedure also assumes that the lines from the 

end points pass through at least one other data point. Therefore, the next step is to determine 

the number combinations and the actual data points that the lines from the two end points 

will pass through. For example, if there are five data points then the two end lines, one 

originating from point 1 and one from point 5 can pass through three different combinations 

of other data points. Those points are (2 & 3), (2 & 4) and (3 & 4), each combination of two 

points is referred to as an ‘option’. The next step is to test each option. For each option, the 

first task is to define the two lines between the end points and the internal points and this 

data is stored in the variable PointArr(). Obviously if we take the example of the first option, 

and assume that we are still trying out three lines to represent the heat curve, then with a 

straight line between points 1 and 2 and another straight line between points 3 and 5 defined 

then the third straight line must be between points 2 and 3 (Refer to Figure 11A). Therefore in 

these cases where the number of internal lines (ie the number of lines minus two) is equal to 

the difference between the sequential number of the data points used in the option, then the 

lines will be defined by straight lines between the internal data points. When this is not the 

case, say for the second option using points 2 and 4 (Refer to Figure 11B), then the internal 

lines are defined either by the tangent or gradient lines of the data points as defined by the 

TanArr() and GradArr(). The definition (gradient plus intercept) of the two outer lines are 

calculated and stored in the MCArr() and then the internal lines are calculated in the 

JoinTwoLines procedure.  

 



 

 

 

Figure 11: Example of 3 line representation used to simplify the heat curve data. 

points 2 and 3 and therefore the internal line is a straight line between the two points. 

points 2 and 4 and the internal 

The first task of the JoinTwoLines

the actual data points that can be used to define the internal lines. Following on from the 

example used, data points 2, 3 and 4 can be used to define the third line. Therefore for each 

possible data point/combination of data points, the line formed by the tangent of the data 

point is used join with the two external lines to form the definition of 

possibility the lines and the points that define that possibility are generated, the lines are then 

checked to ensure they lie on the correct side of the heat curve,

and the SumSq of the representation i

the gradient of all the data points rather than the tangent. Once this is complete, the data for 

the representation with the lowest 

returned to the BothMethods

tested against the previous options and the option with the lowest 

FDStore() variable. Once all the options have been tested

is lower than SumSqTol

information for those lines is

increased by one and the procedure is repeated. Obvious

to the number of data points minus one, then the representation will be equal to the actual 

heat curve as exported from Aspen Plus®

13. The FinalData() obtained from the

StreamData().FinalData()

from the VBA program to Excel in

     

Example of 3 line representation used to simplify the heat curve data. (A) External

points 2 and 3 and therefore the internal line is a straight line between the two points. (B) External lines intersect 

nts 2 and 4 and the internal line in this case is drawn using the tangent of the third data point.

JoinTwoLines procedure is to determine the number of combinations and 

the actual data points that can be used to define the internal lines. Following on from the 

ample used, data points 2, 3 and 4 can be used to define the third line. Therefore for each 

possible data point/combination of data points, the line formed by the tangent of the data 

point is used join with the two external lines to form the definition of the lines. So for each 

possibility the lines and the points that define that possibility are generated, the lines are then 

checked to ensure they lie on the correct side of the heat curve, using the 

of the representation is calculated. The same procedure is then repeated using 

the gradient of all the data points rather than the tangent. Once this is complete, the data for 

the representation with the lowest SumSq is stored in the variable FDStore2

BothMethods procedure. Here the best representation for the given option is 

tested against the previous options and the option with the lowest SumSq

variable. Once all the options have been tested, then if the SumSq

SumSqTol, then that option is used to represent the heat curve 

information for those lines is stored in FinalData(). If it is not, then the number of lines is 

and the procedure is repeated. Obviously once the number of lines is equal 

to the number of data points minus one, then the representation will be equal to the actual 

heat curve as exported from Aspen Plus® and no data consolidation/linearisation was possible

obtained from the BothMethods procedure is stored for each stream in the 

StreamData().FinalData() and StreamData().PointData() variables. The data is then exported 

from the VBA program to Excel into the ‘StreamData’ and ‘Streams’ sheets
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(A) External lines intersect data 

xternal lines intersect 

line in this case is drawn using the tangent of the third data point. 

is to determine the number of combinations and 

the actual data points that can be used to define the internal lines. Following on from the 

ample used, data points 2, 3 and 4 can be used to define the third line. Therefore for each 

possible data point/combination of data points, the line formed by the tangent of the data 

the lines. So for each 

possibility the lines and the points that define that possibility are generated, the lines are then 

using the Checkline function, 

s calculated. The same procedure is then repeated using 

the gradient of all the data points rather than the tangent. Once this is complete, the data for 

FDStore2() and we are 

procedure. Here the best representation for the given option is 

SumSq is stored in the 

SumSq of the best option 

sed to represent the heat curve and the 

umber of lines is 

ly once the number of lines is equal 

to the number of data points minus one, then the representation will be equal to the actual 

and no data consolidation/linearisation was possible. 

procedure is stored for each stream in the 

The data is then exported 

sheets. 
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4.4.3 OrgStreamData 

The purpose of the OrgStreamData procedure is to organise the appropriate stream data and 

then perform the problem table algorithm (Smith (2005)). It can be used for balanced data (ie. 

including the utilities), and may be used with raw or shifted temperatures. The first use of this 

procedure does not include the utilities and uses the shifted temperatures. The steps involved are 

as follows; 

1. The data is stored on sheets ‘Processed Data’ and ‘Interval Data’. The procedure Clear is used 

to remove old data from these sheets. 

2. The Global ∆Tmin is defined as the value provided in the cell ‘B3’ in ‘Processed Data’ 

worksheet. 

3. The number of stream segments that are included is determined using the NumItems 

procedure. The number of stream segments depends on the number of streams and the 

linearisation of those streams. A heat curve that requires two lines to be represented has two 

stream segments and a heat curve that requires three lines has three stream segments and so 

forth. The stream segment data is taken from the data on the ‘Streams’ worksheet. The data 

is copied from this worksheet into the ‘Processed Data’ worksheet in a given format required 

for performing the problem table algorithm (Refer to Figure 12). If the utilities are included, 

the information from the ‘UtilityStreams’ worksheet is also included, and the data is stored in 

the ‘Balanced Data’ worksheet. 

 

Figure 12: Format used on ‘Processed Data’ worksheet for evaluating the problem table algorithm. 

4. The Elements procedure is used to fill in the last information which is the sequential ‘Energy 

Requirement Number’ and the ΔH which is calculated by multiplying the mass heat capacity 

(CP) and the temperature change (ΔT). 

5. The excel ‘Sort’ function is then used to sort the data in descending order based on the supply 

temperature. 
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6. A list of temperatures included in the problem table algorithm is established using the 

TempIntervals procedure. The TempIntervals procedure stores all the temperatures in an 

array of variables TempInts(), all supply and target temperatures are stored in the TempInts() 

array. All the temperatures in the TempInts() array are ordered in descending order. Any 

duplicate temperatures are removed from the list and then the final temperatures are listed 

across the top of the ‘Interval Data worksheet’. In this instance we are trying to perform a 

pinch analysis so the temperatures that are used are the shifted supply (Ts*) and target (Tt*) 

temperatures. 

7. The next step is to prepare the ‘Interval Data’ worksheet, which is done using the IntData 

procedure. This procedure calculates and lists the ΔT of between each temperature and lists 

them on the ‘Interval Data’ worksheet. The headings for the ‘Energy Requirement Number’ 

and the other elements required to be calculated for the problem table algorithm are listed 

and can be seen in the first column of the example provided in Figure 13. 

 

Figure 13: Example of the layout and details included on the ‘Interval Data’ worksheet. 



 

 

163 | P a g e  

 

8. The CP of the stream segments that exist in each temperature interval is now added to the 

‘Interval Data’ worksheet using the CPData procedure. This procedure uses the StreamData() 

array to store all the information of the stream segments. The array is a n x 5 array where the 

n represents the number of stream segments included in the analysis, the five elements 

stored in the StreamData() array for each stream segment are; 0 = Energy Requirement 

Number, 1 = Hot or Cold stream designation, 2 = Shifted supply temperature (Ts*), 3 = Shifted 

target temperature (Tt*) and 4 = The mass heat capacity (CP) of the stream. The procedure 

then goes through, for each temperature interval, and determines which streams exist in that 

interval. The CP’s of hot streams are considered negative and cold streams are considered 

positive. The sum of all of the hot stream CP’s is calculated and likewise the sum of the cold 

stream CP’s is evaluated. The summation of the cold streams CP’s minus the hot streams CP’s 

is calculated and listed, followed by the ΔH, which is calculated by multiplying the previous 

result by the temperature interval ΔT.  The ‘Heat Cascade’ or ‘Heat Flow’ is also calculated for 

each temperature interval, which is  the summation of the negative ΔH of all the proceeding 

temperature intervals from the hottest temperature down to the coldest temperature. The 

sum of hot and cold CP’s and ΔH’s are also listed on the ‘Interval Data’ worksheet. 

9. This information allows the pinch point to be determined using the PosHeatFlow procedure. 

The pinch point is where the heat cascade is at the minimum point. If the heat cascade has a 

negative energy at the pinch point then sufficient hot utility is added to the heat cascade to 

make the heat available in every temperature interval at least greater than, or equal to, zero. 

The new positive heat cascade is provided on the ‘Interval Data’ worksheet. This also defines 

the grand composite curve; the temperatures are provided by the list of temperatures and 

the positive heat flow provides the available enthalpy in the system at those temperatures. 

10. The hot and cold composite curves are also able to be calculated using the CompCurves 

procedure. The temperatures are the same as the temperatures used in the grand composite 

curve. The enthalpy values for both the hot and cold composite curves are determined from 

the lowest temperature to the highest temperature (in reverse order to how they are listed 

on the ‘Interval Data’ worksheet). The hot composite curve always starts with an enthalpy of 

zero at the lowest temperature and then the other enthalpy values are calculated by 

summing all of the ΔH of the hot streams. Whereas the cold composite curve will always start 

off with the enthalpy equal to the residual heat in the grand composite heat cascade, which 

represents the required cold utility, as the initial enthalpy at the lowest temperature. The 

other enthalpy values are then calculated by summing the cold stream ΔH values with the 

residual cold utility requirements for each temperature interval. 
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11. There are also procedures that can be used to plot either the grand composite curve 

(PlotGCC) or the hot and cold composite curves (PlotCompCurves), but these are not used 

explicitly in the SHICE program so they do not slow down the optimisation.  

4.5 Step 9 – Post Pinch Analysis Processing 

The post pinch analysis processing involves using the grand composite curve and determining the 

maximum amount of power that can be generated using the steam system described in Step 3. 

This requires the use of a set of linear equations explained in further detail in the following steps. 

The post pinch analysis is performed using the LPOptimsation2 procedure. Subsequently the 

balanced composite curves can be generated, with the Balanced_CC procedure, which are then 

used to estimate the required heat exchanger area in the AreaTargeting procedure. 

4.5.1 LPOptimisation2  

A new user defined data Type SteamCurve is required for this procedure, the details of 

SteamCurve can be found in Table 4. Two instances, Steamlevels() and SteamLevelsUse(), of the 

SteamCurve are created and used in the LPOptimsation2 procedure or sub procedures. 

1. The first step is to calculate the amount of power that is generated by each unit of steam 

going through each section of the turbine which is determined in the PowerLossCoeff 

procedure. This procedure uses the ‘SteamInfo’ worksheet (See Step 3 and Figure 3) as the 

basis. The program cycles through each of the steam levels listed on this worksheet and sets 

the flow rate equal to 1 kg/s whilst all other flow rates are set to zero. The amount of power 

then generated in the turbine for each steam level is calculated by the worksheet and the 

result is added back to the worksheet under the heading ‘PC’ (Refer to Figure 3). 

2. The next step involves determining how many temperatures are used to define the GCC of the 

process and storing those temperatures in the GCCTIs() array. 

3. Then the GenSteamData procedure is used to generate the temperature-enthalpy 

relationships for each steam level. This procedure has multiple sub procedures to complete 

this task. The temperature-enthalpy relationship can be based on a unit of steam or on the 

actual flow rate of the steam level as defined on the ‘SteamInfo’ worksheet. In the sequence 

described here, the first use of the GenSteamData, called from the LPOptimisation2 

procedure, the temperature-enthalpy relationship is based on a single unit of steam for each 

steam level. Firstly, the data on the ‘UtilityStreamData’ worksheet is deleted and the heat 

transfer coefficients for subcooled water, steam generation/evaporation and superheated 

steam are obtained from the user defined values on the ‘SteamInfo’ worksheet. Then for each 

steam level the temperature-enthalpy relationship is calculated.  
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Table 4: Properties defined in the user defined type StreamCurve which is used to store the stream data in Steamlevels and SteamlevelsUse – used in the LPOptimisation2 procedure.  

Property Description #  Element Description 

.StmNme Name of the steam level 1  

.Ti Temp. of the steam level 1  

.Tf Temp. of the condensate level 1  

.Pi Pressure of the steam level 1  

.Xi Dryness fraction of steam level 1  

.Hi Enthalpy of the steam level 1  

.Ho Enthalpy of the condensate 1  

.Flow Flow rate of the steam level 1  

.DT ∆Tmin of the steam level 1  

.PLC Power coeff. of the steam level. 1  

.Tsat Saturation temperature of the 

steam level 

1  

.HsatV Enthalpy of saturated vapour 1  

.HsatL Enthalpy of saturated liquid 1  

.THData() Temperature-Enthalpy data 2 x n n refers to the number of data points required to represent the T-H relationship 

1 Temperature 

2 Enthalpy 

.TEMCPHTC() To store the steam curve lines 5 x (n-1) n refers to the number of data points required to represent the T-H relationship 

1 Temperature Start 

2 Temperature End 

3 ΔH 

4 CP = ΔH/(Temperature End – Temperature Start) 

5 Heat transfer coefficient 

.IntervalCount No. of points to define T-H after 

cleaning up the data. 

1  

.Temp() List or temps. including ±½ ∆Tmin 1 x n n refers to the number of data points as defined by the interval count 

.Enth() List of enthalpies 1 x n n refers to the number of data points as defined by the interval count 
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Figure 14: Representation of the algorithm used in the LPOptimisation2 procedure used to calculate the optimum 

steam rates for the given grand composite curve. 
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4. The data for the steam level is transferred from the ‘SteamInfo’ worksheet into the 

SteamLevel() variable including the Name, temperature and enthalpy of the steam level and 

the condensate, the pressure, dryness fraction, flow rate, ∆Tmin and power coefficient. This 

data is sufficient to generate the temperature, enthalpy and heat transfer coefficient data 

which is created using the SteamTEData procedure. 

5. The saturation temperature and the enthalpy of the saturated water and steam are calculated 

for the steam level, using functions from the ‘X-Steam’ program, and stored in the 

Steamlevel() variable. Three options exist for the steam level, depending on the conditions of 

the steam; it may be superheated, saturated or a subcooled stream. Using the enthalpy (Hi) of 

the steam level as the basis, three different procedures will be called depending on the 

quality of the steam. 

6. Superheated steam is represented by four temperature-enthalpy data points, so three 

straight lines. The four data points are the superheated steam inlet, the saturated steam, the 

saturated water and the final sub-cooled condensate point.  The temperature-enthalpy data is 

stored in the .THData() variable. As the problem table algorithm requires boiling/evaporating 

streams to be represented with a non-zero gradient the saturated steam temperature is 

increased by 0.1 °C and the saturated water temperature is lowered by 0.1 °C. The enthalpy 

stored in .THData() is the difference between the enthalpy at the given temperature and the 

original steam level enthalpy. The .TEMCPHTC() variable data also used to store the 

information required to represent the heat curve as three lines; temperature in, temperature 

out, ΔH, heat capacity and the heat transfer coefficient. 

7. Saturated steam is represented by three temperature-enthalpy data points and therefore two 

straight lines. The data points include the initial steam condition, saturated liquid and the final 

condensate. The initial steam condition can include steam that is not completely dry, as the 

initial steam point enthalpy is taken as the actual steam level enthalpy not the saturated 

vapour enthalpy. The data for these streams is calculated and stored in .THData() and 

.TEMPHTC(). 

8. Subcooled liquid is represented by a single straight line and therefore two temperature 

enthalpy data points which are defined from the initial steam level conditions and the final 

condensate conditions. The data for these are also stored in the variables .THData() and 

.TEMPHTC(). 

9. Once the heat curves have been defined per unit of steam, then if the instance of 

GenSteamData is to represent the actual steam flow rates then the ΔH, CP and enthalpy are 

multiplied by the flow rate to get the heat curve based on the total flow rate. 
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10. Any steam levels that pass through a reheater as they travel through the steam cycle need to 

have the heat curves adjusted for the amount of energy added to the steam in the reheater. 

At the moment, this requires the user to explicitly add the streams that pass through a 

reheater to the code. In the example code below the first two streams pass through the 

reheater. The Reheater procedure is then used for each stream that passes through the 

reheater to add the heat required for the reheater to the heat curves. 

 

11. The temperature, pressure and enthalpy of the stream on the outlet of the reheater is 

collected from the ‘SteamInfo’ worksheet. The inlet conditions to the reheater are, for the 

given structure, equal to the same conditions as the second steam level. If the reheater 

conditions are different then the code for the reheater will need to be modified. A list of 

temperatures is created combining the temperatures that represent the heat curve of the 

stream and the inlet and outlet temperatures of the reheater. The temperature list is sorted 

and duplicate temperatures are removed. The enthalpy of the steam at every temperature is 

calculated by interpolation, likewise the enthalpy of the reheat is also calculated. The list of 

temperatures then replace the temperatures in the .THData() variable of the steam level and 

the corresponding enthalpy is the sum of the enthalpy of the original steam heat curve plus 

the reheater heat curve. The .TEMCPHTC() variable is then also changed to include the new 

reheater data. 

12. Now that the heat curves for all the steam levels have been calculated the data is populated 

into the ‘UtilityStreamData’ worksheet. The steam level or ID, name, enthalpy, temperature 

and ∆Tmin is added to the worksheet, as the heat curves are built with minimal number of lines 

and would benefit little by linearisation, the data is put in both the raw data columns and the 

clean data columns in the ‘Utilitystreamdata’ worksheet. The information is also populated in 

the ‘UtilityStreams’ worksheet which is analogous to the ‘Streams’ worksheet but contains the 

information for the steam cycle. The GenSteamData procedure is now finished and we return 

to the main LPOptimisation2 procedure. 

13. After the steam cycle heat curve data populates the worksheets, all the temperatures that 

define the steam cycle heat curve are added to the UteTIs() array. Two more arrays are 

created from this array; UteTIsGen() and UteTIsUse(). These arrays store the temperatures 

that define the steam cycle heat curves, but shifted to account for if the heat curves are used 

for steam generation or steam extracted from the turbine to be used for heating 

For StmID = 1 To 2 

    Call Reheater(Steamlevel, StmID, IncFlow) 

Next StmID 
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requirements. The UteTIsGen() list increases the temperatures by half the streams ∆Tmin, 

whereas the UteTIsUse() list decreases the temperatures by half the streams ∆Tmin. This is so 

that ∆Tmin between the steam heat curves and the GCC for any two streams will be equal to 

the sum of half of each of ∆Tmin of each stream. 

14. The next step is to make a list of all temperatures that are used to define the GCC and the 

steam heat curves. This is achieved by joining the GCCTIs(), the UteTIsGen() and the 

UteTIsUse()  arrays into one array called TIs(). This array is then sorted and duplicate 

temperatures are deleted. 

15. Once the list of temperatures has been created the enthalpies that correspond to the 

temperatures in the TIs() array need to be calculated. Obviously a lot of those enthalpies are 

already defined for all the temperatures in the GCCTIs() array, these enthalpies are located on 

the ‘Interval Data’ worksheet and are in this step copied into the GCCH() array. A new array of 

enthalpies, Hs(), is created to accommodate the enthalpies that correspond to all the 

temperatures in the TIs() array. The values in the new Hs() array is calculated using the 

enthalpies in the GCCH() array where corresponding temperatures exist in the GCCTIs() array 

and by interpolation when the temperatures do not exist. 

16. Now that the values for the GCC for all the temperatures has been determined, the enthalpy 

for each of the steam curves needs to be calculated for all the temperatures in the TIs() array. 

This is achieved by the procedure GetCleanSteamCurves and SteamCompCurve.  

GetCleanSteamCurves gets the temperature-enthalpy data for each steam level from the 

‘UtilityStreamData’ worksheet, in particular the temperature and enthalpy values. The 

temperatures are shifted temperatures that are increased by half the streams ∆Tmin for the 

Steamlevels() variable representing the generation curves and decreased by the same amount 

for the SteamlevelsUse() variable representing the steam extracted form the turbines. The 

SteamCompCurve procedure converts the .Temp() and .Enth() data in the Steamlevels() and 

SteamlevelsUse() variables into a full list for temperatures and enthalpies corresponding to all 

temperatures in the TIs() array into the variables SCCGen() and SCCUse(). The actual enthalpy 

is calculated using the SteamH procedure, and equals the difference in energy between steam 

at the temperature provided by TIs() array and the final state of the steam, ie that of 

condensate, taking into account that the temperature is the shifted temperature as defined  

by the .Temp() and .Enth() data. SCCGen() and SCCUse() will be slightly different due to the use 

of shifted temperatures. 

17. The next step is to store the amount of power that can be generated by each unit of steam 

calculated in the PowerLossCoeff procedure for each steam level into the PLC() array. 
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18. Now all the required data has been calculated, we need to arrange the linear programming 

problem to be solved. The linear problem is arranged in the ‘Solver’ worksheet using the 

PrintSolverDetails procedure, then added to the MS Excel Solver add-in using the SolveLP 

procedure. The following details are for setting up the linear problem for the superstructure 

method. The equations and matrix form of the problem can be found in detail in Chapter 4. 

19.  The PrintSolverDetails procedure starts by clearing all previous contents on the ‘Solver’ 

worksheet. Headings are then added as per the cells coloured grey in Figure 15, which shows 

a steam network with three steam levels. The power coefficients for the steam levels are also 

added, they are positive for steam that is generated and negative for steam that is extracted 

from the turbine. The temperatures are added from TIs() array to the second column and the 

corresponding enthalpies that define the grand composite curves are added from the Hs() 

array into the column under the heading ‘GCC H’. The data in the columns titled ‘StmGen’ and 

‘StmUse’ is extracted from the SCCGen() and SCCUse() arrays. The ‘StmUse’ data added to the 

sheet is the negative value of the SCCUse() value. The values in the columns under the titles 

‘LHS’, ‘SCC’ and ‘PinchPoint’ are calculated by formulas that are entered into the ‘Solver’ 

worksheet by the PrintSolveDetails procedure. The three formulas are provided below; 

• LHS: ‘=SUMPRODUCT(RC[-9]:RC[-4],R2C3:R2C8)’, This calculates the sum of the product of 

the steam flow rate and the energy in the steam at each temperature. Obviously the row 

and columns will vary depending on the number of steam levels, but this is taken into 

account automatically.  

• SCC: ‘=R4C[-1] – RC[-1]’, This represents the steam composite curves. 

• PinchPoint: ‘=IF(ABS(RC[-1] – RC[-4])<0.001,1,0)’ This identifies the location of the points 

where the steam composite curves pinches with the grand composite curve. Pinch points 

are designated by the number ‘1’.     
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Figure 15: Example of the setup for the linear program. 

20.  The SolveLP procedure uses the MS Excel Solver Add-in to solve the LP problem set up in the 

‘Solver’ worksheet. Obviously the Solver add-in needs to be installed on the version of Excel 

used, and the ‘SOLVER’ reference must also be selected in the VBAProject reference list. The 

Solver add-in only accepts references in the ‘A1’ Excel format; however it is much easier to 

set-up the problem using the ‘RC’ format as the relative references can include coding to 

allow for changes to the references depending on how many steam levels are used.  

Therefore, the formulas are created using the ‘RC’ format and the in-built VBA 

ConvertFormula function converts the formula to the ‘A1’ format. The Solver add-in is reset 

and then the following formulas are created and added to the Solver add-in. Where absolute 

values for the row or column number are given below, they may actually be coded to change 

depending on the number of steam levels or constraints exist. More details on how to operate 

the Solver add-in from VBA can be found in VirginiaTech (2010). 

• strObjFunc: ‘=R3C12’, This is the objective function which is the total amount of power 

generated by the steam turbine, it is calculated on the ‘Solver’ worksheet as the sum of 

the steam flowrates multiplied by the corresponding power coefficient. This is added to 

the Solver add-in as the ‘Target’ cell using the ‘SolverOk’ function and set to be maximised 

by changing the range of cells ‘strVarsA1’ which is the ‘A1’ representation of the ‘strVars’ 

formula. 

• strVars: ‘=R2C3:R2C8’, These are the steam flowrates. They are the cells that are adjusted 

to maximise the steam turbine power generation. 
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The two proceeding points are used to set up the linear problem objective. Now the 

constraints need to be added. The first set of constraints is that the steam composite curve 

must be less than or equal to the grand composite curve at all temperatures. Therefore, the 

number of constraints is equal to the number of temperatures in the TIs() array. Each 

constraint is added to the Solver add-in using a loop in VBA, with ‘i’ in the following points 

being used as a counter for each row that represents each temperature; 

• strLHS: ‘=R(i+4)C13’, This refers to the enthalpy of the SCC.  

• strRHS: ‘=R(i+4)C10’, This refers to the enthalpy of the GCC. 

Using the ‘SolverAdd’ function (see below), ‘strLHSA1’ which the ‘A1’ representation of 

‘strLHS’, is added as the cell reference. The relation is equal to 1, which is the ‘less than or 

equal to relation’ and the constraint ‘strRHSA1’ is added which is the ‘A1’ representation of 

‘strLHS’.  

 

The next set of constraints is that steam can only be extracted from the turbine if there has 

been sufficient steam generated. Firstly the cumulative steam flow is calculated on the ‘Solver’ 

worksheet as shown as the last row in Figure 15. Formulas are exported from VBA to the cells. 

The formulas are in the following form; StmGen1, StmGen1 – StmUse1, StmGen1 – StmUse1 + 

StmGen2, StmGen1 – StmUse1 + StmGen2 – StmGen2, this pattern continues till the final 

steam level. These cells are then added to the Solver add-in as a constraint that they must all 

be greater than or equal to zero.  

Further constraints can be added directly to the solver add-in if certain steam flow rates are 

constrained. For example, if the main steam rate should be equal to a given value, for example 

433 kg/s, then the following code would ensure this is the case. 

        

The solver options shown below are also included; It is important to assume that the solver is 

linear to speed up the solver completion time as the problem is a linear problem by definition. 

Assuming that the cell values are non-negative is also important to ensure that the steam flow 

rates are real non-negative values.  

SolverAdd cellref:="$C$2", Relation:=2, Formulatext:=433 

SolverAdd cellref:=strLHSA1, Relation:=1, Formulatext:=strRHSA1 
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The Solver add-in is then run using the code ‘mySolverResult = SolverSolve(True)’, which 

ensures that the solver add-in is run without returning a dialog box, which is important to 

maintain the uninterrupted repetition of the SHICE program. A diagnostic value is returned to 

the mySolverResult variable. If the diagnostic value is zero, then a solution could not be found 

for the problem. This could occur for a number of reasons; one of those may be if the reboiler 

duty is greater than the amount of heat generated by the combustion of the coal. If a solution 

cannot be found, then all steam flowrates are set to zero and therefore no power is generated 

for this solution. If a solution has been found, then the Solver add-in is finished and the 

optimal steam rates are saved - ‘SolverFinish(1)’. Both the SolveLP and LPOptimsation2 

procedures are now complete and we are returned to the AutomateSingleRun procedure to 

create the balanced composite curves. 

4.5.2 Balanced_CC 

The Balanced_CC procedure calculates the balanced hot and cold composite curves which 

includes all the streams, including the steam cycle and the turbine condenser. 

1. Now that the optimum steam flowrates have been determined, the steam cycle is fully 

defined. The optimum steam flowrates are transferred from the ‘Solver’ worksheet to the 

‘SteamInfo’ worksheet. Obviously, in the ‘SteamInfo’ worksheet there is only room for one 

flow rate per steam level. Therefore, both the ‘StmGen’ value and the ‘StmUse’ value from 

the ‘Solver’ worksheet is obtained and if the ‘StmGen’ doesn’t equal zero then this is used as 

the value, if ‘StmUse’ doesn’t equal zero then the negative of this value is used as the flow 

rate. 

2. The utility stream data is calculated using the GenSteamData procedure which is explained in 

section 4.5.1 step 3. However, this time the flow rate is included so the temperature-enthalpy 

relationship is dependent on the flow rate of the steam. 

3. The steam data is now stored on the ‘UtilityStreamData’ and the ‘UtilityStreams’ worksheets. 

However, streams that represent steam generation are arranged with an inlet temperature 

greater than the outlet temperature and a negative enthalpy. Therefore, the inlet and outlet 

temperatures are swapped and the enthalpy, which is calculated by the CP multiplied by the 

difference between the outlet and inlet temperature, will become positive. The CP of the 

streams representing steam extracted from the turbine are initially stored as negative values, 

SolverOptions MaxTime:=100, Iterations:=100, Precision:=0.000001, AssumeLinear _  

:=True, StepThru:=False, Estimates:=1, Derivatives:=1, SearchOption:=1, _    

IntTolerance:=5, Scaling:=False, Convergence:=0.0001, AssumeNonNeg:=True 
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these are changed to positive values and therefore the enthalpy of these streams will become 

negative as the change in temperature is negative. 

4. The OrgStreamData procedure is now called (See section 4.4.3); this time both the utility and 

stream data is used. In overview, this procedure gets the data from both the ‘Streams’ and 

‘UtilityStreams’ worksheets, adds them to the ‘Balanced Data’ worksheet, and performs the 

problem table algorithm in the ‘Balanced Interval Data’ worksheet. 

5. At this point the curves will be balanced except for the total cooling duty. This can be 

calculated as it is simply the cooling duty that is left between the hot and cold composite 

curve and can therefore be found as the starting enthalpy of the cold composite curve. The 

starting enthalpy is the value stored in the last cell on the ‘Balanced Interval Data’ worksheet 

on the row that defines the cold composite curve (CCcold). The cooling water flow (kg/s) is 

calculated assuming a CPΔT of 0.0418 MJ/kg and returned to the worksheet ‘CoolingUtilities’ 

where the cooling water data is stored.  This infers a cooling water temperature rise of 10 °C.  

If both air and cooling water cooling was to be included, this is where in the program the split 

could be calculated. The cooling water data is then copied from the ‘CoolingUtilties’ 

worksheet to the ‘UtilityStreams’ worksheet. Then the OrgStreamData procedure is run a last 

time using un-shifted temperatures to create the balanced composite curves, including the 

water with the actual ΔT between the hot and cold curves shown. 

4.5.3 Area Targeting 

The area targeting methodology that is provided in Appendix D has been programmed in the 

AreaTargeting procedure. It uses the data from the un-shifted balanced composite curves as the 

basis for the heat exchange ΔT and the film heat transfer coefficients specified for each stream. 

1. Using the CompCurveDetails procedure the hot and cold composite curves are collected from 

the ‘Balanced Interval Data’ worksheet and stored in the  arrays HotCC() and ColdCC(). The 

arrays store the enthalpy and temperature in a 2 x n array where the n refers to the number 

of elements required to define the composite curve. Any duplicate entries in the composite 

curves on the ‘Balanced Interval Data’ worksheet are deleted from the list stored in the 

arrays. 

2. The area targeting method divides the composite curves into discreet enthalpy intervals. The 

enthalpy intervals are defined by wherever the hot or cold composite curves change. 

Therefore, the composite curves need to be arranged so that the temperature of the 

composite curve is defined at each and every enthalpy that is defined. This is completed in 

the AddTemps procedure. New arrays, HotData() and ColdData(), are used to store the 
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expanded composite curve data. These arrays are 3 x 2n arrays, the first element is the 

enthalpy, the second the temperature, and the third is an indicator. Where n is the number of 

elements in the HotCC() and ColdCC() arrays and is twice as big as it needs to be, in order to 

contain all the enthalpy data from both composite curves. The HotData() array is constructed 

first. All the enthalpy and temperature data from the HotCC() array is copied into the first half 

of the HotData() array and all the third element in the first half of the array is changed to ‘1’. 

Then the enthalpies from the ColdCC() are added to the second half of the HotData() array 

and the third element for the second half of the array is set to ‘0’. Now we have a list of all the 

enthalpies used to define the hot and cold curves, but only the temperatures used to define 

the hot curve. The array is then sorted, based on the enthalpy, in descending order. Where 

the enthalpies have no corresponding temperature, as the indicated by the third element 

containing a ‘0’, the temperatures are interpolated from the temperatures that do exist. The 

same process is used to get the ColdData() array. 

3. The next step is to set up the ‘AreaTargeting’ worksheet using the EnthIntervals procedure 

with the list of enthalpies, the hot and cold temperatures that correspond to those 

enthalpies, the enthalpy difference between two adjacent enthalpies, the stream segment 

numbers and other headings as shown in Figure 16. 

 

Figure 16: Example of the layout of the Area Targeting worksheet 

4. The final step is performed in the CPonHData procedure. Here the stream segment data is 

copied from the ‘Balanced Data’ worksheet into the StreamData() array. The information 
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stored in the StreamData() array includes, for all stream segments, the segment number, 

whether it is a hot or cold stream, the supply and target temperatures, the CP and the film 

HTC. Then for each enthalpy interval in turn, all the streams are tested to see whether they 

fall in that region. If they fall in that region then the streams CP divided by HTC is copied into 

the cell on the row that defines the stream and the column that defines the enthalpy interval. 

Also, the value of CP / HTC is added to the variable QonHh or QonHc, depending on whether 

the stream is hot or cold; this enables the sum of the hot and the sum of the cold streams 

CP / HTC to be calculated. After all streams in the enthalpy interval are completed the ΔT of 

the hot and cold streams in the enthalpy interval is calculated and stored on the 

‘AreaTargeting’ worksheet, followed by the hot and cold sums of the enthalpy on the heat 

transfer coefficient - which is the QonHh or QonHc multiplied by the corresponding ΔT, then 

the log mean temperature difference in the enthalpy interval. All of this is then used to 

estimate the area of the enthalpy interval according to Equation [10](Smith (2005)). The total 

estimated area is then just the sum of all the areas for each enthalpy interval.       

������	
� � 1∆���� � � ��,��� � � ��,���
���� ����
�� �

�
 �� ����
�� �

� ! 
∆TLMk  = log mean temperature difference for the interval k 

q
i,k

  = stream duty on hot stream i in enthalpy interval k 

q
j,k

  = stream duty on hot stream j in enthalpy interval k 

hi,hj  = film transfer coefficients for hot stream i and cold stream j (including  

  wall and fouling resistances)  

I  = total number of hot streams in enthalpy interval k 

J  = total number of cold streams in enthalpy interval k 

[10] 

4.6 Step 10 – Calculate Objectives 

This step is used to calculate the objectives of the optimisation program and any constraints that 

are set in the MOO program. In the example that follows to illustrate the procedure, the 

objectives are the DCOE and the CO2 capture rate. The AutomateResults procedure is used to 

extract the variables that are in the Aspen Plus® ‘RESULTS’ calculator block and transfer them to 

the Excel worksheet named ‘AspenTransfer’. Now any results that are required from the Aspen 

model have been imported into the SHICE program and can be used for the economic and energy 

analysis. 

The capital costs of the equipment is calculated in the ‘Economics’ worksheet using the equations 

that are defined in Appendix B. Likewise the operating costs as described in Appendix C are 

calculated on the same ‘Economics’ worksheet. The operating cost data requires a number of 
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parameters on the net power generated by the power station, which are provided by the 

summary page ‘EnergyResults’. On this worksheet the net power and the CO2 avoided is 

calculated by importing the gross power from the steam turbines as determined by the linear 

programming and the auxiliary power requirements and CO2 rates as imported from the Aspen 

model. The ‘EconomicParameters’ worksheet is then used to perform an NPV analysis of the 

capital and operating costs. 

Now that the objective values have been calculated, the AutomateMOORun procedure calls the 

GetOptimisationVariables procedure to get the two objectives, the DCOE and the Capture rate 

from the ‘EconomicParameters’ worksheet and the ‘EnergyResults’ worksheet and store them in 

the Opt() variable. The GetDecisionVariables procedure is then used to store the decision 

variables listed on the ‘AspenTransfer’ worksheet into the DVs() array. Another procedure 

WriteResults is called from AutomateMooRun and is used to print the generation and population 

number, the simulation status (Success, warnings, errors etc), the objective values and the 

decision values and the number of attempts the simulation had to converge. These details are 

printed to a text file called ‘Results.txt’ which can be found in the same directory as the SHICE.xls 

program. 

This completes the AutomateMOORun procedure and the control returns to the MOO program. 

As detailed in Section 4.1, the optimisation objectives are then transferred from the Opt() variable 

back onto the MOO MPI. Now under the control of the MOO program, the SHICE program will be 

called for every individual in the generation and runs through steps 7-10 for every individual 

(therefore NP times). The results of every individual are stored for comparison in step 11. 

4.7 Step 11 – Objective comparison 

All the objectives for the NP individuals in the generation have been calculated and stored along 

with the values of the decision variables that formed those results. After each generation has 

been evaluated the individuals from that generation are added to the NP best individuals from 

previous generations. The list is then ranked according to rules of the NSGA-II algorithm and the 

NP top ranking individuals are retained. The values of the decision variables for the next 

generation are determined by the NSGA-II genetic algorithm based on that NP group of 

individuals. The MOO and the SHICE programs continue to loop until the maximum number of 

generations (MG) is run. 
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4.8 Step 12 – Results 

At the completion of the MG iteration the final NP top ranked individuals form the Pareto optimal 

solution and the results are presented in the ‘Final Results’ worksheet in the MOO Excel 

workbook. It is possible if the Pareto front does not look like it has reached a near optimal result 

to continue for more generations. This is completed by changing the ‘LoadDNA’ checkbox on the 

MOO MPI to ‘Yes’ and then running the MOO program again. This will continue the optimisation 

for a further MG generations using the results of the previous run as a starting point. 

5. Conclusion 

This appendix has detailed the main steps required for the combined multi-objective 

optimisation, simulation, heat integration and cost estimation used throughout the thesis. Clearly 

each problem that is detailed in the thesis requires modifications to be made to sections of this 

program; however the steps involved will remain similar to those outlined in this appendix. 
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Appendix B 

Capital Cost Estimation Methodology for Process Design of Carbon 

Capture. 

Cost functions and source data for the estimation of capital costs for use with 

process design studies of carbon capture at coal fired power stations in 

Australia  
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1. Introduction 

Capital costs for equipment are built up from cost curves/functions from literature or scaled from 

known equipment costs.  Where only cost curves exist these have been converted to cost 

functions so that the cost can be generated automatically and the details of the cost function 

derivation are provided in the appendices. The cost functions will be generated at a specific 

currency and date; these are converted to Australian dollars using the average currency 

conversion of the year of the data generation (Refer to Table 1) and then adjusted to the required 

year (in the example the year 2008 is used) costs using the chemical plant cost indices (Refer to  

Table 2). 

Table 1: Average yearly exchange rate for the Australian dollar versus other currencies 

(http://www.rba.gov.au/statistics/hist-exchange-rates/index.html). 

Year USD GBP EUR 

1990 0.78 0.44  

1991 0.78 0.44  

1992 0.73 0.42  

1993 0.68 0.45  

1994 0.73 0.48  

1995 0.74 0.47  

1996 0.78 0.50  

1997 0.74 0.45  

1998 0.63 0.38  

1999 0.64 0.40 0.61 

2000 0.58 0.38 0.63 

2001 0.51 0.36 0.58 

2002 0.55 0.36 0.58 

2003 0.66 0.40 0.58 

2004 0.74 0.40 0.59 

2005 0.76 0.42 0.61 

2006 0.76 0.41 0.60 

2007 0.84 0.42 0.61 

2008 0.85 0.46 0.57 

2009 0.80 0.51 0.57 

 

Table 2: Annual Chemical Engineering Chemical Plant Index (CEPCI) (Source Chemical Engineering Nov 2009, Nov 

2000, Nov 1995) 

Year Index Year Index Year Index 

1957-59 100 1995 381 2002 396 

1989 355 1996 382 2003 402 

1990 358 1997 387 2004 444 

1991 361 1998 390 2005 468 

1992 358 1999 391 2006 500 

1993 359 2000 394 2007 525 

1994 368 2001 394 2008 575 
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Table 3: Nomenclature 

SYMBOL DESCRIPTION UNITS 

a,b,c,d,e,f,g,h,i Constants for equations when curve fitting the cost curves  

A Area m2 

C Cost of the equipment in Australian dollars unless otherwise stated. $  

D Diameter m 

f Metal Design Tensile Strength kPa 

Fp Pressure factor  

H Height of vessel m 

K K-Factor for sizing separators m/s 

LRT Liquid residence time s 

m Mass Flow kg/s 

mCO2 Mass of CO2 kgCO2/s 

N Number of trains / units  

p Power kW 

P Pressure kPa 

Pd Design pressure kPa 

∆P Pressure increase/decrease kPa 

Q Volumetric Flowrate m3/s 

t Vessel metal thickness mm 

V Velocity m/s 

W Weight kg 

Φ Pump capacity factor (Q×∆P) m
3
.kPa/s 

η Welded joint efficiency  

ρ Density kg/m
3
 

Subscripts   

1, 2 Identifier, when comparing two pieces of equipment  

Absorber CO2 Absorber  

Compressor CO2 Compressor  

Fan Feed gas blower  

I Inlet  

ko Knockout Drum  

L Liquid  

O Outlet  

Pump Solvent pump  

ref Reference factor (parameter for equipment item with known capital 

cost). 

 

ST Steam Turbine  

v Vessel  

V Vapour  

hx Heat exchanger  
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2. Equipment Items 

Each type of equipment item is detailed in the following sections with the reasons for the 

selection of the type of the equipment detailed. For each item the method of sizing the 

equipment to sufficient detail for the capital cost estimation to occur is detailed and the cost 

functions are provided. In some cases there are more than one cost functions, each is detailed 

and an example calculation is provided for each equipment item to help identify the most 

appropriate cost function for the service. 

2.1 Feed Gas Fan 

The flue gas that is fed to a solvent plant for post combustion will usually require a fan to provide 

driving force to enable the flue gas to proceed through the absorber. The pressure increase is 

small but the flowrate will be large. These fans will be similar to power station forced draft and 

induction fans and may replace the existing induction fans that are supplied upstream of the 

power station stack. Power stations forced draft and induced fans may be axial or centrifugal. 

Axial fans typically have higher capital costs but better efficiencies over a range of flowrates using 

variable pitch blades. Centrifugal fans dominate in induced draft applications as they handle 

particulates better than axial and can also generate more head with a single stage. 

The isentropic efficiency of centrifugal fans with backward curved (or airfoil) blades will generally 

be greater than 80% (Drbal et al. (1996)). Maximum size of fans is shown in Sinnott (1998) as 

approximately 140 m
3
/s for centrifugal fans and 280 m

3
/s for axial fans. Although GPSA (2004) and 

Peters et al. (2003) have maximum sizes lower than Sinnot. Campbell (1992) recommends 

centrifugal for flowrates between 0.1 and 60 m
3
/s and axial for those greater than 30m

3
/s but has 

no upper size limit. There are four centrifugal induction fans at Hazelwood for each boiler with 

flowrates of 180 m
3
/s. There are two centrifugal forced draft fans with approximately 160 m

3
/s.   

Feed Gas Fan Capital Cost Functions 

The capital cost of the feed gas fan can be approached by two methods; the first is applied by Ho 

(2007) (Equation [1]) and Sinnott (1998) (Equation [2]) and is based on the cost of compressors 

correlated by the power requirements. The second method is from Peters et al. (2003) (Equation 

[3])(Appendix 1) which uses the volumetric flowrate. 

CFan = 800p   Cost Basis: $A  Year Basis: 2005 Power Basis: kW [1] 

CFan = 500p
0.8

   Cost Basis: £ Year Basis: 1992 Power Basis: kW [2] 

CFan = 341Q + 1696 Cost Basis: $US Year Basis: 2002 Flowrate Basis: m
3
/s [3] 
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Example 

A single unit at Hazelwood, fan for carbon capture: 

 Q = 730m3/s 

 ∆P = 5kPa 

 p = 4470 kW 

Assume maximum size of induction fan means four fans are required (only affects Equation [2]). 

Table 4: Example of feed gas fan capital cost estimation 

Equation Raw Cost  Australian Cost 2008 Australian Cost 

($Million) 

[1] 3576000 3576000 4.4 

[2] 4 × 137268 = 549070 1307310 2.1 

[3] 250626 455684 0.7 

    

2.2 Solvent Pumps 

The solvent circulation requires between one and two sets of pumps depending on the relative 

pressure difference between the absorber and the stripper and the column heights. The solvent 

flowrate will range between approximately 15 and 40 kilograms of solution per kilogram of 

carbon dioxide for a potassium carbonate solvent system. Therefore, for Hazelwood between 500 

to 3000 kg/s (1500 to 9000 m3/h) of solution for each unit. The head required will usually be less 

than 5 bar (50 m) but may be higher if high pressure regeneration is used. Due to the high 

flowrates and low pressure requirements single stage centrifugal pumps will generally be used 

(Sinnott (1998) Pg 185, Peters et al. (2003) Pg 509). The isentropic efficiency of centrifugal pumps 

at flowrates above of 1000 m
3
/hr should be greater than 80% (nominally 85%)(Peters et al. (2003) 

Pg 516). 

Maximum size of pumps shown in Sinnott (1998) as 1x10
5
 m

3
/hr, GPSA (2004) and Peters et al. 

(2003) are less at 4000 and 2000 m
3
/hr, however the boiler feedwater pumps at Hazelwood can 

each handle flowrates greater than 4x105 m3/hr. Therefore the maximum size has is considered to 

be 5x105 m3/hr.   

Solvent Pump Capital Cost Functions 

The capital cost of the solvent pump will be estimated using the cost curves provided by Peters et 

al. (2003) (Pg 518) (Appendix 2). Ho (2007) and Sinnott (1998) do not provide a cost estimation 

method for pumps. The Peters et al. (2003) (Equation [4]) method uses the capacity factor 

(volumetric flowrate multiplied by pressure head) to estimate the cost of the pump, however the 

capacity factor is only relevant up to around 200 m3.kPa/s. Where typical solvent pumps will have 



186 | P a g e  

a capacity factor of around 1000 m
3
.kPa/s. Another method proposed is to scale the costs from a 

similar pump installed in a Benfield plant Furukawa and Bartoo (1997). The pump was for 

5900 usgpm (1340 m
3
/hr) and cost $1.037million installed.  Therefore the purchase cost can be 

estimated by assuming Lang factor of four for pumps the purchase cost would be $259k 

(Equation [5]). 

32 )log(62.0)log(37.2)log(26.35.2

pump 10C Φ+Φ−Φ+=  Cost Basis: $US; Year Basis: 2002;  

      Φ: m
3
/s x kPa;  Range: Φ< 200m

3
.kPa/s 

[4] 

Cpump = 259250(Q/Qref)    Cost Basis: $US; Year Basis: 1997; 

      Qref = 0.372m
3
/s  

[5] 

Example: 

Hazelwood lean solvent pump for carbon capture: 

 Q = 9000m
3
/hr = 2.5m

3
/s 

 ∆P = 5bar = 500kPa  

 p = 1.15 MW 

 Φ = 1250m3.kPa/s  

Table 5: Example of lean solvent pump capital cost estimation 

Equation Raw Cost  Australian Cost 2008 Australian Cost 

($Million) 

[4] 187970000 3417648000 496
Note 1

 

[5] 1741000 2353000 3.5 
Note 1: The capacity factor for this pump is five times greater than the recommended range of the equation. 

2.3 CO2 compressor 

The CO2 will be compressed to supercritical conditions (>72 bar) for transport to a storage site. 

The level of compression will depend on the distance to, and the quality of, the storage site or the 

distance and pressure level of the CO2 network that the project is tying into. The basis for heat 

integration studies will be that 100 bar is required. 

For this duty reciprocating compressors are not suitable due to the capacity of most CO2 recovery 

projects Habel and Wacker (2009). Therefore there are three options considered for CO2 

compression in Australian conditions (Australian temperatures preclude the use of refrigeration of 

CO2 into the liquid state); Single shaft compressor train, integrally geared compressor and 

shockwave compression. A single shaft compression train will generally have around four to five 

stages (with around 3 impellers for each stage) the polytropic efficiency starts at around 82% for 



187 | P a g e  

the first stage and decreases to 70% for the last stage Winter (2009). Integrally geared 

compressors enable the speed of each impeller to be set independently and therefore the 

efficiency will generally be higher and the CO2 can be cooled between each impeller. Integrally 

geared compressors will generally have around 7-10 stages (Winter (2009), Habel and Wacker 

(2009)) and therefore will generally be more compact (less total number of impellers) and be 

more efficient. Shockwave compression enables compression ratios of approximately 10 and 

therefore will generally require only two stages of compression. The capital cost is expected to be 

approximately 50 to 60 % of a conventional integrally geared compressor Baldwin (2009).  

Maximum compressor size for MAN Turbo is around 110 kg/s at 1.1 bar or 245000 Am3/h Habel 

and Wacker (2009).  

CO2 Compressor Capital Cost Functions 

The capital cost of the CO2 compressors can be approached by three similar methods; the first is 

applied by Peters et al. (2003) (Equation [6])(Appendix 3), the second by Sinnott (1998) (Equation 

[7]) and the third by Ho (2007)(Equation [8]). All equations are based on the compressors power 

requirements. 

Ccompressor = 873p0.9438 Cost Basis: $US;  Year Basis: 2002; Power Basis: kW 

   Range: p = 80-6000 kW 

[6] 

Ccompressor = 500p0.8 Cost Basis: £  Year Basis: 1992; Power Basis: kW [7] 

Ccompressor = 800p Cost Basis: $A;   Year Basis: 2005; Power Basis: kW [8] 

Example 

CO2 compressor for 90 % capture of a single unit from Hazelwood with a stripper at 1.5 bara, 

4 stages of a single shaft compressor to 75 bar followed by a CO2 pump (not included in the price). 

m = 75 kgCO2/s 

p = 21400 kW 

Table 6: Example CO2 compressor capital cost estimation 

Equation Raw Cost Australian Cost 2008 Australian Cost 

($Million) 

[6] 10667404 19395280 28.2
Note 2

 

[7] 1456468 3467781 5.6
Note 3

 

[8] 17120000 17120000 21 
Note 2: The power for this compressor is nearly four times greater than the maximum power of the cost curve the 

equation is derived from. 

Note 3: The power for this compressor is more than forty times greater than the maximum power of the 

recommended for the equation. 
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2.4 Absorber 

In a standard solvent plant the CO2 absorber will be a metal absorption column. Plants of 

significant scale are likely to be built with unconventional designs and materials (such as concrete 

columns), however at this stage the costing is based on conventional metal columns with 

maximum diameter of 12.8m (Chapel and Mariz (1999)). The absorber columns of conventional 

equipment will invariably need to be made out of stainless steel to minimise corrosion.   

Absorber Capital Cost Functions 

The capital cost of the Absorber determined using the cost curves from Peters et al. (2003) 

(Equation [9]) (Appendix 4) for columns based on the column height, diameter, material 

(multiplier of 3 for stainless steel) and pressure factors (1 for atmospheric absorption). Another 

method is that used by Ho (2007) (Equation [10]), these costs are based on the number of 

absorber trains, absorber sizes are limited to 12.8 m and the costs are not affected by the height 

of the absorber. Absorber costs are around A$12M per train in 2005. An alternative method for 

the absorber could be to base the costs on the metal weight as per the separation vessels 

described in section 2.6 which also allows for a pressure factor to be included. 

Cabsorber = 3×(-2244+2956Dv+1241H+1205Dv
2
+913DvH+20.93H

2
-42Dv

2
H+2.4DvH

2
-0.5H

3
) 

   Basis: $US; Year Basis: 2002;    

   Range:   Dv = 0.5 – 4m,   H = 0.5 - 50m 

[9] 

Cabsorber = 12N   Basis: $A; Year Basis: 2005; [10] 

Example 

CO2 absorber of a single unit from Hazelwood, which is 75 kg-CO2/s at a 90 % capture rate. The 

height of the column is a variable in the simulation and a base height of 25 m was selected (20 m 

packing plus 3 m for sump and 2 m for liquid distribution and demister pad) the diameter of the 

column is provided by Aspen Plus and is 15 m. Given the maximum size is suggested as 12.8 m 

then two columns would be required with diameters approximately of 10.6 m (Dv2 = Dv1 √(A2/A1)).  

Table 7: Example of Absorber capital cost estimation 

Equation Raw Cost Australian Cost 2008 Australian Cost 

($Million) 

[9] 2 ×3×340482 = 

2042893  

3714351 5.4 

[10] 24000000 24000000 29.5 
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2.5 Stripper 

In a standard solvent plant the CO2 stripper/regenerator will be a metal desorption column. Plants 

of significant scale are likely to be built with unconventional designs and materials, however at 

this stage the costing is based on conventional metal columns with maximum diameter of 12.8 m 

Chapel and Mariz (1999). The stripper columns of conventional equipment will invariably need to 

be made out of stainless steel to minimise corrosion.   

Stripper Capital Cost Functions 

The capital cost of the stripper can be estimated using the same cost curves as for the absorber 

from Peters et al. (2003) (Equation [9])(Appendix 4) for columns based on the column height, 

diameter, material and pressure factors. Another method is that used by Ho (2007) (Equation 

[11]), her costs are based on the amount of CO2 that is released from the stripper and is not 

affected by the height, diameter or number of strippers required. Stripper costs are around 

160 A$/kgCO2/hr in 2005. Another method for the strippers could be based on metal weight as 

per the separator vessels as per section 2.6 which also allows for a pressure factor.  

Cstripper = 3×(-2244+2956Dv+1241H+1205Dv
2
+913DvH+20.93H

2
-42Dv

2
H+2.4DvH

2
-0.5H

3
) 

    Basis: $US;  Year Basis: 2002;   

    Range:   Dv = 0.5 – 4m,   H = 0.5 - 50m 

[9] 

Cstripper = 160 × mCO2 × 3600  Basis: $A;  Year Basis: 2005 [11] 

Example: 

CO2 stripper of a single unit from Hazelwood, which at a 90 % capture rate is 75 kg-CO2/s. The 

height of the column is a variable in the simulation and a base height of 20 m was selected (15 m 

packing plus 3 m for sump and 2 m for liquid distribution and demister pad) the diameter of the 

column is provided by Aspen Plus and is 10.6 m.  

Table 8: Example of Stripper capital cost estimation 

Equation Raw Cost Australian Cost 2008 Australian Cost 

($Million) 

[9] 302893  550714 0.8 

[11] 43200000 43200000 53.1 

2.6 Separation Vessels 

Separation vessel will be required for the compressor knock-out drums after each intercooler and 

the stripper separator. The knock out drums will be vertical knock-out drums with demister pads, 

(the stripper separator will also be designed vertically even though in the final design it is likely to 

be horizontal). The diameter will be sized using the K-Factor method (Equation [12]) with K 
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estimated from the values given in GPSA (1998) (Appendix 5) based on the pressure and the 

service of the separator vessel (Equation [13]). The vessel height is then calculated using Figure 1 

and the vessel thickness is calculated using guidelines from AS1210 to calculate the minimum 

thickness of the vessel based on the longitudinal weld calculated by (Equation [14]) plus the 

corrosion allowance assumed to be 3 mm. The vessel thickness will be based on stainless steel 

304 which has a design tensile strength of 80 MPa at 300 °C, a class 2 vessel construction with a 

welded joint efficiency of 0.85 (Appendix 6). 
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Figure 1: Separation vessels dimensions 
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Separation Vessels Capital Cost Functions 

The capital cost of the separation vessels can be estimated based on the metal weight of the 

vessel, a material factor and a factor based on the vessel pressure (Peters et al. (2003)). For 304 

stainless steel the material factor suggested by Peters et al. (2003) is between 2 – 3.5 and so will 

be taken as 2.8 in this study. The impact on the cost due to the design pressure of the vessel is 

calculated by [16] which is determined from data supplied by Peters et al. (2003) in Appendix 7. 

Cko = 73FpW
0.66

    Cost Basis: $US; Year Basis: 2002; W = Weight (kg); [15] 

Fp = 0.091P
0.849

+0.83  P = Pressure (bar) [16] 

Example 

This example is based on the first knock-out drum of the CO2 compressors for a single unit from 

Hazelwood at a 90 % capture rate with the stripper operating at 1 bara. The first knock-out drum 

is at 2.95 bara, the diameter of the knock-out drum is 4.5 m with a height of 7.4 m (Note - low 

aspect ratio of 1.7 may lead in reality to opt for a horizontal vessel). The vessel weight is 16411 kg. 

Table 9: Example of knock-out drum capital cost estimation 

Equation Raw Cost Australian Cost 2008 Australian Cost 

($Million) 

[15] 48831 88785 0.13 

2.7 Heat Exchangers 

Size and price of heat exchangers may be calculated in two ways for this research; the first is for 

screening studies which uses the composite curves to determine an area and then uses that area 

to estimate the cost of the heat exchangers. The second method is a more rigorous method which 

calculates the area for each heat exchanger once the PFD has been completed and then uses this 

to estimate the costs of each exchanger. 

Method 1 - Area Targeting: The first method uses balanced composite curves to estimate the 

required heat exchanger area. The method is detailed in Smith (2005) Pg388. It requires 

estimating film transfer coefficients (including wall and fouling resistances) for the hot and cold 

streams and may include a cost-weighting parameter where the stream may require heat 

exchangers that will be more/less expensive than the average. 

Heat Exchanger Cost Functions 

Method 1 - Area Targeting: A general cost function that can be applied to all the heat exchangers 

is used in this method. One is used by Girardin et al. (2009) based on the number of units 

anticipated and the total area. 



192 | P a g e  

Chx = 7038N(A/N)
0.7948

  Cost Basis:$US;   Year Basis: 2006 [17] 

2.8 Steam Turbine 

The steam turbine will require modifications with the addition of CCS as a significant amount of 

steam will need to be extracted from the low pressure end of the turbine to provide the heat for 

solvent regeneration. It is difficult to estimate the costs for these modifications. When heat 

integration is applied, to maximise the recovery of heat into the steam to produce the maximum 

amount of energy may require shifting some of the load that is taken from the low pressure 

turbine and replaced by increasing the load on the high pressure turbine. This will invariably 

require modifications to all parts of the steam turbine and the costs for the modifications may 

approach replacement costs. Therefore, under these circumstances the cost estimation is for a 

replacement steam turbine. 

Steam Turbine Capital Cost Function 

Capital cost functions for steam turbines have been provided by Girardin et al. (2009). 

(Equation [18]) and are based on the gross power produced by the steam turbine. 

CST = 10^(1.93778 + 1.45483log(p)-0.08838log(p)
2
) Cost Basis: $US; Year Basis: 2002 [18] 
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Appendix 1 - Feed Fan Capital Cost Function  
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Appendix 2 - Centrifugal Pumps Cost Curves 
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Appendix 3 - CO2 Compressor Cost Curves 
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Appendix 4 - Absorber Cost Curves 
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Appendix 5 - K-Factor Derating   
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Appendix 6 - Separator Vessel Sizing 
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Appendix 7 - Pressure Vessel Pressure Factor  
 

 

 



202 | P a g e  

Appendix C 

Operating Cost Estimation Methodology for Process Design of 

Carbon Capture. 

Cost functions and source data for the estimation of operating costs for use 

with process design studies of carbon capture at coal fired power stations in 

Australia  
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1. Introduction 

The addition of post-combustion capture (PCC) to a power station, results in the reduction in net 

power from the power station due to the additional heat and power required by the PCC capture 

plant. There are additional costs involved in the addition of CCS including the capital cost for the 

equipment and operating costs for the new equipment and additional utilities. This report deals 

with the estimation of operating costs. 

The operating costs include fixed operating and maintenance costs and variable operating costs. 

The variable operating costs will vary for each scenario but is likely to include cost of cooling, 

make-up water and chemicals, electricity, labour costs and a cost for CO2 storage. 

2. Fixed operating and maintenance costs 

The fixed operating and maintenance (FOM) charges are calculated from the total installed capital 

cost as per the methodology used in Allinson et al. (2006). The insurance is based on 2 % of the 

total installed costs (TIC) as per Ho (2007) and the rest of the fixed operating and maintenance 

charges are 4 % of the TIC as per Allinson et al. (2006). 

Labour costs are also considered to be fixed costs. The labour costs are estimated using a 

combination of Allinson et al. (2006) and IEA-GHG (2006), the costs for maintenance are included 

in the FOM cost given above, the direct operating labour is estimated using a five shift pattern 

and if not estimated in detail the supervision is included by increasing the operating labour cost 

by 20%, the administration and general overheads labour is included by a further 30% increase in 

costs (ie. Total labour = Direct labour x1.2x1.3). The cost for each individual is taken from IEA-GHG 

(2006) as $82,000 (50k€/yr). For an IGCC plant the number of operating personnel is estimated as 

90 people IEA-GHG (2006), therefore to include supervision and administration staff this is 

increased to 140 people in total. For a CCS retrofit to a power station it is assumed that there are 

two operators plus a single maintenance person on shift on a five shift pattern. This equates to a 

total additional labour force of 24. 

3. Variable operating costs 

Variable operating costs will depend on the process being studied, however generally will include 

cooling water costs, make-up water and chemicals, electricity, labour costs and costs for storage. 
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3.1 Cooling water costs 

In large CCS projects the amount of cooling required will be significant and where cooling water is 

used will require a significant increase in the cooling water capacity of the power station. 

Therefore, there is likely to be a capital cost involved in the construction of new cooling water 

systems. The capital cost could be added to the overall capital cost for the project or can be 

included as an annual charge included with the operating cost. The later approach has been 

selected for this work. 

The components to determine the cost of the cooling water include; 

• Charge for capital cost 

• Charge for maintenance on cooling water system 

• Charge for electricity use for cooling water pumps 

• Charge for make-up water 

• Charge for chemicals and demineralisation  

The total cost is related back to the cooling water duty required (Q in MW) and is provided by 

summing the individual components found in the following sections.  

3.1.1 Annual charge for capital cost (Cc) 

Capital cost data for the cooling water tower is calculated using Equation [1] which is from 

Bekdash and Moe (2003) for concrete columns in 2003 $US based on the flowrate of cooling 

water (in GPM). The capital cost given by this relation is the total installed cost. The flowrate of 

cooling water can be estimated from the cooling duty required assuming that the cooling water 

temperature rise is limited to 10 °C using Equation [2]. These can be converted into an annualised 

capital charge using Equation [3]. 

C ($M US 2003) = 10
-6

×(-10
-10

f
3
 – 10

-5
f

2 
+ 70.552f + 61609) f = Flowrate(GPM) [1] 

f (GPM) = 15850.3 × Q / 41.2     Q = Cooling duty (MW) [2] 

Cc ($M US 2003) = Cr(1+r)n / [(1+r)n-1]    r = the discount rate 

        n = project life 

[3] 

3.1.2 Annual charge for FOM for cooling water system (CFOM) 

As per section 2 the annual total FOM is 6 % of the total installed capital cost which can be 

estimated from Equations [1] and [2] as per Equation [4]. 

($M US 2003) = 0.06 × 10
-6

 × (-10
-10

f
3
 – 10

-5
f

2
 + 70.552f + 61609) [4] 
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3.1.3 Charge for electricity usage (Cp) 

The majority of the electricity for the cooling water system is used in the cooling water pumps 

(assuming that natural draft cooling towers are used). The power can be estimated using Equation 

[5]; we assume for this work that the total head (h) required for the pumps is 30 m, comprising 

20 m of vertical lift and 10 m (~100 kPa) of piping and heat exchanger pressure loss, and a pump 

efficiency (η) of 0.8. The cost is then calculated by multiplying the power by the cost of electricity 

(Ce) and the capacity factor (Φ) (yearly running time of the plant). 

P (MW) = f × h × 9810 / (η × 15840.3 × 10
6
) = Q × h × 9810 / (η × 41.2 × 10

6
) [5] 

Cp($M/yr) = P × Ce × Φ / 10
6
 [6] 

3.1.4 Charge for make-up water (Cw) 

The amount of make-up water (Wm) required is a combination of evaporation losses (We), drift 

losses (Wd) and blowdown losses (Wb). The losses can be estimated using data provided by Perry 

(1999) [Pg 12-17] . The range of the cooling water (∆T) is assumed to be 10 °C as previously 

discussed and the blowdown losses are estimated using five concentration cycles.   

We = 0.00153 × Wc × ∆T = 0.0153Wc [7] 

Wd = 0.002 × Wc [8] 

Wb = We / 4 [9] 

Wm = We + Wd + Wb = 0.021125Wc [10] 

The cost of the make-up water is therefore the amount of make-up water multiplied by the cost 

of the make-up water, the value for this is $20/megalitre as per Allinson et al. (2006) as given in 

Equation [11]. 

Cw ($M AU/yr 2006) = 0.02 × 0.021125Wc × 3600 × Φ /10
6
  Wc (m

3
/s) [11] 

Wc (m
3/s) = Q / Cp∆T = Q / 41.2 [12] 

3.1.5 Charge for chemicals and demineralisation (Cd) 

Details for typical costs for the chemical and demineralisation have not been sourced and are 

assumed to be minor compared to other costs of the cooling water system in Australian systems 

where the fresh water is clean. 
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3.2 Process water make-up costs 

The process make-up water costs uses the same cost for make-up water as provided in section 3.1 

for cooling water make-up. The process water costs will depend on the process but will include 

the water balance where water is lost in the exhaust gases.  

In post combustion capture plants the make-up water is required when the amount of water lost 

in the absorber is greater than the amount dropped out upstream of the absorber, and in the 

stripper separator and CO2 compressors. If water is produced in the process no credit is provided. 

For the Foster Wheeler IGCC process the make-up water consists of; steam for the gasifier (9kg/s) 

and WGSR (63kg/s), the water balance over the wet scrubber and the CO2 absorber.  

3.3   Chemical replacement costs 

The main chemical replacement costs for solvent capture plants will be for the make-up solvent. 

In the case of potassium carbonate the solvent losses are mainly contributed to the absorption of 

sulphur to form potassium sulphate (K2SO4). Therefore, the make-up rate of solvent, either as 

potassium hydroxide (KOH) or Potassium carbonate (K2CO3) can be estimated by the total sulphur 

in the fuel. The sulphate removal process is likely to include some loss of potassium carbonate 

therefore the solvent losses based on sulphur loads may include a factor, nominally 2 until better 

data is obtained. 

Mass Potassium carbonate = Mass Sulphur × 138.206 / 32.06  [13] 

Mass Potassium hydroxide = 2 × Mass Sulphur × 56.106 / 32.06 [14] 

 

The cost of potassium hydroxide can be estimated as approximately $0.35/kg ($15/100lb) from 

ICIS market reports. 

3.4   Lost power costs 

When the analysis is on a retrofit, power used in the CO2 capture and compression needs to be 

accounted for. This can be taken into account using the market price of electricity which is 

nominally 40 $/MWh in Victoria. 

3.5   CO2 storage costs 

If the CO2 storage costs are not explicitly calculated and included in the analysis a nominal CO2 

storage cost is required to account for the capital and operating costs associated with storing the 

CO2. For Victorian analysis the CO2 storage cost is obtained from a study conducted by CO2CRC for 

the Latrobe Valley (Hooper et al. (2005)) at $5.79 in 2008 dollars per tonne of CO2 stored. The 
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report determines a cost of $10.90 (2005) per tonne of CO2 avoided for a 15 Mtpa storage 

scenario. However, this includes CO2 compression costs which in the heat integration studies are 

included in the capture side of the equation. Therefore when these costs are removed and the 

cost is escalated to 2008 the value of 5.79 $/tonne CO2 (refer to Section 3.5.1 below). 

3.5.1 Latrobe Valley CO2 storage assessment 

In the Latrobe Valley CO2 storage assessment the CO2 compression operating costs are a 

combination of the energy cost (23 $/MWh) for the 189 MW required for compression and the 

fixed operating costs which are 3 %, 4 % and 5 % of the capital cost for the first ten years, the next 

fifteen years and the last fifteen years respectively. The cost break down is shown in Table 3 and 

Table 4, the capital costs are escalated from 2005 using the CPI and the operating costs are 

escalated assuming 3.5% inflation.  

Table 1: Capital and operating costs of CO2 storage at Latrobe Valley. Case B1 Hooper et al. (2005). 

Item Total real capital cost Annual real operating cost 

 $A Million $A Million 

Compression 408 50-58 

Pipeline 242 2.4 

Injection 516 10.3 

Oil Well Remediation 34 0 

Total 1199 62-71 

   
Table 2: Cost of storage including and excluding CO2 compression 

Item 2005 Cost Including 

Compression 

2008 Cost excluding 

compression 

PV Capex ($m) 1295 1038 

PV Opex ($m) 934 201 

PV CO2 Stored (Mt) 214 214 

PV CO2 avoided (Mt) 205 205 

$/t CO2 Stored 10.4 5.79 

$/t CO2 avoided 10.9 6.06 
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Table 3: Cash Flow from Latrobe Valley Storage Assessment including compression 

  Yr 

 Totals -2 -1 0-9 10-18 19-24 25-39 

Real Capex 1199 583 583 0 0 1.619 1.619 

Real Opex 2705 0 0 63 67.1 67.1 71.2 

Real CO2 Stored 600 0 0 15 15 15 15 

Real CO2 Avoided 573 0 0 14.34 14.34 14.34 14.34 

        
Table 4: Cash Flow from Latrobe Valley Storage Assessment excluding compression in 2008 dollars. 

  Yr 

 Totals -2 -1 0-9 10-18 19-24 25-39 

Real Capex 973 466 466 0 0 1.989 1.989 

Real Opex 2705 0 0 14.08 14.08 14.08 14.08 

Real CO2 Stored 600 0 0 15 15 15 15 

Real CO2 Avoided 573 0 0 14.34 14.34 14.34 14.34 

        

3.6   Feedstock costs 

Where the analysis is done for a full scale plant and not a retrofit the cost of the fuel needs to be 

included. The nominal cost of Victorian brown coal will be 1 $/GJ (LHV). 

3.7   Catalyst costs 

Catalyst costs will only be required for pre-combustion capture with water-gas shift reactors and 

the consumption of catalyst will need to be estimated on a case by case basis. The cost of the 

catalyst can be estimated from IEA-GHG (2006) as 33000 $/t (20000€/t). For the FW IGCC process 

the consumption is estimated as 128t/y.  
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Appendix D 

Heat Exchanger Area Estimation 

Outline of the method and constants used to estimate the required heat 

exchanger area of the new CCS equipment.     
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1. Introduction 

It is necessary to estimate the costs of the heat exchangers as part of the capital cost estimation 

of new CCS equipment. In the optimisation process used in the thesis, the maximum net power 

can be determined for the power station with a given CO2 capture technology and a given 

minimum temperature driving force using linear programming. The heat exchanger network 

required to provide the maximum net power from the power station is not configured at this 

stage of the design.  However using the heat exchanger area targeting method described by Smith 

(2005), it is possible to estimate the heat exchanger area required to provide the heat exchanger 

network capable of producing the maximum net power from the power station. 

2. Theory 

The heat exchanger area targets are based on the balanced composite curves. The balanced 

composite curves are the hot and cold composite curves of the entire process including the 

utilities. In the case of the power station with CCS it includes all streams from the power station, 

the CCS equipment and the steam cycle. The balanced composite curves are divided into vertical 

enthalpy intervals and for each vertical interval the area can be estimated using Equation [1] 

assuming that there is a single overall heat transfer coefficient for every heat exchanger required 

and there is true counter-current heat transfer in that vertical enthalpy interval. However, this 

Equation [1] is only effective when the individual heat transfer coefficients for all the streams in 

the network are similar. For power stations there can be very large differences between the heat 

transfer coefficients of various streams, the flue gas heat transfer coefficient will be much smaller 

than the condensing steam coefficients. Therefore the individual heat transfer coefficients can be 

incorporated into Equation [1] and the area of each interval summed to get the total network 

area as provided by Equation [2].   

��������	 
 ∆�	∆���	  
[1] 

�������� 
 � 1∆���	
��������� �

	 � � ��,	�� � � ��,	��
���  ������� !

�
"�� ������� �

� # 
��������	 = heat exchange area for vertical heat transfer required by interval k 

�������� = heat exchanger area for vertical heat transfer for the while network  

∆���	   = log mean temperature difference for the interval k 

[2] 
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  = overall heat transfer coefficient 

��,	  = stream duty on hot stream i in enthalpy interval k 

��,	  = stream duty on hot stream j in enthalpy interval k 

�� , ��  = film transfer coefficients for hot stream i and cold stream j (including  

  wall and fouling resistances)  

$  = total number of hot streams in enthalpy interval k 

%  = total number of cold streams in enthalpy interval k 

&  = total number of enthalpy intervals 

3. Film heat transfer coefficients 

Film heat transfer coefficients for the various streams are detailed in Table 1. The film heat 

transfer coefficients (hi) include the fluid heat transfer coefficient (h) and the fouling factor (hF) as 

per Equation [3]. The influence of the wall resistance has been ignored, because this is generally 

small compared to the fluid resistance, especially when compared to the film coefficients of the 

flue gas. The values in Table 1 are provided from a range of sources as detailed. Where a range of 

values is provided in the literature sources, the geometric mean of the range is used for 

conservatism. In some cases, detailed in Table 1, a particular value rather than the geometric 

mean has been selected; in these cases the reasoning is provided.  

1�� 
 1� � 1�' 
[3] 
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Table 1: Film heat transfer coefficients (hi= Total film heat transfer coefficient, h = fluid film heat transfer coefficient, hF=Fouling heat transfer coefficient) 

Duty hi h Reference (Smith (2005)) hF Reference ([1]Smith (2005),[2]Sinnott (1998), 

 

W/m
2
K W/m

2
K 

 

W/m
2
K                      [3] TEMA (1999)) 

Flue Gas 69.2 71 Gases (10-500)  3162 [2] Flue Gas (2000-5000) 

Flue Gas - Condensing Region
1
 4330 8660 Condensing steam (5000-15000) 8660 [1] Steam Contaminated (5000-11000) 

Regenerator Condenser
1
 4330 8660 Condensing steam (5000-15000) 8660 [1] Steam Contaminated (5000-11000) 

Regenerator Reboiler 4330 4472  Water Evaporation (2000-10000) 8124 [1] BFW (6000-11000) 

Compressor Intercoolers
1
 3429 8660 Condensing steam (5000-15000) 5678 [3] CO2 Vapour and Liquid 

Lean Solvent 1907 3464 Water (2000-6000) 4243 [1] Aqueous Salt Solutions (3000-6000) 

Rich Solvent 1907 3464 Water (2000-6000) 4243 [1] Aqueous Salt Solutions (3000-6000) 

Boiler Feed Water 2429 3464 Water (2000-6000) 8124 [1] BFW (6000-11000) 

Steam Generation 2884 4472  Water Evaporation (2000-10000) 8124 [1] BFW (6000-11000) 

Steam Superheating / 

Desuperheating 

1905 2353
2
 Gases (10-500)  10000

3
 [1] Good Quality (20000), Contaminated (5000-11000) 

[2] (4000-10000) 

Steam Condensing 5000 10000
4 

Condensing steam (5000-15000) 10000
3
 [1] Good Quality (20000), Contaminated (5000-11000) 

[2] (4000-10000) 

Condensate Cooling 2727 6000
5
 Water (2000-6000) 5000

5
 [1] Distilled 11000; [2] Steam Condensate (1500-5000) 

Cooling Water 1907 3464 Water (2000-6000) 4243 [1] Good Quality CW (3000-6000) 

      Poor Quality CW (1000-2000) 

[2] 3000-6000 

Radiant section 227 245
6
 Gases (10-500)  3162 [2] Flue Gas (2000-5000) 

Air heater 317 353
2
 Gases (10-500)  3162 [2] Flue Gas (2000-5000) 

1.
The  film transfer coefficient and fouling factor are selected as condensing steam as the primary fluid that is condensing is water. 

2.
The film transfer coefficient was estimated using the detailed estimates as provided in Section 3.1 and 3.2. 

3.
Estimated at the higher end of the range as the steam would be good quality steam. 

4.
 Arithmetic average of the range provided. 

5.
Top of the range as it would be good quality water. 

6.
Arithmetic mean rather than geometric mean. The geometric mean appeared to be too conservative for due to the impact of the radiant heat transfer . 
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3.1 Detailed tube-side heat transfer coefficient estimation 

In the case of the steam superheating/desuperheating more detailed estimates have been 

created using the method in Sinnott (1998) (Pg606) and provided as Equations [4]to [7]. The 

method is for estimating tubeside heat transfer coefficients and therefore should provide a good 

estimation for the superheating/desuperheating film coefficients when they are performed on the 

tubeside of an exchanger. 

�� 
 ()*+,-  
[4] 

() 
 .. 012.3. 452.66. 7 889:
2.;<

 
[5] 

01 
 =)>,- /8 [6] 

45 
 .@8/*+  [7] 

 

Table 2: Steam superheating /desuperheating film transfer coefficient estimation 

Steam Superheating / Desuperheating 

Fluid Factor C - 0.021 

Density ρ kg/m
3
 46 

Fluid Velocity ut m/s 10 

Equivalent Diameter de m 0.05 

Viscosity µ Ns/m
2
 2.48E-05 

Viscosity at Wall µw Ns/m
2
 0.00002482 

Heat Capacity Cp J/kgK 2677 

Thermal Conductivity kf W/mK 0.1122 

   Reynolds Number Re - 926672 

Prandtl Number Pr - 0.5925 

Nusselt Number Nu - 1049 

   Heat Transfer Coeff. h W/m
2
K 2353 

3.2 Detailed heat transfer coefficient estimation using HTFS 

To improve the accuracy of the air pre-heater air side heat transfer coefficient an estimation of 

the potential film coefficient has been conducted assuming that the air is located on the outside 

of a tube in a finned heat exchanger. The summary of the HTFS program is provided in Figure 1. It 

is also possible that the air preheat could be on the tube side in that case the heat transfer 

coefficient is likely to be lower (refer to Figure 2). Many power stations use rotary air-preheaters 

and therefore the film coefficients may be different again. In the work for the thesis the results 

from the air being on the outside (Figure 1) have been used.   
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Figure 1: HTFS output for the air-side heat transfer coefficient of the air-preheater with the air on the shell side. 
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Figure 2: HTFS output for the air-side heat transfer coefficient of the air-preheater with the air on the tubeside. 
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4. Programming – Area estimation 

The heat exchanger area targeting methodology that is detailed here has been added to the SHICE 

program, which is detailed in Appendix A. The programming algorithm required to use this 

method is explained in detail in that appendix. 
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Appendix E 

Redesigning the cold end of a lignite power station for CO2 capture. 

Conference Proceedings – 4th International conference on clean coal 

technologies (CCT2009), Dresden, Germany, 2009.   
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Appendix F 
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