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Abstract 

Internet traffic has grown at the rate of 40-100% per year and is only expected to grow 

at the same rate or more aggressively in the future. Due to the enormous growth in IP 

traffic volume, network operators are confronted by the unprecedented challenge of 

accommodating the IP traffic volume in already deployed networks in a short time-span. 

In addition to this, network operators are observing stringent latency and reliability 

requirements. The overall effect of these problems has been sub-optimal utilization of 

network resources resulting in higher network-wide capital and operational 

expenditures, along with lesser revenues. Hence, there is a need to optimize network 

cost while accommodating maximum traffic volume in the network and simplify the 

existing Carrier Ethernet Networks.  

In this thesis, we analyze high-speed telecommunication networks, with a 

focus on cost and performance optimization of high-speed Carrier Ethernet Networks. 

The first problem we focus on is that of optimization, in which, we try to minimize the 

number of network identifiers in the routers used in high-speed networks. Since 

available identifiers in the hardware are limited (due to the limited number of bits 

allocated to the identifiers), and requests for connections in the networks are increasing, 

it is desirable that such identifiers are re-used so as to maximize the number of 

connection requests satisfied in a network. In addition, we try to minimize the cost of 

the contemporary high-speed networks so that the internet service providers can benefit 

from maximum profits by reducing Capital Expenditures (CAPEX) and Operational 

Expenditures (OPEX). We focus, specifically, on reducing the total cost of the network 

interfaces at different network layers, satisfying all the traffic demands. In this pursuit, 

we study multilayer optimization from the perspective of deploying services so as to 

reduce the CAPEX in provider networks. To this end, we propose a 3-layer network 

hierarchical model based on IP, OTN and DWDM technologies. The goal of this work 

is to ascertain the type of traffic and how much of the traffic would require to be routed 

through a particular layer of the network to reduce the total cost of ownership.  
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In the latter part of the research, we seek to answer an interesting question—

how does Carrier Ethernet perform for Virtual Machines (VM) migration in data-center 

and cloud environments? The question arises since VMs form the central processing 

entity in data-centers and are crucial to facilitating cloud computing environments as 

well as the recent enhancements in Carrier Ethernet, which can be used as an efficient 

transport mechanism in DC/Cloud environments. To this end, we perform an extensive 

simulation study measuring the performance of VM migration over both flavors of 

Carrier Ethernet—namely PBB-TE and MPLS-TP.  Our study concludes with an 

examination of the feasibility of Carrier Ethernet as a transport technology in data-

centers and clouds.  

To extend the optimization work in high-speed carrier networks, we also focus 

on the implementation of the Centralized Control Plane for managed networks and try 

to optimize the Control traffic in the network. The overlapping of the control plane and 

the data plane in contemporary Carrier Ethernet (CE) networks leads to fragile and 

unmanageable networks. CE networks using packet technologies ought to be more 

manageable, scalable and robust. We propose an approach of a Centralized Control 

Plane to overcome the problem mentioned earlier. However, the control traffic 

generated due to the interaction between the centralized control plane and network 

elements increases exponentially as the number of nodes in the network increase and 

adds to the latency in the data traffic flow. The problem of control traffic overhead in 

managed networks is analyzed using an appropriate simulation model.  A scheme to 

divide the network into smaller sub-networks is proposed so that total control traffic is 

always below a certain threshold. An ILP model and a heuristic approach are presented 

to strengthen the claim. The work is divided into separate chapters, as outlined in the 

Introduction.  
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Chapter 1 

Introduction 

Carrier Ethernet has rapidly advanced to become an important technology in metro 

transport. The migration of Ethernet from an infrastructural solution to a transport 

solution has been brought about by the emergence of data-networking and rich 

multimedia applications. Despite the phenomenal growth of the telecom service 

industry, developing countries like India are the lowest users of broadband services. 

Also, the growth of Carrier Ethernet has been stagnant in the already deployed networks 

all over the world. This has been a result of the fact that networks have, traditionally, 

been designed for data traffic like file transfer, with no attention to end-to-end service 

delivery. However, the same networks are being used to deliver services comprising 

multimedia-rich applications like voice and video, which are growing exponentially. 

Due to the enormous growth in IP traffic volume, network operators and service 

providers are confronted by the unprecedented challenge of accommodating the IP 
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traffic volume in already deployed networks in a short time-span, while their revenues 

have been flat. It has been a major cause of the hindrance to broadband penetration in 

the developing countries and hindrance to the proliferation of Carrier Ethernet across 

the Internet. Hence, in this work, we try to optimize some of the parameters in high-

speed networks, such as network identifiers in PBB-TE networks and network 

ownership cost in Multilayer Networks. We also propose a design approach for 

centralized control plane architecture with minimal control traffic overhead. The 

intended result is that, maximum service requests can be satisfied in the given network 

with minimum cost to the service providers with more simplified underlying networks.  

In this pursuit, we analyze high-speed telecommunication networks, with a 

focus on cost and performance optimization. First, we attempt to maximize the number 

of services that can be provisioned in core networks with the limited number of 

Backbone VLAN Identifiers (BVIDs), so that Ternary Content-Addressable Memory 

(TCAM) utilization of network equipment is less. Since TCAM is an expensive 

component of network equipment, our work leads to significant cost savings with 

maximum number of service provisioning in the contemporary Carrier Ethernet 

networks. We specifically focus on the BVID problem in PBB-TE networks since this 

problem has not been addressed before and it may result in the failure of the PBB-TE 

standard. However, a problem in MPLS-TP networks which is similar in nature but 

different in principal has already been studied [15, 19].  Further we study multilayer 

optimization from the perspective of deploying services, to reduce the capital 

expenditure in provider-networks. We then try to optimize the cost of the contemporary 

high-speed networks so that internet-service providers can have the benefit of maximum 

profits by reducing the total network ownership cost. Previous research works either 

focus on optimization in IP/MPLS over WDM networks, IP over SONET/SDH or on 

the survivability of IP/MPLS over WDM networks. However, we focus on 3-layer 

network architecture from the perspective of network interfaces and their 

implementation costs. We also focus on performance optimization of high-speed Carrier 

Ethernet networks by proposing centralized control plane architecture. We try to 

minimize the Control Traffic overhead in such centrally managed networks and propose 

a scheme for the optimal placement of controllers. We present simulation results to 
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demonstrate the improvement in the centrally managed networks from the perspective 

of control traffic overhead. We believe that the combined work presented in this 

dissertation will enable more efficient traffic-engineering with end-to-end service 

provisioning in the contemporary networks and proliferation of Carrier Ethernet.  

The organization of the thesis is as follows. Please note that the core chapters 

that are chapter number 2, 3 and 4 of the thesis (text and diagrams) have appeared in [8, 

105], [106] and [107] respectively. Work presented in chapter number 5 is under 

preparation for submission. Please refer to the Section 'List of Publications' for more 

details. 

1.1 Carrier Ethernet and BVID allocation Problem 

Contemporary carrier services are IP-based and Carrier Ethernet has been a natural 

choice for the deployment of IP-based services [18, 19]. There have been two critical 

standardization processes that have brought about the advent of Carrier Ethernet—the 

work in the IEEE called the Provider Backbone Bridging-Traffic Engineering or PBB-

TE [2] and the joint work in the IETF and ITU called the Multi-Protocol Label 

Switching-Traffic Profile or MPLS-TP [11]. The former approach of PBB-TE makes 

use of the existing Ethernet internetworking, switching and bridging architecture to 

create a new carrier-grade transport philosophy, while the latter approach of MPLS-TP, 

undercuts MPLS features to develop it into a transport technology. Both approaches are 

distinct protocol-wise, but similar conceptually. However, the PBB-TE approach has 

gone through a better evolution resulting in a wide number of 802.1 standards (such as 

802.1ad, 802.1ah, 802.1Qay, 802.1as and 802.1ag), as explained briefly in the next 

paragraph [2-7]. In comparison, the MPLS-TP work has gained better acceptance due to 

the massive installed base of MPLS in metro and core regions.  

 

Conventional CSMA Ethernet relies on the principle of MAC learning and 

Spanning Tree Protocol (STP) to enable end-to-end communication. Given the absence 

of any priority information in Ethernet frames and the likelihood of huge spanning trees, 

the IEEE 802.1Q (tagged VLAN) standard was introduced. Now, an Ethernet domain 
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could be divided into sub-domains or VLANs, or VLANs could simply be tagged to 

produce 8 QoS levels [6]. A single VLAN had 12-bits to denote the VLAN ID (VID) 

resulting in 4096 (effectively 4094 with 2 reserved) tags, and 3-bits to denote 8 priority 

levels—meaning that, the service provider network could only support 4094 unique 

service instances. The problem is further aggravated when one considers that customers 

connected to a service provider 802.1Q network may also have their own VLANs 

(within customer premises)—which lead to the use of separate or stacked VLANs—one 

for the customer (CTAG) and one for the service provider (STAG).  

 

This led to the Q-in-Q standard as defined by the IEEE 802.1ad. This solved the 

problem of demarcation between customers‘ and providers‘ VLANs. However, the 

problem of security, from the provider‘s perspective, persisted because the provider had 

to learn the customer‘s MAC address, thus exposing the providers‘ edge and core 

bridges to potential MAC security violations. To facilitate proper demarcation between 

the customer and the provider, the 802.1ah or provider-backbone-bridging standard was 

introduced—allowing the customer frame with the CTAG and provider-added STAG to 

be fully encapsulated in a provider backbone bridge frame with a Backbone Service 

Instance ID (I-SID), provider network specific VLAN-ID (BVID) and backbone MAC 

(BMAC). The ISID is a 24-bit VID (as opposed to the CTAG, STAG or BVID which 

are all 12-bit values). The ISID maps a service to a network-specific VID, but for 

forwarding purposes, the ISID needs to be mapped to a generic switch (one that is 

backward compatible with 802.1Q)—for which a 12-bit BVID is introduced. The BVID 

along with the BMAC address is used by switches for forwarding purposes, leading to a 

network-wide unique 60-bit address. Multiple ISIDs may be mapped to a BVID (in a 

sense that, services which are graphically overlapping and subtending to the same 

destination may be assigned the same BVID), since the number of BVIDs is restricted 

to 4094 [5]. Due to the dependence on STP and MAC learning, PBB results in 

probabilistic latency, and hence, is not carrier-class. To resolve this issue, PBB-TE was 

introduced. In PBB-TE, MAC learning and STP are both turned OFF and BVIDs are 

assigned manually.  
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As a part of this Ph.D. thesis, we have analyzed an interesting problem in the 

PBB-TE domain, which, if not solved, has the potential to make PBB-TE fail from a 

provisioning and implementation perspective. This problem is important due to the 

already accomplished standardization of PBB-TE and the direct relevance it has to high-

speed networks that are currently being built. PBB-TE relies on the assignment of the 

BVIDs, which is further dependent on customer and service provider VLAN tags, a 

service provider MAC address and an intermediate instantiation service tag. Given the 

limited availability of BVIDs in a network on account of the basic tag format, it is 

desirable to re-use tags to facilitate larger service instance provisioning.  This problem 

is further reduced to a constrained optimization problem. We have proposed four 

different heuristic algorithms to optimally allocate and re-use the BVIDs in the PBB-TE 

networks. The results obtained by implementing the heuristic algorithm and comparing 

it with the ILP are showcased.  

1.2 Multilayer Optimization in High-Speed networks 

Contemporary Service provider networks are multilayered, where two or more layers 

together perform the task of routing and packet forwarding. For example, IP over 

SONET/SDH or IP/MPLS over DWDM are practical deployments in contemporary 

networks (refer to Fig 1.1 below). Service provider networks are becoming increasingly 

complex with multi-domain and multilayer capabilities. Multilayer optimization has 

been proposed as a mechanism for planning provider-networks focused on optimizing 

revenue and reducing capital expenditure [37-40]. To this end we propose a 3-layer 

network hierarchical model based on IP, OTN and DWDM technologies. A significant 

amount of work has been conducted on the design of optimal multilayer networks. 

However, the focus has primarily been on design and optimization in two-layered 

networks. Previous works either focus on optimization in IP/MPLS over WDM 

networks, IP over SONET/SDH or on the survivability of IP/MPLS over WDM 

networks. Furthermore, additional work considers the OTN layer in the optimization 

model, but models this layer as an embedded one in the WDM layer and not as a 

separate layer. The work presented in [108] has considered OTN layer from a capacity 
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planning perspective in conjunction with the 3-layer network model, which we have 

aptly modeled from the perspective of a service-provider networks.  

 

 

 

Fig. 1.1. Contemporary Multilayer Network Architecture. 

 

In this work, we consider an optimization problem in a 3-layered network 

comprising IP as the topmost layer followed by the OTN layer that acts as opto-electro-

opto (OEO) cross-connect and then, the DWDM layer, which is a physical layer. A 

network capacity planning problem, specifically, for a 3-layer network hierarchy 

comprising an IP layer, the OTN layer and the optical DWDM layer is considered [38, 

39]. We demonstrated that network cost reduces significantly in 3-layer networks where 

OTN acts as an intermediate cross-connect layer between the IP and DWDM layers. An 

Integer Linear Program (ILP) formulation is presented to solve the problem for static 

traffic (connection) demands in the network. We aim to minimize the total interface 

deployment cost in a network where maximum traffic demands are satisfied. In addition 

to the ILP, we have proposed a heuristic approach to minimize the total interface 

deployment cost for dynamic traffic demands in large networks (up to 1000-nodes). The 

heuristic runs within reasonable computational time. The results obtained by 

implementing the heuristic algorithm and comparing it with the ILP are showcased.  
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1.3 Transport Technology Choices for Virtual Machines 

(VMs) in Data-Center and Clouds 

Cloud computing and data-centers are expected to dominate much of metro transport 

and strongly affect IT-applications and businesses. A paradigm shift has been happening 

from local computation to cloud computing. One technology that has empowered this 

paradigm shift is virtualization. Virtualization brings with it capabilities of isolating, 

consolidating and migrating workload. A sample VMware vCenter architecture is 

shown in Fig 1.2 below [67]. With the ability to move virtual machines between hosts, 

live migration has been a core feature of virtualization. Virtual Machine (VM) 

migration has been a key in making data-centers and clouds a reality from the point of 

view of the scalability and the availability of applications [61, 64]. 

 

Fig. 1.2. VMware vCenter Architecture. 

The underlying network that connects the disparate servers and storage devices 

to the rest of the network plays an important role in facilitating migration of content (of 

the VMs) across the servers; it also enables ease of connectivity for the end-user. The 

underlying network fabric that binds disparate servers, storage entities and other IT 

appliances has a stronger role to play when we move from a single data-center (DC) to a 

collection of DCs—such as in a cloud environment. Traditionally, SONET/SDH 

systems, and more recently, IP/MPLS have served as an effective interconnection 
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fabric. SONET/SDH is primarily plagued with cost and TDM-related rigidity in 

bandwidth provisioning, while IP/MPLS does not manifest the carrier-class features that 

are necessary for transport and is also seen as an expensive technology for cloud/DC 

domains. Deploying the recently standardized Carrier Ethernet technology seems an 

attractive option from both, cost and performance perspective [87]. There are two 

flavors of Carrier Ethernet that are available today—the MPLS-TP (as in RFC 5317) 

and the PBB-TE (as in IEEE 802.1Qay) [2, 11]. In this work, we propose the use of 

Carrier Ethernet as a transport technology specific to DCs and cloud environments. We 

have proposed the use of Carrier Ethernet in the data-center/cloud environments through 

an extensive simulation model. 

 

1.4 Models, Algorithms and Solution Methods for Centralized 

Control Planes to Optimize Control Traffic Overhead 

The overlapping of the control plane and the data plane in contemporary Carrier 

Ethernet (CE) networks leads to fragile and unmanageable networks. CE networks using 

packet technologies need to be more manageable, scalable and robust. It is 

recommended that the control and management planes in CE networks be decoupled 

from the forwarding and routing planes to overcome this problem [81]. As a result, we 

investigate the possibility of a centralized control plane to manage CE networks. The 

centralized control plane is a networking paradigm that abstracts and centralizes the 

control information of the network from the underlying distributed data forwarding 

infrastructure [77-80].  A logical view of centralized controlling entity is show in the 

Fig. 1.3 below [75]. In this work, we discuss the need for a centralized control plane in 

CE networks and focus on the engineering and architectural issues related to the design 

of a centralized control plane; we present an approach for the implementation of the 

Network Management System (NMS) that is central to the working of CE networks.  
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Fig. 1.3. Logical view of Centralized Controlling Entity. 

Furthermore, the problem of control traffic overhead in managed networks is analyzed 

using an appropriate simulation model.  A scheme to divide the network into smaller 

sub-networks is proposed so that total control traffic is always below a certain threshold. 

An ILP for the controllers‘ placement in the partitioned network is presented to 

minimize the total control traffic, total controllers‘ implementation cost and overall 

response time in the network. Since the ILP can solve the problem for networks with a 

limited number of nodes, two heuristic approaches are presented for larger and real-time 

provider-networks, while preserving the correctness of the ILP solution. The results 

have been showcased. 
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Chapter 2 

Carrier Ethernet and BVID allocation Problem 

2.1. Journey of Carrier Ethernet 

Carrier Ethernet is being heralded as the next major innovation in transport technology 

and is being sought after in both, the enterprise and the service provider worlds. The 

migration of Ethernet from an infrastructural solution to a transport solution has been 

brought about by the emergence of data-networking and rich multimedia applications 

that are not suited to legacy SONET/SDH [1] transport. There have been two critical 

standardization processes that brought about the advent of Carrier Ethernet—the work 

in the IEEE called the Provider Backbone Bridging - Traffic Engineering [2] and the 

joint work in the IETF and ITU called the Multi-Protocol Label Switching-Traffic 
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Profile or MPLS-TP [3]. The former approach of PBB-TE makes use of the existing 

Ethernet internetworking, switching and bridging architecture to create a new carrier-

grade transport philosophy; the latter approach of MPLS-TP undercuts MPLS features 

to develop it into a transport technology [4]. Both approaches are distinct protocol-wise 

but similar conceptually, though the PBB-TE approach has gone through better 

evolution, resulting in a wide number of 802.1 standards (such as 802.1ad, 802.1ah, 

802.1Qay, P802.1as and 802.1ag). In comparison, the MPLS-TP work has gained better 

acceptance due to the massive installed base of MPLS within metro and core regions.  

The focus in this report is an acute problem in the PBB-TE domain that has the 

potential to make PBB-TE fail completely from a provisioning and implementation 

perspective. This problem is important due to the already accomplished standardization 

of PBB-TE and the direct relevance it has to high-speed networks that are currently 

being built. To understand this problem, first, we briefly discuss the evolution of the 

Ethernet technology and the working of PBB-TE. Please note that the pictures for the 

frame formats have been re-created but essentially the same as the pictures which 

appeared in IEEE standards such as [2, 5-7]. 

 

Fig. 2.1 Carrier Ethernet general frame format. 

 

2.1.1 CSMA Ethernet 

- Conventional CSMA Ethernet relies on the principle of MAC learning and 

Spanning Tree Protocol (STP) to enable end-to-end communication.  

- Given the absence of any priority information in Ethernet frames and the 

likelihood of huge spanning trees, the IEEE 802.1Q (tagged VLAN) standard 

was introduced. 
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2.1.2 IEEE 802.1Q 

- At this stage, an Ethernet domain could be divided into sub-domains or 

VLANs, or VLANs could simply be tagged to produce 8QoS levels.  

- A single VLAN had 12-bits to denote the VLAN ID (VID) resulting in 4096 

(effectively 4094 with 2 reserved) tags, and 3-bits to denote 8 priority 

levels—meaning that the service provider network could only support 4094 

unique service instances [6].  

- The problem was further aggravated considering that customers connected to 

a service provider 802.1Q network may also have had their own VLANs 

(within customer premises)—which led to the use of separate or stacked 

VLANs—one for the customer (CTAG) and one for the service provider 

(STAG). This led to the Q-in-Q standard as defined by the IEEE 802.1ad [7].  

 

Fig. 2.2 802.1Q frame format. 

 

2.1.3 IEEE 802.1ad 

- 802.1Q solved the problem of demarcation between customers and providers 

VLANs.  

- However, the problem of security, from the provider‘s perspective persisted 

since the provider had to learn the customer‘s MAC address, thus, exposing 

the providers‘ edge and core bridges to potential MAC security violations. 
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To facilitate appropriate demarcation between the customer and the provider, 

the 802.1ah or provider-backbone-bridging [5] standard was introduced. 

 

2.1.4 IEEE 802.1ah (PBB) 

- 8201.1ah allows the customer frame with the CTAG and provider-added 

STAG to be fully encapsulated in a provider backbone bridge frame with a 

Backbone Service Instance ID (I-SID), provider network-specific VLAN-ID 

(BVID) and backbone MAC (BMAC).  

- The generation of BVID depends on an intermediate instantiation service ID 

called ISID that is service-specific and network-wide unique. The ISID is a 

24-bit VID (as opposed to the CTAG, STAG or BVID, which are all 12-bit 

values).  

- The ISID maps a service to a network-specific VID, but for forwarding 

purposes, the ISID needs to be mapped to a generic switch (one that is 

backward compatible with 802.1Q)—for which a 12-bit BVID is introduced.  

- The BVID along with the BMAC address is used by switches for forwarding 

purposes leading to a network-wide unique 60-bit address.  

- Multiple ISIDs may be mapped to a BVID—as the number of BVIDs is 

restricted to 4094. The BVID mapping in a PBB network is dependent on a 

Multiple Spanning Tree Protocol (MSTP) [4-7].  

- Due to the dependence on STP and MAC learning, PBB results in 

probabilistic latency, and hence, is not carrier-class. To absolve this, PBB-

TE was introduced.  

 

 
Fig. 2.3 IEEE 802.1ah frame formats. 
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Fig. 2.4 Carrier Ethernet frame format evolution. 

 

2.1.5 IEEE 802.1QaY (PBB-TE) 

- In PBB-TE, MAC learning and STP are both turned OFF and BVIDs are 

assigned manually [2].  

- To conserve BVIDs (restricted to 4094), they are often re-used, thus 

mapping several ISIDs to a single BVID.  

- The standard does not consider the specific algorithm by which a BVID is 

assigned to a particular service and maximizing of the number of services in 

a network-graph, given the fixed number of BVIDs.  
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Fig. 2.5. Configuring Ethernet trunks (LSPs) with PBB (802.1ah). 

 

2.1.6 MPLS/MPLS-TP 

Parallel to the IEEE standardization process, ITU too was developing a carrier-centric 

mechanism to transport Ethernet or equivalent Layer-2 transport services. The 

underlying assumption guiding ITU‘s development centered on the abundance of 

IP/MPLS routers spanning the core of most metropolitan domains with Ethernet 

supportive interfaces. To transport Ethernet services, the ITU initiative is called 

transport-MPLS—derived from MPLS, making it connection-oriented and carrier 

centric. MPLS-TP is somewhat similar to PBB-TE, in the sense that both are 

connection-oriented and the control planes are assumed to be independent of the data 

plane, much like the optical supervisory channel in metro WDM networks. MPLS-TP is 

similar to MPLS in certain aspects, such as the use of labels and the method of 

forwarding; however, there are also differences. Among these, the primary difference is 

in the manner in which labels are used: while MPLS does label switching along multiple 

paths for a single flow and assumes bidirectional paths, MPLS-TP neither supports 

bidirectional paths nor the spreading of the flow into several disjoint paths. MPLS-TP 

sets up one tunnel from source to destination (no stopping at the penultimate node as in 

case of MPLS). This tunnel, due to its deterministic nature of bandwidth and delay, 
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provides a carrier class solution for the transport of any payload (not just Ethernet) [3, 

4]. 

 

2.2 BVID Allocation in PBB-TE Networks 

2.2.1 Introduction 

The approach of PBB-TE makes use of the existing Ethernet switching and bridging 

framework to create a new carrier-grade transport philosophy. The approach of MPLS-

TP, relaxes MPLS features to develop a transport technology [4]. Both approaches are, 

protocol-wise, distinct, but conceptually similar. The PBB-TE approach has gone 

through a longer evolution resulting in a wide number of 802.1 standards (such as 

802.1ad or MAC bridges, 802.1ah or Provider Bridges, 802.1Qay or PBB-TE, P802.1as 

or shortest path bridging and 802.1ag or connectivity fault management). In 

comparison, the MPLS-TP work is better positioned due to the massive installed base of 

MPLS within metro and core regions. The ready standardization of PBB-TE has implied 

that equipment is available today for the deployment of PBB-TE-based networks.  

 

In PBB-TE networks, spanning tree and MAC learning are switched-off. 

Ethernet frames are forwarded using network-wide VLAN identifiers called Backbone 

VLAN Identifiers or BVIDs that are used in conjunction with a manufacturer-assigned 

MAC address, called Backbone MAC (BMAC) or Backbone Destination address (B-

DA) (Fig. 2.3, pg. 14). Though a combined 60-bit identifier is sufficient to achieve 

scale, in practice, a small number of BVIDs are actually allocated to the PBB-TE 

switches/routers to reduce the processing complexity and cost of the device. Given the 

limited availability of BVIDs in a network on account of the basic tag format (4-byte 

with 12-bits allocated as an identifier), it is desirable to reuse tags to facilitate larger 

service instance provisioning. Unplanned reuse of the BVIDs (as is the current case) 

results in conflicts in connection requests (ringing problem, as explained in Section 

2.2.3). This problem has the potential to fail PBB-TE from the perspective of service 

provisioning and scalability, especially, when we consider that most Carrier Ethernet 
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deployments would be upgrades to SONET/SDH interconnected ring networks. The 

interconnected ring network presents a unique case, whereby, for purposes of load 

balancing two connections between a source in one ring and destination in another ring 

can possibly go through a common intersection point. The problem of BVID allocation 

typically arises when connection requests graphically (partially) overlap and subside at 

a common destination node but have different paths beyond the first overlapping 

segment/node. In such a situation, if two requests are assigned the same BVID, then the 

60-bit BMAC+BVID identifier would be common for both paths. This implies that the 

switch that is responsible for forwarding the requests at the egress of the overlap would 

not be able to differentiate between the two requests. This would lead to a common 

entry, implying two different output ports in the PBB-TE table at the switch, resulting in 

the failure of the switch. This is the BVID allocation problem (described in detail in 

Section III).  To consider an illustrative example of the BVID allocation problem, 

consider Table 2.1. 

 

 

TABLE 2.1: Cases for BVID Allocation Problem. 

 

As can be seen in Table-1, in the top 3 cases, when the source and destinations 

are unique, the BVID can be reused, resulting in no problems with scalability. However, 
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the last two cases are where the problem occurs. In these two cases, there is a graphical 

overlap for two connections between a common source-and-destination. This leads to 

the limitations in scalability when the BVID is reused, implying that the forwarding 

table has a common 60-bit entry for two output ports.  

 

While the premise of this problem seems, at first, to be a corner case in 

networks, it turns out that this corner case is actually quite prevalent. Given that CE is 

being considered as a replacement for SONET/SDH networks, which in most cases 

manifests as interconnected rings, the deployments for CE are also interconnected rings. 

If the source is in one-ring and the destination node in another ring, then the CE ELINE 

that connects source to destination must pass through the common interconnection 

point. Now, if this source-destination pair has heavy traffic granularity requirement, 

there may be several ELINEs between the source and destination. Since both versions of 

CE (PBB-TE and MPLS-TP) do not support equal cost multiple paths as an automatic 

option, the Network Management System (NMS) will route some demands using a 

particular path through the interconnected rings, while other demands will be routed 

using the wrap-around paths in the same interconnected rings or mesh networks. These 

set of paths meet at the interconnection point and again diverge only to meet at the 

destination. This is the premise of the BVID allocation problem and it does happen that 

this is quite prevalent in interconnected ring and mesh networks—the bulk of metro 

topologies. We note that the work is about solving a practical problem that would 

immediately impact the deployment of Carrier Ethernet networks. The goal is to find an 

engineering solution that is efficient (in terms of implementation ease).  

 

This part of the work discusses how to assign and reuse BVIDs to CE streams 

in a network. In particular, an optimal allocation strategy of BVIDs is discussed here. A 

related problem of service merging that results in an intrinsic deterrent to the reuse of 

BVIDs is also considered and solved using both an optimal solution (for the 

static/offline case) and a heuristic solution (the static as well as the dynamic/online 

case).  
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2.2.2 Related Work 

In this work we propose the general BVID allocation problem by extending our 

preliminary work on this problem first proposed in [8]. Specifically, we have modified 

the Integer Linear Program (ILP) proposed in [8] to make it exhaustive by adding 

constraints that maintain the linearity of the formulation. In this extended version, we 

have discussed the complexity of the BVID Allocation problem and proved it to be NP-

complete. The modified ILP has led to detailed results (up-to 40-node topology) that are 

useful for comparison with the heuristics as well as to serve as a benchmark for PBB-

TE implementation. In [8], we have presented a preliminary heuristic to solve the BVID 

problem, while, in the extended version, we have presented four different approaches 

for BVID assignment. We have presented exhaustive results (up-to 200 nodes and 5000 

connection requests) to gain better insights into the performance of the proposed 

heuristics and for a comparison between the different approaches. Results demonstrate 

the scalability of the algorithms and exhaustiveness of the results in practical scenarios. 

In addition, we have analyzed the complexity of the proposed heuristic algorithms. 

To the best of our knowledge, this problem has not yet been considered. The 

adjacent problem of label assignment in MPLS networks [15, 19] has been considered. 

The problem in MPLS networks is different from PBB-TE networks in the sense that 

label swapping and merging is allowed in MPLS [20, 21, 23]. This means that it is easy 

to obtain a string of labels, value of which is unique for different overlapping paths. 

Hence, the BVID allocation problem and MPLS label assignment problems [31, 34], 

though similar in structure, are quite different in principle. A scheme for MPLS label 

space reduction is shown in [22, 32]. This scheme is interesting to note, as it tackles a 

similar problem. Since the work in [22] was prior to the standardization of PBB-TE, it 

does not consider the PBB-TE case which is different on account of the failure which 

occurs due to certain graphical properties. However, [22] concludes that with a large 

number of services, the performance of a network with labels (and hence also with tags) 

is adversely impacted unless there is an effective label space reduction technique 

deployed. This work, hence, gives us the necessary motivation for adopting BVID 

minimization to PBB-TE networks. Note that in MPLS, there is no limit to the addition 
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of labels. This is not the case in PBB-TE networks—where we are restricted to a single 

BVID tag. 

2.2.3 BVID Allocation: A Primer and Example 

To understand the BVID allocation problem, we briefly discuss the working of PBB-TE 

[2, 8]. Conventional Carrier Sense Multiple Access (CSMA) Ethernet relies on the 

principle of MAC learning and Spanning Tree Protocol (STP). Given the absence of any 

priority information in Ethernet frames and the likelihood of huge spanning trees, the 

IEEE 802.1Q (VLAN) standard was introduced. With 802.1Q, an Ethernet domain can 

be divided into sub-domains (VLANs), or VLANs could be tagged to produce 8 QoS 

levels [5-7].  

 

A single 4-byte VLAN had 12-identifier bits to denote the VLAN ID (VID) 

resulting in 4096 (effectively 4094 with 2 reserved) tags, and 3-bits to denote 8 priority 

levels—implying that the service provider network could only support 4094 unique 

service instances. The problem was further aggravated considering that customers 

connected to a service provider 802.1Q network could also have had their own VLANs 

(within customer premises) —which led to the use of separate or stacked VLANs—one 

for the customer (CTAG) and one for the service provider (STAG). This led to the Q-in-

Q standard (IEEE 802.1ad). Q-in-Q solved the problem of demarcation between 

customer and provider VLANs [7]. However, the problem of security from the provider 

perspective persisted as the provider had to learn the customer‘s MAC address, thus, 

exposing the providers‘ edge and core bridges. To facilitate proper demarcation between 

the customer and the provider, the 802.1ah or provider-backbone-bridging [5] was 

introduced—allowing the customer frame with the CTAG and provider-added STAG to 

be encapsulated in a provider backbone bridged frame with a Backbone Service 

Instance ID (called ISID), provider network-specific VLAN-ID (BVID) and backbone 

MAC (BMAC).  

 

The generation of BVIDs depends on an intermediate instantiation service ID 

– ISID which is service-specific and network-wide unique. The ISID is a 24-bit VID (as 
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opposed to the CTAG, STAG or BVID which are all 12-bit values). The ISID maps a 

service to a network-specific VID. However, for forwarding purposes, the ISID needs to 

be mapped to a generic forwarding address (one that is backward compatible with 

802.1Q)—for which a 12-bit BVID is introduced. The BVID along with the BMAC 

address is used by switches for forwarding in PBB-TE networks—leading to a network-

wide unique 60-bit address. Multiple ISIDs need to be mapped to a single BVID (in a 

sense that, services which are graphically overlapping and subtending to the same 

destination may be assigned the same BVID) since the number of BVIDs is restricted to 

4094 [30, 33]. To conserve BVIDs (restricted to 4094 or less), they are often reused. 

The standard does not consider the specific algorithm of how a BVID is assigned to a 

particular service and how to maximize the number of services in a network-graph, 

given the fixed number of BVIDs. Impromptu reuse of the BVIDs might result in a 

conflict of connection requests in a network. A much larger problem is when the same 

BVID is allocated by a network management system to two or more partially 

overlapping paths, as elaborated in section 2.2.3. This chapter discusses mechanisms to 

allocate BVIDs in a PBB-TE network [6-12] so as to satisfy a maximum number of 

connection requests. In a PBB-TE network, the communication between the source and 

the destination occurs by provisioning of managed paths [2, 23-24]. The mechanism of 

provisioning managed paths enables PBB-TE to facilitate deterministic delay and 50ms 

protection switching to a backup path. These paths are identified at a switching node—

either an edge or a core backbone bridge—using the 60-bit BVID+BMAC identifier.  

 

Apart from providing managed services, the manual set up process allows for 

the creation of multiple paths between a pair of source and destination nodes. This is 

necessary when we consider the issue of provisioning more than one service request 

between a source and destination pair [25, 26]. The paths provisioned for service 

requests may or may not follow the same route from the source to the destination, as 

explained in Section I. In this situation, each service is provisioned on a different path. 

It may happen that these multiple provisioned paths pass through a common 

intermediate bridge (switch). This is where the BVID assignment problem arises. 

Consider the scenario shown in Fig. 2.6 where two connection requests arrive between 

source V1 and destination V6. Both the connection requests pass through common 
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switches V2 and V5 and then diverge to follow different paths towards the destination 

node V6. Another situation that will lead to the BVID assignment problem is when two 

services are requested from different source nodes to the same destination node, and the 

paths provisioned to these services pass through a common node. This is shown in Fig. 

2.7 where two connection requests are between source V1 and destination V7 and source 

V2 and destination V7, respectively. Both the connection requests pass through common 

switches V3 and V6 and then diverge to follow different paths towards the destination 

node V7 [8, 105].  

 

Fig. 2.6. Two service requests between a source-destination pair and passing through the 

common nodes. 

 

Fig. 2.7. Two services from different sources to the same destination and passing through 

common nodes. 



  
 

 

24 
 

In both the scenarios explained above, the problem is that the same BVID is 

assigned to two or more connections that have certain (well-defined) graphical 

properties causing discrepancy in the switch forwarding plane. However, given the 

limited number of BVIDs in a network (restricted to 4094 instances), there is a need to 

reuse the same BVID across multiple paths [6]; this means that this problem of BVID 

replication need to be addressed. Another common practice in traffic-engineered 

networks is to allocate a small number of dedicated BVIDs to each switch. This reduces 

the size of the forwarding tables that ultimately reduces the cost of the switch [18]. If 

we use the same BVID to provision multiple paths between the same source-destination 

pair, and further, if the paths cross or share the same set of links, then there will be a 

switching problem that would result in the failure of the PBB-TE system. This means, 

the switching fabric at a common node should have—for the same BMAC 

(corresponding to the destination) and the same BVID—a different output port 

mapping; it is not possible to have different mappings for the same 60-bit address. This 

is explained in Fig. 2.8. 

Consider Fig. 2.8, where two services R1 and R2 are provisioned over paths P1 

and P2. Paths P1 and P2 intersect at node V3. Service R1 enters node V3 at port interface 

O3 while service R2 enters node V3 at port interface O6. Both R1 and R2 desire to exit 

node V3 at interfaces O4 and O7, respectively. It is not possible to have different 

mappings for the same 60-bit address. Both the paths use the same 60-bit address to 

identify different ports, which causes a discrepancy in the forwarding table of the 

switch. Hence, the switch will not be able to differentiate traffic on the two outgoing 

tributaries. This can lead to ringing between the ports (random traffic passed to random 

ports) and lead to failure in provisioning the services R1 and R2, ultimately leading to the 

failure of the PBB-TE network. 
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Fig. 2.8.   Node V3  is not able to forward the packets to the appropriate interface. 

To avoid this issue of assigning the same BVID to multiple paths that are 

heading to a common destination, we propose four BVID allocation algorithms. These 

algorithms are optimized to use the least number of BVIDs to provision the maximum 

amount of traffic in the network [8]. To understand the severity of this problem, a 

general case is also considered, whereby, many source-nodes desiring to communicate 

to a common destination node experience the BVID assignment problem. In this general 

case, if the same BVID is used across each of the requests and if these requests have any 

common intermediate node, then this node would not be able to process and 

differentiate between individual requests [8]. To enable multiple overlapping paths to 

the same destination node, it is imperative that a unique BVID be allocated to every 

path (as shown in Fig. 2.9). As every network can support a finite number of unique 

BVIDs (4094 or less), we need a mechanism to allocate and reuse these BVIDs such 

that maximum connections can be provisioned in the network [8].  

 

Fig. 2.9. The path followed by a frame with distinct BVIDs. 
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2.2.3.1 Formal definition of the BVID allocation problem: For a more intuitive 

understanding of the BVID allocation problem, we define the term ―Conflicting 

Connections‖ for two connection requests ci and cj in a network, which satisfy the 

following properties: 

1. ci and cj have the same destination node; 

2. ci and cj have one or more common nodes(excluding the destination) on the paths 

allocated to them, and; 

3. The part of the paths allocated to ci and cj, after the 1
st
 common node does not 

contain the same set of nodes. 

The idea is that while allocating BVIDs to the connection requests, no two Conflicting 

Connections should be assigned the same BVID. The BVID allocation problem is then 

stated formally as: Given a set of connection requests, C, choose a path for each request 

and allocate to each request a BVID:  

1. The paths are the best-fit paths available (bandwidth capacity) from the source to 

the destination, for each ci, satisfying the service granularity, and; 

2. Maximum number of connection requests can be satisfied in the network [8]. 

Let G = {V, E, W} be the graph representing the network topology, where, V = set of 

vertices indicating the switches in the network. E = set of edges indicating the active 

links between switches (vertices). W = capacity of each link. 

Let ci  C be i
th

 connection request between vertices s and d with granularity w: s, d V 

and w ≤ max (W). 

Let B = set of BVIDs that can be allocated in the network. 

Let   
  be a potential path for ci. 

Let Bd = set of all the BVIDs associated with vertex d. 

  bi  Bd, let  LBd =  set of paths such that bi is allocated on that path. 
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To provision a new path, a BVID b should be allocated such that it does not result in 

conflicting connections. The necessary conditions to ensure the above constraint are: 

     

      
, let b  be a BVID associated with    

  . 

If   
  ∩    

     = {v1, v2... vn}: ∑       

  vi      

Let    

  be a sub-path of    
 between vi and d and    

   be a sub-path of    
  

 between vi and 

d’. If both the sub-paths traverse the same set of nodes, then the same BVID can be 

allocated to a connection request ci. If the two sub-paths are different, then a different 

BVID has to be allocated. 

If    
      

   then b = b , 

else b ≠ b . 

2.3 Optimal BVID Allocation and Complexity 

2.3.1 Integer Linear Program (ILP) Formulation 

In this section, we formulate the static BVID allocation problem as a constrained 

optimization problem. We assume that ‗N‘ connections are requested over a network 

and total ‗B‘ BVIDs are available. Our goal is to maximize (up to N) connections using 

the pool of B BVIDs.   

Indices:  

1. p, q  P, indices for paths. 

2. i, j, k  N, indices for connection requests. 

3. b  B, indices for BVIDs used. 

The input parameters to the ILP formulation are as shown below: 
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1. P: Number of relevant paths in the network through which these connection 

requests can be satisfied. 

2. B, N as defined above. 

3. D  Z
PxP

 is a PxP matrix such that:  

     {
                                  
                                                 

 

4. E  Z
NxP

 is a NxP matrix such that:  

     {
                                         

                                                             
                                                                  

 

The decision variables are: 

5.       {
                                     
                                                    

 

6.   
  {

                            
                                     

 

7.     {
                                    
                                                       

 

The model that includes the above decision variables will suffice to yield a feasible (and 

implementable) solution to the BVID allocation problem.   

Objective: Our objective is to maximize the number of connection requests satisfied. 

Hence:   

Maximize kj     

Subject to the following set of constraints:  

 

Each connection request should be allocated a feasible path. 

Xkj ≤ Ekj      k, j                                                     (1) 
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Each connection request must get one path at the most (no splitting of requests among 

paths is permitted).  

j     ≤ 1      k; and  k     ≤ 1      j                 (2) 

Every provisioned connection request must have an associated BVID. 

∑   
 

   = j           k.                                       (3) 

 

Transitivity between i, j and k: 

                                                                  (4) 

  
    

                                      (5) 

                     
    

     i, j, k, b                     (6) 

 

If connection request i and j are assigned the same BVID and are assigned path p and q, 

respectively, then path p and q should be non-conflicting paths. 

                                                        (7) 

Reflexivity on Z: if connection request i and j are assigned the same BVID, then the 

reverse should also hold true. Thus, 

                                                                     (8) 

 

The decision variables X, Y and Z can have only binary values. 

       
 ,      {   }                                         (9) 

The ILP attempts to maximize the connection requests provisioned in a given 

network with a given set of BVIDs satisfying all the aforementioned constraints. The 

ILP is computationally intensive and shown to be NP-complete (as shown in the next 
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section). The NP-completeness implies that there is a need for fast heuristic algorithms 

that compute the BVID matching in tractable time. In the subsequent sections, we 

propose four different heuristics for efficient BVID allocation in tractable time. 

 

2.3.2 Complexity of the BVID Allocation Problem 

To prove NP-completeness of the BVID allocation problem, we demonstrate that 

solving the n-graph-coloring problem will solve the Static BVID Allocation problem 

[13, 14].  Initially we convert an instance of a graph coloring problem to an instance of 

BVID allocation problem. Graph 1 shows a 4-node graph for the graph coloring 

problem: 

G
’’
 = {V

’’
, E

’’
} be an undirected graph. 

V
’’
 = Set of vertices. 

E
’’
 = Set of edges between the nodes in V

”
.   

 An algorithm is now presented to convert the instance of a graph coloring 

problem into a network with a set of connections; the output is shown in Graph 2. The 

number of connections in graph 2 (called G) is equal to |V
’’
|.  

1. Create a separate node d  V in G for each disjoint graph in the given graph G’’
.
 

2. Create a node vi  V in G for each node v
’’

j  V
’’
. 

3. For every edge e
’’

k  E
’’ 

between nodes v
’’

i and v
’’

j  V
”
, create a node sk  V in an 

auxiliary graph G such that k is set to 1 and is incremented for every edge in the 

original graph G
’’
.  

4. Each node in V
’’
 represents a connection request, and each edge represents a 

conflict between the two requests. Accordingly, we build paths for connection 

requests by adding edges er  E in the new graph G.  

5. For example, in Graph 1, nodes v
’’

1 and v
’’

2 are connected by an edge. It 

corresponds to 2 conflicting connection requests in G (Graph 2). To build these two 
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connection requests, we connect d to corresponding vi  V. E. g. in Graph 2, we 

connect d to v1 and v2.  

6. Next, we extend these connection requests to a corresponding destination node sk  

V. For example, in Graph 2, we extend connection 1 from d-v1 to d-v1-s1. Similarly 

we extend connection 2 from d-v2 to d-v2-s1.  

7. Now consider nodes v
’’

1 and v
’’

3 in Graph 1. We create connection 3, as explained in 

steps 5 and 6. However, we have already created a connection 1. Hence, we extend 

the connection 1 to the next node sk+1  V such that connection 1 and 3 conflict 

(since there is an edge between in v
’’

1 and v
’’

3 Graph 1). Now, connection 1 has a 

path d-v1-s1- s2 in Graph 2. 

8. We repeat the steps 5-7 for all the nodes in G
’’
. The numbers on the edges in G 

indicate which connection/s that particular edge is a part of. The resultant graph of 

the algorithm above is shown in Graph 2 below. 

 

From the construction of the network graph explained in the algorithm above, it 

is evident that if no two adjacent nodes have the same color in Graph 1, the connections 

in the Graph 2 can be assigned the BVIDs satisfying the condition mentioned above (no 

two Conflicting Connections are assigned the same BVID) [28, 29].  
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We now convert a BVID problem to a graph-coloring problem. Consider a 

Graph 3-a shown below: 

Consider that we have two BVIDs available (b1 & b2). Now consider a set C’ of 

connection requests such that C’ = {c1, c2, c3}. Connection requests c1, c2 and c3 are 

such that path followed by them are via nodes 1-3-4-6-7, nodes 2-3-5-6-7 and nodes 1-

3-5-6-7 respectively. We observe that c1 (solid line) conflicts with c2 (dashed line) and 

c3 (dotted lines).  

 

Graph 3. Graph for the BVID assignment problem and the graph coloring problem. 

Let c1, c2 and c3 represent separate nodes in the undirected Graph 3-b such that: 

G’ = {V’, E’} and V’ = Set of vertices with each vertex representing a connection 

request ci in C’ in Graph 3-a. E’ = Set of edges between the nodes in V’.  There exists an 

edge between the nodes i and j  V’ if the corresponding connection requests ci and cj  

C’ are Conflicting Connections. In this case, the graph will resemble Graph 3-b given 

above. The graph coloring problem in the Graph 3-b can be solved with two colors. For 

example, node 1 is assigned Red (R) and nodes 2 and 3 are assigned Blue (B); no two 

adjacent nodes have the same color. Let us map these colors to the BVIDs, say, R = b1 

and B = b2. We observe that if connection request c1 is assigned BVID b1 and 

connection requests c2 and c3 are assigned BVID b2, the BVID assignment problem is 

also solved. 
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Coloring of V’ with n or less colors so that no two adjacent vertices have the 

same color will solve the problem of BVID allocation. Thus, finding a feasible coloring 

scheme will result in finding a feasible BVID allocation scheme. Essentially, we have 

converted the graph-coloring problem into a BVID allocation problem, thereby 

completing the proof for NP-completeness [16, 17].  

2.4 Heuristic Approached for BVID allocation 

In this section, we propose four heuristic algorithms to assign BVIDs in a network with 

dynamically arriving connection requests and a limited pool of BVIDs. The common 

approach in these algorithms is to reuse the BVIDs from a set of already allocated 

BVIDs. The algorithms we have proposed in this section differ in the method/steps by 

which the BVIDs are selected from a set of already used BVIDs. Note that these 

algorithms have been chosen from among multiple others, particularly because the 

performance of these algorithms compares well with the optimal, while they continue to 

be tractable in terms of complexity. The choice of the heuristics was determined by our 

goal of being able to meet the dynamic traffic provisioning scenario in tractable time 

[27]. In addition, we assume that each connection request is associated with some 

capacity (service granularity). Each link that is in the path allocated to a connection 

request should satisfy the service granularity of that connection request.  

2.4.1 Sequential BVID Allocation 

To assign a BVID, we create an auxiliary graph G’ from the physical network topology 

G, by removing all the edges/links that do not satisfy the service granularity requested. 

The potential path for the service request is the best-fit path between source and 

destination in G’.  The set of BVIDs for that potential path are checked for conflicting 

connections. We begin by proposing an algorithm in which the BVIDs are selected 

sequentially from a set of used BVIDs. The algorithm is stated below. 

Let R(sr, dr, wr)be a service request, 

Where, sr = source node, dr = destination node and wr = service granularity. 

Let G{V,E,W} be the actual physical network topology. Let {e} : we< wr, 
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G’ = G – {e},  

Lsd = shortest path between (s, d), 

Let B = {All BVIDs allocated on Lsd}, 

for each bi in B  

begin 

Let    
 be graph of all the links associated with BVID bi 

                                       

     
    . 

If a cycle exists in    

   then discard bi and select the next BVID. 

else return bi. 

end 

If no valid BVID  B satisfies the required constraints 

begin 

Calculate next shortest path (that excludes node(s) in Lsd with >32 BVIDs) which is 

edge disjoint with the previous path between sr and dr and perform the steps 

mentioned above. 

If no path is available, then select the select the most optimal path and assign any 

unallocated BVID. 

End 

2.4.2 Random BVID Selection 

In this algorithm, we select the BVIDs from set B randomly, instead of sequentially. 

The details of this algorithm are given below. We also note that the Random BVID 

selection technique is a variant of the Sequential algorithm.  

 

Let R(sr, dr, wr) be a service request, 

Where, sr = source node, dr = destination node and wr = service granularity. 

Let G{V,E,W} be the actual physical network topology. Let {e} : we< wr 
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G’ = G – {e}  

Lsd = shortest path between (s, d), 

Let B= {All BVIDs allocated on Lsd} 

while all the BVIDs from B are not processed, repeat 

begin 

Select BVID  bi  randomly from B  

    begin 

Let    
 be graph of all the links associated with BVID bi 

            

     
     

If a cycle exists in    

  then discard bi and select the next BVID. 

Else return bi. 

    end 

end 

If no valid BVID  B satisfies the required constraints, 

begin 

Calculate next shortest path (that excludes node(s) in Lsd with >32 BVIDs) which is 

edge disjoint with the previous path between sr and dr and perform the steps 

mentioned above. 

If no path is available, then select the select the most optimal path and assign any 

unallocated BVID. 

End 
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2.4.3 Weighted BVID Selection 

In this heuristic, we will select the BVIDs depending on the weights associated with the 

BVIDs. The weight associated with a BVID is the number of distinct links associated 

with that particular BVID.  Our approach is to select the least weight BVID from a set 

B. This approach reduces the possibility of loops to be formed. The heuristic algorithm 

is explained below. 

Let R(sr, dr, wr) be a service request 

Where, sr = source node, dr = destination node and wr = service granularity. 

Let G{V,E,W} be the actual physical network topology. Let {e} : we< wr 

G’ = G – {e}  

Lsd = shortest path between (s, d) 

Let B= {All BVIDs allocated on Lsd with weight xi associated with each BVID bi } 

sort B in the ascending order of the xi 

For each bi in B  

begin 

Let    
 be graph of all the links associated with BVID bi 

                                       

     
    .  

If a cycle exists in    

  then discard bi and select the next BVID. 

else return bi. 

end 

If no valid BVID B satisfies the required constraints 

begin 
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Calculate next shortest path (that excludes node(s) in Lsd with >32 BVIDs) which is 

edge disjoint with the previous path between sr and dr and perform the steps 

mentioned above. 

If no path is available, then select the select the most optimal path and assign any 

unallocated BVID. 

end 

The algorithms mentioned above differ in the manner by which BVIDs are 

reassigned to the non-conflicting connection requests. In the heuristics proposed we 

prepare a set of already used BVIDs and attempt to reuse these to minimize the total 

number of BVIDs. The difference in the proposed heuristics is how the BVID is 

selected from the set of already used BVIDs. In the Sequential BVID selection heuristic, 

we start from the beginning of the set until we get a valid BVID to reuse. In Random 

BVID selection heuristic, a BVID is chosen randomly to be reused, while in the 

Weighted BVID selection heuristic, in addition to the set of already used BVIDs, we 

maintain weights associated with each BVID. These weights indicate the number of 

links, the BVID that has been used. We select the BVID from the set which has the least 

weight associated with it.   

2.4.4 Weighted Links and Weighted BVID Allocation 

This heuristic is a variant of a Weighted BVID allocation algorithm and differs from the 

already proposed algorithm in the steps by which the weights are assigned to the links in 

the network as well as to the BVIDs. The weight associated with a link indicates the 

total number of paths in which that particular link has been utilized. It is obvious that 

the more the weight of a link, the higher the probability that the path comprising that 

link will conflict with the new incoming path. Initially all links have ZERO weight 

assigned. In addition, we impose a penalty (constant positive integer P) on a link if the 

link is a part of a sub-path which causes conflict with an already allocated path. The 

penalty is P.N, where N is the number of paths with which the sub-path comprising that 

link is causing conflicts. In this variant of the Weighted BVID allocation algorithm, we 

have relaxed the constraint of choosing the shortest path. Instead, for an incoming 
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connection request, we attempt to find a path which comprises links that have as less a 

weight as possible. 

Let R(sr, dr, wr) be a service request 

Where, sr = source node, dr = destination node and wr = service granularity. 

Let G{V,E,W} be the actual physical network topology. Let {e} : we< wr 

G’ = G – {e}  

Lsd = WeightedLinkPath (s, d) 

Let B= {All BVIDs allocated on Lsd with weight xi associated with each BVID bi } 

sort B in the ascending order of the xi 

For each bi in B  

begin 

Let    
 be graph of all the links associated with BVID bi 

                                       

     
    .  

If a cycle exists in    

  then discard bi and select the next BVID. 

else return { bi}. 

end 

If no valid BVID B satisfies the required constraints 

begin 

Calculate next WeightedLinkPath(s, d) (that excludes node(s) in Lsd with >32 BVIDs) 

which is edge disjoint with the previous path between sr and dr and perform the steps 

mentioned above. 

If no path is available, then select the select the most optimal path and assign any 

unallocated BVID. 
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end 

The sub-routine ‗WeightedLinkPath’ calculates a path for an incoming connection 

request that comprises the links that have as minimum of weights as possible while 

satisfying the link-capacity constraint. If no BVID could be allocated from the already 

used set of BVIDs to the chosen path between the source and the destination, the routine 

then finds next sub-optimal path. This process continues till all the possible paths are 

tested. If no path exists for which a BVID re-use is possible, a new BVID is allocated to 

the next best path.  The newly proposed heuristic ―Weighted Links and Weighted BVID 

Allocation‖ outperforms all the three already proposed simple heuristics; however the 

execution time for this algorithm is much more than that of its variants. 

2.4.5 Complexity Analysis 

In case of the first three algorithms, the complexity of the best-fit path finding module is 

O(N
2
), where N is the number of nodes in the network (Dijkstra's algorithm). Assume 

that the average number of BVIDs associated with each path that we calculate is B. It 

means that, the first loop in the heuristics will get executed for B number of times. In 

addition, assume that the average number of links associated with each BVID is L`. 

Hence, the complexity of the module to find the loop in the network is O(N+L`). We 

find the next best-fit path if no BVID can be reused on the current path. This process is 

repeated B times. We find k-next best-fit paths before we assign an unused BVID to the 

new request. Hence the complexity of the complete algorithm is: O(N
2 

+ k*B*N + 

k*B*L`+ k*N
2
). This term is reduced to O(N

2
) by discarding the constants.  

The complexity of ―Weighted Links and Weighted BVID‖ algorithm is bounded by 

the complexity of a sub-routine—‗WeightedLinkPath‘. In this case, the complexity of 

the sub-routine is O(N
2
*L), since we are comparing each path with each link for a 

possible conflict. Keeping the rest of the assumptions same, the overall complexity of 

the heuristic is: O(N
2
*L + k*B*N + k*B*L + k*N

2
*L). The whole term can be 

approximated to O(N
2
*L) by dropping the constants and keeping higher degree terms. It 

shows that the complexity of the heuristic is dependent on N and L, where N is the 

number of nodes and L is the number of links. We observe in Table 2.2 that the 
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execution time for the ―Weighted Links and Weighted BVI” algorithm increases rapidly 

compared to the previous three algorithms as the size of the network grows. The 

diagram below compares the four proposed heuristic algorithms relatively on the basis 

of the following parameters: 

1. Complexity of the algorithm, 

2. Performance of the algorithm: The total BVIDs required for a particular input 

instance of connection requests (100 node-dense-mesh with 2000 connection 

requests), 

3. Optimality of the solution, 

4. Actual time required by the algorithm to execute a particular input instance (the same 

as in 2). 

As far as parameters 1, 2 and 4 are concerned, a smaller value indicates better 

performance of the heuristic algorithm, since it is desired that the heuristic is less 

complex and satisfies the connection requests with a minimum number of BVIDs. 

However, for parameter 3, a larger value indicates better performance of the heuristic 

algorithm, since it is desirable that the heuristic produces an optimal solution. For better 

understanding of the comparison we have normalized all the values to the scale of 100 

as shown in Fig. 6 below. 

We observe from the Fig. 2.10 that the heuristic ―Weighted Links and Weighted 

BVIDs‖ produces best results as it requires the least number of BVIDs to satisfy a set of 

connection requests. However, it has the highest complexity (of the order O(N
2
.L)) and 

takes the longest duration to execute. On the contrary ―Sequential BVID allocation‖ and 

―Random BVID allocation‖ heuristics need the highest number of BVIDs, however, 

complexity is the lowest. The ―Weighted BVID allocation algorithm‖ performs close to 

the solution given by the ―Weighted Links and Weighted BVIDs‖ heuristic. It requires 

significantly less execution time as compared to the ―Weighted Links and Weighted 

BVIDs‖ heuristic. A detailed comparison between the performances of heuristics is 

shown in Table-2.2. 
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Fig. 2.10. Performance comparison of the proposed heuristic algorithms. 

2.5 Evaluation of Heuristics and Simulation Results 

In this section we provide a numerical evaluation of the proposed BVID allocation 

heuristics. Initially we have optimally solved the problem for up to a 40-node topology. 

A comparison between the optimal solution and the heuristics is given in Table 2.2. In 

addition, a comparison between the heuristics for larger data-sets is given in Table 2.3. 

We have measured the performance of the heuristics and ILP in terms of the numbers of 

BVIDs required to satisfy a given set of connection requests and the maximum number 

of connection requests satisfied for a specific number of BVIDs.  

2.5.1 Illustrative Example 

Consider a simple scenario that focuses on the need for improvements in the naïve 

BVID allocation heuristic. Consider the network topology of Fig. 2.7. Assume that we 

have to provision four connection requests, c1, c2, c3 and c4. Let p1, p2, p3 and p4 be the 

paths allocated to the given instances of connection requests respectively: 

p1 = {e1, e2, e3, e4}, p2 = {e5, e2, e3, e4}, p3 = {e1, e6, e7, e4}, 
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p4 = {e5, e6, e7, e4} and 

e1 = {v1, v3}, e2 = {v3, v4}, e3 = {v4, v6}, e4 = {v6, v7}, 

e5 = {v2, v3}, e6 = {v3, v5}, e7 = {v5, v6} 

To understand the problem, a simple naïve approach is considered which is described as 

follows: 

1. For a given request, compute the available path.  

2. Assign an available BVID to the request. 

3. If we exceed the limit of 4094 BVIDs per network or the number of dedicated 

BVIDs per device is exhausted (in the event that for purpose of implementation each 

device has only a few allocated BVIDs), then reuse an already assigned BVID. Note 

that such unplanned reallocation will result in a conflicting problem in switches at 

overlapping locations. 

Let us further assume that the number of the available BVIDs is bounded by a set B = 

{b1, b2} where b1 and b2 are the available BVIDs in the network. The BVID assignment 

can be accomplished in several ways. Let us use a naïve (original or non-optimal) 

algorithm that picks up an available BVID and assigns it to the path associated with the 

request. Now we examine the performance of this naïve algorithm. The following 

sequence of actions is performed as the connection requests arrive: 

- Connection request c1 arrives. 

- c1 is provisioned with BVID b1. 

- Connection request c2 arrives. 

- c2 is provisioned with BVID b2 as b1 is already assigned and b2 is the next unassigned 

BVID (see Fig. 2.11). 

- Connection request c3 arrives. 

Since both of the available BVIDs are already used, the algorithm will attempt to 

reuse the BVIDs. Reusing the BVID b1 or b2 will result in a ringing problem at Switch 

V3 which will lead to a loop at Switch V3 since c3 conflicts with already provisioned 
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connection requests (as shown in Fig. 2.7). Similarly, the reuse of BVIDs for connection 

request c4 will also result in a ringing problem at Switch V3 (see Fig. 2.12). As a result, 

c3 and c4 cannot be provisioned and will be considered as dropped. Hence, with a naïve 

algorithm, eventually, we can fulfill only the first two connection requests resulting in 

no support for any additional requests.  

 

Fig. 2.11. Requests c1 and c2 are provided with BVIDs b1 and b2.                                    

Now let us examine the proposed BVID allocation algorithms described in Section VII.  

The following sequence of actions occurs as a connection request arrives: 

- Connection request c1 arrives. 

- c1 is provisioned with BVID b1. 

- Connection request c2 arrives. 

- c2 is provisioned with BVID b1. The proposed BVID allocation algorithms assign 

BVID b1 to the connection request c2 as the requests c1 and c2 do not conflict. 

Compared with the naïve algorithm described earlier, after provisioning the request for 

c2, we still have the BVID b2 free for use in future connection requests (See Fig. 2.13). 

So, with the new proposed BVID allocation algorithms, we can fulfill all the four 
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connection requests, improving the service provisioning capability of PBB-TE 

Networks [8, 105]. 

  

Fig. 2.12. Requests c3 and c4 cannot be provisioned due to the ringing problem. 

Fig. 2.13. All requests have been provisioned with the proposed algorithm. 

 

To gain more insight into the performance of the heuristics proposed above, we 

present a simulation model and evaluate our proposed heuristics for BVID allocation. In 

service provider networks, the two most common topologies used are the ‗Ring 

Topology‘ and the ‗Mesh Topology‘. Rings are prevalent especially in legacy networks 

where SONET/SDH traffic existed and is now replaced with packet-mode Ethernet 

traffic. Mesh networks are a migration from rings, creating multi-degree hub nodes that 

direct traffic in a more efficient manner. It is commonly believed (and is well supported 

by documentation from the Metro Ethernet Forum [1, 8, 34-36]) that Carrier Ethernet 

implementation cases are the most common for rings and mesh networks. Linear 

topologies and trees are considered to be sub-cases of rings or mesh networks. So, we 

consider two of the most common network topologies—a network arranged in an 

interconnected ring topology (Fig. 2.14.a) and a network arranged as a mesh topology 

(Fig. 2.14.b) to demonstrate that the proposed heuristics are apt for real time networks, 

thereby, exhaustively covering network deployments [35, 36]. 
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Fig. 2.14.   (a) Ring topology. (b) Mesh topology. 

 

We compare the proposed BVID allocation algorithms against a naïve approach 

for BVID allocation. Then we compare the performance of the heuristic against that of 

ILP.  

2.5.2 Comparison between the Heuristics and the ILP 

We now compare the performance of the Weighted BVID allocation heuristic (since it 

performs close to the optimal and executes in tractable time as shown in VII.E) with the 

optimal approach using the ILP proposed in Section V. The longest time taken by ILP is 

23830.711 seconds (more than 6 hours approximately) for a dense mesh topology with 

40 connection requests. However in some cases, we could not obtain the results due to 

the limitations on the server resources. The results are tabulated in Table 2.2. Results 

are provided for up to 50 requests, beyond which, we need more capacity simulation 

servers. An entry of ‗–‘ indicates that the ILP was unable to generate results at that 

traffic due to the involved intractability. From the results, we observe that the heuristic 

algorithms result in a performance which is close to the ILP. It can be observed from the 

‗Gap‘ column (heuristic-solution less ILP-solution expressed as a percentage) in the 

table, that the worst-case difference between ILP and the heuristic is 6.67%. In some 

cases, including the optimal case, the number of the connections satisfied is below the 

number of connection requests since there are no more BVIDs available to allocate to 

the new incoming request. Further, we also observe that the computational time required 

by the heuristic is well within the range for the practically deployed networks (the 

heuristics generate result in real-time), when compared to the large ILP execution times. 
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It must be noted that the ILP and heuristics perform similar only at a low number of 

requests. It can be intuitively understood from Table 2.2 that the gap continues to 

increase with load (number of requests), and hence, the ILP will perform significantly 

better at a larger number of requests.  

 

TABLE 2.2:    Comparison between ILP and Weighted BVID Allocation 

heuristic  

 

2.5.3 Comparison between the Heuristics and the Naïve BVID 

Allocation Algorithm 

A simulations study of the heuristics is now presented. We have implemented the 

heuristics explained in Section VII and a naïve BVID allocation algorithm as managed 

applications developed with a C# code. To generate traffic, an application that generates 

non-Gaussian distribution traffic was developed. Readings for the number of BVIDs 
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allocated in two different networks—30-node interconnected-ring network and 40-node 

mesh network were obtained. The average degree of each vertex in the ring topology is 

2.5 while in the mesh network average degree of each vertex is 3.5. Three sets of 

readings for service requests with different granularities 1Mbps, 2Mbps and 3Mbps 

were obtained. The connection request arrival rate is characterized by a truncated 

Poisson distribution and granularities were modeled as exponentially distributed. We 

have used CPLEX to solve the formulated ILP on an Intel quad-core 2.4GHz server 

with 32GB of RAM. 

Fig. 2.15 shows the number of BVIDs allocated to the service requests in an 

interconnected ring network using the Sequential BVID Selection algorithm. Readings 

were obtained for three different sets of two hundred service requests with each set had 

a request granularity of 1Mbps, 2Mbps and 3Mbps respectively. One of the key findings 

is that the number of BVIDs required is very low compared to the number of service 

requests.  

 

Fig. 2.15.   BVIDs allocated for a Ring Network using the Sequential BVID Selection 

algorithm. 

In Fig. 2.16, we show the number of BVIDs used in a network using the 

Random BVID Selection heuristic. We showcase the number of BVIDs used with the 

Weighted BVID Selection heuristic in Fig. 2.17 using the same traffic profile as used 
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for the generation of data in Fig. 2.16. It is again crucial to note that a limited number of 

BVIDs are required to provision the connection requests.  

 

Fig. 2.16.   BVIDs allocated for a Ring Network using the Random BVID Selection 

algorithm. 

 

Fig. 2.17.   BVIDs allocated for a Ring Network using the Weighted BVID Selection 

algorithm. 

Fig. 2.18 shows the number of BVIDs allocated using the naïve BVID 

allocation algorithm applied to the traffic profile used to generate plots in Fig 2.15-2.19. 

It is evident from Fig. 2.15-2.19 that our proposed heuristics require a lesser number of 

BVIDs to configure the traffic as compared to the naive BVID allocation algorithm 

(approximately around 94% less BVIDs are required in the interconnected ring with the 
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proposed heuristics for BVID allocation). This is a substantial saving of BVIDs, thereby 

leading to better engineering of the CE network.  

 

Fig. 2.18.   BVIDs allocated for a Ring Network using naïve BVID allocation algorithm. 

In the Fig. 2.19, we have displayed the number of BVIDs allocated to a set of 

two hundred service requests, with each set has a request granularity of 3Mbps in a 

network that has a ring topology, using the naive BVID allocation algorithm. We then 

compared it with our proposed heuristics. The graph verifies the statistics mentioned 

above. As can be seen in the figure, each of our proposed schemes outperforms the 

naïve approach. The takeaway of our schemes is that they are load invariant. The 

proposed heuristics consume the same number of BVIDs even for 200 traffic requests.  

 

Fig. 2.19. A comparison of the BVIDs allocated in a Ring Network with the proposed BVID 

allocation algorithms and the naïve BVID algorithm. 
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Fig. 2.20 shows the number of BVIDs allocated for a mesh network using the 

Sequential BVID Selection heuristic that we have proposed using the same set of 

connection requests as in the interconnected rings.  

 

Fig. 2.20.   BVIDs allocated for a Mesh topology with the proposed Sequential BVID Selection 

algorithm. 

Fig. 2.21 and Fig. 2.22 displays the number of BVIDs allocated to 200 

requests with a network that has a mesh topology using the proposed Random BVID 

Selection heuristic and the Weighted BVID Selection heuristic, respectively. 

 

Fig. 2.21.   BVIDs allocated for a Mesh Topology with the proposed Random BVID Selection 

algorithm. 
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Fig. 2.22.   BVIDs allocated for a Mesh Topology with the proposed Weighted BVID 

Selection algorithm. 

Fig. 2.23 shows the number of BVIDs allocated to 200 requests by a naïve 

algorithm. In the mesh network, our proposed heuristic requires around 92% lesser 

BVIDs as compared to naïve BVID algorithm. 

 

Fig. 2.23.   BVIDs allocated for a Mesh Topology with a naïve BVID allocation algorithm. 

We further compare the performance of the proposed heuristics against a naïve 

BVID allocation for the mesh network topology, shown in Fig. 2.22. In this figure the 

number of BVIDs allocated in a mesh topology to a set of two hundred service requests 
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with each request of granularity 3Mbps, is displayed. The graph verifies that the 

performance of our proposed heuristics continues to be better than the naïve approach.  

 

Fig. 2.24.   A comparison - Mesh Network with the proposed BVID allocation algorithms and 

a naive BVID allocation algorithm. 

While the collective performance of the proposed heuristics against the naïve 

algorithm is important, it is of interest to consider also, the performance of the 

individual heuristic algorithm. So, we compare the performance of individual heuristics 

against a naïve BVID allocation heuristic for both the ring and the mesh topologies.  

Fig. 2.25 shows a comparison of the number of BVIDs allocated to a set of connection 

requests in a ring and a mesh topology using a naïve BVID allocation algorithm and 

the Sequential BVID Selection heuristic algorithm.  On an average, with a naïve BVID 

allocation algorithm, 78 BVIDs are required to configure all 200 services in the two 

network topologies—interconnected ring and mesh networks. On the contrary, when 

the Sequential BVID Selection approach is used, only 4 and 6 BVIDs are required.  
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Fig. 2.25.   BVIDs allocated for Ring and Mesh network topologies using a naïve and the 

proposed Sequential BVID Selection algorithm. 

Fig. 2.26 and Fig. 2.27 show a comparison of the average number of BVIDs 

allocated to a set of connection requests in a ring topology and a mesh topology using a 

naïve BVID allocation algorithm and the Random BVID Selection heuristic and 

Weighted BVID selection heuristic algorithm, respectively. The Random BVID 

Selection heuristic requires 5 and 7 BVIDs for interconnected rings and mesh 

networks, while only 3 and 5 BVIDs are required for interconnected rings and mesh 

networks using the Weighted BVID Selection algorithm. This is a significant 

improvement in the naïve BVID allocation algorithm, by which, a saving of 92% to 

94% BVIDs is observed.  
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Fig. 2.26.   BVIDs allocated for Ring and Mesh network topologies using a naïve and the 

proposed Random BVID Selection algorithm. 

 

 

 Fig. 2.27.   BVIDs allocated for Ring and Mesh network topologies using an naïve and the 

proposed Weighted BVID Selection algorithm. 

 

In Fig. 2.28 we present the number of connection requests satisfied by a naïve 

heuristic and the proposed heuristics keeping the available BVIDs as constant. The 

graph demonstrates that a significantly large number of connection requests (around 

10,000) can be satisfied with the proposed heuristics as compared to the naïve BVID 
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allocation algorithm (around 350) with a limited number of BVIDs available (<128). 

We also generated results for larger datasets to the point where all the available 4094 

BVIDs in the network and these were exhausted by the naïve algorithm. Table 2.3 

presents a comparison between the proposed heuristics and a naïve algorithm for larger 

data sets. 

 

Fig. 2.28.   Number of requests satisfied keeping the number of BVIDs constant. 

Table 2.3 presents results with respect to the number of BVIDs required to 

satisfy all the connection requests in a given network. For this purpose, we considered 

different sized networks, with nodes varying from 10 to 50 typical to a metropolitan 

deployment. In addition, we considered different topologies such as: (1) Ring, (2) 

Sparse Mesh and (3) Dense Mesh. For simplicity, we considered that each ELINE 

service has a granularity of 3Mbps. We observe from Table 2.3 that the ―Weighted 

Links and Weighted BVID Allocation” heuristic performs the best among the four 

proposed heuristics. In all the four proposed BVID allocation heuristics there is a 

significant improvement compared to the naïve implementation. The results 

demonstrate that without implementation of a BVID Allocation algorithm, the 

management system could run out of the available BVIDs and connection requests may 

remain non-provisioned (ringing problem) in the network (refer to rows 47 and 48 in 

Table 2.3 below). However, with the implementation of the proposed BVID Allocation 

algorithms, all these requests can be satisfied with a significantly lessser number of 

BVIDs. 
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TABLE 2.3:    Comparison between different heuristics for larger data-sets. 

2.6 Conclusions 

In this chapter, we have addressed the problem of optimal BVID allocation in PBB-TE 

networks. The performance of PBB-TE networks is tightly coupled with optimal BVID 

allocation making this an important problem for the proliferation of Carrier Ethernet. 

We propose an optimization scheme that is a generalization of our preliminary work in 

[8, 105]. We have also proposed a set of heuristics that solve the BVID allocation 

problem in tractable time and whose performance is comparable to the otherwise 

intractable optimization scheme.  
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TABLE 2.3:    Comparison between different heuristics for larger data-sets. 

 

Specifically, we have proposed four heuristics to minimize the number of 

BVIDs required to satisfy dynamic service (connection) requests in a network. A 

general Integer Linear Program formulation is also presented to solve the problem with 

static service requests and a bounded number of BVIDs. We aim to maximize the 

service requests satisfied in the network with a limited number of BVIDs in this case.    

The results obtained by implementing the heuristic algorithms and comparing them with 

a naïve BVID allocation algorithm are showcased. Results show that the heuristics 

compare favorably with the optimal algorithm in terms of computational times and size 

of problems that can be solved without compromising on the solution quality. We also 

conclude that it is impossible for the optimal approach to solve practical-sized (or real-

world) problems. For such real-world problems, if we use the proposed heuristics, the 

solution quality is acceptable, and is reasonably close to the optimal as shown through 

the simulations.   
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Chapter 3 

Multilayer Optimization for Service Provider 

Transport Networks  

Service provider networks are becoming increasingly complex with multi-domain and 

multilayer capabilities. Multilayer optimization has been proposed as a mechanism for 

planning provider-networks focused on optimizing revenue and reducing capital 

expenditure. In this chapter, we study multilayer optimization from the perspective of 

deploying services, to reduce the capital expenditure in provider-networks. To this end 

we propose a 3-layer network hierarchical model based on IP, OTN and DWDM 

technologies. The goal of this work is to ascertain the type and amount of traffic that 

should be routed through a particular layer of the network, to reduce the total cost of 

ownership. In this chapter, we propose an optimization model, a heuristic algorithm and 

their solution methods. While the optimization model deals with the network planning 

cases that involve static traffic demands, the heuristic algorithm solves the dynamic 
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case. We also develop a simulation model to validate our optimization and heuristic 

approaches. 

3.1 Introduction 

Internet traffic has grown at the rate of 40-100% per year and is expected to grow with 

the same rate or more aggressively in the future [37, 38]. Due to the enormous growth in 

IP traffic volume, network operators are confronted by the unprecedented challenge of 

accommodating the IP traffic volume in already deployed networks in a short time-

span. In addition, network operators observe stringent latency and reliability 

requirements [37-41]. The overall effect of these aforementioned problems has been 

sub-optimal utilization of network resources resulting in higher network-wide capital 

and operational expenditures; it has also resulted in lesser revenues. Hence, there is a 

need to optimize the network cost while accommodating maximum traffic volume in the 

network. In this work, we consider an optimization problem in a 3-layered network 

comprising IP as the topmost layer followed by the OTN layer that acts as opto-electro-

opto (OEO) cross-connect and DWDM layer being physical layer.  

Contemporary networks are multilayered, where two or more layers together 

perform the task of routing and packet forwarding. For example, IP over SONET/SDH 

or IP/MPLS over DWDM [39-42] are practical deployments in contemporary networks. 

A significant amount of work has been conducted on the design of optimal multilayer 

networks. However, the focus, primarily, has been on design and optimization in two-

layer networks. The work presented in [43-45] focuses on optimization in IP/MPLS 

over WDM networks. The work presented in [46] focuses on IP over SONET/SDH. The 

solution discussed in [41, 47-49] focuses on the survivability of IP/MPLS over WDM 

networks. Furthermore, work presented in [50] considers the OTN layer in the 

optimization model, but models this layer as an embedded layer in the WDM layer and 

not as a separate layer. The work in [51] considers the OTN layer, but from a 

perspective of traffic uncertainty. Further, work done in [37] considers the OTN as a 

separate layer; however, the emphasis has been on traffic grooming, studying the basic 

advantages of ODU-switching. The work presented in [42, 52] has considered OTN as a 
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separate layer in 3-layer networks. The work presented in [108] has considered OTN 

layer from a capacity planning perspective with the 3-layer network model, which we 

have aptly modeled from the perspective of a service-provider networks. 

 

In  this  chapter, we consider a network capacity planning problem,  

specifically,  for  a  3-layer  network hierarchy comprising an IP layer, the OTN layer 

and the  optical  DWDM  layer.  The  network  architecture view  of  such an IP-OTN-

DWDM  multilayer  model  is shown  in  the  Fig.  3.1. Interconnectivity between the 

different layers at a particular node and across nodes is displayed in Fig. 3.2 and Fig. 

3.3, below. We differentiate between the OTN and the DWDM layer, in the sense that, 

the traffic between two nodes (inclusive of the pass-through traffic) is such that the total 

bandwidth can be supported by just a single OTN connection. We then map such a 

connection using a single fiber (as shown in Fig. 3.2). This means is that the fiber has 

no DWDM channels, but just a single OTN connection. This kind of communication is 

facilitated by ODU-switching at the ingress and egress nodes that also provide for OTN 

layer multiplexing and de-multiplexing [50, 53].  

 

3.2 Multi-Layered Traffic Models 

We now consider the following traffic models that would be used for our proposed 

algorithm. As we will see, the models are multilayered consisting of IP over OTN over 

DWDM.  
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Fig. 3.1. IP-OTN-DWDN Multilayer Correlation.  

 

3.2.1 IP-centric model 

In this case, demands arrive at the IP layer and are routed through the network. 

Demands are either encapsulated in an OTN frame that is transported directly over the 

fiber or encapsulated in an OTN frame that is further mapped onto a wavelength and 

then sent through the DWDM layer. In this model, the signal is necessarily regenerated 

at each node and sent to an IP router for packet forwarding decisions. The IP router 

forwards the packets based on network-centric identifiers (longest prefix matching) and 
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then sends the packets to the corresponding egress interfaces (at the node). The IP-

centric model is the most expensive model as it requires regeneration at each node in the 

network and in addition, IP-level forwarding of packets. However, it is also the most 

flexible model in terms of its ability to cater to packet-mode communications [45]. 

3.2.2 OTN-centric model 

In this case, the traffic demands are routed as ODU0, ODU1, ODU2 or ODU3 signals 

(or even as ODU2-flex) at the OTN layer. The demands are mapped to the OTN layer in 

such a way that the ODU-x format is chosen, where x is the next highest line-rate that 

the demand can be fed to. In this model, due to the expected difference between traffic 

demand and the rigidity in the OTN layer granularities, there is some efficiency 

degradation [42, 52]. In this work we assume that multiple lower-tributary ODU-x‘s 

with a common destination are already multiplexed together to form a thicker pipe at the 

ingress and egress. However, such multiplexing, de-multiplexing and switching are not 

allowed at the intermediate nodes. Such a kind of ODU switching is not popular in 

dynamic optical networks, primarily because of the uncertainty in equipment 

requirement at the intermediate nodes [54]. We, however, support OTN switching 

between ports of an OTN Add-Drop Multiplexer, wherever necessary. 

 

Fig. 3.2. Design approach and Routing options: IP+OTN only. 
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3.2.3 All-Optical model 

In this case, traffic demands arrive as requests that are directly mapped over 

wavelengths using multi-rate transponders. Transponders can be of rates 2.5Gbps, 

10Gbps and 40Gbps. Transponders send a wavelength that is multiplexed in the 

frequency domain by wavelength-selective switches of a ROADM. We assume a 

colorless, directionless and contention-less ROADM [55, 57].  

Given a set of traffic demands and network deployment over a planning 

horizon, our goal in this work is to minimize the traffic provisioning cost from a capital 

expenditure perspective. To this end, an optimization model is proposed. The 

optimization model takes into consideration the three models mentioned earlier and 

chooses the appropriate model for each demand, while minimizing network-wide cost.  

 

Fig. 3.3. Design approach and Routing options: IP+OTN+DWDM. 
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assigned to paths of the IP layer. We have assumed that a matrix of traffic demand at 

the IP layer is given in advance. Every traffic demand in this matrix originates and 

terminates at the IP layer. However, a particular traffic demand can be routed using one 

of the three models, as explained in the previous section. In addition, we assume that the 

set of links at OTN and DWDM layer are also given. 

The ILP works well for small sized networks. For contemporary provider 

networks that have a large number of core nodes, such as nation-wide backbone 

topologies, the ILP provides results only after significant computational overhead. As a 

result, it is desirable to develop a fast heuristic that can obtain quick results while 

preserving the correctness of the solution in-line with what is expected from the LP. The 

dynamic traffic case, that is, when the traffic matrix is not known a priori is also 

considered by the heuristic.  

3.3.1 Optimization Model (ILP) 

A typical network consists of edge and core devices. In [51, 55], it has been proved that 

the optimization problem on edge devices is trivial. Hence, we consider capacity 

allocation on core devices only. This eliminates the local traffic at every node and only 

transit traffic that passes through a node of an appropriate layer [55], is considered. The 

objective of the resulting optimization model is to minimize the total cost of the 

interfaces to be installed on all the three layers, while all the traffic demands are 

satisfied. An Integer Linear Program (ILP) formulation is described below. For the 

sake of simplicity we will refer to the formulation as the Linear Program (LP).   

 

Indices:  

T: Number of traffic demands at the IP Layer. 

P: Number of candidate logical paths in the IP Layer (or IP-tunnels) for every traffic 

demand t, t   T. 

L: Number of links in the IP Layer. Please note that these are the logical tunnels which 

will be implemented either by the OTN or the DWDM layer. 

M: The number of links in the OTN Layer. 

N: The number of links in the DWDM Layer. 
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I = {1, 2, 3, 4}: Set of modular interfaces of an IP layer, for example, 1G, 10G, 40G and 

100G 

O = {1, 2, 3, 4}: Set of modular interfaces of an OTN layer, for example, 1.25G, 2.5G, 

10G and 40G. 

W = {1, 2, 3}: Set of modular interfaces (in this case transponders) of a DWDM layer, 

for example, 2.5G, 10G and 40G. 

Input Constants: 

V: Granularity of traffic demands.  

V = {v1, v2… vt}, t   T 

We assume that the traffic demands are bi-directional. It means that if v1 is a volume of 

traffic demand between nodes i and j, then the same volume of traffic needs to be 

provisioned from j to i.  

 

A set of different interfaces at every layer, their capacities and costs are given below.  

Ω: Capacity of IP interfaces. Or Ω = {ω1, ω2 … ωi}, i   I, 

for example, Ω  = {1, 10, 40, 100}. 

Θ: Capacity of OTN interfaces. Or Θ = {θ1, θ2 … θo}, o   O, for example, Θ = {1.25, 

2.5, 10, 40}. 

Λ: Capacity of DWDM interfaces. Or Λ = {λ1, λ2 … λw}, w   W, for example, Λ = {2.5, 

10, 40}. 

A: Cost of IP interfaces. Or A = {α1, α2 … αi}, i   I. 

B: Cost of OTN interfaces. Or B = {β1, β2 … β0}, o   O. 

Γ: Cost of DWDM interfaces. Or Γ = {γ1, γ2 … γw}, w   W. 

 

Note that we will be considering the maximum Z*log(D) number of paths eligible for 

any traffic demand in C
P X T

 out of the total paths available in the network (selection is 

done using greedy approach), where Z is an integer constant and D is a diameter of the 

network (by diameter we meant the distance between two farthest node in the graph). 

This assumption reduces the size of the LP significantly and makes it tractable. It is a 

common practice to assume that all routing paths are set up according to Open Shortest 

Path First (OSPF) protocol [51, 56] and will be given in advance as input. However, 
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this is not the case in most real-time scenarios. A network designer needs to consider 

more than one possible candidate paths to provision a particular traffic demand due to 

constraints such as link capacity [55].  

 

Consider C
P X T

 as an input matrix to the ILP, specifying candidate paths to satisfy a 

given traffic demand t   T. In our case we, have considered different values of Z = {1, 

3, 5, 7, 9} to generate the results. The rest of the input constants are mentioned below. 

 

        {
                                           
                                    

}   t   T, p   P 

 

         {
                                           

                             
}    l   L, p   P 

 

ψ
M X L   {

                                        
                                            

}  m   M, p   P 

 

ρ
N X M   {

                                         
                              

               

}  m   M, n   N 

 

In practice, there is a limit on the number of wavelengths that can be supported by the 

physical links. We consider that every fiber link in the network topology can allow a 

maximum of 800Gbps traffic to pass through (80 wavelengths per fiber) [49].  

 

Variables: 

We define a variable g
P X T

 to indicate which path is actually used amongst the available 

candidate paths to satisfy a particular traffic demand.   

 

         {
                                    

                        
}  t   T, p   P 
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For each traffic demand t   T we define a set of binary variable    
  ,   

         
    . 

  
   is 1 if traffic demand t is to be routed using the IP-centric model, else it is 0. The 

same is the case for variables   
          

     at OTN and DWDM layers, respectively. 

 

  
    {

                                          
                        

},   t   T 

  
    {

                                          
                          

},   t   T 

  
     {

                                          
                          

},   t   T 

 

We define a set of variables to indicate the number of interfaces to be installed on every 

link of a particular layer so that total traffic demands on that layer are satisfied. We 

recall that a traffic matrix V for each traffic demand t and a path matrix C are given as 

an input to the LP. 

 

x
L X I

 =  Number of IP interfaces i to be installed on the IP-OTN link l, l   L, i   I. 

y
M X O 

= Number of OTN interfaces o to be installed on OTN-layer link m, m   M, o   O. 

z
N X W

 = Number of DWDM interfaces w to be installed on DWDM-layer link n, n   N, w 

  W. 

 

Objective: 

Our objective is to minimize the network cost by minimizing the cost of the interfaces at 

every single layer. Hence, our objective function becomes: 

Minimize: 

∑ ∑                 + ∑ ∑                 + ∑ ∑     
             

 

We seek to minimize the above function satisfying the following constraints. 

 

Constraints: 

1. The first constraint ensures that any traffic demand t   T must be satisfied by only 

one path out of the candidate paths in C
P X T

.  

∑      
        1,   t   T 
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2. We now define an integrity constraint. For a given traffic demand t   T, a path from 

candidate paths C
P X T

 only must be selected as an actual path to satisfy that particular 

demand in g
P X T

. 

 

                t    

 

3. We need to ensure that each traffic demand is satisfied on only one layer out of the 

three available layers.  

  
      

       
          t   T 

 

4. The IP interfaces installed on the Layer-1 should accommodate all the traffic passing 

through each link l   L, comprising the different paths p   P. 

 

∑           
   ∑          

      ≤ ∑            ,    l   L 

 

5. We now consider the OTN link capacity constraint. The Layer-2 links m   M should 

have sufficient interfaces installed to accommodate a link l   L in the upper IP layer. 

 

∑           
    ∑      

   ∑          
      ≤ ∑          ,   m   M 

 

6. The capacity of each OTN link m   M is the demand to be satisfied by the DWDM 

layer links n   N. 

 

∑           
      ∑       ∑      

      ∑          
       

≤ ∑          ,   n   N 

 

7. Link capacity constraint can be written as follows. 

 

∑                 ,    l   L (for IP layer) 

∑                 ,    m   M (for OTN layer) 
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∑                 ,    n   N  (for DWDM layer) 

 

We will be considering normalized costs for the interfaces that we have mentioned in 

the LP above. We have considered a cost matrix shown in Table 3.1 below. Note that 

these are not the actual costs of the components, but the relationship between them, 

based on a model defined by European research project, to be the same as that in [40, 

55, 108]. While considering the interfaces on the DWDM layer, we will be considering 

the costs for transponders as well as muxponders. In addition, we have assumed that all 

the cost values of this table refer to complete bidirectional network elements [39, 41-

42]. 

 

 

TABLE 3.1: Cost model for different interfaces. 

3.3.2 Heuristic Algorithm 

In our heuristic solution, we have used a top-down greedy approach to provision the 

traffic demands in the network. The heuristic constructs an initial multilayer network 

graph that consists of physical fiber links in the DWDM layer. It then assigns a fiber 

capacity in the DWDM layer based on the demand volume and attempts to 

accommodate demands across the three layers. All the links in this topology are 

Capacity Cost

Interface 1 1G 0.35

IP Interface 2 10G 1.25

Interface 3 40G 8.625

Interface 4 100G 25.625

Interface 1 1.25G 0.35

OTN Interface 2 2.5G 0.45

Interface 3 10G 1.5

Interface 4 40G 5

Interface 1 2.5G 0.33

DWDM Interface 2 10G 2.17

Interface 3 40G 8.25

Layer and Interface
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assumed to be bidirectional. The optical links can have multi-wavelength fibers [52, 54, 

57].  

 

We assume that the topology matrix and traffic matrix are input to the heuristic. The 

topology matrix is a connectivity matrix between the nodes at that particular layer. In 

addition, we are given a set of interfaces that can be deployed at the respective layer 

with the capacity, along with the cost of those interfaces. Traffic demand is a tuple 

comprising a source node, a destination node and the desired granularity for that traffic 

demand. The proposed heuristic provisions each traffic demand as it arrives at the 

source node.  

The heuristic calculates the candidate paths for each traffic demand using the 

three traffic models. Extra interfaces are installed depending on whether there is at least 

one path from the set of candidate paths to accommodate the traffic demand or not. The 

traffic demand is discarded if no such path is found in any of the layers or no extra 

interfaces could be installed. Once all the paths are calculated at all the three layers, a 

procedure is invoked to allocate appropriate interfaces and calculate the total cost. The 

heuristic decides the layer at which the demand is to be satisfied depending on the cost 

of the interfaces at each layer. For each OTN link, multiplexing is done for the 

incoming traffic demand to minimize the cost. The heuristic bypasses the IP layer at a 

particular node whenever no routing decision is to be taken at that node, depending on 

the input traffic matrix. The choice between the OTN and the DWDM layer is based on 

the minimum cost of the required interfaces. Note that D is the diameter of the network 

and Z is some integer constant, in our case Z = {1, 3, 5, 7, 9}. 

Algorithm: IP-OTN-DWDM  

Input: Graph G(V, E), H(V, F) and P(S, T) representing the existing topology in IP, 

OTN and DWDM layers respectively.  

Output: Total cost of all the interfaces at each layer 

procedure main 

for each incoming traffic demand t(s, d, g)   T(S, D, G) 
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 find feasible candidate paths for traffic demand t as per the value of Z and 

diameter D. 

 sort the paths in ascending order of the no-of-hops on that particular path. 

 for each path p in the sorted list 

 at each node on the path, check whether the routing decision is to be made on 

that node.  

 if no routing decision to be made, discard the IP layer implementation for that 

node (IP-transparent implementation). 

 if remaining_capacity of the interfaces at the OTN layer for the node >= g, 

select OTN layer for that node. 

 COTN = total cost of interfaces at OTN layer 

CDWDM = total cost of interfaces at DWDM layer. 

 if COTN < CDWDM, select OTN layer to provision the traffic demand else select 

DWDM layer.  

end 

 select a path p on which total cost of the interfaces is minimum. 

 return selected path, selected layer and selected interfaces on that particular 

layer for traffic demand t. 

end 

end procedure main 

 

The heuristic returns the total cost of all the interfaces and allocates appropriate 

interfaces on the selected layer. Finally all the link capacities and remaining interface 

capacities are adjusted accordingly.  

 

3.3.2.1 Time Complexity:  

We now discuss the time complexity of the proposed heuristic. We observe that the 

complexity of the algorithm is bounded by the complexity of the candidate path 

calculation module. Recall that the number of nodes in the network is denoted by N. We 

select Z*logD shortest paths as candidate paths for a particular traffic demand where D 

is the diameter of the network and Z is some integer constant. In the worst case scenario, 

D = N. We have implemented Dijkstra‘s algorithm to find the shortest paths. Hence, the 

complexity of the module to find K (K = Z*logD) shortest path for a traffic demand is 

O(Z*N
2
*logD) or O(Z*N

2
*logN). Since Z is a small constant, the complexity is 

approximated to O(N
2
*logN). Now, let us concentrate on the number of traffic demands 
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in the network. The total set of traffic demands in the network is bounded by O(N
2
). 

Hence, the complexity is O(N
2
*N

2
*logN) or O(N

4
*logN).     

3.4 Performance and Simulation 

In this section, we present the results of computational experiments that demonstrate the 

performance of the proposed heuristic and compare them with the performance of the 

LP. We have generated random cluster graphs using the ―networkx‖ library [58] and 

Python. We have considered a network size with the nodes ranging from 100-1000, 

where the average degree of a node is three (classical metropolitan networks). Traffic 

demands and all the links in this topology are assumed to be bi-directional. Average 

traffic volume to be generated for the simulation is 8.5 TB. We have generated different 

sets of traffic demands where the rate of arrival traffic requests is characterized by a 

Poisson distribution and where service granularity is exponentially distributed. Finally, 

we have taken an average of all results for all sets of traffic demands. In our simulation 

we consider that a fiber can accommodate 80-wavelengths, though a larger number of 

wavelengths should not have an impact on the nature of the results. The cost ratios of 

DWDM transponders/muxponders, IP-layer and OTN-layer interfaces are as shown in 

Table 3.1.  

 

Fig. 3.4. A 19-node EON Topology. 
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The graph in Fig. 3.5 shows a comparison between the LP and the heuristic for 

Z = 3. We have considered smaller topologies, networks of up-to 50-nodes with two 

different sets of traffic requests for the comparison. The first set has 100 traffic demands 

while the second set has 200 traffic demands. As mentioned in section III, the ILP 

solves only smaller data-instances due to a large number of variables and its 

computational complexity.  

It can be observed from the graph below that the total cost of the interfaces 

with the IP-centric approach (only-IP) is substantially higher (that is. 236.42 units and 

415.95 units for the two sets of traffic demands, respectively) as compared to the 

optimal cost (127.65 units and 193.55 units, respectively). In addition we can observe 

that the heuristic with 3-layer network architecture shows a significant improvement in 

the total cost of the interfaces in the network (136.86 units and 210.27 units, 

respectively). 

 

 

Fig. 3.5. ILP versus Heuristic—Till 50 Nodes, Z = 3. 

 

Fig. 3.6 displays a graph where the performance of the heuristic is compared 

against that of the LP in a real-world network scenario. A 19-node European Optical 

Network (EON) topology (as shown in Fig. 3.4) has been considered for the same. We 

have considered a set of 100 traffic demands. We have compared the heuristic and the 
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LP results in the EON topology for Z = 3 and Z = 5. Graphs shown in Fig. 3.5 and Fig. 

3.6 demonstrate that the heuristic matches the LP solution closely within a range of 10-

12%. It should be noted that the branch and bound LP actually deploys an 

approximation—choosing the top-Z*logD shortest paths. The total cost in the only-IP 

networks continues to be much higher compared to the total cost in 3-layered networks.  

 

 

Fig. 3.6. ILP versus Heuristic—EON Topology, Z = 3 & 5. 

 

In Fig. 3.7 we have plotted a graph of the network cost generated by the LP 

with Z = {1, 3, 5, 7}. It can be observed from the graph that as the value of Z increases, 

the total cost reduces since more paths in every layer are considered to route the traffic 

demands. This, perhaps, can be explained as follows: the larger the value of Z, the more 

the number of paths that will be considered to route a given traffic demand at every 

layer. The fact that more routing options become available in the lower layers where the 

interface cost is lesser as compared to the higher layers, reduces the overall cost of the 

network.   
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Fig. 3.7. ILP output till 50-nodes, Z = {1, 3, 5, 7}. 

 

We have also generated results to demonstrate the performance of the heuristic 

in larger networks (up-to 1000-nodes) with dynamic traffic demands. The graph in Fig. 

3.8 compares the performance of the heuristic in only-IP and IP+OTN+DWDM 

networks. The size of the network varies from 100-nodes to 1000-nodes. We have 

compared the performance of the heuristic for different values of Z. Fig. 3.8 shows the 

performance of the heuristic in a network where Z = {1, 3, 5, 7, 9}. The results 

demonstrate a significant improvement in the total cost of the interfaces which need to 

be installed in IP+OTN+DWDM networks as compared to only-IP networks. For 

example, in networks with 1000 nodes and Z = 1, the total cost for only-IP networks is 

50008.71 units, whereas, the total cost for IP+OTN+DWDM networks is 10048.31 units 

only—an improvement of 79.9%—whereas, the improvement with 100-nodes is 

82.01%, which is quite significant.  
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Fig. 3.8. Heuristic Performance in 100-nodes to 1000-nodes Topology with Z = {1, 3, 5, 7, 9}. 

 

 

Fig. 3.9. Cost variation with Z =  {1, 3, 5, 7, 9}. 
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Finally we compare the performance of the heuristic in only IP+OTN+DWDM 

networks with different values of Z to demonstrate the effect of Z on the total cost of the 

network. From the graphs shown in Fig. 3.9 we can further conclude that the total cost 

of the network keeps on decreasing as the value of Z increases. For example, the total 

cost of the interfaces for 1000-nodes in IP+OTN+DWDM networks with Z = 1 is 

10048.31 units while the cost keeps reducing to 9796.21 units, 9610.41 units and 

9153.02 units for the same network with Z = 3, 5, and 7, respectively. However, we can 

observe that as the value of Z changes from 7 to 9, the total cost remains almost 

unchanged. This is because, after a certain value of Z (in this case 7) there are no more 

extra paths to be considered as candidate paths. In other words, all candidate paths are 

considered to provision a traffic demand.  

3.5 Conclusions 

In this work we have described a 3-layer (IP+OTN+DWDM) network capacity planning 

problem, especially, from the perspective of the network interface cost optimization. 

The network interface cost is tightly coupled with the total cost of the network.  We 

demonstrated that network cost reduces significantly in 3-layer networks where OTN 

acts as an intermediate cross-connect layer between the IP and the DWDM layers. An 

ILP formulation is presented to solve the problem for static traffic (connection) 

demands in the network. We aim to minimize the total interface deployment cost in a 

network where maximum traffic demands are satisfied. In addition to the ILP, we have 

proposed a heuristic approach to minimize the total interface deployment cost for 

dynamic traffic demands in large networks (up to 1000-nodes). The heuristic runs 

within a reasonable computational time. The results obtained by implementing the 

heuristic algorithm and comparing it with the ILP are showcased. The results show that 

the heuristic compares favorably with the optimal algorithm in terms of computational 

times and the size of problems that can be solved without compromising the quality of 

the solution.  
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Chapter 4 

Transport Technology Choices for Virtual Machines 

(VMs) 

4.1 Introduction  

Virtual Machines (VMs) form the central processing entity in data-centers and are 

crucial to facilitating cloud computing environments. To make cloud computing a 

reality in service provider domains, the applicability of VMs to metropolitan networks 

is important. The technology in the metro domain is progressively moving from circuit 

switched SONET/SDH to packet based Carrier Ethernet. An interesting question that we 

seek to answer is: how does Carrier Ethernet perform for VM migration in data-center 

and cloud environments? To this end, we perform an extensive simulation study 

measuring the performance of VM migration over both flavors of Carrier Ethernet – 



  
 

 

81 
 

namely PBB-TE and MPLS-TP. Our study concludes in the feasibility of Carrier 

Ethernet as a transport technology in data-centers and clouds.  

Cloud computing and data-centers are expected to dominate much of metro 

transport and strongly affect IT-applications and businesses. A paradigm shift has been 

happening from local computation to cloud computing. One technology that has 

empowered this paradigm shift is virtualization. Virtualization brings with it capabilities 

of isolating, consolidating and migrating workload. With the ability to move virtual 

machine between hosts, live migration has been a core feature of virtualization. Virtual 

Machine (VM) migration has been fundamental to making data-centers and clouds a 

reality from the point of the scalability and availability of applications.  

The underlying network that connects the disparate servers and storage devices 

to the rest of the network plays an important role in facilitating migration of content (of 

the VMs) across servers and enables ease of connectivity for the end-user. The 

underlying network fabric that binds disparate servers, storage entities and other IT 

appliances has a stronger role to play when we move from a single data-center (DC) to a 

collection of DCs—such as in a cloud environment. Traditionally, SONET/SDH 

systems and more recently IP/MPLS has served as an effective interconnection fabric. 

SONET/SDH is primarily plagued with cost and TDM-related rigidity in bandwidth 

provisioning, while IP/MPLS does not manifest the carrier-class features that are 

necessary for transport and is also seen as an expensive technology for cloud/DC 

domains. Deploying the recently standardized Carrier Ethernet technology seems an 

attractive option from both, cost and performance perspective. Two flavors of Carrier 

Ethernet are available today—the MPLS-TP (as in RFC 5317) [63] and the Provider 

Backbone Bridged-Traffic Engineering (PBB-TE) (as in IEEE 802.1Qay) [62].  

In this chapter, we propose the use of Carrier Ethernet as a transport 

technology specific to DCs and cloud environments. We describe the specific needs of 

VM Migration in DC and clouds, and the requirements from the transport network. 

Then we discuss implementation of Carrier Ethernet in a DC/cloud environment. A 

detailed simulation model to quantify the benefits of Carrier Ethernet (both flavors) is 

presented.  
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4.2 VM Migration and Technology Choices 

4.2.1 Virtual Machines (VMs) and VM Migration 

Nowadays, service providers agree to very stringent service agreements that have 

penalties associated with the service downtimes encountered if the physical machine has 

to undergo maintenance. This mandates high availability of the applications in the data-

centers since Virtual Machines (VMs) form the central processing entity in data-centers. 

High-availability is a key to facilitating cloud computing environments. Live VM 

migration is a technology innovation that enables an entire running VM to be moved 

from one server to another without causing service interruption. Live migration brings 

across several advantages to data center management. VMs can be dynamically 

migrated depending on workload, offering more efficient usage of computing resources. 

It allows VMs to be consolidated on a few physical machines when workload is low, 

allowing operators to power off servers, leading to significant power savings. Before 

machines are brought down for maintenance, administrators can relocate VMs to other 

servers without any noticeable interruption of service for users, thus making it very easy 

to maintain the hardware without any service interruption. Thus, live migration achieves 

the goal of high-availability of critical applications in data-centers. We have considered 

VMware Hypervisor Architecture [61, 67] for our simulation purpose as shown below. 

 

Fig. 4.1. VMware Hypervisor Architecture. 
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The different VM Live Migration techniques have trade-offs across two 

parameters—total VM migration time and service downtime. VM migration time is the 

duration between the time migration was initiated and the time when the original VM 

may finally be discarded on the source machine. Service downtime is the period during 

which service is unavailable due to there being no currently executing instance of the 

VM. This period is directly visible to clients of the VM as service interruption. There 

are various approaches for VM Live Migration.  We will refer to a standard Pre-copy 

Migration approach [59-61]. Pre-copy Migration involves six stages. Initially, the VM 

to be migrated is selected. This is called the initialization stage. The reservation stage is 

next. In this stage, the resources for the selected VM are reserved at the destination host. 

This is followed by the iterative pre-copy stage. The memory pages are transferred 

iteratively to the destination host. During the first iteration, all of the memory allocated 

to the VM is transferred to the destination host. From the second iteration onwards, only 

the pages modified during the previous iteration are transferred. These pages are known 

as dirty pages. When the number of dirty pages in the previous iteration goes below a 

threshold, the VM is halted for a final transfer round.  

This final iteration is called the stop-and-copy phase. After this, the destination 

host acknowledges to the source host that it has received a consistent copy of the VM. 

This stage is known as the commitment stage. The destination then attaches the 

resources to the VM and activates the VM. This is known as the activation stage. On 

receiving the acknowledgement, the source releases the resources which were assigned 

to the VM. The iterative pre-copy stage may continue indefinitely if the maximum 

numbers of iterations are not set because it is not ensured that the dirty pages of all 

applications will converge to a small writable working set over multiple rounds. Thus, 

the definition of stop conditions is critical in terminating this stage in a timely manner 

[60, 65]. The total VM migration time in the pre-copy approach refers to the total time 

taken by the six stages together, whereas, the service downtime is the time taken by the 

stop-and-copy phase. Given the criticality of IT-applications and a mechanism to move 

VMs between machines, the network fabric now assumes gigantic proportions in terms 

of its importance. The critical decision that we need to make is to determine which 

technology solution would best fit the DC/cloud environment. Our goal, specifically, is 
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to evaluate PBB-TE and MPLS-TP versions of Carrier Ethernet and understand the 

quantitative and qualitative differences. 

4.2.2 Carrier Ethernet Technology Choices 

Carrier Ethernet manifests itself in two flavors—the Provider Backbone Bridged Traffic 

Engineering (PBB-TE) [2] and the MPLS-Transport Profile (MPLS-TP) [3]. In the 

PBB-TE flavor, a customer payload is mapped onto a service provider frame using the 

concept of MAC bridges. Multiple VLAN tags are used to segregate customer VLANs 

from provider VLANs. A customer service is identified by a service VLAN identifier 

called the ISID. Spanning tree protocol and MAC learning are disabled in the provider 

domain, facilitating convergence through a control plane and forwarding based on 

assigned core identifiers. These core network identifiers are used by the forwarding 

plane at each core switch to forward a frame. The core identifiers include a 12-bit BVID 

and a 48-bit BMAC which, when used together, form a globally unique, 60-bit 

forwarding address. In the MPLS-TP manifestation, the rich data-centric features of 

MPLS, such as MPLS label merging, are turned off; there is no support for equal cost 

multiple paths and the label distribution is done by a well-defined control plane 

mechanism. To cater to service-oriented protection, each LSP is defined with a backup 

LSP that essentially provides end-to-end protection (with no support for MPLS fast 

reroute). Both flavors of Carrier Ethernet use a common control plane mechanism—as 

defined in the ITU.T Y.1731 and the IEEE 802.1ag as well as the corresponding RFCs 

in the IETF. 

The rich features of Carrier Ethernet can be used as an efficient transport 

mechanism in DC/Cloud environments. A key challenge is to utilize the control plane as 

an interface between the VM migration layer and the transport layer. The architecture of 

such an interface could be provided through proprietary APIs or through Open Flow 

[63] type APIs, which is beyond the scope of this article. Assuming the existence of 

such an API between the VM migration layer and the transport layer control plane, it is 

of interest to us to quantify the performance of both PBB-TE and MPLS-TP. To this 

end, a detailed simulation model is developed for both intra data-centers VM Migration 

as well as for VM migration across the network, as in a cloud set-up.  
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4.3 Simulation and Results for VM Migration 

This Section describes the simulation model and results obtained with the given 

simulation model for VM migration over Carrier Ethernet. 

4.3.1 VM Traffic and Simulation Model 

In this section, we propose a simulation model for VM migration across the servers in a 

cloud. As shown in the Fig. 4.2, two data-centers are connected by a set of core routers 

which operate on either PBB-TE or MPLS-TP. There are eight servers in the cloud. In 

the interest of simplification of the system, we assume that the physical server 

environment is homogeneous. It is assumed that each sever has a memory of 8*1024 

MBs. Also, it is assumed that the storage is SAN or NAS [64]. Hence, we need to 

migrate only the memory and the CPU state of that particular VM. 

 

 

Fig. 4.2: Topology diagram for cloud setup. 

 

In the simulation model, each VM migration request has been mapped to a service 

request in the Carrier Ethernet domain. This allows us to associate Service Granularity 

with VM migration requests. Hence, the effect of different service granularities on the 
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VM migration time and VM Downtime can be observed. In this work we have used the 

words Service Granularity and Network Traffic (or only traffic) interchangeably.  

 

We have simulated the cloud model using discrete event simulation.  Our 

focus is inter-DC VM migration. All the traffic in the network originates and terminates 

at the servers. The packet arrival at a node is characterized by a Poisson distribution and 

packet sizes are exponentially distributed. Each server has a list of VMs associated with 

it. A VM can be migrated from one server to another, either within a data-center or in 

between two data-centers. The VM memory size and VM Page Dirty Rate (PDR) are 

critical parameters affecting the VM migration. PDR is the rate at which memory pages 

in the VM are modified. This depends on the applications running on the VM at that 

instance. PDR in turn, directly affects the number of pages to be transferred in the next 

iteration of the pre-copy stage. A higher value of PDR results in more data being sent 

per iteration. Along with the memory and CPU of a VM, the service granularity (or the 

network load) and the transport technology being used also play an important role [63, 

64]. The simulation model takes the number of nodes in the network and the network 

graph as an input. It also takes as input the protocol stack to be used for the underlying 

network, that is, whether VMs are being migrated over PBB-TE or MPLS-TP network. 

Also, details of the VM (memory size of the VM and PDR of the VM) are provided as 

input to the simulator. We have simulated the migration of the virtual machine from one 

physical machine to another using the Pre-Copy approach. The iterative pre-copy step is 

stopped when one of the following conditions is reached: either the number of pages 

dirtied in the previous iteration of pre-copy are less than 50, or 29 iterations have been 

carried out [60].  

The model also takes into consideration the non-VM migration traffic flowing 

in the network. VM migration traffic flow in the network is specified by Service 

Granularity. We ensure that the network bandwidth is not clogged by VM migration 

traffic. Also, it has been ensured that no service suffers starvation in terms of network 

resources. We are given the link capacity and the VM characteristics, that is, the PDR of 

the VM and the memory size of the VM. The page size is constant at 4KB. VM memory 

is transferred in terms of pages. Each page is transferred in terms of packets. The 
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simulation records the time taken for a VM to be migrated as well as the service 

downtime. The Implementation details and Experimental results for VM migration in a 

cloud environment are summarized in the sections below. 

4.3.2 Implementation Details 

We are given the link speed, the VM characteristics, that is, the page dirty rate of the 

VM and the memory size of the VM. The page size is constant at 4KB. VM memory is 

transferred in terms of pages. Each page is transferred in terms of packets. The stop 

conditions used are as discussed above.  

Pseudo Code for Pre-Copy Approach 

Given: The link speed, the page dirty rate (VMpdr), the memory size of the VM (VMmem), 

Page size(pg_sz). 

Start Simulation. 

MAX_ITERATIONS = 29 

MIN_PAGES = 50 

_sent = 0 

_iterations = 0; 

_migration_time = 0; 

_downtime = 0; 

num_pg_transmit = VMmem / pg_sz ; 

while (num_pg_transmit < MIN_PAGES and _iterations < MAX_ITERATION) 

_iteration_start_time = global_clock. 

send num_pg_transmit. 

_iteration_end_time = global_clock(when the last packet is received at the 

destination) 

_iterations = _iterations + 1; 

_iteration_time = _iteration_end_time -  _iteration_start_time. 

_migration_time = _migration_time + _iteration_time 

num_pg_transmit = VMpdr * _iteration_time. 

end while 

_iteration_start_time = global_clock. 

send num_pg_transmit. 

_iteration_end_time = global_clock(when the last packet is received at the 

destination) 

_iteration_time = _iteration_end_time -  _iteration_start_time. 

_migration_time = _migration_time + _iteration_time 

_downtime = _downtime + _iteration_time. 

End Simulation 
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The simulation records the time taken for a VM to be migrated and the service 

downtime due to unavailability of the VM. 

4.3.3 Simulation Results 

VM Migration time and VM Downtime are functions of VM Memory size (server RAM 

allocated to VM) and Page Dirty Rate (PDR). As the memory size of the VM increases, 

the time to migrate the VM and the VM Downtime also increases. This is demonstrated 

with the help of the graphs displayed below. In Fig. 4.3, we have compared the time 

taken to migrate a VM with different memory sizes against the PDR when the traffic, 

which is allowed to flow through the network, is constant at 90%. We have considered 

VMs with memory sizes of 256Mb, 512Mb and 1024Mb. From Fig. 4.3 it is observed 

that VM migration time increases with an increase in PDR and reaches a constant value 

as the PDR increases beyond a certain threshold.  

This can be explained as follows: as the PDR increases, the number of pages to 

be transferred in each iteration also increases; this in turn increases the time taken to 

migrate the complete VM. However, as the PDR increases beyond a threshold value, the 

number of pages to be transferred in each iteration of the iterative pre-copy stage of pre-

copy approach does not converge to less than 50; therefore, the first stop condition is 

not met. This triggers the second stop condition of the pre-copy approach, that is, 29 

iterations of the VM migration have been completed. Thus, the stop condition forces the 

migration to enter the stop-and-copy phase. This behavior is observed in both PBB-TE 

and MPLS-TP networks. 
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Fig. 4.3: VM migration time versus PDR at constant load of 90% 

As the memory size doubles, that is, as memory size increases from 256Mb to 

512Mb, and then from 512Mb to 1024Mb, the VM migration time increases by 100%. 

This is because the entire memory needs to be transferred in the first iteration, and 

thereafter, only the pages dirtied in previous iteration are to be transferred. Thus, the 

memory size of the VM directly determines the VM migration traffic flowing in the 

network. This graph shows that the variation in time required to migrate a VM, is 

almost the same for both PBB-TE and MPLS-TP, provided that the memory size of the 

VM and the traffic load of the network is similar. 

Fig. 4.4 shows the VM migration time against PDR at the different traffic 

loads that are allowed to flow through the network with a fixed VM Memory size of 

1024Mb. It can be inferred from the graph that the VM migration time increases as the 

traffic load decreases. In Fig. 4.5, we have compared service downtime of a VM when 

migration takes place with different memory sizes against the PDR when the traffic load 

of the network is constant at 90%. 
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Fig. 4.4: VM migration time versus PDR at a constant memory size of 1024M 

 

Fig. 4.5: VM Downtime versus PDR at constant load of 90% 

 

We have considered VMs with memory sizes of 256Mb, 512Mb and 1024Mb. 

The graphs in Fig. 4.4 show the results for both, PBB-TE and MPLS-TP.  As the 

memory size is doubled, that is, from 256Mb to 512Mb and 512Mb to 1024Mb, the VM 

downtime also doubles. This can be attributed to the fact that at higher memory sizes, 
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the number of pages that need to be transferred in the stop-and-copy phase would also 

be high.  

The variations in the VM downtime at lower PDR can be best explained as 

follows: at lower values of PDR, the iterative pre-copy stage terminates with the first 

stop condition, that is, when less than 50 dirty pages are remaining to be transferred. 

The number of pages to be transferred in the stop-and-copy phase, and in turn, the 

service downtime depends on the number of pages dirtied in the last iteration of the 

iterative pre-copy stage. There can be two cases in this scenario. In the first case, the 

remaining dirty pages to be transferred are slightly less than 50. The iterative pre-copy 

stage terminates when the first condition is triggered. Since the remaining number of 

dirty pages to be transferred is significantly large (close to 50), additional time is taken 

by the stop-and-copy phase, hence, the VM downtime is also large, that is, in the range 

of 14-16 seconds.  

In contrast, if the remaining dirty pages to be transferred are slightly greater 

than 50, it will result in one more iteration before the pre-copy algorithm enters the 

stop-and-copy phase, resulting in a lesser number of remaining dirty pages to be 

transferred when compared to the first case. So, the time taken by the stop-and-copy 

phase is less; the VM downtime, therefore, is also less—in the range of 8-10 seconds. 

Fig. 4.6 shows the VM migration time as a function of a load of the network, that is, 

traffic allowed to flow through the network, for a VM of 1024Mb memory size at PDR 

of 8K and 9K. If we consider VM migration as a service in the network, traffic load is a 

parameter against which VM migration time can be measured.  
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Fig. 4.6: VM migration Time versus Traffic load for a constant memory size. 

As the traffic flowing through the network (traffic load) increases, the VM 

migration time decreases. VM migration time plummets as the granularity crosses a 

certain threshold value. From Fig. 4.6, it can be seen that the threshold is around 30% 

traffic load. A low traffic load implies that less service flow is allowed to pass through 

the network, resulting in more time to migrate the VM.  

 

Fig. 4.7: VM Downtime versus Traffic load for a constant memory size 512M. 
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Fig. 4. 7 shows the VM Downtime as a function of traffic load for a VM of 

512Mb memory size at PDR of 20K and 60K.  As the traffic load increases, the VM 

Downtime also decreases. Similar to the VM migration time, VM Downtime plummets 

as the load crosses a certain threshold value. From Fig. 4.7 we can infer that the 

threshold is around 30% traffic load.    

4.4 Conclusions 

From the results and observations in the previous section, the following facts regarding 

VM Migration can be deduced. As the memory size of the VM (RAM) increases, the 

time taken to migrate the VM and the VM Downtime increases. With the increase in 

PDR, both, VM Migration time and VM downtime increase. The VM Migration time 

reaches a constant value after a certain threshold, and this threshold value is around 

100K PDR. This is true for both transport network technologies, that is, MPLS-TP and 

PBB-TE. VM downtime variation is also approximately the same for both MPLS-TP 

and PBB-TE. 

We have proposed the use of Carrier Ethernet in the data-center/cloud 

environments. The functional aspects have been discussed and performance issues have 

been measured through a rigorous simulations model.  
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Chapter 5 

Models, Algorithms and Solution Methods for 

Centralized Control Planes to Optimize Control 

Traffic Overhead 

5.1 Introduction  

Carrier Ethernet (CE) networks have received significant attention in the standards, in 

both, the IEEE and the ITU. Although standards like IEEE 802.1ah (Provider Backbone 

Bridges) or PBB [5-7], ITU Multi-Protocol Label Switching (MPLS) [4, 32] are well-

established in the industry, the networks built on these standards are unmanageable due 

to the complex mechanism that arise from the perspective of traffic engineering and 

network management. The problem lies in the inherent nature of existing technologies 

which rely on the distributed control plane managed by the routing elements in the 

network along with routing and data-forwarding [75, 77-80]. Hence, there is a need to 
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decouple the control and the management plane in the CE networks from the forwarding 

and routing plane. A new networking paradigm, Centralized Control Plane, has been 

recently proposed to overcome the aforementioned problem in CE networks [72, 80, 

104]. Centralized Control Plane architecture enables the direct management of computer 

networks with a single controller domain [81, 103]. The centralized software entity 

(termed as ―controller‖) maintains communication channels with the networking 

devices. It also fetches device/link-level events to create a global state of the network, 

such as network topology, link utilizations, failure conditions and many others. Updated 

information regarding the global state of the network is essential for the efficiency of 

complex control and management tasks such as traffic engineering, resource 

reservations, failure detection and recovery as well as policy-based service provisioning 

[76-78, 103-104].   

 

Circuit technology, which formed the backbone of core networks, is being 

actively replaced with packet-optical integration to mitigate the additional bandwidth 

provisioning costs [86]. One approach is to map network layer-3 IP packets into Carrier 

Ethernet frames and then provision over the optical transport network (OTN) [36]. 

Carrier Ethernet (CE) networks have received significant attention in the standards in 

both the IEEE and the ITU. IEEE Standard 802.1ah (Provider Backbone Bridges) or 

PBB [2, 5, 66], ITU standard Multi-Protocol Label Switching (MPLS) [3, 4, 96-97] and 

specific control mechanisms such as IEEE 802.1ag , the Connectivity Fault 

Management (CFM) standard [66] and the ITU Y.1731 are well accepted [65]. In this 

chapter, we present an approach that relies on improving Carrier Ethernet control 

components. We try to decouple the control component from the switching element and 

make it centralized using a Network Management System (NMS). Design approaches for 

a centralized NMS are presented in this chapter—the architecture and implementation 

aspects of which have been taken into consideration. In particular, the challenges and 

design approaches in the implementation of an NMS for Carrier Ethernet (CE) networks 

are presented. Central to the design of such an NMS is the Carrier Ethernet Switch-

Router (CESR) as a network element which performs forwarding and routing of data-

packets across the network. The architecture of a Carrier Ethernet Switch-Router 

(CESR) is proposed in [74].  In addition to this, the control traffic overhead in the 
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network is analyzed in this chapter, using a simulation model.  Simulation results 

demonstrate that control traffic grows beyond a threshold once the number of nodes and 

services provisioned in the network exceed a certain number.  A high volume of control 

traffic in the network is not desirable as it might congest the network and cause delays 

to the data flows which carry the actual information in the network. Also, more traffic 

means more consumption of energy and network resources. Hence, a scheme to divide a 

larger network into smaller sub-networks is proposed so that the total control traffic is 

always below a certain threshold (some percentage of data-traffic). The results from a 

simulation model are also showcased. The results demonstrate that a good partitioning 

of the managed networks significantly reduces the control traffic overhead in managed 

networks.  

 

We present an Integer Linear Program (ILP) for the placement of controllers 

in the partitioned network so as to minimize: (1) the total control traffic in the network, 

(2) the total controller implementation cost and (3) the overall response time in the 

network. This is akin to a location-allocation optimization problem in networks. In this 

chapter we present the problem as a ―Capacitated Single Allocation Hub Location 

Problem‖ (CSAHLP) which has been previously presented in [89-91]. We also present 

and ILP of this problem. Since the ILP solves only smaller data-instances due to a large 

number of variables and its computational complexity, a heuristic approach is also 

presented for solving the problem for larger and real-time service-provider networks.    

5.2 Related Work 

 The centralized software entity (termed as ―controller‖) maintains communication 

channels with networking devices. It also fetches device/link-level status such as 

network topology, link utilizations, failure conditions and many others, to create a 

global state of the network. Updated information regarding the global state of the 

network is essential for the efficiency of complex control and management tasks such as 

traffic engineering, resource reservations, failure detection and recovery as well as 

policy-based service provisioning. Numerous network architectures have been proposed 
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in literature to design a centralized control plane [see for example, 55, 58, 60-63]. Two 

types of approaches have been suggested to make CE networks more manageable: 1) 

Approaches that rely only on improving Ethernet control components and 2) 

Approaches that rely on improving both Ethernet forwarding and control components 

[72]. The work presented in [58, 60-61] focuses on the approach of using a centralized 

control plane, while the work presented in [62, 63] seeks to modularize the control plane 

architecture and the functionality of the individual router. The work in [64, 67] 

demonstrates the concept of Mobile Agents and distribution of the decoupled control 

plane for a flexible implementation of the centralized control plane. The work presented 

in [58] proposes keeping communication channels for management information 

physically isolated from the paths used by the user data.  However, a logical separation 

between the two is recommended in [60, 61].  

However, the literature mentioned earlier does not focus on the 

implementation aspects of the Network Management System (NMS) from a service 

providers‘ perspective. In addition to this, there is a dearth of simulation results to 

compare the performance of different approaches in terms of control traffic overhead 

and response time. In this work, we present an approach for implementing a centralized 

control plane. We have considered an approach implemented in the transport layer of 

contemporary SONET/WDH networks [71, 77-78], which means that networks are 

completely managed and traffic is engineered by the control plane implemented by the 

NMS. A simulation study demonstrates the performance of the NMS in terms of the 

control traffic overhead. More control traffic volume in the networks is undesirable as it 

is an overhead traffic and does not carry any actual data information. Hence, it is 

desirable that the total control traffic is kept below some threshold [100-102]. In our 

work, a scheme to partition the network into sub-networks is proposed so as to 

minimize the total control traffic in managed networks. In addition, an ILP for an 

optimal placement of the controllers is presented. We have extended the work presented 

by Ernst and Krishnamoorthy in [72, 74-75] and by Skorin-Kapov et al. in [73] to apply 

it to the controller placement problem and network partitioning scheme. A heuristic 

approach is also presented to solve larger data-sets with real-time network topologies.  



  
 

 

99 
 

5.3 Management and Challenges in a Centralized Control 

Plane 

5.3.1 Management in a Centralized Control Plane 

In this work, we investigate direct control through the NMS: this means that the control 

and management system has both, the ability and the responsibility, to set all the states 

in the data plane that direct packet forwarding [72]. It is of our interest to define and 

discuss key characteristics and the functionality provided by the NMS.  In this pursuit, 

some of the high level tasks of the centralized NMS are discussed in this section. Fig. 

5.1, below, shows the logical view of the centralized control plane implemented by the 

NMS.  

 

 

Fig. 5.1. Logical view of the distributed and centralized Control. 
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5.3.1.1 Topology discovery and Network Configuration:  

 

Timely and accurate knowledge of the underlying network topology is necessary for 

robust networks. The NMS cannot perform configuration tasks unless it is fully aware 

of the global state of the network devices and interconnections (or links). So, topology 

discovery is a primary and crucial step in centralized network management. The NMS 

provides an interface to aid in creating the network topology and to verify it with the 

existing physical topology. Once the underlying network topology has been discovered 

and verified, the NMS becomes aware of the status of each device (parameters like 

device type, device MAC address, port status and others) and the connectivity between 

the devices. Only after the initial discovery and configuration, is the operator capable of 

making changes like adding/removing a new device/link, in the topology. 

 

5.3.1.2 Device Configuration 

 

When a network device, that is, the CESR is powered on, it boots in its default state 

where no packet-flows are permitted to pass through the network, while the NMS 

configures all the network devices. Once the NMS is aware of the underlying network 

topology, it configures the devices according to network-specific parameters. The 

parameters can either be device-specific, like categorizing the ports as either the edge 

port or the core port, or they can be network-specific, like the Backbone Virtual LAN 

Identifier (BVID) range allocation for PBB services [2, 5] or a route for a particular 

service. NMS configures the network devices by populating the related tables in the 

CESRs. 

 

 

5.3.1.3 Service Configuration and Decision Plane 

 

Since the control plane is abstracted in the form of the NMS in centralized control plane 

architecture, the NMS is solely responsible for configuring different services in the 

underlying network. The NMS provides a mechanism to specify service-specific 

parameters. For example, if the operator chooses S-tagged or C-tagged frames, Virtual 
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LAN IDs (VIDs) [6, 7] need to be provided. Then, the end devices and the edge ports 

are specified, indicating end points between which the services need to be configured. 

In addition, granularity, traffic priority, rate-limiting and other parameters are also 

specified. The NMS verifies all these parameters and provisions the requested services. 

Once a service is configured, the NMS notifies the operator with an appropriate status 

message regarding the service configuration. 

 

 

5.3.1.4 Communication with the Hardware 

 

The NMS communicates frequently with the underlying hardware. This communication 

is necessary to populate the forwarding tables of the CESRs so as to enable packet-

flows in the network according to the services defined by the operator. In addition, the 

network devices exchange information related to network management and 

administration through this communication channel. A reliable and secure mechanism is 

necessary to make the communication happen between the NMS and the network 

devices. An NMS designer may choose to use standard protocols like Simple Network 

Management Protocol (SNMP) or to define proprietary protocols and frame formats to 

enable accurate information exchange between the NMS and the network devices [75, 

77-80]. 

 

 

5.3.1.5 Resource Allocation 

An additional important aspect of the NMS is the optimal allocation and utilization of 

network resources. Since the network resources are often limited (such as different 

identifiers, link capacities and others), the decision plane algorithms that manage these 

resources impact the utilization of the network resources acutely. For example, in PBB-

TE networks, there is a limitation on the number of Backbone VLAN Identifiers 

(BVIDs) [2, 5]. The number of connections that can be provisioned for a particular 

destination is impacted by the mechanism of allocating BVIDs to the services [8]. So, it 

is imperative that the NMS utilizes network resources optimally. 
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5.3.1.6 Network Monitoring and Fault Management 

 

Monitoring the network for its connectivity and traffic statistics is an essential aspect of 

performance and resource management planning of the NMS. The NMS needs to 

provide a mechanism for Network Monitoring and Fault Management. For this purpose, 

the NMS continuously checks the network topology and the statistics of the traffic 

profile flowing through the underlying network, such as frame loss, throughput and the 

like. Different fault conditions, such as link failure or device failure may occur in 

networks, affecting the already configured services. To meet the requirements of 

Operation, Administration, Maintenance and Provisioning (OAM&P) in managed 

networks, we seek to implement functionality similar to the one defined in the standards 

such as CFM [66], using connectivity check messages (CCMs).  

5.3.2 Challenges in a Centralized Control Plane 

Besides these tasks, the NMS is expected to perform forwarding of packets as per the 

rules defined by the operator, load-balancing, intelligent flow classification and flexible 

modification of frames, which are not discussed in detail in this work. The centralized 

control plane architecture transforms the traditional data-networks into more robust and 

manageable networks [72]. However, this approach has its own challenges, some of 

which are discussed below: 

 

 

5.3.2.1 Complexity 

 

Complexity is one of the most crucial aspects of the NMS as the scalability of the entire 

network depends on the time and space complexity of various NMS algorithms. While 

the centralized control plane philosophy separates control-plane logic from data-plane 

logic—providing robustness to the network—its advantages might be hindered if the 

underlying algorithms are too complex. The time and space complexity of the 
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algorithms implemented by the NMS should accommodate the growth of the underlying 

network because the resources available to the host system are limited (resources like 

computing ability, computing speed, storage ability and the like). 

 

5.3.2.2 Convergence and Scalability 

 

The presence of a central controlling entity provides flexibility in the choice of 

algorithms and mechanisms for controlling and provisioning of services in the deployed 

network. However, being centralized, the NMS may have to cope with issues such as 

scalability. As the number of devices in the network grows, it becomes difficult for the 

NMS to accommodate the growth of the network. The performance of the NMS is 

expected to remain stable as the network scales. For example, the NMS is required to 

handle all the ‗hello message’ replies from all the devices in large networks. The NMS 

may not drop any of these reply-packets, either due to processing limitations or 

algorithmic complexity. It is desired that the centralized control plane does not remain a 

limiting factor in complex virtualized environments and others [67, 70]. This means that 

the NMS should be able to store large lookup tables required in such virtualized 

environments and populate the network devices in an acceptable time frame. 

 

5.3.2.3 Response Time 

 

As the size of the network increases, the round trip communication time of the control 

frames sent by the centralized control plane increases. This results in additional latency 

while communicating network-configuration updates to the network devices. The 

minimum duration within which the network status and updates are communicated to 

the network elements and to the user is directly proportional to the span of the network. 

For example, the maximum delay occurs when the NMS communicates with the farthest 

device in a topology that has all the nodes connected in series (one after another). To 

adhere to the carrier-class nature of the underlying network, the response time of the 

NMS is expected to be within acceptable limits of the service-provider networks. 
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5.3.2.4 Stability 

 

It is desired that the NMS is in a stable-state for the duration of its execution in diverse 

networks conditions such as different network topologies with different network traffic 

(load) scenarios. By stable-state we mean that the performance measures of the NMS 

(such as CPU, memory utilization, response time) should remain within acceptable 

limits. The key parameters that may limit the stability of the NMS are the number of 

network-elements and the traffic load in the network (that is the number of connection 

requests to be provisioned in the network). For example, as the number of connection 

requests to be provisioned in the network increases, the size of the NMS data-structure, 

and the processing time for the algorithms increase. The performance of the NMS 

depends not only on the size of the network and the service load (number of service 

requests at a given instance of time) but also on the topology of the network, that is, the 

distribution of the nodes in a network and the interconnection between these nodes or 

the links in the network.  

 

 

 

Fig. 5.2.   Polynomial growth in control traffic with number of nodes in the network. 
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The interaction and information exchange between the NMS and network elements 

generate a significant amount of control traffic in the underlying network. The control 

traffic includes ‗hello messages‘ for topology discovery, ‗write messages‘ for 

information dissemination, ‗connectivity check messages‘ for fault detection and 

recovery and etc. It is desired that the control traffic generated due to the interaction 

between the centralized control plane and network elements be below a threshold value 

as it adds to the latency in the data traffic flow. Refer to the graph plotted in Fig. 5.2 

displaying the growth in control traffic with the number of nodes in the network varying 

from 100 to 1000 at different tariff loads (20%, 40% and 80%) using a simulation setup 

that is explained in Section 5.6. Dotted lines in the graph indicate the maximum amount 

of control traffic that can be endured in the network so that the actual data traffic is not 

affected adversely [100, 102]. We observe that, the gap between the expected control 

traffic and the actual control traffic increases rapidly as the size of the network 

increases. 

 

In the next section, we present possible approaches to designing the scalable and 

robust NMS and minimize the control traffic in the managed network. We also explain 

the motives in selecting a particular design approach. 

5.4 Generic Design Approaches and Implementation Specifics 

for the NMS 

An essential step in the implementation of scalable and reliable networks is the design 

of algorithms for the centralized control plane, and demonstrating their correctness. 

Improper design of the decision plane algorithms might result in degraded performance 

or even failure of the entire network. We discuss below, a possible framework for 

designing the NMS. In this paper we provide alternatives for the design of Interface, 

Discovery, Decision and Dissemination planes of the NMS. We then provide an 

optimized approach for the design of the Decision plane of the NMS. 
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5.4.1 Interface Plane 

The design of the interface of the NMS is typically based on the principle of the client-

server model, where a user interface acts as a client and the core processing system acts 

as a server. Hence, the design of the NMS is split into two modules: Client Interface 

design and Back-end/Core server design. Client Interface is either a stand-alone 

application or a web-based application.  

 

The simplest approach for client interface design of the NMS is a stand-alone 

application. This approach has several drawbacks: One of its major drawbacks is that it 

requires installation of a thick client [71] at every end-user machine; this is an 

inconvenient option because it requires more memory and processing power at the user-

end, compared to a web-based application. In contrast, a web-based application is a thin 

client and it supports the client-server architecture [71]. In addition, it allows multiple 

user-access to the NMS from distant locations. It also enables the NMS to scale for the 

larger networks by dividing it into multiple ―Autonomous Systems‖ (AS) and managing 

each AS independently [85].  

 

In the web-based approach, the NMS does not need to be online (connected to 

the network) at all times. Once the network is configured, the data-flow continues even 

if the NMS is not connected to the network. Service restoration is guaranteed for all the 

protected paths. Once the NMS is online again, it resumes monitoring the network. This 

provides additional flexibility with the NMS control algorithms, which can be modified 

at run-time without affecting the data-flow within the network. Fig. 5.3 below shows the 

different components in the interface plane of the NMS. 
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Fig. 5.3. NMS Interface Plane and Components. 

5.4.2 Discovery Plane 

Network topology discovery may be performed in two modes: a) Offline and b) Online. 

In the Offline mode, the operator manually configures the network topology and then 

uploads it to the network. The NMS verifies the user-defined topology against the 

underlying topology. This is an inefficient and inconvenient option from the perspective 

of operators from the point of view of scalability. In addition, this approach is not in line 

with our aim of designing the network-discovery plane of the NMS applicable to 

multiple network types that requires zero pre-configuration.  

 

On the contrary, in the Online discovery mode, the NMS automatically fetches 

the physical topology once the NMS is connected to a network device and creates a 

corresponding pictorial view. Techniques for auto-discovery between neighbors have 

been proposed in optical networks with Generalized Multiprotocol Label Switching 

(GMPLS) [82] and Link Management Protocol (LMP) [83]. The Online mode reduces 

the complexity of the NMS and the operator‘s overheads. A designer can implement 

standard protocols such as SNMP or may define proprietary protocols for the 
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communication between the NMS and the network devices such as ‗hello messages’ 

[68, 69], to enable the NMS to fetch the network topology and exchange information 

with network devices. We have defined and used proprietary frame formats for the 

communication between the CESRs and the NMS. Thus, the discovery plane aids the 

NMS in getting acquainted with the physical components in the network and the 

interconnectivity between them. The discovery plane builds the logical entities of the 

network-wide physical components which are used by the decision plane of the NMS. A 

logical view of the discovery plane is shown in the Fig. 5.4 below.  

 

 

Fig. 5.4. NMS Discovery Plane: Logical View. 

5.4.3 Network Information and Decision plane 

Managing the information associated with the underlying network (such as the network 

topology, connectivity, device-specific details, service portfolio, monitoring and alarm 

information and others) and making decisions based on the information is an important 

aspect of a centralized control plane. The decision plane makes important decisions that 

drive service provisioning, network control, load balancing, security, monitoring and the 

like. Based on the information assembled by the discovery-plane of the NMS, decision-

plane algorithms drive the data plane of the underlying network and allow flexible 

control over packet-flows passing through the network. The decision-plane algorithms 
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can be implemented in different ways depending on the choice of the NMS designers. 

For example, while provisioning the services, one may choose to implement pre-

computed paths between the edge routers, while others may want to do dynamic path 

finding on the arrival of a service request [72, 76]. A detailed discussion of the 

implemented algorithms in our NMS is beyond the scope of this chapter.  

  The information and data generated regarding the state of the network and the 

configured services need to be stored in an orderly and secure manner. So, the database 

and its management is an important aspect of the NMS. The database provides stability 

to the NMS in case of failure, crash or abrupt shutdown. Database implementation 

includes, among others, database schema design and selection of the appropriate 

database tables [73]. A detailed database design discussion is beyond the scope of this 

article. Frequent database queries are expensive for any software system since these 

operations consume significant computing resources and memory. So, the NMS stores 

as much data as possible locally, for faster access. Data Structures are the variables of a 

process to which the NMS has a quick access. These variables reside in the memory till 

the NMS is up and running. Once the process stops, these variables are flushed from the 

(heap) memory. The NMS repopulates these data structures from the database in case 

they are flushed. For the stability of the NMS, it is important that there is 

synchronization between data stored in the database and data stored in the data-

structures. An abstract view of the decision plane is shown in Fig. 5.5 below. 
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Fig. 5.5. NMS Decision Plane: Abstract View. 

5.4.4 Dissemination plane 

The dissemination plane connects the underlying network devices with the Decision 

Plane of the NMS. The control plane communicates with the network devices very 

often to exchange information (for topology discovery, populating forwarding tables to 

enable data-flow for the configured services, network monitoring, etc.). The NMS starts 

communicating with the network devices using ‗hello messages’ as soon as the NMS 

boots up. The initial communication is intended for online topology discovery. Apart 

from the initial communication, the NMS sends various configuration frames to the 

network devices for service configuration, network monitoring and the like. All the 

configuration frames are either from the NMS to a specific device in the network, or 

from a particular device to the NMS—as a reply or acknowledgment of a particular 

message sent by the NMS. In our design, the standard Ethernet frame format has been 

implemented for control plane communication with the underlying network-devices. 

Each frame contains fields such as destination address, source address, Ether-type and 

the data field which includes the Op-Code (operation code), the sequence number, the 
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table number of the device on which processing is required, followed by the actual data 

to be written in the forwarding tables. 

After online topology discovery, the NMS gets acquainted with the interconnectivity 

between the network devices. The NMS then calculates the shortest path from the root 

device (root device is a network device to which the NMS is directly connected) to the 

destination device, and back to the NMS. Both these routes are embedded in the frame 

sent by the NMS to populate the forwarding tables of the network devices [68, 69]. 

Each destination device sends an acknowledgment once it has received a valid 

configuration frame sent by the NMS. Only the reverse path computed by the NMS is 

embedded in this frame.  In this case, the sequence number is learnt only at the 

destination device. If the NMS does not receive an acknowledgment from the 

destination device within a certain amount of time, the NMS resends the same 

configuration frame with the same sequence number.  The following cases may cause 

this scenario: 1) The frame sent by the NMS is lost in the network and the intended 

device did not receive the frame. In this case, the duplicate frame sent by the NMS is 

treated as a new frame by the device and the sequence number is updated accordingly. 

2) The network device received the frame sent by the NMS but an acknowledgment sent 

by the device is lost in the network before reaching the NMS. In this case, the duplicate 

frame sent by the NMS is discarded and the destined node resends an acknowledgment 

frame. This process is repeated for a fixed number of times, after which, the user is 

notified with an appropriate failure notification generated by the Fault Management and 

Monitoring part of the NMS. Fig. 5.6 above shows the logical view of the dissemination 

plane of the NMS. 
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Fig. 5.6. NMS Dissemination Plane: Logical View. 

 

The interaction between the NMS interface and different planes is shown in Fig. 

5.7 below. The interaction and information exchange between the NMS and network 

elements generate a significant amount of control traffic in the underlying network. The 

control traffic includes hello messages for topology discovery, write messages for 

information dissemination, connectivity check messages for fault detection and recovery 

and so on. It is desired that the control traffic generated due to the interaction between 

the centralized control plane and network elements be below a threshold value as it adds 

to the latency in the data traffic flow. However, it is observed that the control traffic 

increases exponentially as the number of nodes in the network increases [76. 97]. In the 

subsequent sections we analyze the overhead of the control traffic in the network and 

propose a scheme to reduce the control traffic overhead. We demonstrate that the goal is 

achieved by splitting the larger networks into smaller sub-networks. The scheme is 

modeled, formulated and evaluated using an Integer Linear Program (ILP) and heuristic 

approaches are also proposed in subsequent sections. 
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Fig. 5.7. Interaction between different NMS planes. 

 

5.5 Integer Linear Program (ILP) for Controller Location 

and Allocation 

We observe the polynomial form of     to represent the total control traffic in a sub-

network of n-nodes, where α is a constant exceeding unity and n is total number of 

nodes managed by a single controller in the network. As a result, the percentage of data 

traffic drops below the threshold if n exceeds a certain number. Clearly, the polynomial 

form represents ―loss-of-scale‖ [95].  In this section, we aim to divide larger networks 

into smaller sub-networks such that, each sub-network is managed by a separate 

controller and the number of nodes managed by each controller is less than the number 

which has been obtained in the simulation. However, there are certain issues associated 

with network partitioning, such as response time, controllers‘ placement, volume of 

control-traffic generated in each sub-network and the like. Hence, in this section an 
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Integer Linear Program (ILP) is formulated to optimize locations of the controllers in 

the network so that the following goals are achieved: 

 

1. Control traffic generated in the network does not grow beyond the threshold. In 

other words, the number of nodes managed by a single controller is below the 

pre-defined threshold value. 

2. The total control traffic volume in the network is minimized. 

3. The response time of the controller of each node is minimized. 

4. The total cost for controller installments is also minimized.    

 

The controller backbone (virtual) network may or may not be fully 

interconnected. Here, a fully interconnected network is assumed and the path chosen is 

the shortest path between the controllers through the underlying network.  Intuitively, 

the best case solution is to install a controller at every node. In this case, the control 

traffic in the network will be the least. However, this solution is the most expensive, 

since each controller has a fixed cost related to its installation. The most cost-effective 

solution is to have a single controller. However, since there will be a single network, the 

control traffic will grow beyond a threshold as the network size grows. In the 

subsequent section we try to find a solution which will achieve a balance between these 

two extreme solutions. The problem definition is explained in greater depth with the 

help of Fig. 5.8 below. Fig. 5.8A displays a sample network partitioned into three sub-

networks. Each sub-network has a separate centralized controller. Fig. 5.8B displays the 

logical connection between the nodes and the corresponding controller.   
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Fig. 5.8A. Sample network and division of 

the network in three sub-networks with 

controllers. 

Fig. 5.8B. Logical Connection 

between different nodes and their respective 

controllers. 

 

To manage the control traffic in centrally controlled networks, we need to 

understand the properties of the control traffic generated in such networks. The control 

traffic generated in the managed networks may be divided into two distinct types. The 

first type, referred to as intra-domain traffic in this article, comprises Hello Frames, 

Hello replies and Management and OAM&P Frames such as CCMs, which are limited 

to that particular sub-network only. This type of traffic is broadcast or multicast traffic. 

The second type of traffic is generated due to the services configured between different 

source-destination pairs in a single sub-network or spread across the sub-networks. It 

includes write messages which are generated to configure the forwarding table entries in 

the devices and replies sent by the devices as an acknowledgement of the successful 

configuration of the forwarding tables (write message replies). This type of traffic is 

unicast traffic. The volume of the intra-domain traffic, which is broadcast or multicast, 

is larger as compared to the service configuration traffic which is point-to-point or 

unicast. In addition, the frequency of Hello Frames (and Replies) and monitoring 

messages such as CCMs is also very high as compared to the Write frames (and replies).  
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Consider a complete graph G = (N, E), where N is the set of n nodes and E is 

the set of e edges. Let Zij   {0, 1} be 1 if node i is allocated to a controller located at 

node j and 0, otherwise. In particular, Zkk = 1 implies that node k is selected as a 

controller [90]. As mentioned in [89] by Skorin-Kapov et al. and in [90, 91] by Ernst 

and Krishnamoorthy, let    
  be defined as the flow from node i to node j via hubs 

located at nodes k and l. Further,    
    is defined as the cost of routing one unit of flow 

along this path. This cost is given by    
   = χ.dik + α.dkl + δ.dlj where χ, α, δ are the costs 

associated with the traffic sent from a source node to the controller (collection cost), 

from one controller to another (transfer cost) and from the final controller to the 

destination node (distribution cost), respectively. It is observed that the problem 

mentioned in this section is a variant of the Capacitated Single Allocation Hub Location 

Problem (CSAHLP) as mentioned in [89-91]. Let Fk be the fixed cost of establishing a 

hub or a controller at node k. Let bij   {0, 1} be 1 if nodes i and j have been assigned the 

same controller and if 0 otherwise. The detailed ILP formulation is given below. The 

input parameters to the ILP formulation are: 

1. N: The maximum number of nodes in the network. 

2. dij: A two-dimensional matrix showing the distance between each node i, j   N. The 

distance matrix follows the triangular inequality given in the Euclidean space.    

3. χ, δ, α: These are the costs associated with the traffic sent from a source node to the 

controller (collection), from the final controller to the destination node (distribution) 

and from one controller to another (transfer), respectively.  

4. Γ: The maximum number of nodes that can be allocated to a single controller.  

5. Wij: The volume of traffic in-between two pairs of nodes in terms of the number of 

connection (service) requests. 

6. Ûij: The volume of intra-domain control traffic between two nodes i and j due to 

Hello_Frames and CCMs.  

7. Üij: The volume of control traffic between any two nodes i and j due to a single 

service configured between these two nodes. 

 

Let Ûij = Û and Üij = Ü,         . 

8.    
  : The cost of routing one unit of flow along the path i-k-l-j:    

   = χ.dik + α.dkl + 

δ.dlj 
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9. Fk: The fixed cost of establishing a hub at node k,  

where i, j, k, l  N are indices for nodes in the topology. 

 

The binary decision variables are: 

 

Zij = {
                                                           

                                                 
                                (1) 

Note that Zkk = 1 implies that node k is selected as a controller. 

  

   
   {

                                                                        
                                                 

   (2) 

 

    {
                                                          

                                                 
                        (3) 

 

The objective function is written as: 

 

Minimize:  

 

 ∑ ∑ ∑ ∑    
  

         
                  ∑                                (4) 

 

 Subject to: 

∑ ∑    
  

      

                                                                                    

Equation 5 ensures that there is only one path from node i to node j via 

nodes k-l.  

∑                                                                                                 

   

 

 

Equation 6 mandates that only one controller be assigned to every single 

node.  
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∑                 

   

                                                                 

 

Equation 7 guarantees that every controller is assigned nodes below a 

certain number so that the control traffic in the sub-network is below the 

threshold. 

    ≤    ,    i, k N                                                    (8) 

Equation 8 ensures that nodes are assigned to a controller node only.  

 

     ∑                                                           

   

 

 

Equation 9 makes sure that     is 1 if node i and node j have been assigned 

the same controller.  

 

∑    
  

   

                                                                           

Equation 10 is necessary to ensure that only one out of many k nodes which 

are connected to i is selected, such that the selected k is connected to the l 

node, which has been selected as a controller to node j.  

∑    
  

   

                                                                         

Equation 11 can be explained in a manner similar to that of equation 10 

above, in terms of l. 
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 It is to be noted that the formulation above is a nonlinear integer programming 

formulation due to the term    
             in the objective function. The non-linearity 

in the above term is eliminated by introducing a variable    
   such that:  

   
    {        

                                                     

We add the following additional constraints: 

   
       

                                                                                       

                  
                                                                                            ) 

   
       

                                                              

 

Equations (13)-(15) ensure that    
   = 1 if and only if both    

   and     = 1, else the 

value assigned will be 0. However, variables     and    
   can be eliminated, reducing the 

number of variables in the formulation, if the objective function is modified as shown 

below.  

Minimize:  

 ∑ ∑ ∑ ∑        
  

     

   
       ∑ ∑ ∑    

      
    

          

   ∑    
     

   

          

 

 

The variable    
   will be 1 if nodes i and j have been assigned to the same 

controller k, thus, eliminating the variable     . With the linearization above, an exact 

solution can be obtained using the ILP formulation. However, the number of variables 

in the above formulation is of the order (n
4
 + n

2
).  Hence, the ILP formulation is likely 

to work well only for small-sized networks. For larger networks, the ILP provides 

results only after significantly large computational overhead. As a result, a heuristic is 

required for obtaining good solutions quickly for large and practical problem instances.  
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5.6 Heuristic Approach and Results 

Due to the computational complexity of the ILP presented in Section V, results for only 

small-sized networks can be obtained in a tractable amount of time. For contemporary 

service-provider networks, such as nation-wide backbone topologies, that have a large 

number of networking elements in the core networks, the ILP provides results only after 

significant computational overhead. As a result there is a need to develop a fast heuristic 

that can obtain quick results while preserving the correctness of the solution, in line 

with the ILP. We have proposed two heuristic approaches and compared the 

performance in the subsequent sections. 

5.6.1 Heuristic—Random Greedy Approach   

In this section, we discuss a Random Greedy Approach (RGA) heuristic approach based 

on a combination of a random approach and a greedy strategy for the controllers‘ 

placement problem. Initially, the heuristic performs location, in which, controller nodes 

are identified in the given network. Initially, all the nodes are sorted in the descending 

order of their degree of connectivity in the network. Nodes that have a degree of 

connectivity greater than the average degree of connectivity of the network are 

considered for candidate controller nodes. Actual controller nodes are selected from a 

set of candidate controller nodes, using random selection. A random selection code to 

select the controllers is executed for a fixed number of times to obtain different 

combinations of the controllers in different sets. A larger number of iterations ensure a 

larger probability of obtaining a global optimal solution; however, it means excessive 

computational time for larger data-sets. In this case, the fixed number is N, where N is 

the number of nodes in the given network instance. 

 

For each combination of the selected controllers for every set, the heuristic 

performs allocation, that is, it assigns non-controller‘s nodes to controllers, using the 
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greedy approach. The allocation task is done as follows: initially, the heuristic performs 

a ―labeling” and ―removal” operation on the non-controller nodes. A controller is 

selected from a pre-calculated set of controllers and labels are assigned to the nodes 

which are at a one-hop distance from the controller node. These nodes are allocated to 

the corresponding controller and removed from the processing set. The heuristic iterates 

through the remaining non-controller nodes and assigns each node to its closest 

(shortest-path) controller node, given that the particular controller still has some 

capacity left to accommodate a new node, else, the heuristic searches for the next-

closest controller. These steps are repeated until a controller is assigned to every non-

controller node. This process is repeated for all sets of the controllers calculated in the 

location stage of the algorithm. After allocation is completed, for all the possible 

combinations of location and allocation generated, the total control traffic overhead is 

calculated using a formula, as explained in the ILP section, that is, Control Traffic = 

 ∑         
  

                
        ∑    

       
                 . Finally, a set that gives 

an optimal solution, that is, the one that generates the lowest control traffic overheads, is 

retained as a final solution. The pseudo code for the proposed heuristic algorithm is 

given below. Complexity of the proposed heuristic is given as O(N*R*N), where R is 

the number of controllers located in the outer loop. However, as R << N, we can 

express the complexity of the heuristic as O(N
2
), which is polynomial time. 
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TABLE 5.1: RGA Heuristic algorithm for Controller Placement and Allocation. 

 

The performance of the RGA heuristic is compared against that of the ILP as 

shown in TABLE 5.2 below. We observe that the gap between the ILP and heuristic 

performance is a maximum of 3.68%. 
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TABLE 5.2: Comparison between ILP and the proposed RGA heuristic. 

 

5.6.2 Heuristic—Weighted Random Approach   

In this section, a Weighted Random heuristic Approach (WRA) for the ―controllers 

placement problem‖ is proposed. As mentioned in [90-91, 98-99], the random meta-

heuristic approach is well suited for large size difficult problems and provides a solution 

in a tractable amount of time with close-to-optimal results. We use a ―weighted random 

approach” by assigning weights to the elements which need to be selected randomly. 

The functioning of the proposed heuristic is divided into two distinct parts, that is, 

location and allocation.  Initially, the heuristic performs a location task in which 

controller nodes are identified in the given network. Various combinations of controllers 

are chosen using a weighted random approach. The WRA performs transitions to obtain 

an improved solution by adjusting the locations of controllers, locations such that the 
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overall distance between each pair of nodes through their respective controllers is 

minimized. Initially, all the nodes are sorted in the descending order of their degree of 

connectivity. Nodes that have a degree of connectivity greater than the average degree 

of connectivity of the network are considered as candidate controller nodes. Actual 

controller nodes are selected from a set of candidate controller nodes, using weighted 

random selection.  

 

By weighted random selection, we mean that, the controller nodes are selected 

randomly; however, the nodes that have a higher degree of connectivity have higher 

probability of getting selected as compared to the nodes that have a lesser degree of 

connectivity. Different sets of controllers with sizes of the sets varying from the 

minimum number of controllers that are required to the maximum number of controllers 

that can be installed are obtained—so that the cost and the threshold requirements are 

met. A weighted random selection code is executed for Ω number of times where Ω is a 

large number that is dependent on the size of the problem instance. A larger value of Ω 

ensures greater probability of obtaining a global optimal solution. However, a larger 

value of Ω also means excessive computational time for larger data-sets. In this 

particular case, we tried various numbers of iterations for the outer and inner loops. 

Results till the 100-node topology for various combinations of iterations have been 

obtained (at 80% traffic load) and displayed in TABLE 5.3 below.  
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TABLE 5.3: Various combinations of iterations for the outer and inner loops. 

 

We chose the combination which produced good solutions regularly in a 

reasonable amount of computational time. That is, we chose Ω = 2*N*R/D and Ψ = 
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4*R
2
*D’ (Ψ is a number for iterations of the inner loop explained in the subsequent 

section of this paragraph), where N is the total number of nodes in the network, D is the 

average degree of connectivity of the network, R is number of controllers located in the 

outer loop and D’ is the average degree of connectivity of the set of controllers. For 

every set of the selected controllers in the step above, the heuristic performs an 

allocation task, that is, it assigns non-controller nodes to controller nodes, using the 

Weighted Random Approach again. A value Φ is calculated for every pair of the non-

controller nodes, i and j, such that, Φij = Wij/Dij, where Wij is the volume of services 

configured between i and j and Dij is the distance between i and j. The pair that has a 

higher value of Φ has a higher probability of getting allocated to the same controller. 

The rationale here is that, the more the traffic volume between the two nodes and the 

lesser the distance between them, the more it is desirable that both the nodes are 

allocated to the same controller. This process is repeated for Ψ number of times, where 

Ψ = 4*R
2
*D’. 

 

Total control traffic overhead is calculated for all the combinations of 

controller nodes and various allocation strategies spawned by the WRA heuristic, using 

a formula explained in the ILP section: Control Traffic = ∑         
  

                
   

     ∑    
       

                 . Finally, a solution that generates minimum control 

traffic overhead is retained. The pseudo code for the heuristic algorithm is given in 

TABLE 5.4 below. It is assumed that the topology matrix and the traffic demand matrix 

is given as an input. A threshold value indicating the maximum number of nodes that 

can be allocated to a single controller is also provided. The heuristic provides an output 

which indicates the locations of the controllers and an allocation strategy to assign non-

controller nodes to their corresponding controller nodes. The complexity of the 

proposed WRA heuristic is given as O(Ω*Ψ*N), that is, O(8*R
3
*N

2
*D’/D). However, 

as (D, D’) < R << N, the complexity of the heuristic can be expressed as O(N
2
). 
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TABLE 5.4: Heuristic algorithm for Controller Placement and Allocation. 

 

The performance of the WRA heuristic is now compared against that of the 

ILP to demonstrate that the WRA heuristic follows the ILP closely in a tractable amount 

of time. The ILP has been solved using MOSEK ILP, an open-source optimization tool, 

while the heuristic algorithm was implemented in a .Net environment using C# 

programming language. The results are displayed in TABLE 5.5 below. The results for 

two different traffic scenarios, that is, 40% and 80% traffic load are obtained. An entry 

of ‗–‘ in the TABLE 5.5 indicates that the ILP was unable to generate results in a 

reasonable computational time. We observe that the gap (obtained as a heuristic-

solution minus optimal-solution expressed as a percentage) between the ILP and 

heuristic is a maximum of 2.66%, which is well within acceptable limits. However, the 

time taken by the heuristic to solve the problem is significantly lesser compared to that 

of the ILP. The computational effort required for the ILP degrades as problem size 

increases.  
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TABLE 5.5: Comparison between ILP and the proposed WRA heuristic. 

5.6.3 Comparison—RGA versus WRA 

Next, we compare the performance of a Weighted Random Approach (WRA) with that 

of a Random Greedy Approach (RGA) for larger data-sets, that is, till a 1000-node 

topology with traffic load varying from 10% to 90%, in different types of topology. The 

Results are displayed in TABLE 5.6 below. We observe that, WRA outperforms RGA 

(91% of the total data-sets). 
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TABLE 5.6:    RGA versus WRA. 
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5.6.4 WRA Evaluation and Results 

More rigorous results for a larger topology with up to 1000-nodes and varying traffic 

loads are obtained using the WRA heuristic.  The results of computational experiments 

are presented in TABLE 5.7 to demonstrate the effectiveness of the proposed heuristic 

algorithm for large-size service-provider networks. The results demonstrate that the 

growth in control traffic within the networks is exponential—when one takes into 

account the number of nodes and services configured in the network, hampering the 

advantages of the centralized control plane architecture. To overcome the problem of 

control traffic overhead in centrally managed networks, a division of the larger network 

into multiple sub-networks is proposed so that the percentage of data-traffic in the 

network does not drop below a threshold. In other words, the total control traffic does 

not grow beyond a threshold. We have generated random cluster graphs using the 

―networkx‖ library [58] and Python. We have considered a network size with the nodes 

ranging from 100-1000, where the average degree of a node is three (classical 

metropolitan networks).  We have considered different topologies such as: (1) Ring, (2) 

Sparse Mesh and (3) Dense Mesh. Control traffic at different network traffic loads 

varying from 10% to 100% is noted down. All traffic demands and links in the 

simulation are assumed to be bi-directional. Different sets of traffic demands have been 

generated for various network loads, where the rate of arrival of traffic demand is 

characterized by a Poisson distribution and where service granularity is exponentially 

distributed [100]. The volume of the total data traffic and control traffic in the network 

is measured and the results are tabulated in TABLE 5.7, below. An entry of ―NA‖ in the 

table below indicates that splitting the networks into smaller sub-networks of 

corresponding size is not possible. 
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TABLE 5.7:    WRA Heuristic Results—larger data-sets. 

 

It is observed from the results that the control traffic in a network grows 

exponentially with the number of nodes and the network traffic. It is also observed that, 

larger networks (typically beyond 200-nodes) which are controlled by a single 

controller generate significantly higher control traffic, beyond the acceptable limit of 
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standard service-provider networks [100-102]. For example, in a dense mesh network of 

600-nodes, the control traffic is in the range of 15-20% of the data traffic at all traffic 

loads. The control traffic increases exponentially with the size of the network. For 

example, in a 400-node dense mesh network, total control traffic is approximately 21 

GB and total control traffic generated in an 800-node network at the same traffic load is 

126 GB, demonstrating the exponential growth. This exponential growth in the control 

traffic is not desirable as it may cause delays in the actual data-flow by congesting the 

network. The control traffic in larger networks is reduced significantly if networks are 

split into smaller sub-networks. For example, in the same dense mesh network of 600-

nodes, control traffic gets reduced to less than 5% and 8% of the total traffic, if the 

network is split into smaller sub-networks of sizes 100-nodes and 200-nodes each, 

respectively; which is acceptable in standard service-provider networks. For a more 

intuitive understanding of the results, graphs are plotted and displayed in Fig. 5.9 below. 

The same pattern can be observed in the graphs plotted below for all sizes of networks 

with different traffic loads. The results displayed in Fig. 5.9 demonstrate the fact that 

the growth in the control traffic with the network size is exponential and the percentage 

of the control traffic is beyond the threshold (which is 10% of the total traffic). 

However, if a larger network is divided into sub-networks of a smaller size, especially 

of 100 or 200-nodes, the control traffic overhead remains within the acceptable limit. 

This is a result of the fact that, by dividing larger networks into sub-networks, the 

broadcast domain for Hello Frames, Hello replies and Management and OAM&P 

Frames such as CCMs gets limited to networks of smaller sizes. It reduces the total 

burst size of such broadcast messages. This fact can be observed from graphs displayed 

in Fig. 5.9 below.  
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Fig. 5.9. Graphs displaying Control-Traffic in networks of varying sizes—before and after 

splitting the networks.  
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In Fig. 5.10 below, graphs have been plotted keeping the network load 

constant at 80% and by varying the network size from 100-nodes to 1000-nodes. It is 

observed that the percentage of the control traffic grows exponentially as the network 

size grows beyond 200-nodes. However, if the networks are split into sub-networks of 

100 or 200-nodes, the total control traffic in the network remains below 8% of the total 

traffic in the network, which is acceptable in standard service-provider networks [99-

101]. 

 

 

  
 

 

 

Fig. 5.10. Total control traffic and percentage of control traffic versus network size, before and 

after splitting the networks. 
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5.7 Conclusions 

In this work, we have focused on engineering and architectural issues related to the 

design of a centralized control plane. Key characteristics of the centralized control 

plane, challenges in the centralized architecture of the network and its possible design 

approach using the Network Management System (NMS) have been discussed. 

In addition, an analysis of the control traffic overhead in the network has been 

performed using a simulation model.  Simulation results demonstrate that control traffic 

grows beyond a threshold at a certain point as the number of nodes and traffic load in 

the network increases. A scheme to divide the network into smaller sub-networks is 

proposed so that total control traffic is always below some threshold (some percentage 

of data traffic) and the control traffic overhead is within acceptable limits. The results 

from a simulation model have also been showcased. The results demonstrate that 

partitioning of the network significantly reduces the control traffic overhead in the 

managed networks.  

An ILP formulation is presented to solve the problem for smaller networks (up 

to 50-node). We aim to minimize the total control traffic, the total controllers‘ 

implementation cost and the overall response time in the network. In addition, a 

heuristic approaches based on the Random Greedy strategy and Weighted Random 

strategy has been proposed to solve the problem for larger networks (up to 1000-nodes). 

The proposed heuristics runs within a reasonable computational time. The results 

obtained by implementing the heuristic algorithms are compared with the ILP. The 

results show that the heuristics compare favorably with the ILP without compromising 

on the quality of the solution. We also note that WRA heuristic outperforms RGA 

heuristic. 
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Chapter 6 

Summary and Future Work 

In this dissertation, we have focused on the analysis of high-speed Carrier Ethernet 

networks, especially, from the perspective of cost and performance and cost 

optimization. In the first problem, we have minimized the number of network identifiers 

in high-speed networks, since available identifiers are limited (4094 BVIDs in PBB-TE 

Networks). In addition to that, we have attempted to maximize the number of services 

that can be provisioned in core networks with the limited number of BVIDs, so that 

TCAM utilization of network equipment is less. We presented an ILP for optimal 

solution and solved the problem for larger instances by proposing four different 

heuristic algorithms. We then tried to optimize the cost of the contemporary high-speed 

networks so that internet-service providers can have the benefit of maximum profits by 

reducing the CAPEX and OPEX. Specifically we focus on reducing the total cost of the 
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network interfaces at different network layers satisfying all the traffic demands. A 3-

layer (IP+OTN+DWDM) network capacity planning model is presented in this work to 

optimize the cost. The work presented in ―multilayer optimization‖ can be extended to 

include dynamic traffic cases. Different machine learning techniques can be applied to 

gain better insights of traffic characteristics in contemporary service provider networks. 

In addition, the issue of fault detection and recovery as well as network survivability in 

multi-layered networks needs to be studied in depth. Since there are separate protocols 

running at every layer (for example, ARP at Ethernet level and OSPF, RIP at IP level), 

there is a need of optimized solution for fault detection and fault propagation across the 

various network layers.  

In the latter part of the research, we have focused on the implementation of the 

―Centralized Control Plane‖ for contemporary service provider networks. We have 

focused on engineering and architectural issues related to the design of a centralized 

control plane. In addition, an analysis of the control traffic overhead in the network has 

been performed. We have proposed a scheme to divide larger networks into smaller sub-

networks to reduce the control traffic overhead in the managed networks. Also, we 

solved the controller placement problem in divided networks using an ILP and proposed 

two different heuristic approaches. The work may be extended to accommodate the 

―stochastic optimization‖ model by identifying different states of the NMS. Control 

traffic analysis for each state of the NMS can be done separately for a more intuitive 

understanding of the nature of the control traffic in managed networks. Also, we have 

then tried to answer an interesting question—how does Carrier Ethernet perform for 

Virtual Machines (VM) migration in data-center and cloud environments? The question 

arises since VMs form the central processing entity in data-centers and are crucial to 

facilitating cloud computing environments. We have proposed the use of Carrier 

Ethernet in data-center/cloud environments. This work can be extended to include ―load 

balancing‖ techniques for the VMs and to optimize resources like CPU, Memory and 

VM Migration Time and the others. 

Due to the unprecedented growth in the Internet traffic, Application Service 

Providers (ASPs) need to adjust huge application driven traffic in already deployed 
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complex networks in short span of time [104]. Hence, there is a need of designing a 

standard centralized data plane that will allow Application Service Providers to 

implement service level traffic routing and management policies. The key motivation 

for further research in designing such abstraction is to standardize a set of service 

deployment protocols across a various types of applications deployed over the Internet 

[103, 104]. We believe that the work presented in this dissertation may be extended for 

further investigation in the following ways. 

A. Carrier Ethernet and BVID allocation Problem 

 

 Mathematical Model to determine the probability of the BVID Conflict 

occurring in the Core Networks. 

 

 

B. Multilayer Optimization in High-Speed networks 

 

 Extend the work to a journal paper with more sophisticated ILP. 

 Implementation for ‗Dynamic Traffic‘ case using Stochastic Optimization 

model. 

 Apply ‗Machine Learning‘ technics to study different traffic patterns. 

 

 

C. Transport Technology Choices for Virtual Machines (VMs) in Data-

Center and Cloud Environments 

 

 Implement Load Balancing for the VMs and optimize resources like CPU, 

Memory and VM Migration Time.  

 Apply ‗Ant Colony Optimization‘ or other relevant technics for the same. 

 Write a simulator for ‗Omnipresent Ethernet‘ (OE), obtain the results for VM 

migration with the same and compare against PBB-TE and MPLS-TP. 
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D. Models, Algorithms and Solution Methods for Centralized Control 

Planes to Optimize Control Traffic Overhead 

 

 Define different states for the NMS and determine the probability of NMS being 

in each of the state. 

 Determine the Control Traffic at a given instance of a time using Stochastic 

Process. 

 Consider the same problem for the ‗Un-capacitated‘ & ‗Multiple-Allocation‘ 

scenarios. 
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