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“Yesterday I was clever, so I wanted to change the world. Today I am wise, so I am

changing myself”

“Your task is not to seek for love, but merely to seek and find all the barriers within

yourself that you have built against it.”

Rumi
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Abstract
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Doctor of Philosophy

by Murat Muradoglu

The manipulation of bioparticles ranging from nano to micrometers in diameter has

become a fundamental tenet to much of biochemical and biomedical applications. Inte-

gral to these experiments is the need to precisely manipulate particle locations, separate

and/or organize them whilst limiting the possibility of damage to the specimens that

are, by nature, required to be suspended in a liquid medium. A crucial aspect in any

such form of particle manipulation is the ability to reliably and repeatedly sense and

distinguish their presence. To achieve these goals, their small nature and typically large

number warrant the use of up and coming nanotechnologies- for example nano-optics-

to achieve practicable and effective results. Yet, there remains major challenges in such

technologies, including but not limited to: (a) better sorting (size, density, etc), (b) as-

sembly, (c) concentration, (d) dilution, (e) fictionalization and finally most importantly

(f) a better understanding of the interdisciplinary coupling with digital microfluidics.

Further to this, the implications of working with such small particles is the inherent

random jiggling of said particles in a liquid medium, i.e. Brownian dynamics. Not only

are the dynamics of the liquid medium necessary in evaluation, but they also create an

impetus to harness it for useful applications in itself. Therefore, the primary focus of

this thesis is to study various particle manipulation mechanisms with secondary support

areas in Brownian dynamics and discrete liquid mechanics.
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Chapter 1

Introduction

1.1 Introduction

Nanotechnology is the newest of evolutionary science technology- broadly speaking it

refers to the science of anything within the nanometer scale (10−9m). One aspect

of nanotechnology is all about building working mechanisms using components with

nanoscale dimensions. This corresponds closely with the manipulation of materials at

the molecular level. The ability to carry out such manipulation, for the most of us, is

initially very difficult to fathom, however, the realization of such a goal brings forward a

plethora of cutting edge applications. In the quest to conquer the nano-world, a number

of physical phenomena, defying our intuitive common-sense, become more pronounced

as we diverge from the physical laws of the big, such as gravity, to the physical laws

of the small- the quantum realm. In the same way the creation of dedicated hunting

and carving tools were the cornerstone of early man, a set of dedicated nano-tools is of

paramount importance in the future of nanotechnology and indeed mankind. And so,

forth, must mankind go, into the arduous process of investigation and refinement of his

tools as he has relentlessly done so in the past.

1.2 Rationale

The manipulation of bioparticles ranging from nano to micrometers in diameter has

become a fundamental tenet to much of biochemical and biomedical applications. Inte-

gral to these experiments is the need to precisely manipulate particle locations, separate

and/or organize them whilst limiting the possibility of damage to the specimens that

are, by nature, required to be suspended in a liquid medium. A crucial aspect in any

such form of particle manipulation is the ability to reliably and repeatedly sense and
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distinguish their presence. To achieve these goals, their small nature and typically large

number warrant the use of up and coming nanotechnologies- for example nano-optics- to

achieve practicable and effective results. To this end, optical tweezers, acoustics, electri-

cal forces and surface modification have been used to provide a whole host of different

forces, including translation, rotation and stretching.

Yet, there remains major challenges in such technologies, including but not limited to:

(a) better sorting (size, density, etc), (b) assembly, (c) concentration, (d) dilution, (e)

functionalisation and finally most importantly (f) a better understanding of the inter-

disciplinary coupling with digital microfluidics. While these challenges remain true for

particle manipulation it is impertinent to consider the system in its entirety, where par-

ticle manipulation is only one component of the overall biochemical and/or biomedical

system. This motivation, in the broader sense, imposes the requirement that these tiny

particles be contained in a liquid medium. Naturally, it then becomes necessary to

develop an understanding, not only of the manipulative forces, but also the operation

and dynamics of the liquid medium. The recent trends towards the development of

so-called “lab-on-a-chip”devices, which essentially are self-contained laboratories at the

chip scale, further drives the need to consider the interdisciplinary aspects of particle

manipulation.

Typically, lab-on-chip systems have microscale flows of fluid which in itself encompasses

a discipline alone that is capable of a diverse array of applications that varies from drug

delivery, organic synthesis and microreactors. In particular, the application of digital

microfluidics, i.e. the use of discrete volumes of fluid (droplets), provides a means to

individually control each volume and offers greater potential for increased throughput

and scalability than continuous-flow systems.

Perhaps more elusively, another implications of working with such small particles in

a liquid medium is the inherent random jiggling of said particles, i.e. Brownian dy-

namics. In addition to evaluating the contribution of these dynamics to any particle

manipulation scheme, an opportunity exists to understand and harness them for useful

applications. In summary, the primary focus of this thesis is to study various parti-

cle manipulation mechanisms based on nano-optic technologies, along with two support

studies into Brownian dynamics and discrete liquid mechanics.

1.3 Thesis Outline

The thesis is organized into the following chapters:
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• Chapter (2): A review of existing literature on the major focus of this thesis, that

being optical particle manipulation technologies, in particular optical tweezers and

plasmonics is given. In line with the minor area of study, a review of sorting and

sensing of Brownian particles and discrete liquid mechanics is also provided.

• Chapter (3): A description of the background theoretical methods used for the

simulation and design of optical devices is provided.

• Chapter (4): In this chapter we simulate and apply optical tweezers and plas-

monic structures to achieve a variety of particle manipulation mechanisms. Using

an optical tweezer we show that: (a) a focused beam can be used to pull and push

particles in a predominantly lateral sense by altering the focal plane relative the

particles; (b) particles can be gently and tunably stirred allowing for a bioreactor

that limits photodamage. Further to this, a comprehensive computation of the op-

tical tweezer revealed parametric optical trapping blind spots as well as resonance

conditions that allowed for trapping of high refractive index particles.

Finally, a corrugated structure has been designed to efficiently couple light from

a subwavelength aperture to surface plasmonic modes on the structured surface.

By carefully placing a secondary grated structure some distance from the original

structure, we were able to produce strong reflection, which, with the coherent

nature of light used, created strong optical standing wave fields that could be

harnessed for particle trapping.

• Chapter (5): A scheme to sense Brownian nanorods using a plasmonic whispering

gallery is developed that is further shown to have great perceptibility of contact

conditions. We further examine the possibility of using stochastic ratchets to

sort populations of Brownian rods, investigating, in particular, the role that the

crossover time from anisotropic to isotropic motion takes in this process.

• Chapter (6): In this chapter we address the need to deliver drops of specific volumes

on superhydrophobic surfaces from cost effective storage media such as paper. In

the process, we will show the nature of how small aerosols form on these surfaces

before evolving into single drops. We investigate the feasibility of using the capil-

lary bridges developed between solid bodies (rods) to interrogate the contact angle

development under the effect of evaporation. In addition, we also seek to ascertain

the progress of volume change. These findings will help to provide insights on the

ability to relate wetting to analyte characteristics and mitigate evaporation in bio-

chemical microplating schemes developed for use in resource-limited laboratories.

And finally, using biomimicry, we show a unique way to anchor and trap particles.





Chapter 2

Literature Review

2.1 Manipulating with Optics

It is well known that light carries both linear and angular momentum that can exert

observable force and torque on small matter. The force exerted on earth-bound objects

by the sun was found by P. N. Lebedev in 1901 [1] to be 10µN/m2; a remarkable feat at

the time. Reflecting objects such as a cup of coffee would by this measure experience a

force of approximately 30nN, which is far from the required force to move it. However,

at smaller scales such as in the nanometers (10−9m), this force is more pronounced

and provides an exceptional means to control particles. Moving small-scale matter in

a prescribed fashion with optical forces is attractive in many areas of inquiry. The

phenomena known as photophoresis has been known for a long time in which the studies

of Hettner [2] have shed much understanding. Direct photophoresis is caused by the

transfer of photon momentum to a particle by refraction and reflection [3], allowing

particle movement when the particle is transparent and has a refractive index larger

than its surrounding medium. On the contrary, indirect photophoresis occurs as a result

of an increase in the kinetic energy of molecules when particles absorb incident light only

on the irradiated side, thus creating a temperature gradient within the particle [4, 5].

Direct photophoresis has been used to accomplish manipulation operations [6, 7]. When

the light beam is sufficiently focused, the forces developed are strong enough to detach

cells from the adherent surfaces in a technique known as laser catapulting [8, 9].

The challenge, then, is to engineer photonic devices that produce novel light fields that

can reliably exert desirable forces onto particles. Such forces may include, the trapping

of particles, spinning, stretching, pulling, pushing and so forth. To this end, we shall

discuss two main technologies (a) Optical Tweezers and (b) Plasmonics.

5
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2.1.1 Optical Tweezers

In 1970 Ashkin demonstrated that particles can be accelerated and trapped by light

[10]. The principle behind the physics is relatively simple and was mathematically well

described by James Clerk Maxwell [11] in 1873 as radiation pressure. A particle that

is hit by a photon either loses or gains momentum and, in accordance with Newton’s

laws, experiences a net force. Sometime later, Ashkin demonstrated that the three-

dimensional trapping of dielectric particles was possible using a single, highly focused

laser beam [12]. Now, not only was light shown to push particles in its propagation

direction, but it could also pull particles to regions of high intensity gradient. This can be

visualized as a damped Hooke spring which exhibits a restoring force to the region of high

intensity. This device, the optical tweezer, has become a cardinal tool for manipulating

small particles. Ashkin’s work broadened into a very active research field comprising

two Nobel prizes for the laser cooling of atoms [13] and the creation of Bose-Einstein

condensates in cold atomic gases [14]. In the biological sciences the optical tweezer is

a favoured tool due to its non-mechanical nature of manipulation which dramatically

reduces the chances of damaging biological specimens. For example it is used to study

kinesin molecular movement [15], drug screening, [16], cell/particle sorting [17] and DNA

mechanics [18]. Particles such as spheres, viruses, bacteria [19], living cells [20] and even

strands of DNA [21] have been optically trapped and manipulated. Furthermore, the

ability to transport and modify cells precisely has led to clinical applications such as

in-vitro fertilization [22]. However, the trapping of biological particles near the focal

point, which also happens to be the location of highest intensity of the beam, presents a

problem in manipulating cells, where there have been reports of photodamage [23–25].

The damage is primarily caused by the lossy dielectric nature of the particle, i.e. the

dielectric constant has an imaginary component causing it to absorb some of the incident

energy thereby causing localized heating and thus cooking the cell.

Optical tweezers can trap objects as small as 5 nm [26, 27] and can exert forces exceeding

100 pN [28–30] with resolutions as fine as 100 aN [31, 32]. Their precise nature allows

the selecting of individual microbes from heterogeneous populations. Using an optical

tweezer to scan through multiple particles, dwelling briefly on each one, and then moving

on can be used to trap multiple particles [33, 34]. This can be extremely useful for

organizing planar assemblies of colloidal particles [35], for testing new ideas in statistical

mechanics [36], and for measuring macromolecular interactions [37]. In such applications

as those mentioned, where selectivity is required, it is crucial to ask: which particles

can be trapped? To answer this, an appropriate model that can closely represent the

physical problem is required to calculate the optical forces.
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Due to its high symmetry, the numerical description of the optical trapping of spheres

has been widely investigated [38–41]. In the traditional modeling of such scattering

problems, such as in the work by Ashkin [41], the particle size is assumed to be typi-

cally a few micrometers. Together with the more convenient paraxial representation of

a Gaussian beam (i.e., where the beam angle θ is relatively small and can be approxi-

mated by plane waves at different angles), means that the Ray Optics approximation is

relatively successful at obtaining the scattered field and resultant optical force. While

this approach is sufficient for most cases, the Ray Optics approximation is not a full

solution to Maxwell’s equation and is limited to particle sizes such that r � λ, where r

is the radius of the particle and λ is the wavelength of incident light. Alternatively, the

scattering of smaller particles (r � λ) in an optical tweezer can be modeled with the

Rayleigh approximation which represents the particles as single oscillating dipoles such

that the scattered energy is much less than the energy intercepted by the particle.

Both these approaches are sufficient in their relative domains, however, they both lack

any real ability to represent the rich near-field diffraction effects that can occur as the

wavelength approaches the radius of the particle. A good example that is well known in

literature is the extinction paradox. The paradox arises from the rather counterintuitive

finding that the particle scatters twice the intercepted power, i.e. σs = 2σg, where

σg denotes the amount of incident power, in terms of area, that is intercepted by a

particle and σs denotes the scattered power, in terms of area. Among the most common

explanations is that from van de Hulst [42] that relies on diffraction effects around the

spherical particle. In fact the explanations of the extinction paradox is ongoing [43, 44].

The effective domains of these scattering regimes is depicted in Fig. (2.1). The Mie

scattering regime was originally developed to solve the scattering of spherical particles

with an incident plane wave [45]. This has since been extended to include arbitrary par-

ticles using the T-matrix [46, 47]. Soon after, a framework that could support arbitrary

particles with arbitrary incident beams was developed. This is known as the Generalized

Lorenz-Mie Theory (GLMT) that continues as an active field of research [48].

In recent years, perhaps the most well known method of modeling optical tweezers, is

by using the Optical Tweezer Toolbox [39]. Based on the GLMT, the toolbox provides

a framework to obtain the Gaussian beam coefficients, solve electromagnetic scattering

and calculate the optical forces on spherical particles. Addressing the toolbox, a later

work by Sun et. al has pointed out that the force predictions made with particle radii

much smaller than the wavelength of light can be erroneous [49]. This, as was pointed

out, was due to errors (by up to a factor of 10) generated by the Bessel function routines

with small input arguments when the inbuilt recursive algorithm in MATLAB was used.
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Figure 2.1: Effective wavelength versus particle size domains of the various scattering
regimes. The domain of interest here is the Mie scattering region, where r ≈ λ.

Here, small input arguments translate to mean small particles. In particular, the domain

of inaccuracy pointed out was typically in the Rayleigh domain.

Utilizing this toolbox, some erstwhile studies have been conducted where it was briefly

shown that certain interference and diffraction effects [50] could allow the trapping of

high refractive index particles [51], i.e. n1 > 1.5n2, where n1 and n2 are refractive indices

of the particle and surrounding medium, respectively. The effects of these extremely nar-

row band forward scattering modes allowed the formation of optical trapping “fingers”,

i.e. areas in the parameter space of (r, n1/n2) that traditional models of optical tweezers

suggested that trapping was not possible. The rationalization of these structures was

based on the correlation of peaks in the extinction coefficients with trapping. This basis

is applicable only to lower Numerical Aperture (NA) Gaussian beams where the plane

wave representation is closer. To the best of our knowledge, no map has been created
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to date that fully depicts the trapping efficiency with respect to the three parameters,

r, n1/n2 and NA, presumably due to the intensive computational demands of such an

endeavor. The existence of such a map will be invaluable not only to establish the

operational ranges of allowing the selecting of individual particles from heterogeneous

populations with specificity, but also to exploit novel applications. For example, the

ability to trap high refractive index microspheres (made from materials such as silicon,

which have n1 = 3.5) that typically have good optical confinement properties, makes

them ideal for use in creating microcavities with very high Q-factor resonances [52, 53].

Other applications of optical tweezers have been in Photonic Force Microscopy (PFM),

wherein the ability to detect very small position changes of the trapped particle is used

as a probe to scan the local environment forces [54]. Photonic force microscopy relies on

the collection of the scattered and unscattered light by means of a quadrant photo-diode,

where a phase shift is detected and used to calculate the position. Furthermore, engi-

neered laser beam profiles such as a self-restoring Airy beam [55] and a non-diffracting

Bessel beam [56] have been used to enable particle transport along curved paths [57],

trap particles [58] and construct conveyor belts [59]. These applications suggest that

particle manipulation mechanisms can be achieved by designing novel light fields, which

can be modularly integrated into lab-on-chip environments.

In the pursuit of lab-on-chip solutions, the diffraction limit is perhaps the most restrict-

ing principle in optics. One of its consequences is that light of wavelength λ exiting

from a region much smaller than λ/2 undergoes a strong angular spread and fills out the

whole 2π solid angle. In fact this principle can be considered a specialization of Heisen-

berg’s uncertainty principle with respect to position (δx) and momentum (p = ~λ)

[60]. The typical range of wavelengths used for particle manipulation are anywhere

from λ = 300nm to λ = 1500nm. Couple this with the ongoing improvement of fab-

rication techniques that allow for smaller and smaller feature sizes in chips (45nm is

commercially available) and the diffraction limit immediately becomes discernible. For

the purpose of particle manipulation, the diffraction limit is detrimental since light can-

not be well localized to permit the transfer of momentum to particles. The diffraction

limit becomes less of a deterrent if the concept of free wave propagation is abandoned

and evanescent waves are used, which are classified as optical near-fields [61]. In recent

years, various experiments based on near-field trapping and manipulation have emerged.

In these experiments, the near-field was generated in the form of an evanescent wave at

the interface between two different media [62–66]. Compared to a conventional optical

tweezer, trapping based on near-field provides a significant improvement in that it does

not require complicated optics to create the optical trapping landscape. For this reason

they can be easily integrated into lab-on-a-chip applications in order to produce novel

chips with increased functionality. The two most practical candidates for addressing
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these lab-on-chip requirements are Photonic Crystals (PC) and Plasmonics. A review

of Plasmonics is found in the next section 2.1.2. To progress on to feasible lab-on-a-chip

applications, nevertheless, it will be necessary to attain the ability to carry out trapping

at selected spatial locations at prescribed time sequences.

2.1.2 Plasmonics

The term plasmonics refers to the science and technology dealing with the manipulation

of electromagnetic signals by coherent coupling of photons to free electron oscillation

at an interface between a metal and a dielectric. At this interface a strongly enhanced

optical near-field confined to the metal surface can be excited. This confined near-field

is known as a Surface Plasmon Polariton (SPP). To obtain a surface bound solution

from Maxwell’s equations, it is required that the normal components of the wave-vector

be purely imaginary in both media giving rise to evanescent solutions. Propagation in

the direction parallel to the interface is also required.

The surface plasmon modes have greater momentum than a free space photon of the

same frequency which therefore means that free light cannot be directly coupled to

the surface plasmon mode on a flat metal surface. For this reason, various geometries

are used to match the wave-vector and simultaneously conserve energy and momentum

(wave-vector). One such geometry is the Kretschmann geometry using a prism [67].

This method requires the integration of an additional excitation structure within the

device to excite the surface modes, thus rendering it inefficient for lab-on-chip purposes.

Another geometry utilizes a metal surface with corrugated grooves. The periodic nature

of the corrugated grooves can boost the incident wave-vector by 2πn/a and thus a surface

plasmon mode can be excited. The gratings on the metal substrate need to be designed

so as to match the impinging light with the resonance condition. Considering this point,

in the first respect, it would be readily expected that these surface gratings on a metal

substrate not only act as a passage for impinging light to become an SPP, but also are

able to serve as an outlet for an SPP to radiate light. This property is the key concept

behind generating collimated beaming from subwavelength apertures [68].

The use of evanescent fields, in particular plasmon fields, emanating from a subwave-

length aperture or from a probe, have been shown to be effective for sometime in address-

ing the need for strong optical trapping at the subwavelength scale and in a coplanar

geometry. A single subwavelength aperture is compact, amenable to integration and

insensitive to the incident angle of light whilst providing the necessary matching wave-

vectors to excite surface modes [69]. Recent advances reported have begun to tackle the

need to have optical trapping at specific and selective locations over the chip as well;
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which holds great promise for lab-on-a-chip purposes. A seminal scheme reported for

this involved creating plasmonic standing waves from the interference of laser beams

[70]; which essentially translated the known ability of standing waves to trap effectively

at multiple sites in the axial sense [71] to a lateral geometry. Yet, the alternative ap-

proach of tailoring metallic surfaces to create multiple trapping sites from whole-field

illumination [72–74] has been shown to be more convenient and practical. As mentioned,

it will be necessary to attain the ability to carry out trapping at selected spatial loca-

tions at prescribed time sequences. This will be conceivably difficult to accomplish using

schemes that depend on the whole field light stimulation of plasmons unless the onerous

challenge of creating fine and high intensity probe beams is met.

The strong beaming of light from subwavelength aperture surrounded by surface corru-

gations on a thin metal film was first demonstrated by Lezel et. al. [68]. Since then,

there have been substantial efforts made to understand the underlying physics of the

phenomena [75] with the interest of facilitating directional light beaming at the chip

level [76]. An interesting discovery has been the contribution of leaky plasmon waves in

affecting the characteristics of light beaming [77]. There has been no reporting of efforts

to harness these leaky waves to create tailored optical trapping sites on the metallic

surface. The ability to do this opens up the avenue of having multiple apertures on the

surface addressable using waveguides within the chip in order to maintain close control

of optical trapping at specific and selective locations over the entire chip.

Another need in particle manipulation is the ability to trap particles into rings which is

typically achieved using an axicon [78]. Some efforts have been reported to utilize phase

matching with photonic structures to permit subwavelength fields [79]. The availability

of optical forces on a chip allows for the assembly of nanoparticles beyond the use of

means such as evaporation where a degree of randomness can be expected. Once held

in place, tailored patches within the nanoparticle will be able to hold such assemblies

in place when optical forces are switched off [80]. Surface plasmons are an excellent

candidate for such purposes since the fields are inherently subwavelength with strong

plasmon intensity fields.

2.2 Brownian Dynamics

Mobile particles immersed in an ambient medium undergo an incessant and irregular

motion. Robert Brown in 1827 [81], while examining grains of pollen of the plant Clarika

pulchella suspended in water observed, under a microscope, that they had a continuous

jittery motion. By further observing the same motion in particles of inorganic matter
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he had ruled out that the effect was life-related. This phenomena is now known as

Brownian motion.

For a particle of radius 1 mm in water the motion can hardly be noticed, while for

particles on the edge of microscopic visibility the motion is marked. There is a definite

dependence on the nature of the fluid medium, and especially on its viscosity. Another

characteristic of Brownian motion is its stability in time. The motion persists as long

as the particles remain suspended in the fluid. This has been observed in preparations

allowed to stand for over a year. A final very characteristic property is independence

of most external influences. Electric fields, light (as long as it is not absorbed and does

not heat the system), gravity (as long as the particles do not settle out) and similar

disturbances from the outside seem to have no effect. Temperature has a marked effect,

however. This could be expected from the observation that the motion depends on

the viscosity of the medium; as is well known, the viscosity of fluids is appreciably

temperature dependent.

The Brownian motion of spherical particles in an unbounded fluid volume was first es-

tablished by Einstein [82, 83] and Smoluchowski [84]. In confined spaces, there is an

interaction between the particles and the surrounding walls, and considerable advances

have been made into understanding the ensuing motion under such conditions [85–87].

When considering Brownian rods, it is necessary to consider the various rotational and

translational frictions [88, 89]. In two-dimensions, this leads to differential diffusion

equations based on a rotational constant and translation constant parallel and perpen-

dicular to the particle’s long axis. The result is that the anisotropic behaviour ensues in

the short term and crosses over to isotropic behaviour in the longer term (when consid-

ered from a static axis system) as shown recently experimentally [90]. As for spheres,

when the proximity of a wall is considered, hydrodynamic interactions occur. In the case

of a rod this has been shown to significantly reduce the diffusion constants, the effect

being the strongest on the translational diffusion coefficient along the rod when com-

pared with that perpendicular to the length of rod [91]. A description of the mechanics

for this was furnished via experiments using different chamber thicknesses, and thus,

degrees of constraining [92]. It was found that when an ellipsoidal Brownian particle is

approximately neutrally buoyant, it is most likely to reside close to the central plane of a

thin fluid chamber, [90] this being an entropic effect: the number of possible orientations

is reduced when the center-of-mass of an elongated particle is close to a wall [93]. Such

hydrodynamic interactions affecting rods have also been modeled recently [94].

An account of how Brownian rods are able to end-tether naturally to surfaces [95] un-

derlines a rotational-translational coupling. While this tethering behavior may allow
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information on the micro-environment to be interrogated, it is hampered by opportunis-

tic ventures of the free end towards the surface to cause the motion to cease altogether.

A recent scheme has been reported to overcome these limitations wherein a Brownian

rod is drawn in by a tunable attractive force from a cylindrical pillar [96]. This approach

requires the rotational diffusion to be derived from image sequences of the rod’s move-

ment, which is possible when the rod dimensions are diffraction resolvable optically but,

crucially, not when a nano scale rod is used.

Brownian motion is often detrimental to sorting as a consequence of fluctuating forces

that lead to distributions spreading [97]. Despite this, considerable work has been con-

ducted to exploit the size based variations in diffusion as a sorting metric in itself.

Asymmetric periodic potentials have been actively investigated to rectify the symmetric

fluctuations in Brownian particles [98–104]. A convenient scheme to accomplish this is

via the switching on and off (conveniently described as cycling) of a periodic but spa-

tially anisotropic potential [99, 100]. Such stochastic ratchets have been demonstrated

as capable of sorting spherical Brownian particles [101]. It is vital to therefore examine

the possibility of using such stochastic ratchets to sort populations of Brownian rods,

investigating, in particular, the role that the crossover time from anisotropic to isotropic

motion takes in this process.

Further to sorting, the nature of Brownian motion can be exploited by tracking the

motion of particles as a means to sense the local environment [105]. Arguably, the

first experiment to physically demonstrate this was based on measuring the milli-Kelvin

temperatures in electrical circuits [106]. Deriving information of parameters such as

temperature and viscosity from the liquid micro-environment is crucial for processes

that involve electrochemistry and biology. Tracking a single Brownian particle’s motion

offers an attractive means of measuring the localized parameters at its immediate vicin-

ity. The merits of such a sensor include its minimal disturbance to the evolution of the

measured quantity around the localized environment and an absence of any input en-

ergy to drive the probe [107]. Some recent adaptations have been reported to ascertain

parameters such as magnetic susceptibility and surface forces [108–110]. While fluctua-

tions in Brownian motion using freely translating particles should provide inexhaustible

amounts of information, there is the problem of these particles drifting away from the

venue of measurement as well as colliding with other particles. The former causes the

problem of lapses in measurement continuity. This can be mitigated somewhat by use of

external forces to restrict the particle to a specific location (e.g., optical traps) [97]. Nev-

ertheless, this and the latter issue of collisions tend to introduce additional complexity

in interpreting the underlying mechanics [111].
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One means of tracking nano-scale objects with an optical microscope is by using flu-

orescence labeling. A major drawback of this is the limited observation time due to

photo-bleaching (organic dyes) and the erratic signal due to blinking. Alternatively,

gold and silver nano-particles show strong light scattering at the plasmon resonance

wavelength due to the collective oscillation of their conduction electrons. By imaging

only the scattered light from a sample [112], it has been claimed that the detection of

particles down to 20 nm in size is possible. That the scattered light is strongly polarized

along the long axis makes gold nano-rods in principle an ideal orientation probe. The use

of a birefringent crystal to create twin images of a nano-rod at orthogonal polarizations

had been reported as a means to track its rotational and translation venture [113]. This

approach is limited by the accuracy of correlating the rotational state of the rod to the

intensity variations associated to the two polarization states in the image. More robust

information can be gleaned from interrogating the surface plasmon interaction instead.

Surface plasmon resonance (SPR) is well understood as the collective oscillation of elec-

trons in a solid or liquid stimulated by incident light. SPR is the basis of many standard

tools for measuring adsorption of material onto planar metal surfaces, giving rise to the

fundamental principle behind many bio-sensor applications and different lab-on-a-chip

sensors [114]. Optical resonators, by virtue of their confinement properties, have been

proposed to provide higher sensitivity measurements of fluctuations in scattering and/or

absorption of nearby particles [115–117]. By combining the benefits of highly sensitive

optical resonators with plasmonic nano-rods there exists an opportunity to develop an

enhanced sensing and tracking scheme of Brownian motion.

2.3 Discrete Liquid Mechanics

Since the advent of technology able to create structures at the micron and smaller length

scales, there has been a wide range of scientific investigations into, as well as the devel-

opment of devices to transport and manipulate fluids at the micron scale [118]. These

types of investigations involving fluids, aptly known as microfluidics, have rekindled

research interest in fluid dynamics where the Reynolds number is low [119]. The multi-

disciplinary nature of microfluidics involves fundamental concepts from a broad range of

fields from biology to electrical engineering. Thus, it generates an equally diverse array

of applications that includes, genetic analysis of influenza [120], miniaturized systems

for biological analysis [121] and bioreactions [122], clinical diagnostics [123, 124], organic

synthesis [125], microreactors [126, 127] and immunoassays [128].

Using only a fraction of the volume of reagents typically used in laboratory operations,

microfluidics holds great promise. Reducing reagent use from milliliters and microliters
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to nano or even femtoliters allows for the reduction of reaction times to mere seconds

or less. Alternatively, droplet based microfluidics, also known as discrete or digital mi-

crofluidics, is a subcategory of microfluidics unlike the typical continuous flow systems,

where a discrete volume of liquid is created with the use of immiscible phases [129].

This is not unlike the chemical and biological operations that are typically carried out

in nature, for example in cells and their organelles. Inherent at these scales is the high

surface area to volume ratios, heat and mass transfer times and shorter diffusion dis-

tances, which again allows for faster reaction times. The independent control of each

droplet allows for individually transported, mixed and analyzed microreactors. Further-

more, the highly monodisperse nature of the droplets permits parallel processing and

experimentation, thereby enhancing throughput and scalability. A wealth of technolo-

gies for improved droplet generation, intra-droplet content manipulation, and methods

for controlled trafficking, all enabled a wide range of appealing applications [130, 131]

from chemical kinetics [132] and crystallization [133, 134] to material synthesis [135] and

single cell analysis [136].

The power, and critical factor, of droplet based microfluidic systems lies in the for-

mation of uniform droplets and particles. Since biological and chemical properties of

microparticles are strongly affected by both the size and morphology, it is essential to be

able to generate these structures at well-defined volumes and composition. Obtaining

fine control over size, shape, and monodispersity of droplets is of utmost importance

in droplet microfluidics. A number of techniques have been developed, many of which

share the same basics principles. The first is in the form of an emulsion created using

two immiscible fluids such as water and oil [137]. Alternatively, air-liquid systems have

also been shown to be feasible [138].

It is often useful to look to nature for inspiration to a solution of such problems. Na-

ture provides an inexhaustible source of functional surfaces. Plants and animals have

developed surfaces with special wettability ranging from highly slippery to highly sticky

surfaces. The surface wettability is measured by the contact angle which a droplet forms

when it is put on the surface. Well known examples include the lotus leaves and the

legs of water striders [139, 140]. On a slippery surface, the droplets do not penetrate the

unevenness of the surface, and thus the interactions with the surface are lowered. The

means to develop superhydrophobic surfaces has been a hot research topic. A common

theme amongst these methods is to artificially mimic superhydrophobic surfaces found

in nature [141–145].

Initially superhydrophobicity provided a means of engineering self-cleaning, anti-contamination

and anti-sticking surfaces. Now, there is substantial effort aimed at harnessing it for

biochemical applications [146–151]. In the context of discrete droplets mentioned, the
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ability of superhydrophobic surfaces to provide a means to transport analytes or samples

is a crucial component. Typically, the adhesion forces of liquid drops on superhydropho-

bic surfaces are in the nano-Newton range [152]. This presents a real problem in the

dispensation of liquid drops from pipettes. The use of flexible pipette tips [148] permits

drop volumes down to around 10µL to be deposited, albeit this requires careful execution

in order for them not to contact the surface which could damage the nano and micro

features that enable superhydrophobicity.

The quest to develop bioanalysis tools based on superhydrophobicity is also founded on

the issues of availability and cost. Many researchers in resource-limited developing coun-

tries, or field workers in remote locations far from modern conveniences, have been unable

to take advantage of modern bioanalytical techniques due to a lack of infrastructure. Not

surprisingly, there have been recent efforts expended to use alternative materials such

as paper to serve as the analyte handling media [153]. This approach, while useful for

methods based on electrochemical detection, is not as effective for methods that are

based on optical detection, that arguably offers the highest versatility and sensitivity.

Alternative cost effective approaches have since been reported [154, 155]. Despite this,

paper remains indispensable as a relatively cheap, compact and robst reservoir for test

samples and biochemical analytes. The ability to deliver drops of specific volumes, that

can be developed into a cost effective device permitting transport, is a crucial necessity

in remote laboratory environments that needs to be addressed.

2.3.1 Microplates

The microplate (multiwell plate or microtiter plate) has become a standard tool in an-

alytical research and clinical diagnostic testing laboratories. In microplate instrumen-

tation, the trend is moving towards testing increasingly smaller liquid volumes [156–

159]. Smaller test volumes (i) increase the number of assays that can be conducted per

plate thereby increasing throughput, and (ii) reduce sample quantity needed per assay

which is crucial when the test samples/reagents are scarce or expensive. In dealing

with miniaturized assays, alternative approaches have been developed to handle small

liquid volumes, their preparation and testing without the need for complex or precise

machinery [156, 159] or limitations from wetting [160]. Yet, there is also impetus to cre-

ate microplates that are cost effective enough to be available for use in resource-limited

laboratories so that diagnostic outcomes can be achieved in a more timely fashion. Two

approaches that have been advanced recently to address this without affecting the ef-

ficacy in optical diagnosis are through the use of samples on transparencies [154, 155]

and between rods [161].
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It is sometimes necessary to incubate samples for prolonged periods in microplates. In

such situations, the influence of evaporation cannot be overlooked. One aspect that

needs to be considered is the effect on wetting. The contact angle (CA) of a liquid on

a solid surface is widely considered to be a key parameter that characterizes wetting

behavior. The CA is most universally defined as the angle between the liquid-vapor and

the solid-liquid interfaces, at the point where the three phases (solid, liquid, and gas)

meet.

Some treated surfaces are high-energy and permit liquids to spread spontaneously on

them [162, 163]. Most surfaces, however, do not exhibit this property, resulting in the

formation of a drop. Surfaces that cause the CA to be smaller than 90◦ are defined as

hydrophilic while those that engender a CA larger than 90◦ are classified as hydrophobic.

By using chemical treatments to develop nano-scale structures on surfaces, it is possible

to achieve contact angles that are close to 180◦, which are increasingly harnessed for

use in applications that require high degrees of non-wetting [148, 164]. Arguably, the

most widely used method to determine the CA of a sessile drop is by direct imaging of

its side-profile [165–167]. In another method called the Wilhelmy balance, the contact

angle is deduced from the force exerted by the liquid on a small plate or ring, which is

advanced to and/or receded from the liquid [168]. The use of contact between a spherical

lens and liquid bath has been advanced as yet another means of determining the contact

angle [169], which apparently is suited for characterizing surfaces with very low contact

angle hysteresis.

The sessile drop method is prone to the problem of evaporation due to the large propor-

tion of liquid surface area exposed to air. From the outset, it has been established that

the process involves stages where the drop is either pinned at the contact line, or that

the contact line undergoes slipping. Efforts to characterize the evaporation of drops can

arguably be traced to the analysis of Picknett and Bexon [170]. Since then, other models

have appeared in an attempt to better account for evaporation flux distribution [171].

In all these models, the underlying basis of a sessile drop situated on a solid surface

is that the adjacent air becomes saturated with vapor due to the rapid interchange of

the molecules between the liquid and its vapor. The vapor is essentially then a thin

saturated region that diffuses outward into the surrounding unsaturated air. Assuming

a quasi-equilibrium process for slow evaporation in still air, the evaporation rate of the

vapor Q can be taken to be represented by Fick’s law such that

Q = ρ
dV

dt
= 4πDR(Cs − C∞)f(θ) (2.1)

where D is the vapor diffusivity in still air, R radius of drop surface curvature, Cs the

saturated vapor concentration at drop surface, C∞ the ambient vapor concentration
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determined by the relative humidity, and f(θ) is the dependence of evaporation rate

on the contact angle. The models to describe the temporal evolution of a drop volume

require the functional form of f(θ) and the temporal variations of R and θ to be known

a priori. Recent studies have shown f(θ) to be dependent on the nature of the surface

since porous types can cause the liquid to imbibe in them such that it enters into a

strongly Wenzel wetting state [172]. However, the determination of f(θ) may be side

stepped if the objective is to trace the progression of the contact angle due to pinning

and slipping. In addition, the volume trace may also be determined via computations

based on the geometrical shape of the liquid body to sufficiently depict the mechanics.

In contrast to the sessile drop, an approach based on determining the height of a laser

lighted meniscus in capillaries offers an alternative means to trace the contact angle

progression with time [173]. The heightened level of liquid confinement offered there is

helpful in reducing the extent of evaporation. Nevertheless, this approach is suited more

to interrogating the wetting behavior of different liquids than variations in the surface

itself as (i) modifying treatments and (ii) microscopic examination, will generally be

difficult to carry out on the inner surfaces of the capillary. Clearly, surfaces that offer

improved resistance to evaporation and are yet easily accessible will be beneficial.

Liquid bodies that are placed between surfaces will develop capillary bridges. The com-

pression of this body between two flat parallel plates creates the condition for growth of

the menisci in which its stability can be established [174]. This has also been studied in

the case of tension, leading to important application implications in colloidal microstruc-

ture formation [175], biological system attachment [176] and flow generation and transfer

[177]. Capillary bridges too form when the liquid body is placed between circular rods

[178] and this has been recently applied to serve as a biochemical microplating device

with the ability for mixing [161]. The feasibility of using the capillary bridges developed

between solid bodies as well as the contact angle developed under evaporation need to be

investigated. These findings will help to provide insights on the ability to relate wetting

to analyte characteristics and mitigate evaporation in biochemical microplating schemes

developed for use in resource-limited laboratories.



Chapter 3

Background Theory

In this chapter we cover the background theory of the simulation techniques used in the

following chapters. In particular, optical scattering and basis of plasmonics is discussed.

3.1 Electromagnetics Preliminaries

In differential form and in SI units the macroscopic Maxwell’s equations have the form

∇×E(r, t) = −∂B(r, t)

∂t
(3.1a)

∇×H(r, t) = −∂D(r, t)

∂t
+ J(r, t) (3.1b)

∇ ·D(r, t) = ρ(r, t) (3.1c)

∇ ·B(r, t) = 0 (3.1d)

where E denotes the electric field, D the electric displacement, H the magnetic field, B

the magnetic induction, J the current density, and ρ the charge density. The components

of these vector and scalar fields constitute a set of 16 unknowns. The electromagnetic

properties of the medium are most commonly discussed in terms of macroscopic polar-

ization P and magnetization M according to

D(r, t) = ε0E(r, t) + P(r, t) (3.2a)

H(r, t) =
1

µ0
B(r, t)−M(r, t) (3.2b)

where ε0 and µ0 are the permittivity and permeability of vacuum, respectively. Substi-

tuting the fields D and B in Eq. (3.1a) and (3.1b) using the expressions Eq. (3.2a) and

19



Background Theory 20

(3.2b) we obtain two resulting equations

∇×∇×E +
1

c2

∂2E

∂t2
= −µ0

∂

∂t

(
J +

∂P

∂t
+∇×M

)
(3.3a)

∇×∇×H +
1

c2

∂2H

∂t2
= ∇× J +∇× ∂P

∂t
+ µ0

∂M

∂t
. (3.3b)

The constant c is known as the speed of light and is given in terms of the vacuum

permittivity and permeability as c = (ε0µ0)−1/2. Maxwell’s equations define the fields

that are generated by currents and charges in matter. However, they do not describe

how these currents and charges are generated. For this we require the material equations

known as the constitutive relations. In a non-dispersive and isotropic medium they have

the form

D = ε0εE (P = ε0χeE) (3.4a)

B = µ0µH (M = χmH) (3.4b)

Jc = σE (3.4c)

where χe and χm denote the electric and magnetic susceptibility, ε and µ denote the rel-

ative permitivity (dielectric constant) and permeability, and σ denotes the conductivity,

respectively. The total current density Jt is a sum of free and bound currents, Jb and

Jf , written as

Jt = Jf + Jb (3.5a)

Jf = Js + Jc = Js + σE (3.5b)

Jb =

(
∂P

∂t
+∇×M

)
(3.5c)

where Js, Jc,
∂P
∂t and ∇ ×M are the source, induced (Eq. 3.4c), polarization and

magnetization currents, respectively. We have assumed a linearity of the material so

that both P and M contain only linear terms. In the above notation the variables ε and

µ can be represented as functions of frequency, ω, and/or position, r. Furthermore, they

can be represented as 3×3 tensors for anisotropic material. At an interface between two

different material, denoted i and j, the boundary conditions for Maxwell’s equations can

be split into those relating to the tangential components

n× (Ei −Ej) = 0

n× (Hi −Hj) = K
(3.6)

where n is the unit normal vector on the boundary and K is the surface current density.

If the fields are considered to be homogenous on both sides and if a surface charge
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density σ is assumed, the boundary conditions for the normal field components become

n · (Di −Dj) = σ

n · (Bi −Bj) = 0
(3.7)

In most practical situations there are no sources in the individual domains, and therefore

K and σ consequently vanish. The time dependence of a non-harmonic electromagnetic

field can be Fourier transformed and every spectral component can be treated separately

as a monochromatic field. The general time dependence is obtain from the inverse

transform. The time dependence in the wave equations can be easily separated to

obtain a harmonic differential equation. A monochromatic field can then be written as

E(r, t) = Re{E(r)e−iωt} =
1

2

[
E(r)e−iωt + E∗(r)eiωt

]
, (3.8)

that allows Maxwell’s equations to then be written as

∇×E(r) = iωB(r) (3.9a)

∇×H(r) = −iωD(r) + J(r) (3.9b)

∇ ·D(r) = ρ(r) (3.9c)

∇ ·B(r) = 0 (3.9d)

which is equivalent to Maxwell’s equations Eq. (3.1) for the spectra of arbitrary time-

dependent fields. Using Eqs. (3.4) and (3.5) in Eq. (3.9a) and Eq. (3.9b) we obtain

∇×E = iωµ0µH (3.10a)

∇×H = −iωε0εE + (Js + σE) (3.10b)

which can, after applying the curl to Eq. (3.10a) and substituting Eq. (3.10b), be

arranged to obtain

∇× 1

µ
∇×E = iωµ∇×H

= ω2µ0ε0εE + iωµ0σE + iωµ0Js

=
ω2

c2
(ε+ iσ/(ωε0))E + iωµ0Js.

(3.11)

The first term on the right hand side of Eq. (3.11) can be used to define the complex

dielectric function that is dispersive (i.e. depends on ω),

ε(ω) + iσ(ω)/(ωε0)→ ε(ω) (3.12)
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Utilizing the vector identity ∇ × ∇× = −∇2 + ∇∇·, and defining the wavenumber

k = (ω/c)
√
µε we obtain the inhomogenous vector Helmholtz equation:

(
∇2 − k2

)
E = −iωµ0µJs (3.13)

If we assume a homogenous (source free) problem then one of the equations in Eq. (3.13)

can be written in spherical coordinates as a scalar equation

[
1

r2

∂

∂r

(
r2 ∂

∂r

)
+

1

r2sinθ

∂

∂θ

(
sinθ

∂

∂θ

)
+

1

r2sin2θ

∂2

∂φ2
+ k2

]
ψ(r) = 0. (3.14)

where ψ(r) can be any one of the three components of E. The general outgoing wave

solution to Eq. (3.14) is known and has the form

ψmn(kr, θ, φ) = h(p)
n (kr)Pmn (cosθ)eimφ (3.15)

with n = 0, 1, 2, .. and m = 0,±1, ...,±n. In Eq. (3.15) the function h
(1)
n is the spherical

Hankel function of the first kind and Pmn is the associated Legendre function. The RHS

terms, sans the spherical Hankel function, is also known as the spherical harmonic given

by

Y m
n = Pmn (cosθ)eimφ (3.16)

The scalar solution in Eq. (3.14) is not a vector solution to Helmholtz equation. For

this, we require the vector spherical harmonics, defined by [179] [180]

Bnm(θ, φ) = r∇Y m
n (θ, φ) (3.17a)

Cnm(θ, φ) = ∇× (rY m
n (θ, φ)) (3.17b)

Pnm(θ, φ) = r̂Y m
n (θ, φ) (3.17c)

The vector spherical wavefunctions (VSWFs) are thus defined as

M(1,2)
mn (kr) = Nnh

(1,2)
n (kr)Cnm(θ, φ)

N(1,2)
mn (kr) =

h
(1,2)
n (kr)

krNn
Pnm(θ, φ) +Nn

(
h

(1,2)
n−1 (kr)− nh

(1,2)
n (kr)

kr

)

×Bnm(θ, φ)

(3.18)

where Nn = 1/
√
n(n+ 1) are normalization constants and the operator Rg represents

the regularization operator such that RgM(kr) = 1
2

[
M

(1)
mn(kr) + M

(2)
mn(kr)

]
. This cor-

responds to a singularity-free representation of the incoming and outgoing VSWFs. They
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both satisfy the vector Helmholtz equation:

∇×∇×RgMmn − k2RgMmn = 0 (3.19a)

∇×∇×RgNmn − k2RgNmn = 0 (3.19b)

so that a linear expansion over m and n are solutions to Eq. (3.13). The VSWFs in Eq.

(3.18) when taken to the large r limit lose their radial components, becoming

limkr�n2M(1,2)
mn (kr) ' Nn

kr
(∓i)n+1e±ikrCmn(θ, φ) (3.20a)

limkr�n2N(1,2)
mn (kr) ' Nn

kr
(∓i)ne±ikrBmn(θ, φ) (3.20b)

3.2 Scattering Problem

Consider an electromagnetic wave focussed at rf impinging upon a spherical particle of

radius r with a refractive index of n1 located at rp that is suspended in a liquid with

refractive index of n2, (Fig. 3.1). The particle scatters a quantity of the incident wave

in all directions that can be characterized by its full scattering matrix (S-Matrix). We

pick the origin of the scattering system so that rp = (0, 0, 0).

Figure 3.1: Efficiency in trapping a spherical particle using a focusing laser beam is
dependent on its radius r and refractive index n1, the refractive index of the medium

n2, and the NA of the light beam, which is a function of the half-angle.
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With GLMT, the incident and scattered fields can be expanded using Eq. (3.19) so that

we have

Einc(r) =
∞∑

n=1

n∑

m=−n
anmRgMmn(kr) + bnmRgNnm(kr) (3.21a)

Esca(r) =

∞∑

n=1

n∑

m=−n
pnmM

(1)
mn(kr) + qnmN

(1)
nm(kr) (3.21b)

For an ordinary plane wave propagating in the (θ, φ) direction with a polarization ~Ep =

[Er, Eθ, Eφ] where Er = 0 the beam coefficients anm and bnm are analytically known to

be

anm =
(2n+ 1)

n(n+ 1)
in
~Ep ·Cnm(θ, φ)

ξmn
(3.22a)

bnm =
(2n+ 1)

n(n+ 1)
in−1

~Ep ·Bnm(θ, φ)

ξmn
(3.22b)

where ξmn = n(n + 1) and for only m = ±1. Using the beam coefficients in Eq. (3.22)

the GLMT problem reduces to the original Mie scattering formulation. The scattering

coefficients pnm and qnm remain unknown. To determine them, the following steps are

required: (a) represent the total field as a summation of the incident and scattered fields,

i.e. Etot(r) = Einc + Esca and (b) apply the electromagnetic boundary conditions (Eq.

3.6 and 3.7) at the interface between the spherical particle and the surrounding material

to obtain a relationship between the incident and scattered coefficients. Step (b) is also

known as the Extended Boundary Method (EBM), which produces the system transfer

operator (T-matrix) that operates on the incident beam coefficients as follows:

pmn =
∑

m′n′

[
T

(11)
mn,m′n′am′n′ + T

(12)
mn,m′n′bm′n′

]

qmn =
∑

m′n′

[
T

(21)
mn,m′n′am′n′ + T

(22)
mn,m′n′bm′n′

] (3.23)

To put the representation in a more compact form a combined index, l of n and m is

introduced. Suppose the truncation of the infinite summation is at multipole n = Nmax.

Then the number of terms in, for example, anm is Lmax = Nmax(Nmax + 2). The

combined index l can be used to represent the two indices n and m as follows

l = n(n+ 1) +m (3.24)
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Utilizing this combined index the beam and scattering coefficients can be reduced to a

vector allowing the representation of Eq. (3.23) as a matrix relation

[
~p

~q

]
=

[
T (11) T (12)

T (21) T (22)

][
~a

~b

]
(3.25)

For the case of dielectric spheres with a relative refractive index of nr = n1/n2 the

T-matrix reduces to the Mie-scattering coefficients [181], and as such is diagonal, so

that

T
(11)
mn,m′n′ = δmm′δnn′T

(M)
n

T
(22)
mn,m′n′ = δmm′δnn′T

(N)
n

(3.26)

where

T (M)
n = − jn(ksr) [kajn(kr)]′ − jn(kr) [ksrjn(ksr)]

′

jn(ksr) [kahn(kr)]′ − hn(kr) [ksrjn(ksr)]
′

T (N)
n = − k

2
sr

2jn(ksr) [kajn(kr)]′ − k2r2jn(kr) [ksrjn(ksr)]
′

k2
sr

2jn(ksr) [kahn(kr)]′ − k2r2hn(kr) [ksrjn(ksr)]
′

(3.27)

producing a diagonal matrix where only m = ±1 elements are non-zero. The terms jn,

hn, ks, k and the superscript ′ define the spherical bessel and hankel function of nth

order, wave number in sphere 2π/λnr, wave number in surrounding medium 2π/λ and

the derivative, respectively.

Figure 3.2: Scattering of a coated sphere. The inner and outer core refractive indices
are given by n0 and n1.
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Similarly, the coefficients T
(M)
n and T

(N)
n for the coated sphere shown in Fig. (3.2) are

given as

T (M)
n =

[ρjn(ρ)]′ [jn(ζ) +Bnyn(ζ)]−
{

[ζjn(ζ)]′ +Bn [ζyn(ζ)]′
}
jn(ρ)

[ρhn(ρ)]′ [jn(ζ) +Bnyn(ζ)]−
{

[ζjn(ζ)]′ +Bn [ζyn(ζ)]′
}
hn(ρ)

T (N)
n = −

[ρjn(ρ)]′ ζ2 [jn(ζ) +Anyn(ζ)]−
{

[ζjn(ζ)]′ +An [ζyn(ζ)]′
}
ρ2jn(ρ)

[ρhn(ρ)]′ ζ2 [jn(ζ) +Anyn(ζ)]−
{

[ζjn(ζ)]′ +An [ζyn(ζ)]′
}
ρ2hn(ρ)

(3.28)

where

Bn = − [ξjn(ξ)]′ jn(η)− [ηjn(η)]′ jn(ξ)

[ξyn(ξ)]′ jn(η)− [ηjn(η)]′ yn(ξ)

An = − [ξjn(ξ)]′ η2jn(η)− [ηjn(η)]′ ξ2jn(ξ)

[ξyn(ξ)]′ η2jn(η)− [ηjn(η)]′ ξ2yn(ξ)

(3.29)

and ρ = kr, ξ = k1r0, ζ = k1r1, η = k0r0 and yn is the spherical bessel function of the

second kind. With the plane wave coefficients given in Eq. (3.22), the T-matrix in Eq.

(3.27) and the matrix equation in Eq. (3.25), the scattering problem can now be solved.

To address slightly more complicated incident beams, i.e. a focused Gaussian beams, a

different approach is necessary as an analytical expression for the beam coefficients is

unavailable. This is discussed in the next section.

3.2.1 Gaussian Beam

Consider a fundamental laser beam with a linearly polarized, Gaussian field distribution

in the beam waist

E(r, z) = E0
w0

w(z)
e
− r2

w2(z) ei(kz−η(z)+kr2/2R(z)) (3.30)

where w0 is the beam waist width, r2 = x2 + y2, z0 = kw2
0/2 the rayleigh length, and

w(z) = w0

√
1 + z2/z2

0 (3.31a)

R(z) = z(1 + z2
0/z

2) (3.31b)

η(z) = arctan(z/z0). (3.31c)

Here w(z), R(z) and η(z) represent the beam radius, wavefront radius and phase cor-

rection, respectively. The 180◦ phase change that happens gradually as the beam prop-

agates through its focus, known as the Guoy phase shift, is described by the factor η(z).

The Gaussian field distribution given in Eq. (3.30) is obtained using the paraxial ap-

proximation. The polarization can be set using the E0 = [Ex Ey Ez]. The far-field

spherical wave limit of Eq. (3.30) is found by converting to spherical coordinates and
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taking the large r limit, giving the scalar amplitude

E(θ, φ) = E0e
−k2w2

0tan2θ/4 (3.32)

where we have set η(z) = 0 and w(z) = 0. To represent the Gaussian beam more accu-

rately we utilize the perturbation method to solve the vector Helmholtz equation for the

fundamental Gaussian beam (TEM00) with higher-order corrections. The electric field

components of a Gaussian beam that is linearly polarized in the x direction, propagating

in the z direction, focused at the origin rf = (0, 0, 0) and corrected up to the ninth-order

are expressed as [182]:

Ex = E0Ψ0e
iζ/s2{1 + s2(−ρ2Q2 + iρ4Q3 − 2Q2ξ2)

+ s4
[
2ρ4Q4 − 3iρQ5 − 0.5ρ8Q6 + (8ρ2Q4 − 2iρ4Q5)ξ2

]

+ s6[−5ρ6Q6 + 9iρ8Q7 + 2.5iρ10Q8 − (1/6)iρ12Q9

+−ξ2(30ρ4Q6 − 12iρ6Q7 − ρ8Q8)]

+ s8[(112Q8ρ6 − 56iQ9ρ8 − 8Q10ρ10 + (1/3)iQ11ρ12)ξ2

+ 14Q8ρ8 − 28iQ9ρ10 − 10Q10ρ12 + (7/6)iQ11ρ14

+ (1/24)Q12ρ16]}

Ey = E0Ψ0e
iζ/s2{−2s2Q2ξη + s4[(8ρ2Q4 − 2iρ4Q5)ξη]

+ s6[−ξη(30ρ4Q6 − 12iρ6Q7 − ρ8Q8)

+ s8(112Q8ρ6 − 56iQ9ρ8 − 8Q10ρ10 + iQ11ρ12/3)]}

Ez = E0Ψ0e
iζ/s2{−2sQξ + s3[(6ρ2Q3 − 2iρ4Q4)ξ]

+ s5[(−20ρ4Q5 + 10iρ6Q6 + ρ8Q7)ξ]

+ s7(70ρ6Q7 − 42iρ8Q8 − 7ρ10Q9 + iρ12Q10/3)ξ

+ s9(−252Q9ρ8 + 168iQ10ρ10 + 36Q11ρ12

− 3iQ12ρ14 + (1/12)Q13ρ16)ξ}

(3.33)

where ξ = x/w0, η = y/w0 and ζ = z/l with the Rayleigh length l = kw2
0 and beam

waist radius w0 corresponding to that of the Airy diffraction pattern

w0 =
1.22λ0

n

√( n2

NA

)2
− 1, (3.34)

and s = w0/l = 1/kw0 = λ/2πw0. The unperturbed solution is the paraxial Gaussian

beam given as Ψ0 = iQeiQρ
2

with ρ2 = ξ2 + η2 and Q = 1/(i + 2ζ). The electric field

components are normalized by

E0 =

√(
4P

cεnπw2
0(1 + s2 + 1.5s4 + 3s6 + 7.5s8)

)
(3.35)
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where P is the beam power, c the speed of light, and εn = ε0n
2
2. A comparison between

the paraxial Gaussian beam and perturbed Gaussian with 7th and 9th order corrections

is given in [182], where it can be seen that at higher numerical apertures, i.e. tighter

focus, the paraxial representation becomes less accurate.

3.2.2 Point Matching

The expansion of the incident beam into the VSWFs presents a difficulty because the

paraxial Gaussian beam is a scalar field, while the VSWFs are a complete and orthogonal

vectorial function basis for the solutions of the vector Helmholtz equation. Inserting Eq.

(3.20) into Eq. (3.21) we obtain

Einc(θ, φ) =

∞∑

n=1

n∑

m=−n
anm

Nn

kr
(∓i)n+1e±ikrCmn(θ, φ)

+ bnm
Nn

kr
(∓i)ne±ikrBmn(θ, φ)

(3.36)

where Einc(θ, φ) = [Einc,r Einc,θ Einc,φ]. Obviously Einc,r = 0 when taking a farfield

limit. The spherical domain can now be discretized into a set for the θ component,

qθ = {0 < θ < π} and for the φ component, qφ = {0 < φ < 2π}. The zero, π and 2π

ends are carefully avoided to dodge computational problems. From here we obtain an

ordered coordinate pair (qθ, qφ). Conveniently we may set the cardinality of both sets

so that |qθ| = |qφ| = Q. We have for Eq. (3.36) after separation of components and

utilizing the combined index l,

θ̂ ·Einc(θq, φq) =

Nmax∑

l=1

alαlθ̂ ·Cl(θq, φq) + blαlθ̂ ·Bl(θq, φq) (3.37a)

φ̂ ·Einc(θq, φq) =

Nmax∑

l=1

alαlφ̂ ·Cl(θq, φq) + blαlφ̂ ·Bl(θq, φq) (3.37b)

where αl = Nn
kr (∓i)n+1. Picking only the θ component in Eq. (3.37a) to simplify our

discussion we introduce the following notations

Eθ,q = θ̂ ·Einc(θq, φq)

µq,p = θ̂ · αpCp(θq, φq)

νq,p = θ̂ · βpBp(θq, φq)

(3.38)
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In matrix form Eq. (3.37a) can be represented as




Eθ,1

Eθ,2
...

Eθ,Q




=




µ1,1 µ1,2 · · · µ1,Nmax ν1,1 ν1,2 · · · ν1,Nmax

. . .
. . .

. . .
. . .

µQ,1 µQ,Nmax νQ,1 νQ,Nmax







a1

a2

...

aNmax

b1

b2
...

bNmax




(3.39)

A similar process is required for the φ component. The number of matched points is set

to be larger than the number of unknown coefficients so that an overdetermined system

of equations is obtained. They are then solved by minimizing the root mean square

error.

Figure 3.3: Three field components |Ex|, |Ey| and |Ez| of an x-polarized Gaussian
beam with NA = 1.0 when recovered by expanding its beam coefficients with VSWF
in the focal plane x− y. The fields are normalized to the maximum of |Ex| and lengths

are in units of wavelength, λ.

The three field components |Ex|, |Ey|, and |Ez| of an x-polarized Gaussian beam con-

structed by Eq. (3.30) were recovered by expanding with vector spherical wave functions

(VSWF) in the focal plane x− y (Fig. 3.3). The fields are normalized to the maximum

of |Ex| and lengths are scaled to the wavelength λ. It is important to note that the

x-polarized beam has significant components in y and z, although there are no y and z

components in Eq. (3.30).
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3.2.3 Translation and Rotation

The expansions for the incident and scattered beams, thus far, have all been considered

about the origin, i.e. rp = rf = (0, 0, 0). It will be necessary to solve scattering problems

where the Gaussian beam is focused in an off-axis position, i.e. when rp 6= rf . To achieve

this, it is convenient to rotate and translate the coordinates so that the scatterer is always

at the origin, i.e. rp = (0, 0, 0). The concept is depicted in Fig. (3.4). Inherently, the

off-axis focal point creates asymmetry about the origin that is contrary to the nature of

the VSWFs which are spherically symmetric about the origin.

Figure 3.4: Translation and Rotation of the incident beam as described in Eq. (3.40).
Steps are (i) rotate the system by θ, (ii) translate in z′′, and finally (iii) rotate back
by −θ. The construction of the rotation and translation matrices become costly as |d|

gets bigger thus the computational time is spent in the matrix multiplication.

Utilizing the VSWF Translation Addition and the Wigner D matrices provides an ef-

fective translation in the z-direction and a rotation about the y or x axis respectively.

The construction of these matrices is based on a recursive seed algorithm that is shown

in Appendix (A). The matrix operation to translate the beam coefficients ~a and ~b, a

magnitude d at an angle θ is denoted as

~a′ = D−θAdDθ~a+ D−θBdDθ
~b

~b′ = D−θBdDθ~a+ D−θAdDθ
~b

(3.40)
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where A and B are the translation matrices, D is the wigner rotation matrix about the

y-axis, ~a and ~b are the vectorized beam coefficients of anm and bnm using the l combined

index, respectively. To accurately apply this translation and rotation scheme we found

a good approximation of the required Nmax is given by (ka+ 2π|d|) + 3(ka+ 2π|d|)1/3,

where d represents the distance of the translation. The number of terms required grows

substationally as d grows which adds up to a rather challenging computational task even

when sparse matrices are used.

3.2.4 Force Calculation

Once the electromagnetic scattering problem is solved, the optical force, F, on a particle

can be determined by evaluating Maxwell’s Stress tensor around that object as

F =

∫

S
〈T(r, t)〉 · n(r)dS (3.41)

where 〈·〉, S and T represent the time-average operator, surface enclosing the particle

and Maxwell’s stress tensor, respectively. Since the dynamics of the particle is much

slower than the speed of light, a quasi-static approach can be applied by taking the time

averaged force in Eq. (3.41). The construction of Maxwell’s stress tensor is given by

T =

[
ε0EE− µ0HH− 1

2
(ε0E

2 + µ0H
2)I

]
, (3.42)

where it is evident that the full vectorial solution to Maxwell’s equation is required. The

evaluation of Eq. (3.41) and (3.42) in the GLMT framework reduces to a convenient

arithmetic of the scattered and incident coefficents [183]. The axial force efficiency along

the z-axis, Qz, is given as

Qz =
2

P

∞∑

n=1

n∑

m=−n

m

n(n+ 1)
Re (a∗nmbnm − p∗nmqnm)

− 1

n+ 1

[
n(n+ 2)(n−m+ 1)(n+m+ 1)

(2n+ 1)(2n+ 3)

] 1
2

×Re(anma∗n+1,m + bnmb
∗
n+1,m

− pnmp∗n+1,m − qnmq∗n+1,m)

(3.43)

in units of n2~k per photon. This can be converted to SI units by multiplying by n2P/c.

The force efficiency in the x direction can be obtained using the rotation matrix, D90

and an identity translation so that A0 = B0 ≡ I in Eq. (3.40) sans the corrective D−90.
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3.3 Plasmonics

The interaction of metals with electromagnetic fields can be firmly understood in a

classical framework based on Maxwell’s equations. For frequencies up to the visible part

of the spectrum metals are highly reflective and do not allow electromagnetic waves to

propagate through them.

The optical properties of metals can be explained by the plasma mode, where a gas

of free electrons of number density n moves against a fixed background of positive ion

cores. For alkali metals, this range extends up to the ultraviolet, while for noble metals

interband transitions occur at visible frequencies, limiting the validity of this approach.

In the picture we adopt here, the presence of an electric field leads to a displacement r

of an electron, which is associated with a dipole moment u = er. The cumulative effect

of all individual dipole moments of all free electrons result in a macroscopic polarization

per unit volume P = nu, where n is the number of electrons per unit volume. As in

the Drude model, valence electrons are assumed to be completely detached from their

ions (forming an electron gas). As in an ideal gas, electron-electron interactions are

completely neglected. The electrostatic fields in metals are weak because of the screening

effect. The displacement of free electrons, r(f), derived from the Drude-Sommerfeld

model and that for bound electrons, r(b) are given as

me
∂2r(f)

∂t2
+mΓ

∂r(f)

∂t
= eE0e

iωt (3.44a)

m
∂2r(b)

∂t2
+mγ

∂r(b)

∂t
+mω2

0r
(b) = eE0e

iωt (3.44b)

where e, me, m is the electron charge, the effective mass of the free electrons and the

effective mass of bound electrons, respectively. E0 and ω are the amplitude and the

frequency of the applied electric field. Note that in Eq. (3.44a) there is no restoring

force since free electrons are considered whilst in Eq. (3.44b) there is a restoring force

with a spring constant ω2
0. The damping term Γ = vF /l where vF is the Fermi velocity

and l is the electron mean free path between scattering events. The damping term γ

describes the radiative damping of bound electrons. The solution ansatz r(t) = r0e
−iωt

can be used on both Eq. (3.44) to find

r
(f)
0 =

(e/m)E0

−ω − iγω

r
(b)
0 =

(e/m)E0

ω2
0 − ω − iγω

(3.45)

The solution r0 represents the displacement of the electron or dipole moment, such that

polarization can be defined as P = ηr0e, where η can be either the number of free
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Table 3.1: Coefficients for Gold and Silver.

Silver (Ag) i=1 2 3 4 5 6

ωP 9.01e/~
fi 0.845 0.065 0.124 0.011 0.840 5.646
Γi~/e 0.048 3.886 0.452 0.065 0.916 2.419
ωi~/e 0.000 0.816 4.481 8.185 9.083 20.29

Gold (Au) i=1 2 3 4 5 6

ωP 9.03e/~
fi 0.760 0.024 0.010 0.071 0.601 4.384
Γi~/e 0.053 0.241 0.345 0.870 2.494 2.214
ωi~/e 0.000 0.415 0.830 2.969 4.304 13.32

electrons per unit volume Ñ , or alternatively the number of bound electrons per unit

volume N . Utilizing the definition of polarization in Eq. (3.4a) in complex notation, i.e.

P(ω) = εχe(ω)E(ω) we find the complex susceptibility becomes

χ(f)
e (ω) =

ω2
f

−ω − iγω
(3.46a)

χ(b)
e (ω) =

ω2
b

ω2
0 − ω − iγω

(3.46b)

where ωb =
√
Ne2/ε0m and ωf =

√
Ñe2/ε0m are both referred to as the volume plasma

frequency. These two equations represent the behaviour of the free electrons and bound

electrons when excited by an external electric field. In noble metals, such as Gold and

Silver, both these terms contribute to the dielectric function. To accomodate for K

damped harmonic oscillators to describe the small resonances observed in the metal’s

frequency response we may generalize the dielectric function as

ε(ω) = ε∞ +
K∑

k=0

fkω
2
P

ω2
k − ω − iγkω

(3.47)

where fk represents the strength of the kth damped oscillator. The values of the con-

stants for gold and silver are given in Table 3.1. These values have been obtained via

experiments described in [184].

3.3.1 Simulation Technique and Normalization

To simulate a plasmonic device we utilize an opensource finite-difference time-domain

code called MEEP [185]. For numerical simulations it is generally good practice to utilize

the scaling properties of the governing equations. In this case, Maxwell’s equations, are
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Figure 3.5: Real and Imaginary components of the dielectric function for gold (left)
and silver (right) at the wavelength range of 300nm ≤ λ ≤ 900nm.

scale invariant meaning we can conveniently normalize all parameters to a unit length of

a. The normalized parameters, f̂ , λ̂, ω̂, ĉ, corresponding to the frequency, wavelength,

angular frequency and speed of light are related to the non-normalized parameters by

(a/c)f , (1/a)λ, (a/c)ω and (1/c)c = 1, respectively. In particular, MEEP supports any

material dispersion of the form of a sum of harmonic resonances, plus a term from the

frequency-independent electric conductivity:

εm(ω̂, x̂) =

(
1 +

iσ̂D(x̂)

ω̂

)[
ε∞(x) +

∑

k

σ̂kκ̂
2
P

κ̂2
k − ω̂2 − iω̂γ̂k

]
(3.48)

A scaling factor of sf = 2πc/a is introduced, so that ωP , γk and ωk in Eq. (3.47)

when normalized for Eq. (3.48) become κ̂P = ωP /sf , γ̂k = γk/sf and ω̂k = ωk/sf ,

respectively. The oscillator strength σ̂k is scaled as

σ̂k = fk

(
ω̂P
ω̂k

)2

(3.49)

It is important to note that while the σD(x) term in Eq. (3.48) corresponds to the

electrical conductivity, we have set this to zero, i.e. σD = 0, to match our material

model.

3.3.2 Plasmonic Resonance

A simple geometry that can produce Surface Plasmon Polaritons (SPPs) is a single flat

interface between a dielectric, ε2, occupying the z > 0 half-space and a conducting

material in z < 0 described by the dielectric function ε1(ω). We therefore can assume a

source free system, i.e. Js and σ = 0, propagating along the metal-air interface shown
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in Fig. (3.6). The structure is assumed to be homogenous in the ŷ direction, so that

∂/∂y ≡ 0 and propagation is restricted to the x̂ direction so that ∂/∂x = ikx. The curl

operator in Eq. (3.10) can be explicitly written to obtain two decoupled equations. The

transverse magnetic mode equations are given as




0 0 i(ωε0ε)
−1∂/∂y

0 0 (ωε0ε)
−1kx

i(ωµ0µ)−1∂/∂y (ωε0ε)
−1kx 0







Ex

Ey

Hz


 =




Ex

Ey

Hz


 (3.50)

for which the wave equation is

∂2Hy

∂z2
+
(
k2

0ε− k2
x

)
Hy = 0 (3.51)

The SPPs are those solutions to Eq. (3.51) that propagate in the x̂ direction and are

Figure 3.6: Geometry of simple plasmonic waveguide with wave propagation along
the x direction and homogeniety in y such that ∂/∂y ≡ 0.

confined to the interface with an evanescent decay in the ẑ direction, i.e. they should

have the form αeikxxe−kzz in z > 0 and βeikxxekzz in z < 0. The excitation of such

modes are known to only occur in transverse magnetic (TM) modes which is why we have

limited our discussion to only the TM equations [67]. Applying the Maxwellian boundary

conditions and using the solution ansatz in Eq. (3.51) the well known dispersion relation

of SPPs propagating at the interface between the two half spaces is

kx(ω) =
ω

c

√
ε1(ω)ε2(ω)

ε1(ω) + ε2(ω)
. (3.52)

For the SPP wavelength we obtain

λspp =
2π

Re(kx)
(3.53)
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where the decay length of SPP fields away from the interface into the metal and insulator

are given, respectively, as

k1,z =
ω

c

√
Re(ε2

1)

Re(ε1) + Re(ε2)

[
1 + i

Im(ε1)

2Re(ε1)

]
,

k2,z =
ω

c

√
Re(ε2

2)

Re(ε1) + Re(ε2)

[
1− i Im(ε1)

2(Re(ε1) + Re(ε2))

] (3.54)

3.4 Conclusion

In conclusion, the techniques to solve (a) Maxwell’s equations for a scattering object

illuminated by a focused Gaussian beam and (b) Maxwell’s time dependent equations

for dispersive plasmonic structures, have been shown.

tion. (



Chapter 4

Optical Forces on Particles

4.1 Introduction

The ability to move small-scale matter in a prescribed fashion optically is attractive in

many areas of inquiry. Light manipulation of matter advanced significantly with the

work of Ashkin et al. in which a single small piece of matter could be held in place using

a method commonly known as laser tweezing or optical tweezing. The ensuing efforts

to harness this capability have been wide. The ability to hold single matter in place

has traditionally been explained by the interplay of the scattering and gradient force

components of a focused beam of light.

Major challenges remain in acquiring the ability to attain strong optical trapping (i) at

the subwavelength scale, (ii) in a coplanar geometry, and (iii) at specific and selective

locations over the entire chip. The use of evanescent fields, in particular plasmon fields

emanating from a subwavelength aperture or from a probe, have been shown to be

effective for some time in addressing issues (i) and (ii). Experiments to manipulate

matter are often done in a fluid chamber that is limited in the axial dimension and as

such involves matter moving more significantly in the lateral sense. It is essentially not

necessary to use tweezing to do this, although it is difficult to introduce a photophoretic

force due to the constraints of applying illumination in the lateral sense. Airy beams

offer a means of applying a light beam axially while obtaining accentuated matter motion

in the lateral sense, albeit more in a ballistic manner.

The near-field localization of light in surface plasmonic presents a possible solution in

which tailored leaky waves using surface corrugations from a subwavelength aperture

offer the opportunity for flexible design. Nevertheless, this is currently limited to matter

manipulation at the surface and not in the medium. Since the discovery of the con-

tribution of leaky plasmon waves in affecting the characteristics of plasmonic beaming

37
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structures, there has been no report of effort, to the best of our knowledge, to harness

these leaky waves for optical trapping. The ability to do this opens up the avenue of hav-

ing multiple apertures on the surface with light addressable waveguides within the chip

in order to maintain close control of optical trapping at specific and selective locations

over the entire chip.

Regardless of the underlying physics used to obtain the light field, the primary indicator

of its practicality is depicted by its optical force field. In a real sense, this requires the

mapping, either by accurate simulative or experimental methods, of the optical force

field. In this chapter, we explore two photonic technologies; The Optical Tweezer and

Plasmonics. In doing so, we have established and experimentally tested, new practical

methods of manipulating particles. Furthermore, we present in this chapter what we

believe is the first complete optical trapping map of dielectric spheres. From this map, we

seek to elucidate the basis of the ridge region trapping characteristics with high refractive

index material more clearly and outline a feasible way to harness it for applications.

4.2 Optical Tweezers

An x-polarized TEM00 Gaussian beam propagating along the optical axis z with a

numerical aperture (NA) of 0.98 and wavelength of 1.06µm impinges on a scatterer.

The surrounding medium is assumed to be water with a refractive index of n2 = 1.33,

resulting in a beam angle of approximately 47◦. The scatterer is considered to be a

polystyrene particle with a refractive index of n1 = 1.59 and r = 3µm radius.

Before any optical force calculations can be made, a solution to the aforementioned

scattering problem is required. The simulation technique in Section (3.2) is implemented.

In carrying out the simulation, we found that we had to significantly limit the grid size

due to the rapidly growing number of expansion terms required at points far from the

focal point. Such an approach will suffice in the context of our analysis. Execution times

and memory requirements depended significantly on the translation distance from the

focal point. The results are expressed in units of force efficiency Q, where the optical

force is given by F = nPQ/c, in which P is the beam power at the focus and c is the

speed of light in free space.

In order to approach this more systematically, we demarcate three beam axis distance

regions relative to the beam center: (i) the focal point region (−6µm ≤ z ≤ 6µm),

(ii) the post-focal-point region (4µm ≤ z ≤ 18µm) and (iii) the pre-focal-point region

(−13µm ≤ z ≤ −4µm). For the focal-point region, we have the optical force profiles

for the x− (Fig. 4.1a) and z− (Fig. 4.1b) axes components calculated. This is the
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region that is most reported. In relation to the x-axis component, one finds an island of

maximal efficiency of approximately Qx = 0.5, located away from the z axis a distance of

3µm. The nature of this force distribution indicates that pulling in particles from radial

distances further away is rather improbable. With the z axis component, one finds a

region of zero force (located about 1.2µm from the focal point) that corresponds to ze,

the “sweet spot”of conventional single beam trapping wherein the so called gradient and

scattering forces are in equilibrium. Combining the two components Qx and Qz into a

vector plot over the Ex field expansion of the beam, an articulate representation of the

optical tweezer force field is obtained in Fig. 4.1c. The dotted circle is provided as a

reference of the geometrically intercepted power of the particle (r = 3µm), which serves

to explain why the island of maximal efficiency is located approximately r from the z

axis.

If we shift our attention to the post-focal-point region, we find the x-axis force component

undergoing a crossover (Fig. 4.2a) from an inward pulling force towards the z axis to

an outward pushing force away from the z axis. From this we note the transition line,

zT , defined as the distance up the z axis from the focal point of the laser, after which

the x-component of the force, Qx, switches polarity.

Such a situation confirms that, as long as the z-axis position is above the crossover, the

particle should never be able to enter the beam axis as long as the laser is on. This

seems to be counter intuitive for a focused laser beam. No force changeover, however,

exists for the z component of the force, which remains positive throughout (Fig. 4.2b).

It is noteworthy that the magnitude of force efficiency in the x direction is 6 × 10−4,

which is almost 3 orders lower than in the central region. The calculated optical force

efficiency, Qx, in the x−y plane is shown in Fig. (4.3). As can be seen, the optical force

efficiency is highest at around z = 16.5µm at a lateral distance of about 2.5µm away.

Beyond a lateral distance of 3µm, the order of Qx drops rapidly as is shown in Fig.

(4.3b). This limits the region of influence of the laser. Based on this observation, we can

safely approximate the optical force at points beyond 8µm as zero. The distance from

the focal point to the transition line, zT , primarily depends on the particle refractive

index n1. Simulating for a range of refractive indices in the range 1.5 ≤ n1 ≤ 1.8 and

particle sizes a = {0.5µm, 1.0µm, ..., 3.0µm} a search for zT is conducted. The results

in Fig. (4.4) indicate that a lower refractive index pushes the transition line higher

and a smaller particle size pushes the transition line lower. The relationship between

these parameters is not linear. As the particle refractive index approaches that of water

(n2 = 1.33), due to a non-trapping condition, an asymptote is expected and therefore

there is no transition line. In the case of red blood cells, which have a refractive index of

1.4 [186], and radius 3µm, the transition line occurs much further upward at zT = 34µm.
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Figure 4.1: Contour plots of the optical force efficiency on a 3µm polystyrene particle
shown separated into its (a) x component Qx and (b) z component Qz. By combining
these two components, the net force efficiency Q = Qx + Qz, together with the Ex
component of the beam, is shown in (c). The dotted circle is provided as an indication

of the intercepted area of the particle relative to the beam.
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Figure 4.2: Contour plots of the optical force efficiency on a 3µm polystyrene particle
shown separated into its (a) x component Qx and (b) z component Qz, at points 4 to
18µm above the focal point. The overlayed arrows indicate the direction of force for
the respective components. When z > 13µm a transition is observed in (a) whereby

the optical forces in the x direction switch polarity, i.e. from pulling to pushing.

Figure 4.3: (a) Contour plot of the optical force efficiency, Qx, in the x − z plane
beyond the transition line. (b) Plot of optical force efficiency, Qx, along z = 16µm
and z = 17µm as indicated by the solid and dashed lines in (a), respectively. The
optical force efficiency drops off rapidly after 3.5µm. Based on this observation we
safely neglect optical force calculations beyond 8µm to lessen computational demands.
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Figure 4.4: Plots of distance to transition line, zT , versus particle refractive index.
Each line corresponds to a different particle size.

In the case of the pre-focal-point region, one finds the x component force and z compo-

nent force maps (Fig. 4.5) that draw particles toward the beam axis and upward. Here

we find a more significant drop off in the z− component force when further away from

the beam axis. This translates to particles being drawn in toward the beam axis. Such

a trend conforms with the envelope of the light beam. It will appear then that the use

of a larger NA lens should increase the propensity of movement towards the beam axis.

4.2.1 Lateral Push/Pull

We thus propose a switching system between two light sources to accomplish lateral po-

sitioning with light irradiation on a spherical particle, depicted in Fig. (4.6). We propose

to achieve this by controlling (xf , zf ), i.e., the location of the beam focal point. With

the laser arriving from the objective lens, and the particle located at (xp, zp), locating

the focal point above the sphere so that zf > zp, the particle can be moved toward the

beam axis and upward. Alternatively, locating the focal point below the sphere so that

zT < zp, the particle can be moved away from the beam axis and upward. At this point,

it is important to point out the possible action of buoyancy and sedimentation. If the

particle is denser than the medium, sedimentation will limit movement of the particle
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Figure 4.5: Contour plots of the optical force efficiency on a 3µm polystyrene particle
shown separated into its (a) x component Qx and (b) z component Qz, at points 4 to

13µm below the focal point.

upward, and one then will have motion almost exclusively in the lateral sense. However,

if the particle is of equal or lower density than the medium, there will be a movement

of particle axially upward as well as laterally. In this case, switching the laser to one

that arrives from the opposite direction applies the basic photophoretic force to restore

the sphere’s axial position. As particle position is accomplished without it entering the

beam focus, the propensity for photodamage is reduced.

Figure 4.6: Proposed scheme where locating the beam focus below or above the sphere
moves it laterally predominantly while a beam in the opposite direction restores the

sphere axially.

In order to verify this scheme, experimentation was done on a conventional laser single

beam trapping system (Cell Robotics, Inc.) operating at a wavelength of 1.06µm and

maximum power of 5 watts. The setup of the system that was applied on an inverted

microscope configuration is given in Fig. (4.7). Video sequences were captured using

a video camera (Moticam 2000) and digitized for image analysis. Polystyrene beads of

3µm radius (Bangs Laboratories) were used. In order to reduce sticking to surfaces,
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Triton-X100 reagent (Sigma Aldrich) was added to the bead suspension. The bead

solution was then placed in a chamber created by sealing two cover slips. The laser

trap was operated using a 60× objective having an NA of 0.98. The positioning of

the bead relative to the beam center was done by visual estimation and tracking the

movement of the stage in the x, y and z direction. The experimental results shown in

Figure 4.7: Schematic description of the optical push-pull setup used, BS, beam
splitter, M mirror

Fig (4.8a) gives an example image recorded with the beam focus located axially above

some surrounding particles. The particles were found to be drawn toward the beam axis

(denoted by cursor). Fig (4.8b), alternatively, is an example image in which the beam

focus is axially placed below a surrounding particle. In this case, the particle was seen

to be nudged away from the beam axis. The particles are observed to be slightly blurry

as the laser beam focus corresponds with the imaging focus.

Figure 4.8: Images of laser beam focus located axially (a) above and (b) below
particles. The former pulls and the latter pushes particles laterally with respect to the

beam axis (cursor)
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4.2.2 Bioreactor

A bioreactor, in the context of cell culture, refers to a device or system meant to grow cells

or tissues. Traditionally, cell cultivation processes required the screening of large number

of cell lines in shake flask cultures. The need to carry out a vast number of development

cultivations has led to the increasing widespread deployment of small-scale bioreactor

systems that offer miniaturized and high throughput solutions. This has led to efforts

in incorporating microfluidics [187–189], which has resulted in arguably the smallest

bioreactor possible using optical tweezers [190]. In the realm of microfluidics, there is a

trend towards the use of discrete volume systems that offer flexible and scalable system

architectures as well as high fault tolerance capabilities [191–193]. Moreover, because

sample volumes can be controlled independently, such systems have greater ability for

reconfiguration whereby groups of unit parts in an array can be altered to change their

functionality.

Cells are often sensitive to their microenvironment in which cues from other cells, and

mechanical stimuli from movement are crucial [194, 195]. The ability to provide the latter

in a discrete fluidic system presents a significant challenge. Intuitively, the capacity to

provide mechanical stimuli will benefit from a gentle stirring of the contents within as

little photodamage as possible. Whilst it is conceivable that direct photophoresis may

provide the means of doing this, such a system will generally be difficult to fabricate.

Utilizing the findings in Section (4.2.1) an approach is investigated that offers the ability

for generating a gentle and tunable stirring effect.

In being able to stir effectively without the particle ever falling into the beam focus

(where photodamage may occur) it would be necessary for the particle to only reside

in the upper region. We thus propose a system described in Fig (4.9), whereby the

laser beam is focused within the liquid medium but close to the bottom surface of the

droplet. Coincidentally, this is also the region where the particles (if they are large

enough) will settle by gravitational sedimentation. For sedimentation to be facilitated

or hastened, an auxiliary light source from above can be used to create a photophoretic

force downwards. Stirring is accomplished simply by moving the slide and droplet around

in the x − y plane using the microscope stage. One strategy will be to perform a line

scan along the x direction followed by step movements in the y direction or vice-versa.

The degree with which a particle bounces off the laser beam center will depend on the

relative position between the particle and beam center, the translator’s speed, the laser

beam power for a specific particle’s refractive index and size, and hydrodynamic effects.

Due to the inherent rotational symmetry about the z-axis, we limit our calculations

to only the x − z plane. Utilizing the map of force efficiency over the x − z plane,
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Figure 4.9: The setup to accomplish optical stirring involves focusing the laser beam
close to the bottom surface of the droplet and using the microscope stage to move the

slide and droplet in the x− y plane.

the dynamic equations of motion were applied to an inertial frame, i.e. the microscope

stage moving at a constant speed, vP , over the fixed laser beam. In this model, the very

low Reynolds number (much less than 1), dictates that the Stokes drag term is linearly

dependent on velocity. Hydrodynamics effects associated with the relative position of

the particle to the cover slip walls were neglected.

Experimentation was done on a conventional laser single beam trapping system (Cell

Robotics Inc.) operating at a wavelength of 1.06µm and having a rated full power of

5W. Video sequences were captured using a video camera (Moticam 2000) and digitized

for image analysis. Polystyrene beads of 3µm radius (Bangs Laboratoies) were used. In

order to reduce sticking to surfaces, Triton-X100 reagent (Sigma Aldrich) was added to

the bead suspension. The bead solution was then placed as droplet in a circular shallow

chamber created by varnish or silicone tape. The laser trap was operated using a 60X

objective having a numerical aperture of 0.98. Similar experiments were also conducted

with red blood cells from sheep (R3378 Sigma Aldrich). These samples, originally in dry

powder form and glutaraldehyde treated, were rehydrated using 0.9% sodium chloride

solution.

The displacement of the particle at various laser powers with respect to the stationary

laser and moving stage are shown in Fig. (4.10). The results show that the extent of

stirring of the particles can be controlled by varying the applied power. The stirring
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Figure 4.10: Plot of local displacements of particles on microscope stage for z = 16µm
at various power levels starting from the right to left, 10mW (blue), 20mW (red), 25mW
(green), 40mW (blue-dotted), 100mW (red-dotted) and 200mW (green-dotted). The
optical stirring effect can be controlled by changing laser power. Inset: The plot of
the global particle trajectories at optical powers 10mW (black), 15mW (green), 20mW

(red) and 35mW (blue).

effect saturates at higher laser powers since the order of the optical force efficiency drops

rapidly after 3µm, as was shown in Fig. (4.3).

The experimentation results shown in Fig. (4.11, 4.12) comply with the modeling results.

With 40% power, the polystyrene particles identified as 1 and 2 in Fig. (4.11a - 4.11b)

can be seen to depart from their general motion paths such that they are pushed away

from the laser beam center. The manner of the pushing is strongly lateral rather than

axial, thus limiting the possibility of photothermal or photoxicity damage. When the

laser beam power was reduced to 10%, one finds the cluster of particles identified in

Fig. (4.11c- 4.11d) being able to move past the laser beam center almost without being

affected. Hence, the optical stirring effect requires a certain threshold for operation.

This is consistent with the modeling results.

The optical stirring effect was found to be operational with red blood cells as well, as

indicated in Fig. (4.12). This illustrates the viability of the method applied to living

organisms. A modeling of the forces will be more involved due to the shape complexity

of these cells over simple shapes such as spheres and rods. The experimental results,

however, indicate that a simple scaling effect, as far as the optical stirring effect is

concerned, may be in operation.



Optical Forces on Particles 48

Figure 4.11: With the laser beam located axially below the polystyrene beads and
having sufficient power, the image sequence (a) before and (b) after shows the particles
numbered 1 and 2 laterally pushed away from the beam center. With the laser beam
located axially below the polystyrene beads but having insufficient power, the image
sequence (c) before and (d) after shows the cluster of particles circled in red unaffected

by the beam. The arrow shows the general direction of travel of the particles.

At this juncture, we should mentioned that acoustic [196, 197], magnetic [198], and

dielectrophoretic [199] devices are also able to create a swirling motion that is able

to move particles and cells around. The strong motion of material within the liquid

medium associated with the effect will generally not be amenable for cells or to guide

cells towards desired differentiation or biological response pathways. In both bioreactor

and micro-bioreactor scale culture, a delicate balance or trade-off has to be reached in

terms of the need to provide a perfusion or mixing function and controlling hydrodynamic

shear stress. While perfusion and mixing provides a more homogenous environment by

maintaining dissolved oxygen and nutrient concentrations and serves to reduce media

cytotoxicity via recirculation effects, the consequent hydrodynamic shear forces, if on

a high magnitude, are generally considered to have an adverse impact on cell survival

and proliferation [200]. This is especially the case for shear sensitive cell types [201].

Evidences from studies also show that shear stress can have a significant influence on

cellular morphology, growth patterns, and biological responses [202, 203]. Different

magnitudes of hydrodynamic shear stress evoke differential gene expression in signaling

pathways in human bone marrow derived mesenchymal stem cells [204] and human

endothelial progenitor cells [205], induce important changes in secretion and assembly

of glycoproteins in mammalian cell cultures [206] as well as influence proliferation and

osteoblastic differentiation [207]. Hence, in the setting of a static discrete droplet format,

the gentle stirring afforded by our approach provides advantages of preserving cellular

integrity and viability apart from promoting fidelity of biochemical and differentiation

responses during cell culture and/or when performing cell-based assays.

4.2.3 Optical Trapping Map

The performance of an optical tweezer depends mostly on three crucial parameters, the

radius and refractive index of the particles you wish to trap, and the numerical aperture.
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Figure 4.12: With the laser beam located axially below the particles and having
sufficient power, the image sequence (a) before and (b) after shows the red blood cells
numbered 1 and 2 laterally pushed away by the beam. The arrow shows the general

direction of travel of the cells.

These three parameters form the dimensions of our optical trapping map.

We swept a three-dimensional (3D) parameter set, comprising (i) 1.3 ≤ n1 ≤ 4.0, (ii)

0.3 ≤ NA ≤ 1.2, and (iii) 0.5λ ≤ r ≤ 4.0λ. For each set of parameters, we conducted

two trap searches. The first was a search in the axial sense; i.e., trapping along the

beam axis, z (i.e., −5µm ≤ z ≤ 5µm) and x = 0. The second was a search for trapping

in the radial sense; i.e., trapping in the x − y plane, where −5µm ≤ z ≤ 5µm and

z = 0. In both cases, when a zero crossing was found, we recorded the peak restoration

force, Qi,RFmin; if not found, we assumed that it was a non-trapping condition that set

Qi,RFmin = 0, where i was either x or y for radial trapping and z for axial trapping.

Figure 4.13: Iso-surface of Qz,RFmin = −1×10−10 representing the ability to conduct
optical trapping calculated in relation to NA, particle refractive index n1, and radius r
values. The volume space above the distribution represents those parameters that do

not lead to optical trapping.

Since the computations were highly serial, we have reduced the order of some calcula-

tions from O(n3) to O(n2) and greatly increased performance through the use of batch

parallelization. The code was compiled to run on a high-performance computing facility
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ideally suited to data-intensive tasks, comprised of up to 201 nodes, 1408 CPU cores,

4376 GB RAM space, and operating at up to 12410 gigaflops per second. The total

parameter grid consisted of 9, 800, 000 points. As mentioned, for each grid point a scan

in the x or y for radial and z for axial trapping was conducted. Roughly, each scan used

200 grid points, making for an estimated total of 1, 960, 000, 000 scattering problems.

The computational difficulty of each grid point depended strongly on d = abs(rf − rP ),

i.e. the translated distance of particle center from the focal point. This relates to

the work involved in calculating the recursive translation and rotation algorithms for

larger and larger Nmax to satisfy Nmax = (ka+ 2π|d|) + 3(ka+ 2π|d|)1/3 as discussed in

Section (3.2). We obtained a computation speed of approximately 12 s per parameter

combination per thread.

Figure (4.13) shows a 3D iso-surface of Qz,RFmin = −1 × 10−10 (i.e. the axial optical

trapping landscape), where the x,y and z axis represent the particle radius ratio (r/λ),

refractive index ratio (n1/n2), and NA, respectively. Interestingly, the iso-surface follows

a clam-shell-like contour with ridges, providing a means to engineer applications by

controlling the parameters, as will be discussed later. The volume space above the

distribution represents the parameter combinations that do not lead to optical trapping.

We refer to these combinations as optical trapping blind spots. Technically, however,

the input laser is not blind to the particle and is still able to move the particle through

scattering forces.

Figure (4.13) provides a more comprehensive overview of the optical trapping process,

albeit more information can be gleaned by appropriate dissections. For instance, it ap-

pears that increases in the NA, as opposed to the refractive index or the radius, are

solely responsible for creating the ridge structures that extend into the optical trapping

space. When slice plots are made by keeping either the refractive index or radius con-

stant, they manifest as finger landscapes, examples of which are depicted in Fig. (4.14).

However, in the example slice plot in Fig. (4.14), obtained by keeping the NA fixed, the

finger landscapes are also present.

Suppose that we select two parameter points from Fig. (4.14c), A = (2.1927, 1.2632) and

B = (2.1927, 1.4123), which lie on the finger region and another two, C = (2.1927, 1.2105)

and D = (2.1927, 1.3509), which lie just outside the finger region. To simplify the discus-

sion, we reference the parameter points as pN where N = A,B,C or D. At these points,

we then calculate the force efficiency along the beam axis z, and provide the radiation

patterns of the particles at different beam axis locations as shown in Fig. (4.15) and

Fig. (4.16).

When comparing the radiation patterns of pA and pB against pC and pD at the pos-

itive peak before the equilibrium point (referred to as maximum forward restoration,
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Figure 4.14: Example slice plots from Fig. (4.13) obtained by keeping the (a) refrac-
tive index, (b) normalized radius, and (c) NA fixed. Finger landscapes are observed
in all three cases. The white areas correspond to Qz,RFmin = 0, which indicates a

non-trap condition.

Qz,RFmax), we observe strong backscattering mode effects in all cases. As the parti-

cle approaches the focal point, the trapped particles at pA and pB should experience a

faster change from strong backscattering to forward scattering. However, at the point of

peak restoration force (Qz,RFmin), the radiation patterns reveal that there is a smaller

backscattering component for pA and pB as opposed to for pC and pD. These findings

indicate the role played by scattering. Clearly, particles that backscatter too much can-

not be trapped. However, this is a necessary condition. The sufficient condition for

trapping also requires a forward-scattering component.

At first glance, Fig. (4.14) appears to have small islands where optical trapping occurs

at locations just off the ridges. We zoomed into an example region (2.0µm ≤ r ≤ 2.5µm

and 2.5 ≤ n1 ≤ 3.0) by computing with smaller parameter value intervals for closer

examination. The zoomed region, shown in Fig. (4.17), confirms that the fingers form

smoothly before thinning out and vanishing eventually. Hence, the trapping islands

observed in Fig (4.14) were merely artifacts of using too low a sampling rate.
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Figure 4.15: Optical force efficiency, Qz calculated for particles trapped under pa-
rameter conditions pA and pB placed at positions along the beam axis z. For both
particles, the radiation patterns at different locations corresponding to the maximum
forward restoration force, equilibrium point and maximum reverse restoration force are

also shown.

The next issue is defining how well particles are drawn into and held in the trap. The

former is often deduced from the magnitude of the trapping efficiency Qz,RFmin whilst

the latter is determined from the stiffness. Both of these metrics are taken to be corre-

sponding (i.e. high Q automatically should mean high stiffness). Such an assumption

can be especially problematic at the ridge regions associated with trapping. The stiff-

ness metric also assumes a linear relationship between force and displacement. Larger

particles can show considerable deviation from linearity, rendering problems in using

stiffness as a descriptor.

In Fig. (4.14), the parameter points pB and pE , where E = (1.5, 1.4123), both permit

trapping. Nevertheless, their respective stiffness values of 0.198Q/µm and 0.0636Q/µm
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Figure 4.16: Optical force efficiency, Qz calculated for particles trapped under pa-
rameter conditions pC and pD placed at positions along the beam axis z. For both
particles, the radiation patterns at different locations corresponding to the maximum

forward restoration force, focal point and z = 1.0µm are also shown.

are significantly different, indicating that once trapped it should be harder to displace

a particle pB. However, is this really the case? Is it also reasonable to assume that a

particle will be drawn in with equal likelihood at conditions B and E?

The potential energy distributions in relation to axial position for both parameter con-

ditions are depicted in Fig. (4.18). Both particle parameters result in a zero-crossing

and a restoration force. Nevertheless, it is intuitive that a particle should be more easily

trapped in E than in B due to the creation of a deeper well-like potential.

This argument is also reasonable because particles are always brought in from a free po-

sition to a trapped position, rather than appearing at the trap position instantaneously.

In other words, the momentum carried by a particle when it descends into the trap
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Figure 4.17: Zoomed-in region for Fig. (4.14), (2.0µm ≤ r ≤ 2.5µmand2.5 ≤ n1 ≤
3.0), with smaller parameter value intervals, which show that the fingers form smoothly
before they are thinned out and eventually vanish. Two lines, L1 and L2, indicate that
particles with a radius ratio between 2.115 and 2.135 would be selectively trapped,

which illustrates the ability for sorting.

Figure 4.18: Potential energy wells corresponding to a particle located in the trapping
finger and safe region, depicted under conditions pB (left) and pE (right), respectively.
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location, provided that it is not overdamped, will cause it to be more readily sustained

in the case of pE . Based on this information, it also is pertinent to note that the premise

of a stiffer trap is only reasonable when comparing distributions that are strongly sym-

metrical (e.g. pE) and not when they are highly asymmetrical (e.g. pB). This is because

the latter provides a lower energy obstacle path for the particle to depart from the trap.

It is not uncommon in particle motion simulations for the condition of overdamping

to be applied, which, in turn, implies an inability of the particle to possess any inertia

force. It is important to note, however, that the overdamped assumption is valid only for

sufficiently large evolution time intervals. Furthermore, a particle that has descended

into a potential well will not remain stationary there, since Brownian perturbations

continue to exist.

Even under the assumption of overdamping, it has been shown that Brownian pertur-

bations can cause particles to exit potential wells [208]. Clearly, any description that

does not take into consideration the asymmetry of the well is problematic. Despite these

definition difficulties, it will be desirable to have at least some indication of the relative

asymmetry of the trap. We content that a more apt representation to use should be

what we call the trapping quality, which is described by

TQ =

{
0 Qz,RFmin ≥ 0

‖Qz,RFminQz,RFmax
‖ Qz,RFmin ≤ 0

(4.1)

This metric is reasonable because the forward restoration will always be higher due

to the scattering and gradient components complementing each other in the forward

direction. In contrast, they oppose each other during the reverse restoration process.

In other words, we will always have TQ < 1, in which a value closer to 1 indicates a

higher symmetry in the trap. Based on this metric, we computed that TQB = 0.1 and

TQE = 0.69, which logically depicts the situation in which trapping should be more

likely at pE than in pB (based on their potential distributions).

Note here that radial trapping behaves considerably different than axial trapping. Trap-

ping is often taken to mean that the axial and radial trapping events are mutually ex-

clusive (i.e. radial trapping cannot occur unless there is axial trapping and vice versa).

However, calculations with radial trapping will not reveal the landscapes in Fig (4.14),

meaning that there are no radial optical trapping blind spot structures in the parameter

space. Determining whether particles are trapped or not, consequently, should not be

based on the axial condition alone. This argument is supported by the experiment find-

ings from previous work, where a transition from radial pulling to trapping or release

was uncovered. More specifically, a particle that is sucked up from the bottom of the
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beam focus will head upward along the beam axis until it reaches the focus point wherein

it will be either trapped or released upward and outward in a trajectory not unlike a

water fountain spray.

Figure 4.19: Trapping strength and its gradient along the lines (a) L1 and (b) L2 as
depicted in Fig. (4.17)

The narrowing fingertips in the trapping map provide a highly selective and precise set

of trapping parameters. Any small variation of the radius or refractive index would

cause the particle to be set free. The trapping strength distribution along the two lines

L1 and L2 in Fig. (4.17), and its derivative, are shown in Fig. (4.19a), which indicates

that particles with radius ratio between 2.115 and 2.135 would be selectively trapped.

In Fig (4.19b), alternatively, we find that particles with refractive index between 2.615

and 2.642 would be trapped. Clearly, the selection of any line across the finger landscape

permits the process to operate somewhat like a tuneable bandpass filter; i.e., the ranges

can be controlled by choosing a narrower or wider section of the finger. The narrower

the finger is, the smaller the bandwidth will be and vice versa. That the gradient is

steepest at the edges of the finger helps to enhance its selectively. However, it is the

width of the finger that determines the range of tolerances of particle radius or refractive

index that can be trapped. Because these factors can be independent of each other, as

seen in Fig (4.14), this imbues the capacity for effective sorting.
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4.2.4 Selective Sorting and Swelling Particles

While sorting approaches with fluid flow offer apparent higher throughput, they are

prone to channel effects [209, 210]. The situation becomes more complicated when non-

Newtonian fluids are involved [211]. Let’s consider an alternative approach based on

our findings. Suppose we have an optical trap that scans a population of different sized

particles of two distinct refractive indices in a plane (Fig. 4.20). Through the right

wavelength selection, it will be possible to trap particles of one refractive index while

allowing those of another refractive index to be scattered (note that while the gradient

force is not strong enough to hold the particle, it does not mean that the scattering force

is absent). At the end of the scan, only particles of one refractive index will remain in the

plane. With recent developments using tailored optics, it should be possible to develop

multiple trapping (and removal) sites to increase the throughput of such a process [212],

albeit this may reduce the optical power at each trapping site. That the perturbation

to remove selected particles is based on the optical scattering force makes this an all-

optical sorting approach. This has potentially strong advantages over approaches that

rely on coupled optical and Brownian forces [7], since the latter is a strongly stochastic

process. At this point, we highlight interesting parallels between the effect of interference

leading to parameter spaces that permit trapping based sorting here and the use spatial

interference fields itself to accomplish sorting [210, 213].

Figure 4.20: Selective sorting can be achieved by scanning a line of particles in a
plane. Here, the red particles have parameter combinations that reside on the trapping
region, e.g. the trapping fingers, and the green particles do not. At the end of the scan,
only the red particles will remain in the plane while the green are scattered off plane.
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Figure 4.21: Schematic description of situation where a spherical of volume V0 of
refractive index n1 undergoes swelling by absorbing material from the surrounding

media of refractive index n2 such that its volume increases by δV .

Arguably, the most potent use of the trapping map lies in situations where multiparam-

eter variations are involved. Returning to the topic of targeted drug delivery, a popular

mode of release involves swelling of the micro beads [214]. Suppose that we adopt a

simple model in which a dielectric sphere of original radius r0 = 2.095µm and refractive

index n1 = 2.506 is placed in a medium with refractive index n2 = 1.33. Under the as-

sumption that the medium material fills into the bead uniformly and the bead maintains

a spherical shape throughout swelling, the original volume V0 can be taken to undergo

a volume increase δV under the relationship δV = αV0, where α depicts the progress of

the swelling (i.e. α = 0 when no swelling occurs) Fig. (4.21). The refractive index of

the bead can now be indicated by:

n
′
1 =

V0n1 + δn2

V0 + δV
=
V0n1 + αV0n2

V0 + αV0
=
n1 + αn2

1 + α
(4.2)

The radius can also be described using α as

r = r0( 3
√

1 + α) (4.3)

On the parameter map using NA = 1.2248 Fig (4.22), this will result in a trajectory

where the particle is first trapped but strays into the condition of non-trapping with

swelling increase of the sphere. That the trapping state is encountered again later is

irrelevant since the particle would have been released from the hold of the potential well.

If the NA is increased to NA = 1.3, particle trapping will be maintained throughout.
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Figure 4.22: Trajectory of a swelling dielectric sphere with an original radius r0 =
2.095µm and refractive index n1 = 2.506, placed in a medium with refractive index
n2 = 1.33 for :(a) NA = 1.2248 and (b) NA = 1.33. The growth rate, α, was linearly

increased from 0.0 to 2.0.

4.3 Plasmonics

Assuming the geometry in Fig. (3.6), where ε2 = 1 (air) and ε1(ω) as given by expan-

sion in Eq. (3.47) and coefficients in Table (3.1) for silver and gold, respectively, the

dispersion relation is shown in Fig. (4.23).

Figure 4.23: Dispersion relation for silver (left) and gold (right)

The dispersion characteristics of the surface plasmons in Fig. (4.23) show plasmon

modes that lay below the light line, i.e. the unshaded area. Unlike most typical studies

the surface plasmonic mode does not asymptote due to the interband damping terms in

the complex dielectric function. The light line corresponds to the momentum that a free

space photon carries at different frequencies. The region above the light line, indicated
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by the shaded region, are said to be in the light cone. This means they can be excited

by free space light. The modes that lay outside of the light cone, or below the light line

if you wish, can not be excited by free space light. This is because these modes have

higher momentum than what the free space light can provide.

When ω / 3 the evanescent SPP modes for silver are observed, approaching the light line

at short wave vectors but terminating at finite wave vector on resonance. The fairly large

SPP wave vectors (and hence small SPP wavelength) achieved near resonance compete

with the largely reduced group velocity in this frequency range. A similar process is

observed for gold, albeit less pronounced and at a lower frequency, i.e. ω / 2.25. Above

ω ' 3 the Radiative (RPP) mode is noticeably observed for silver, which corresponds

to wavelengths satisfying the relation Im(ε1) > |Re(ε1)|.

Matching the wave vector of an incident beam of free light to simultaneously conserve

energy/momentum and excite an SPP mode is a known challenge. To this end, various

geometries have been used. One such geometry is the Kretschmann geometry using a

prism [215]. Another geometry, which we will utilize here, consists of a metal surface

with corrugated grooves with a lattice constant, groove height and width of p, h and

w respectively. The periodic structure contributes a reciprocal wave vector of 2πn/p

and thus the mismatch in the wave vector with incident light kx = ksin(θ) and kspp is

overcome when

kspp = ksinθ ± 2πn

p
(4.4)

where n = (1, 2, 3) and k ≈ 2π/λ0 in air. Both the methods mentioned require excitation

using light incident at an angle. The geometry that we submit here overcomes this

requirement by utilizing a periodic corrugated (grating) structure on the metal with a

subwavelength aperture providing the necessary parallel components of the wave vector

through its confined optical near fields. Once the near field along the surface is defined,

the optical forces and potentials can be calculated as per Eq. (3.41).

There has been substantial efforts made to understand the underlying physics of light

transmission through subwavelength apertures and aperture arrays [216], with the inter-

est of facilitating directional light beaming at the chip level. There have been no reports

of efforts, to the best of our knowledge, to harness these structures to create tailored

optical trapping sites on the metallic surface. The ability to do this opens up the avenue

of having multiple apertures on the surface with light addressable wavelength within

the chip in order to maintain close control of optical trapping at specific and selective

locations over the entire chip (see Fig. 4.24).
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Figure 4.24: (a) Optical scheme of illuminating metallic structures in a whole-field
manner to create localized plasmon field for trapping. (b) Envisaged approach of having
illumination delivered from individually addressable waveguides within a substrate to
subwavelength apertures in the metallic layer to create switchable surface plasmon sites

for trapping; which in the process will facilitate many lab-on-a-chip procedures

4.3.1 Design

To design the height and width of the corrugations, we study the transmission spectra of

a silver film by varying h and w corrugations on its surface at three lattice periodicities:

p = 400, 500, 600nm (Fig. 4.25). We do this by assuming the excitation source as a

temporal Gaussian source located along the left boundary of the domain with a central

wavelength of λ = 1.5µm and a pulse width of λ = 1µm. We place a virtual line detector

along the right boundary of the domain and conduct a frequency response analysis. To

perform all simulations, we used the fully vectorial FDTD method described in Section

(3.3).

Following this, we conducted a two-dimensional (2D) simulation along the surface of a

silver film, surrounded by air, with a subwavelength slit through it and a set of tailored

corrugations, with a height h and width w, of which the basic form is shown in Fig.

(4.25b). Throughout this study the subwavelength aperture width s and slab thickness

t are fixed at 140 and 1000 nm, respectively. The simulation grid size was a 20µm by

8µm rectangle with a pixel size of 20nm, accounting for a total of 400,000 pixels per

time step. We applied a perfectly matched layer with approximately 60 pixel thickness

as the boundary to simulate an open boundary while truncating the computational

domain. The input light source was assumed to be Hz polarized and continuous. The

parameter q refers to the offset distance between the slit edge and the start of the periodic

corrugations. This permits for small adjustments to the phase matching between the

slit and the corrugations. We initially considered q = w′ = h′ = p′ = 0. Running the
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Figure 4.25: (a) Simulation geometry with a lattice constant, groove height, and
width of p, h, and w, respectively. The Gaussian source, located to the left, has a
center wavelength of λ = 1.5µm and a pulse width of λ = 1µm. (b) Simulation geometry
with a subwavelength aperture and tailored surface corrugations on a silver substrate.
Throughout this study the subwavelength aperture width s, and slab thickness, t, are

fixed at 140 and 1000 nm, respectively.

simulation on an Intel I7-920 CPU, we attained an average 2D simulation time of 3 min

(in single core operation).

From the simulated field vectors, we were able to obtain the optical trapping forces

developed on a spherical polystyrene particle having radius of 80 nm and refractive

index of n1 = 1.59. The media is assumed to be water having a refractive index of

n2 = 1.33. The particle is placed at each location of interest and the forces, using Eq.

(3.41) are calculated.
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4.3.2 Results and Discussion

The resulting transmission spectra for different h and w combinations is shown in Fig.

(4.26) for each value of p in Fig. (4.25a). From all three transmission plots we notice

in general the occurrence of two sharp resonance peaks. This resonance behaviour is

most obvious for the system where p = 500nm and p = 600nm (Figs. 4.26b,c). The

two strongest resonant peaks seen in Fig. (4.26b) occur for parameters h = 150nm,

w = 250nm, and p = 500nm at the two encircled locations A and B. The wavelength at A

is approximately near the center wavelength at λ = 1.464µm and at B it is approximately

near λ = 1.38µm. However, for a larger periodicity of p = 600nm, the strongest resonant

peaks occur for parameters h = 150nm and w = 200nm at the two encircled locations, A

and B. The wavelength at A is near λ = 1.715µm and the second, B, is near λ = 1.587µm.

Figure 4.26: Transmission spectra for a grating period of (a) 400, (b) 500 and (c)
600 nm, respectively, at different h and w configurations. (d) Combined transmission
spectra outlines the input Gaussian spectra. The strongest resonance is observed when

h = 150nm, w = 250nm, and p = 500nm.

We present in Fig. (4.27) a snapshot and animation as a contour plot of the electric

field intensity (‖E‖2) mode profiles of the two points A and B in Figs. (4.26b,c). For a

periodicity of p = 500nm, we have used the configuration h = 150nm and w = 250nm

(corresponds to the blue curve in Fig. 4.26) and for a periodicity of p = 600nm we have
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used the configuration h = 150nm and w = 200nm (corresponds to the pink curve in

Fig. (4.26c).

Figure 4.27: Snapshots of the electric field intensity, ‖E‖2, shown as a contour plot
along the metallic structure for (a) p = 500nm, λ = 1380nm, h = 150nm, and w =
250nm; (b) p = 500nm, λ = 1464nm, h = 150nm, and w = 250nm; (c) p = 600nm,
λ = 1587nm, h = 150nm, and w = 200nm; (d) p = 600nm, λ = 1715nm, h = 150nm,

and w = 200nm

Noticeable differences between the designs include the wavelength of the surface plasmon

modes and the decay length into air. While the results indicate a possibility of channeling

light power onto the surface, the manner of its propagation, in packets at the speed of

light, per se, will not permit particle trapping. To facilitate this, the optical field has to

be in the form of a standing wave. We achieved this by introducing structures at the

distal ends away from the slit, shown in Fig. (4.26) with parameters w′,h′ and p′. The

structures are designed using the transmission spectra obtained previously such that

the the transmission across its surface at the wavelength of interest is highly suppressed.

This has the effect of causing the traveling packets of leaky waves to be reflected back.

Since coherence is preserved, careful design will enable standing waves to develop.

Utilizing the design that produces the outcome of Fig. (4.27a), we calculate the time-

averaged electric field intensity, as shown in Figs. (4.28) for different offset values of

q = 0, 105, 155, 205nm. The chosen parameters for the reflective corrugations at the

ends are p′ = 500nm, h′ = 125nm, and w′ = 300nm. For larger values of q, the

structures begin to exhibit beaming behaviour similar to those reported previously.
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Figure 4.28: Snapshots of the electric field intensity, ‖E‖2, shown as a contour plot
along the metallic structure where p = 500nm, λ = 1380nm, h = 150nm, w = 250nm,
p′ = 500nm, h′ = 125nm, w′ = 300nm, and (a) q = 0; (b) q = 105nm; (c) q = 155nm;

(d) q = 205nm.

Using the design that produces the outcome in Fig. (4.28b) we inserted into the simu-

lation domain a spherical polystyrene particle with a radius of 80 nm. The particle is

placed at each location of interest and the forces are calculated. The resulting force field

is shown in Fig. (4.29).

It is noteworthy that, at this length scale, Brownian perturbations will serve to disperse

the trapped nanoparticle from its intended trapped location. The trapping potential

extends to approximately 350 nm above the surface of the device, which again indicates

that this scheme is feasible to trap nanoparticles. It should be noted that, by modifying

the number of corrugations on either side of the slit, the width of the trapping site can

be modified. Furthermore, the decay into air can be somewhat increased by using a

different mode profile. For example, it is obvious that the decay lengths of the modes in

Fig. (4.27c) are longer even though the mode profiles are more complex. This approach,

however, would require the careful design of the reflective defects to preserve coherence.

Figure 4.29: Optical trapping force developed on a spherical polystyrene particle with
a radius of 80nm and refractive index of 2.5 in water inserted into the design producing

the electric intensity field of Fig. (4.28b).

While the method is demonstrated here with the situation of slit apertures on the surface,

we envisage that the progression from 2D to an axis-symmetric three-dimensional optical

trap should not be difficult. The optical trapping of particles into rings is typically

achieved using an axicon [78]. As in the case of conventional traps, the resolution of the
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optical fields is limited by diffraction. Some efforts have been reported to utilize phase

matching using photonic structures to permit subwavelength fields [217]. In our case,

these rings will be inherently subwavelength with strong plasmon intensity fields. The

availability of optical forces on a chip allows for the assembly of nanoparticles beyond the

use of means such as evaporation, where a degree of randomness can be expected. Once

held in place, tailored patches within the nanoparticle will be able to hold such assemblies

in place when the optical forces are switched off [218]. It is also conceivable that metallic

nanoparticles instead of corrugations may be placed at the output of waveguides to create

the optical trapping fields via a plasmon generating effect as well. Means to ensure that

the nanoparticles stay at the site without the presence of light, where Brownian forces

are significant, will however, be needed for this.

4.4 Chapter Summary

We have proposed a scheme that locates the focus of the beam either above or below

the matter to pull and push it relative to the beam axis in a predominant lateral sense

using the resultant action of scattering and gradient forces. Numerical simulation and

experimental results confirm this approach. This simple approach offers remedy to pho-

todamage of living matter held using conventional optical tweezers. Furthermore, by

moving a medium containing particles past a laser beam arranged in this manner, we

have been able to develop an approach that creates a gentle and tunable stirring effect

of particles. The computer simulations performed, enabled us to trace the expected de-

flection trajectories of the particles. Since the deflection effect is not enhanced beyond

a certain laser power, this can be used as a basis to find optimal powers for stirring.

Experiments using polystyrene micro-beads and red blood cells confirm the optical stir-

ring effect. This approach portends the capability to execute mechanical stimuli of cells

in a small liquid volume bioreactor that is free of flow, leading to better realization of

lab-on-a-chip systems.

A comprehensive computation was successfully conducted to ascertain the axial trapping

efficiency, which is limiting, of spherical dielectric particles using a focused Gaussian laser

beam based on (i) the particle radius r, (ii) the ratio of the refractive index of particle

over the medium, and (iii) the NA of the delivered light beam. It yielded an iso-surface

that follows a clam-shell-like contour with ridges that offer a way to engineer applications

by controlling the parameters used.

It also was found that a volume space exists based on specific parameter combinations

that do not lead to optical trapping. By examining specific points in the computed pa-

rameter volume space, we uncovered difficulties using the trapping efficiency and stiffness
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metrics in defining how well particles are drawn into and held in the trap. An alterna-

tive calculation based on the maximum forward and restoration values of the trapping

efficiency in the axial sense, which we called the trapping quality, provided a more prac-

tical metric. The ridge regions of trapping offer high specificity on whether trapping can

occur or not based on small parameter changes. Consequently, this may be harnessed

for effective particle sorting. Finally we discussed how the optical trapping blind spots

can be advantageous in applications that use optical forces for particle translation in

which photothermal damage is eschewed. We also highlighted the use of the map to

guide multiparameter changes during trapping.

Finally, we have designed a corrugated structure and a subwavelength aperture to

demonstrate the possibility of guiding light from the aperture along the surface via an

appropriate corrugation geometry with silver. By carefully placing a secondary grated

structure some distance from the original structure, we were able to produce strong re-

flection, which, with the coherent nature of light used, created strong optical standing

wave fields that could be harnessed for particle trapping. We demonstrated this concept

in the form of linear field traps. With careful design, we envisage the ability to create

optical traps of various geometries without difficulty via the same principles as outlined.
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Chapter 5

Brownian Dynamics

5.1 Introduction

Tracking a Brownian particle’s motion allows localized parameters at its immediate

vicinity to be measured. Such parameters include the temperature and viscosity from

the liquid microenvironment which are crucial for processes that involve electrochemistry

and biology. Critical to such a sensor is its minimal disturbance to the evolution of the

measured quantity around the localized environment and an absence of any input energy

to drive the probe. While fluctuations in the Brownian motion using freely translating

particles should provide inexhaustible amounts of information, there is the problem of

these particles drifting away from the venue of measurement as well as colliding with

other particles. The former causes the problem of lapses in measurement continuity. This

and the latter issue of collisions tend to introduce additional complexity in interpreting

the underlying mechanics.

On the other hand, Brownian motion is often detrimental to sorting as a consequence

of fluctuating forces that lead to distributions spreading. Asymmetric periodic poten-

tials have been actively investigated to rectify the symmetric fluctuations in Brownian

particles. A convenient scheme to accomplish this is via the switching on and off (con-

veniently described as cycling) of a periodic but spatially anisotropic potential. Such

stochastic ratchets have been demonstrated as capable of sorting spherical Brownian

particles.

In Section (5.2), we theoretically examine the possibility of using stochastic ratchets to

sort populations of Brownian rods, investigating, in particular, the role that the crossover

time from anisotropic to isotropic motion takes in this process.
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In Section (5.3) we present a rod that is drawn by a tunable attractive force to a

cylindrical pillar that overcomes the aforementioned problems of the particle drifting

away from the venue of measurement as well as colliding with other particles. The rod

is assumed to be a Gold nanorod that allows for strong light scattering at the plasmon

resonance wavelength. That the scattered light is strongly polarized along the long axis

makes gold nanorods in principle an ideal orientation probe. We contend that more

robust information can be gleaned from interrogating the surface plasmon interaction

between the Brownian rod and a plasmonic whispering gallery.

5.2 Sorting of Brownian rods by the use of an asymmetric

potential

Consider the case where the motion of Brownian particle is confined to a plane in a fluidic

chamber wherein an asymmetric potential can be imposed. Suppose the asymmetric

potential can be switched with a prescribed duty cycle. During the on cycle of the

potential, the potential will collect particles at the force potential minima. Typically,

this would correspond to lines within the plane of interest. It can be reasonably assumed

that the rods will align along these lines. During the off phase the motion of the particles

are due to free diffusion Brownian effects. The Brownian motion of a rod can be described

by the Langevin equations


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ẋ

ẏ
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where a dot indicates a time derivative and ξx,y,θ are the time derivatives of a delta-

correlated random Weiner process, such that 〈ξi(t)ξj(t′)〉 = δ(t− t′)δij with i, j = x, y, θ.

In other words, ξx, ξy, and ξθ are statistically independent noise sources. As shown

in Fig. (5.1a), the x and y axes are static laboratory frames. The translational and

rotational motion is characterized by the diffusion coefficients, Da, Db and Dθ, which

describe the translation parallel to the length of the rod, the translation perpendicular

to the length of the rod, and the rotation of the rod, respectively.

The directions of Da and Db can be seen in Fig. (5.1a). When considering motion in a

bulk fluid volume, the values for these diffusion coefficients are given approximately by
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Figure 5.1: (a) Directions of diffusion coefficients superimposed on a typical rod under
consideration, with the static laboratory frame in the top left. (b) PDFs for small and
large spheres at a given time t. The greatest difference in probability between the
small and big spheres occurs at the intersections of the PDFs (marked as b). (c)
Diagrammatic representation of the position and alignment of rods near the end of the

on period from both top and side views

[219]

Da =
kBT [ln(2r)− 0.5]

2πηsL
(5.2a)

Db =
kBT [ln(2r) + 0.5]

4πηsL
(5.2b)

Dθ =
3kBT [ln(2r)− 0.5]

πηsL3
(5.2c)

where kB is the Boltzmann’s constant, T is the temperature in Kelvin, r = L/d is the

aspect ratio (L and d are the length and the diameter of the fiber, respectively), and ηs is

the viscosity of water at T . A system that is highly confined in the third dimension (i.e.,

with a small height component) can be treated approximately as a 2D system. Thus the

actual values of the diffusion coefficients are considerably lower than these bulk values

due to hydrodynamic interactions with the walls [91]. The diffusion coefficients are thus

scaled in our simulations based on the experimental results obtained by Han et al [90].

The Brownian motion of a particle during the off cycle dictates the potential minimum

location that it will converge to once the asymmetric potential is switched on. For

spherical particles, the probability density function (PDF) is based on a single diffu-

sion constant D which depends on the radius of the particle. This PDF is normally
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distributed and is given by [220]

PDF (x) =
1√

4πDt
e
−x2
4Dt (5.3)

where D is the diffusion coefficient at time t and x is the distance moved, such that for

two particles of different sizes starting at the same minima at the start of the off cycle,

one will see the smaller particle having a higher probability of moving further before the

on cycle starts. The relative probabilities are shown with respect to the force potential in

Fig. (5.1b). Once the force field resumes, those particles which have passed the nearest

maxima will move one step further along the chamber. The asymmetry of the potential

will skew the probability of progression in one direction. A relationship between the off

cycle duration and the barrier length can be determined so that an optimized sorting

scheme can be designed [7].

When examining the motion of Brownian rods, it is necessary to consider it in the fixed

laboratory frame, x-y. At the end of an on cycle, the particles are aligned parallel to the

y-axis and within wells spaced along the x direction as depicted in Fig. (5.1c). Upon

release from effects of the potential the particles move according to Eq. (5.1) based on

the three diffusion parameters linked to the rod geometry. However, when this motion is

described by a diffusion coefficient in the laboratory frame, the value changes over time.

Over short time periods, the particle aligned with its long axis, approximately along the

y-axis, will diffuse preferentially along the y-axis. However, over longer periods of time,

that initial rotational alignment with the y-axis is washed out by the ensuing random

motion. The diffusion coefficients in the laboratory frame can be expressed as

Dxx(t) = D̄ − δDτ4(t)

2t
, (5.4a)

Dyy(t) = D̄ +
δDτ4(t)

2t
(5.4b)

where Dxx and Dyy are the diffusion coefficients in the x and y directions, respectively,

and D̄ = (Da +Db)/2, δD = Da −Db, and τ4(t) = (1− e−4Dθt)/4Dθ. These values are

plotted in Fig. (5.2) for two rod sizes. It can be seen that there is an initial maximum

difference in Dxx and Dyy.

After a period of time, this anisotropy is lost and the motion in both directions is equally

likely. This period is characterized by the crossover time as expressed by

τθ =
1

2Dθ
(5.5)

where τθ is the crossover time and Dθ is as defined earlier.
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Figure 5.2: Plot ofDyy (upper curves) andDxx (lower curves) vs time for two different
rods with dimensions 595.2×168×168nm3 (black, dashed) and 864×72×72nm3 (red,

solid). Horizontal lines represent D̄ and vertical lines represent τθ.

The dependence of a rod’s diffusion coefficient (in a certain fixed direction) with time

differs greatly from a sphere. In the case of the spheres the diffusion coefficient is inde-

pendent of time; in addition [with reference to Fig. 5.1b] it is clear that the separation

of particles is based on them having different diffusion values. Hence, a direct link is

available between the optimal barrier length and the off time, with the sorting capability

limited only by the smallness of the minimal barrier length that can be created.

However, for a rod with the diffusion coefficients in the x direction varying over time,

the relationship becomes time dependent. The x direction is of importance as it dictates

whether the rods will cross from one minimum to the next. Furthermore, different time

periods can be used to separate different sets of rod sizes. The effect is depicted in Fig.

(5.3), which shows a map of Dxx for a grid of particle sizes after two different periods

of time have elapsed. Within these plots, rods on the same contour lines have the same

Dxx value and cannot be sorted. Rods on different contour lines can be sorted. Thus, it

can be seen that different clusters of rod sizes (diameter and length combinations) can

form depending on the off time chosen. This is seen visually by the change of the angle

of the contour lines, which occurs when comparing between the two plots. This means

that a degree of sorting by length and diameter should be possible if a two stage process

is used, one using an off time much lower than the crossover time, and the other using a
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value larger or close to the crossover time. We now examine the design of this two stage

process in more detail.

Figure 5.3: Contour plots of diffusion coefficient in the laboratory x direction over a
range of rod sizes taken at time (a) 30 and (b) 400µs. The percentage difference in length
(L) and diameter (D) are taken from a 960×120×120nm3 base rod. The circles on the
plot indicate the rod sizes used in simulations, with the blue coloured circles indicating
the rods that were taken to the second stage of sorting. The red and black circles are
rod sizes on adjacent contours at 30µs, and are overlaid in (b) to emphasize the change
in diffusion coefficient over time. The largest diffusion coefficients correspond to the
smallest particle sizes in the lower left corner of the plot (red contours) and decrease
toward the top right (blue contours). The colours of dots used correspond to the curves

in Fig. (5.5).

5.2.1 Stage one

At very short and very long off times, the orientations of the equal diffusion contour lines

in plots such as those shown in Fig. (5.3) do not change significantly. For a given off

time, the choice of the barrier length has a direct impact on the amount of sorting that

can be achieved per cycle. With reference to Fig. (5.1b), the barrier length determines

where the PDFs are cut, i.e., what proportion of rods progress to the next potential well

and the proportion that remains in the current well. This allows the optimal barrier

lengths for sorting particles with similar diffusion coefficients to be calculated. The

barrier length used is the optimal length for the pair of particles with the least amount

of sorting achieved. This ensures that the particles that are the hardest to separate

have their optimal barrier lengths chosen. Take two particles with different diffusion

coefficients D1 and D2 at an off time t. These are normally distributed as described by

the following PDFs:

X1 ∼ N(0,
√

2D1t)

X2 ∼ N(0,
√

2D2t)
(5.6)
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The greatest difference between two normally distributed cumulative density functions

occurs when their PDFs intersect, so we are interested in the points where X1 = X2.

This is also the point at which we wish to put our barrier. Equating PDFs leads to
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(5.7)

Since we have used asymmetric potential fields, only the positive root of this equation

was of interest. The optimal barrier length for a pair of particles at a given off time

can be determined from Eq. (5.7). If we first consider short off time case where the

orientations of the contours do not change much with time, there is some flexibility in

the value that can be chosen. The separation time in the first stage of sorting is much

smaller than it is for the second stage, so it does not need to be considered. In the

first stage of sorting, the limiting factor is the minimum feature size possible in the

potential field (this is similar to the case of the spherical particles), inferring that the

more frequently the process can be repeated in the given period of time, the better the

sorting will be. It should be noted that only the barrier length needed to be considered

as it determined the initial off time to be used.

Once the minimum feature size is available to determine the barrier length, and hence,

the off time, the backflow distance can then be calculated. This depends on the propor-

tion of particles that can be allowed to progress in the opposite direction of the desired

motion. Ideally this should be zero, but that would necessitate an infinite backflow

length. For the results presented here, a maximum allowable backflow of 0.01% was

chosen. The actual length can be determined from the equation

Pr(X > lbackflow) < 0.0001, X ∼ N(0,
√

2Dxxt), (5.8)

where Dxx is the diffusion coefficients in the x direction for the given off time t and

lbackflow is the backflow length. This equation determines the distance from the original

position at which less than 0.01% of particles with diffusion coefficients Dxx at time t
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will be found. This value was calculated for each particle size in the population and the

largest value was chosen. As a rule of thumb, four to five times the barrier length should

give a sufficiently large backflow length.

The on time was not considered, but was assumed to be long enough, so that all particles

would have their long axis aligned along the y-axis and be located exactly at the bottom

of their corresponding wells. The magnitude of the potential barrier was not considered

and assumed to be sufficient to achieve the alignment and position conditions as outlined.

5.2.2 Stage two

Once the first stage of separation was complete, a given group of particles would be

further separated by the use of a longer off time. With reference to Fig. (5.3) these are

represented by blue circles. The use of a longer off time means that the rods are able to

rotate by a significant amount, and hence, tend to lose their anisotropic behaviour.

Figure 5.4: Separation time (blue squares) and number of cycles for separation (green
squares) vs off time for three different rod sizes taken to stage 2 of sorting. Rod sizes
used were 595.2 × 168 × 168, 710.4 × 120 × 120, and 864 × 72 × 72nm3. Separation
time has been defined as number of cycles for separation multiplied by the off time, and
is shown as it is a more meaningful performance characteristic than number of cycles

required to separate rod populations.

The process for optimization of the values will be similar, with the exception of the

off time. The limitation for off time is not the barrier length that is required, but the

total time it takes to sort the particles. In contrast to the first phase of sorting, here a

longer off time gives a greater difference in the diffusion parameter, and hence, better

sorting. However, this comes at a penalty of longer times needed. The optimum sorting
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over a given period of time is, therefore, not necessarily associated with the case where

the diffusion coefficients are most diverse but rather on other factors. A plot of the

total separation time (number of cycles multiplied by off time) and of the number of

cycles required for separation against a range of off times can be seen in Fig. (5.4). The

minimum value of separation time obtained was at an off time of 0.4s and this appears

to be close to the exact minimum. Varying the off time greatly from this value increases

the separation time dramatically, and hence, it is desirable to have a good estimate for

the off time that minimizes the separation time.

5.2.3 Results and Discussion

With a method for determining the key parameters defined, the sorting performance can

be predicted. We consider an initial population of rods with a range of diameters from

72 to 168 nm and a range of lengths from 528 to 969.9 nm. These are shown in Table

(5.1).

Since we use an approximate representation of the system in 2D, justified by a very small

height component, the theoretical diffusion coefficients should be affected by hydrody-

namic interactions. To account for this in our simulations, the theoretical values have

been multiplied by a scale factor, taken as the ratio of the experimentally determined

value from Han et al, to the theoretical value for a rod of the same dimensions. These

scale factors are shown in Table (5.2). This approximation should provide sufficient

accuracy in simulations as Han et al. found that particles did not deviate far from the

central plane of confinement, i.e., only moved in approximately 2D.

The first phase of sorting uses an off time of 30µs, an associated barrier length of 101.66

nm, and a backflow length of 500 nm. These parameters are sufficient to ascertain

the probability distribution of each particle size, and hence, the probability of each

rod geometry moving forward (or backward) along the asymmetric potential by one or

multiple wells. This is used to calculate the probability distributions over multiple cycles

using

~an = T~an−1, (5.9)

where ~an is the population vector for a particular rod size after n cycles and T is the

population transition matrix. Each entry of ~an corresponds to a single potential well and

Tij is the probability of a rod in well i moving to well j in a single cycle. The resulting

distribution is shown in Fig. (5.5) as a plot of the 10th and 90th percentile boundaries

of rod populations as the number of cycles increases [(a) and (c)] and the number of

particles present in each well after 20 000 cycles [(b) an (d)]. Once completed, the band

of rods shown as blue in Fig. (5.5a) and (5.5b), need to be passed through the second
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Table 5.1: Actual rod dimensions used in simulations, along with percentage dif-
ferences compared to a 960 × 120 × 120nm3 base rod and diffusion coefficients in the
laboratory x direction at both early and late off times. Entries are arranged in the
same way as Fig. (5.3), with the top set corresponding to the red circles, center set to

blue circles and bottom set to black circles

Red circles
[−45%,+40%] = 528× 168nm
Dxx(0.03) = 2.0670× 10−13

[−33%,+0%] = 643.2× 120nm
Dxx(0.03) = 2.0776× 10−13

[−18%,+40%] = 787.2× 72nm
Dxx(0.03) = 2.0599× 10−13

Blue circles
[−38%,+40%] = 595.2× 168nm
Dxx(0.03) = 1.8400× 10−13

Dxx(0.4) = 2.8483× 10−13

[−26%,+0%] = 710.4× 120nm
Dxx(0.03) = 1.8485× 10−13

Dxx(0.4) = 3.0936× 10−13

[−10%,+40%] = 864× 72nm
Dxx(0.03) = 1.8246× 10−13

Dxx(0.4) = 3.2959× 10−13

Black circles
[−30%,+40%] = 672× 168nm
Dxx(0.03) = 1.6276× 10−13

[−17%,+0%] = 796.8× 120nm
Dxx(0.03) = 1.6174× 10−13

[−1%,−40%] = 969.6× 72nm
Dxx(0.03) = 1.5792× 10−13

Table 5.2: Scale factors used to adjust the theoretical diffusion coefficients in the
three degrees of freedom considered.

Direction X Y θ

Scale factor 0.2995 0.0984 0.2544
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phase of sorting, in which the distributions achieved in two hours are shown Fig. (5.5c)

and (5.5d).

Figure 5.5: [(a) and (c)] Plots of 10th and 90th percentiles of expected rod populations
vs cycles, and [(b) and (d)] expected number of particles in each potential well at 20,000
cycles using an initial population of 10,000 particles. These were determined for [(a)
and (b)] first stage sorting using 30µs off time with nine different rod dimensions (as
shown in Table 5.1) along three contours (overlaid dots in Fig. 5.3), and [(c) and (d)]
second stage sorting using 400 ms off time with the blue population from the first stage

(curve colours correspond to circles in Fig. 5.3).

There is a degree of control over the diffusion values to allow a greater range of rods

to be sorted using this technique by altering the viscosity, temperature, or the degree

of hydrodynamic interaction with the surrounding walls by controlling the height of the

chamber. For example, for larger rods to be sorted, a shorter off time could be used in

the second phase while keeping the same barrier length, and hence, reducing the total

sorting time if the temperature was raised.

For small particles, the limiting factor is the barrier length required to accomplish sort-

ing, whereas for larger particles, the sorting time is the prohibitive issue. Some of these

limiting factors could be reduced if a greater difference in particle sizes is considered, as

in many other particle sorting techniques previously studied [101, 220].

The ability to sort rodlike particles, particularly in the nanometer range, holds important

implications for applications based on materials such as gold nanorods, wherein rod

lengths have a role to play in their response toward plasmonic excitation using coherent

light. This has been applied for enhanced large scale data recording [221], photothermal
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surgery [222] and bioimaging [223]. It should also be noted that the color of Brownian

noise, although not investigated here, may hold subtle effects on the ability to sort.

Previous studies conducted on quasi-stationary stochastic systems have shown links

between the colour of Brownian noise and the ratcheted transport [224, 225] . There

may also be methods to accelerate diffusion as studied previously by Spagnolo et al

[226, 227] to reduce the sorting time.

5.2.4 Conclusion

A new technique for sorting nanometer scale Brownian rods has been demonstrated. By

exploiting the Brownian motion of these rods and using an asymmetric potential, a two

stage sorting process can be used to isolate particles with specific dimensions. Simulation

results have shown that rods with diameters ranging from 72 to 168 nm and a range of

lengths from 528 to 969.6 nm can be sorted to achieve at least 80% separation within

two hours. The size difference between the rods considered in this study is relatively

small compared to previous studies examining the sorting of spherical nanoparticles. By

increasing the size difference, the required barrier lengths could be increased and sorting

times consequently reduced. It may also be possible to sort a greater range by altering

the diffusion coefficients of the differently sized rods. Possibilities include changing either

the temperature or the viscosity of the surrounding medium, or using the height of the

chamber to govern the degree of hydrodynamic interaction. The analysis presented here

provides a basis for the attributes needed for a physical rod sorting device.

5.3 Nano scale environment sensing scheme with Brown-

ian nanorod and plasmon resonator

Consider the effect of an attractive force drawing the nanorod to contact the pillar,

where it can be assumed that the force of attraction acts through the center of the two

bodies (i.e. the stationary pillar and Brownian rod) is similar to that in [96] as depicted

in Fig. (5.6a). The combination of the attractive force and Brownian perturbation gives

rise to two distinct states, one in which the rod is moving freely (state I) and the other in

which the rod contacts the pillar surface and consequently the diffusion coefficients are

diminished (state II). It is important to note that the residence of the rod in either state

is not exclusive. Even when there is no attractive force applied, the rod may sojourn by

pure Brownian perturbation to contact the pillar thus switching states. Its departure

from the pillar causes the opposite to occur. When an attractive force is applied, the

proportion of time spent in each of the two states will be altered in accordance with
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the magnitude of the force. In view that a surface plasmon leakage provides a distinct

intensity based binary indication of residence in either state I or II, it should logically be

possible then to deduce the conditions of the environment solely from this information.

This will require a means to sensitively ascertain the state condition.

Figure 5.6: Schematic of a microenvironment sensing scheme in which a micron
scale rod is drawn to a cylindrical pillar using an attractive force as viewed three
dimensionally (a) and from the top (b). If motion is assumed to be exclusively in the
x-y plane the Brownian rod motion can be monitored by a camera placed in the z-axis.

Fig. (5.7) provides a description of the nano environment sensing scheme. Apart from

a nano scale rod being drawn to a cylindrical pillar using an attractive force, the cylin-

drical pillar servers as an optical plasmon resonator. Light is delivered through one

distal end of the optical fiber and sensed at the other distal end. Despite having a small

optical mode volume, optical resonators can possess ultra-high quality factors in water.

The interaction between the resonator’s evanescent field and its environment can shift

the resonance frequency of the optical mode, such that when a nanoparticle attaches

to the resonator surface it induces a wavelength shift, that is dependent on the polar-

izability and position of the nanoparticle, the electric field of the resonator, and the

optical volume [228]. This shift is normally used as an indicator of nanoparticle attach-

ment. If the nanoparticle is metallic, a localized surface plasmon resonance effect should

result, potentially creating a larger effect on the resonator output. Metallic nanorods

support both the longitudinal and transverse plasmon modes, with the plasmon reso-

nances polarized along and orthogonal to the length axis of the nanorod. The proximity

of the nanorod with the resonator can potentially create an even stronger effect on the

resonator output.

In our scheme, these disruptions to the optical signals from the resonator, as a result

of a Brownian rod contacting the cylinder, enables the states I and II to be determined

temporally and more importantly sensitively. What is attractive is that no imaging is re-

quired. This circumvents the well known difficulty of resolving nano scale objects in real

time. We also seek to harness the use of single wavelength tracking which circumvents

to use of spectral signature.



Brownian Dynamics 82

Figure 5.7: Schematic of the proposed nano environment sensing scheme in which a
nano scale rod is drawn to a cylindrical pillar using an attractive force as viewed three
dimensionally (a) and from the top (b). The cylindrical pillar serves as a plasmonic
optical resonator sensor with light input and output through the optical fiber. The
contact of the Brownian nano rod with the cylinder causes changes to the optical

signal. Under this scheme, no imaging of the nano rod is required.

5.3.1 Modeling

There are two parts to the modeling; one to establish the ability of nanorods to extinct

the plasmon resonator signals such that it is appropriate for sensing, and the other

to investigate if the state change conditions as a result of Brownian perturbation and

attractive force are able to reveal information about the environment. For the former, we

model the system shown in Fig. (5.7) using the Finite Difference Time Domain (FDTD)

method, whereby the input beam is guided along an optical fiber that couples into the

optical resonator. The optical resonator comprises a 40nm inner dielectric core with

a refractive index of nc = 3.4 and a 10nm outer gold (Au) shell. We simulate using a

Gaussian beam with a center wavelength of λc = 550nm having full width half maximum

(FWHM) of 200nm. Light inputs into the fiber at one distal end and we monitor the

transmittance at the other distal end. The nanorod is oriented with a rotation of θ,

such that θ = 0◦ and θ = 90◦ correspond to the vertical and horizontal alignments

respectively as shown in Fig. (5.7). The gap d denotes the distance between the outer

shell of the pillar and the nanorod so that d = 0 is the contact situation. The dispersive

property of gold is represented with the Drude-Lorentz oscillator model with coefficients

given in Table (3.1).

The width of the tapered fiber is taken to be 200nm. This is a typical subwavelength

diameter optical fiber that can provide strong evanescent coupling [229, 230]. It should

be noted that the drifting of single mode fibers in the range of micrometers can cause

significant changes [231]. We assume that the means to limit these spurious movements

are incorporated.
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For any application of product of charges of magnitude qp on the pillar and rod, this

creates an attractive force

F =
εqp
R2

(5.10)

that draws the nanorod towards the cylindrical pillar, with ε being the permittivity of

the medium in which the rod resides, and R the centroid distance between the rod and

pillar. The Brownian diffusion perturbations provide the random counteracting forces

that oppose this. Eq. (5.2) was used to calculate the diffusion coefficients of the rod

when free and in order to obtain the values for the diffusion coefficients when the rod

was tethered, the free diffusion coefficients were multiplied by scale factors of 0.0720,

0.6729 and 0.2838 for changes in the diffusion coefficients Da, Db and Dθ respectively, as

previously observed. For the translational diffusion coefficients this is based on the rod

having a length of 6.81µm, 60nm and diameter of 25nm and moving in de-ionized water.

A 100nm diameter cylindrical pillar was also applied. In the simulations, it was assumed

that the attractive force did not affect the rotation of the rod. Collisions between the

rod and the pillar were treated as inelastic, with the velocity of the rod becoming zero

on contact with the pillar. A time step size of δt = 1/300s was found to be sufficient

for simulations at a test temperature of 293K. For consistency, the particle was always

started from the same position with its centroid lying on the x-axis and its long axis

parallel to the y-axis.

5.3.2 Results

We first simulate for the horizontal and vertical orientations of the nanorod for three gap

values d = 0, 2.5nm, 10nm. The transmission distribution is shown in Fig. (5.8) for the

two alignments θ = 0◦ and θ = 90◦. For all parameters, there is a noticeable resonance

at λ = 525nm. This corresponds to the primary mode of the plasmonic resonator. At

this resonance wavelength, there appears to be very little dependence on the gap value

d, and some small dependence on the orientation. Hence, contrary to intuition, tracking

for changes at the resonance wavelength will be less sensitive. There is a noticeable dip

in the spectral signatures at the vicinity of 600nm. This is likely due to coupling effects

of two difference shapes (i.e. a cylinder with nanorod) which essentially creates a hetero

dimer. A recent study of the interaction of nanorods with nanospheres revealed strong

Fano resonance effects that led to dramatic spectral changes [232].

We now investigate the transmission profiles for five difference values of d = 0, 2.5 nm,

5.0 nm, 7.5 nm, 10 nm and for 0◦ ≤ θ ≤ 90◦. For convenience, we symbolize the

transmission data matrix S
dp
λn,θm

where λn, θm, dp correspond to the nth wavelength,
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Figure 5.8: Transmission spectra of a nano-rod placed a distance, d = 0 (contact),
d = 2.5nm and d = 10nm, indicated by the blue, green and red lines respectively. The
orientation of the particle is either vertical, θ = 0◦, or horizontal θ = 90◦ indicated by

the non-marked and marked lines, respectively.

mth angle and pth gap value respectively. The surface plot of S
dp
λn,θm

, for the set of d

values sampled is shown in Fig. (5.9).

Figure 5.9: Transmission spectra for gap values d = 0, 2.5 nm, 5 nm, 7.5 nm, 10 nm
over a continuous range of angle from 0◦ to 90◦. The absolute value of the transmission

spectra is given here to better illustrate the surface curvature.

We now define the difference between the contact transmission data matrix (i.e. S
dp
λn,θm

)

and the qth gap non-contact transmission data matrix S
dq
λn,θm

as

D0,q
λn,θm

= abs(Sd0λn,θm − S
dq
λn,θm

) (5.11)
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for q = 1, 2, 3, 4. With this, it is possible to define the aggregated difference in transmis-

sion as

W (0,q)
n =

∑

m

D
(0,q)
λn,θm

(5.12)

This essentially reduces a three dimensional data set to a one dimensional summed

difference expression. The results for W
(0,q)
n where q = 1, 2, 3, 4 are shown in Fig. (5.10).

They conclusively show that there is distinct change in transmission at 600nm across all

angles of orientation when the gap changes from contact to non-contact or vice-versa.

This suggests that when operated at the wavelength of 600nm, a noticeable transmission

change occurs when there is contact regardless of the nanorod’s orientation. The use

of a single wavelength tracking offers the advantage of obviating the use of spectrum

readings, which are typically slower and impose greater demands on instrumentation.

If we take any specific orientation angle, the transmission plots in Fig. (5.11) (also

at 600nm) show distinct perceptibility with the gap value d = 0. In fact, it can be

seen that this perceptibility is distinct notwithstanding the orientation angle. Hence by

using a cut-off transmission, it should be possible to confirm that the nanorod contacts

the pillar. This is an important feature as in practice the nanorod is able to, due to

Brownian motion, contact the pillar at various orientation angles.

Figure 5.10: Aggregated differences of the transmission spectra over all angles be-
tween all contact and non-contact combinations, i.e. W (0, q)(λ) were q = 1, 2, 3, 4.
The plot shows that between contact and non-contact cases there is a distinguished
difference of transmission at 600nm. This feature allows for unique detection of contact

between nanorod and cylindrical pillar.

It is possible to define two distinct states pertaining to the position of the nanorod

in relation to the cylindrical pillar. One is when the rod is moving freely (state I)

and the other with the rod contacting the cylindrical surface (state II). In the erstwhile

approach of interrogating the environment using translational and rotational trajectories
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of a particle, both a rod and a sphere can yield the required information when residence is

in state I. When the probe resides in state II, only the rotational information can be used

due to rotational and translational coupling. Since a sphere cannot yield the rotational

information readily, only the use of a rod is feasible to provide the information necessary

to determine the environment. By interrogating the proportion of time of the residence

in states I and II as we propose here instead, there is no impediment to using a sphere.

Nanorods however, as shown, cause improved extinction of the plasmon resonance signal

in the rod. This in turn offers improved accuracy in ascertaining whether the rod is under

state I or II residence with the cylindrical pillar.

Figure 5.11: Transmission readings at 600nm showing distinct perceptibility when
gap value d = 0. The orientation angle does affect the distinct perceptibility.

A convenient metric to use is f , the proportion of incidences when the rod is in state

I, i.e. free. With the efficient optical sensing system described previously, this can be

determined to a high degree of accuracy. Fig. (5.12) provides plots of f against the

normalized charge product calculated from 18,000 samples at temperatures 272K, 323K

and 373K. As expected, increasing the magnitude of the charges such that the force is

attractive reduces the proportion of time spent in state I. That there was shifting of the

plots indicated sensitivity to temperature. Nevertheless, distinctive S-shape trends are

observed, indicating that there are ranges in the normalized charge products in which

relatively good sensitivity responses are possible. Fig. (5.13) provides plots of f against

temperature (in the range 273K to 373K) at the various normalized charge products. It

can be seen that all the trends are highly linear in the cases, having Pearson product-

moment correlation coefficients above 0.98. At different normalized charge products

however the slope values (i.e. of df/dT) are different. The significantly higher values

of df/dT infer heightened detection sensitivity. Fig. (5.14) furnishes a plot of the
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approximated values of df/DT against the normalized charge product. It can be seen

that the df/DT is maximal when the normalized charge product value is -200. This

value is naturally only useable for the dimensions applied in the simulation.

Figure 5.12: Plots of f (the fraction of time in state I) against the normalized charge
product calculated from 18,000 samples at 0, 25, and 100◦C. All simulations started
with the rod touching the edge of the pillar. Increasing the magnitude of the charges

such that the force is attractive reduces the proportion of time spent in state I

It is important to note that uncertainty in the environment estimation diminishes by

increasing the number of sample points in state I and II. This uncertainty can be deter-

mined by calculating the sample standard deviation of 100 diffusion coefficients at each

value of N , which represents the number of samples. If we consider the application of

temperature sensing, a restriction of the uncertainty to one standard deviation (which

corresponds to 0.5K) will require 744,344 and 657,492 sample points to be observed in

states I and II respectively. Based on camera recordings made at 50 fps, this will re-

quire monitoring the rod over 14,887 and 13,150 seconds in states I and II respectively.

However, considering that standard photo-detectors with 50MHz sampling rate are now

readily available, the monitoring times with the current scheme should correspondingly

be lowered to 0.015 and 0.013 seconds instead. This portends a significant advantage in

the ability to sense environments that are temporally changing.

We have opted to depict the attractive force of the nanorod to the pillar using charges.

Since optical plasmonic force schemes have been reported to be able to trap particles
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Figure 5.13: Plots of f (the fraction of time in state I) against temperature calculated
from 18,000 samples at various normalized charge products. All simulations started
with the rod touching the edge of the pillar. It can be seen that all the trends are

approximately linear

[233], there is plausible scope to apply an all plasmon approach in the scheme. A

challenge to do this, however, lies in the ability to introduce sufficient optical power for

trapping (which is significantly higher than that needed for sensing). An added caution

lies in the tendency of heat to be generated from strong plasmon fields [222, 234] which

will affect the environment to be sensed. We also note that while optical fibers are

widely reported to coupling light into and out of resonators, and depicted here, recent

waveguide coupling designs [235] may offer the ability to improve the coupling efficiency

and to aid in the creation of integrated devices.

5.3.3 Conclusion

This work investigated the use of a surface plasmon based optical resonator to sense

the nano scale environment from the Brownian perturbations of nanorod drawn to a

cylindrical pillar by attractive forces. Using simulations of an optical resonator that

comprises a 40 nm inner dielectric refractive index of 3.4 core with a 10 nm outer gold

shell, and driven by a Gaussian beam with center wavelength 550 nm, noticeable reso-

nance was found at 525nm. At this resonance wavelength, however, there was very little

dependence on the gap value. Hence, tracking for changes a the resonance wavelength

would be rather insensitive. A one dimensional summed difference expression W
(0,q)
n
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Figure 5.14: Plot of the approximated values of df/dT (taken between 273 K to
373 K) against the normalized charge product. Higher values of df/dT indicate higher

sensitivity. A normalized charge of -200 gave a maximal value of df/dT.

was derived to reduce the difficulty of analyzing a three dimensional data set composed

of λn, θm, dp. Using this expression, it was shown that there was a distinct change in

transmission at 600 nm across all angles of orientation when the gap changes from con-

tact to non-contact or vice-versa. This meant that operation at this wavelength would

produce a noticeable transmission change when there was contact regardless of nanorod

orientation. The use of a single wavelength tracking offers the advantage of obviating

the use of spectrum readings, which are typically slower and impose greater demands

on instrumentation. With distinct perceptibility with zero gap value notwithstanding

the orientation angle, it would be possible to apply a cut-off transmission threshold to

confirm if the nanorod contacts the pillar. This feature is important as Brownian motion

could cause the nanorod to contact the pillar at various orientation angles in practice. In

analyzing the Brownian driven movement, two distinct states that define the position of

the nanorod in relation to the cylindrical pillar are when the nanorod was moving freely

(state I) and when the nanorod was contacting the cylindrical surface (state II). Using

the metric f that defined the proportion of incidence when the nanorod was in state I,

increases in the magnitude of the charges was found to reduce f. The distinct S-shape

trends of plots f against normalized charge magnitude indicated that there were ranges

in the normalized charge products in which relatively good linear sensitivity responses
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were possible. At these regions, the Pearson product-moment correlation coefficients

were found to be above 0.98. In correlating to the temperature T, df/DT was found to

be maximal when the normalized charge product value was -200. From an uncertainty

estimation conducted, a restriction of the uncertainty to one standard deviation (which

corresponds to 0.5K) will require 744,344 and 657,492 sample points to be observed in

states I and II respectively. Based on camera recordings made at 50 fps, this will require

monitoring the rod 14,887 and 13,150 seconds in states I and II respectively but with

standard photo-detectors with 50MHz sampling rate, the monitoring times are lowered

0.015 and 0.013 seconds instead. The approach here offers a significant advantage in the

ability to sense environments that are temporally changing.

5.4 Chapter Summary

In this chapter, a new technique for sorting nanometer scale Brownian rods has been

demonstrated. By exploiting the Brownian motion of these rods and using an asymmet-

ric potential, a two stage sorting process can be used to isolate particles with specific

dimensions. Simulation results have shown that rods with diameters ranging from 72 to

168 nm and a range of lengths from 528 to 969.6 nm can be sorted to achieve at least

80% separation with two hours.

Furthermore, we investigated and developed a novel means to sense a nanoscale environ-

ment. Capitalizing on the surface plasmonic interaction between a Gold nanorod and

a plasmonic whispering gallery, a perceptible change in transmission was found at all

distance and orientation values.

The findings described in this chapter have been reported in the following publications:

1. I. Gralinski, A. Neild, T.W. Ng, M. Muradoglu, Sorting of Brownian rods by

use of an asymmetric potential Journal of Chemical Physics. 134 (2011) 064514.,

enclosed in Appendix (B.3).

2. M. Muradoglu, C.Y. Lau, I. Gralinski, T.W. Ng Nano scale environment sens-

ing scheme with Brownian nanorod and plasmon resonator. Plasmonics. (2013),

enclosed in Appendix (B.10).



Chapter 6

Discrete Liquid Mechanics

6.1 Introduction

The technology of handling small liquid volumes in biochemical analysis, commonly re-

ferred to as microfluidics, was initially based on continuous flow and closed architectures.

Issues such as clogging (when particulates or cells are present), access impediments, and

difficulties in integration and scaling due to the flow at any one location being dependent

on the flow properties of the entire system, have resulted in increasing interest to apply

discrete, open, and independently controllable sample volumes instead.

Discrete volumes of liquid allow the microfluidic function to assume a set of basic re-

peated operations, whereby one unit of fluid can be moved over one unit of distance.

This facilitates the use of hierarchical and cell-based approaches for microfluidic biochip

designs that offer flexible and scalable system architectures as well as high fault toler-

ance capabilities. Moreover, because the volumes can be controlled independently, such

systems offer greater potential to be reconfigured whereby groups of unit cells in an

array can be altered to change their functionality.

A critical component of droplet based microfluidic systems lies in the formation of uni-

form droplets and particles. Since biological and chemical properties of microparticles

are strongly affected by both the size and morphology, it is essential to be able to gen-

erate these structures at well-defined volumes and composition. Obtaining fine control

over size, shape, and monodispersity of droplets is of utmost importance in droplet mi-

crofluidics. Furthermore, the use of superhydrophobic surfaces to provide a means to

transport discrete analytes or samples poses further difficulty in droplet dispensation.

For example, a unit of fluid that is deposited by means of a flexible pipette tip- that

permits volumes down to around 10µL- can potentially contact and damage the nano

91
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and micro features of the surface that endow superhydrophobicity. To this end, we ad-

dress the need to deliver drops of specific volumes on superhydrophobic surfaces from

cost effective storage media such as paper in Section (6.2). In the process, we will show

the nature of how small aerosols form on these surfaces before evolving into single drops.

The next issue we examine is the microplate (multiwell plate or microtiter plate), which

has become a standard tool in analytical research and clinical diagnostics. Again, there

is a trend towards testing smaller liquid volumes that allows for an increased number of

assays that can be conducted per plate thereby increasing throughput, and importantly,

reduces the sample quantity needed per assay. In dealing with miniaturized assays,

alternative approaches have been developed to handle, prepare and test small liquid

volumes without the need for complex or precise machinery or limitations from wetting.

Yet, there is also impetus to create microplates that are cost effective enough to be

available for use in resource-limited laboratories so that diagnostic outcomes can be

achieved in a more timely fashion. One approach that has been advanced recently to

address this without affecting the efficacy in optical diagnosis is through the use of

samples in between rods. In Section (6.3), we investigate the feasibility of using the

capillary bridges developed between solid bodies (rods) to interrogate the contact angle

development under the effect of evaporation. In addition, we also seek to ascertain the

progress of volume change. These findings will help to provide insights on the ability

to relate wetting to analyte characteristics and mitigate evaporation in biochemical

microplating schemes developed for use in resource-limited laboratories.

Finally, in order to fully utilize the benefits of cell assays, means of retaining cells at

defined locations over time are required. This was first performed by localized surface

modifications or chemical immobilization in microfluidic networks. More recently, hy-

drodynamic effects working in tandem with applied field gradients that induce forces on

cells, such as electrical, optical, magnetic, or acoustic fields, have been attempted. These

methods generally require investment of time, resource and expertise to develop. Most

researchers conducting cell based assay investigations in the laboratory, however, fre-

quently seek approaches that eschew these demands. An approach, based on biomimicry,

to anchor and trap particles is put forward in Section (6.4).

6.2 Precise drop dispensation

We advance a novel approach here, in which the spray from an acoustic nebulizer is sent

to a superhydrophobic receptacle and the volume ascertained precisely using a weighing

scale. The approach is depicted in Fig. (6.1).
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Figure 6.1: Schematic description of the scheme to obtain precise volumes of drops
on superhydrophobic surfaces. A surface acoustic wave nebulizer delivers a spray of
aerosol droplets onto the receptacle in which the exact volume is determined using an
accurate weighing scale. By covering with a superhydrophobic lid and gentle shaking,

a single drop is created.

A liquid supply chain was created out of a reservoir that delivers to a short capillary

tube section, whose tip is placed in contact with a surface acoustic wave (SAW) nebulizer

running at 30 MHz frequency using a small piece of tissue paper that constituted a

capillary wick [236]. The SAW device was constructed out of a low-loss piezoelectric

substrate, specifically, a 127.86◦ y-x rotated single-crystal lithium niobate (LiNbO3)

substrate, with pairs of chromium-aluminium interdigital transducers fabricated on one

side via standard UV photolithography. When an AC signal is supplied to the transducer

at its resonant frequency, the SAW in the form of a Rayleigh wave propagates along

the LiNbO3 surface from the transducer at about 3900ms−1. Although the surface

displacement amplitudes are only in the 1-10nm range, the accelerations are extremely

high (about 107ms−2) due to excitation at frequencies over 10 MHz. These huge surface

accelerations are transmitted into the liquid placed on the substrate, inducing acoustic

streaming [237]. When the energy is sufficient (i.e. electrical power supplied in the 1-

3W range), destabilization of the liquid’s free surface occurs. This leads to a breakup of
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capillary waves, generating a spray of aerosol droplets through a process known as SAW

atomization or nebulization [238, 239]. When this spray of aerosol is channeled onto

a semi-spherical superhydrophobic receptacle, larger drops develop on the receptacle

surface from multiple coalescence events that are influenced by gravity (which tend to

draw them towards the receptacle trough).

6.2.1 Materials and Methods

The receptacle was fashioned out of a copper sheet (1mm thickness), polished earlier

to remove all visible scratches using silicon carbide electro-coated waterproof abrasive

paper (KMCA, WET/DRY S85 P600), by an 8.5 mm radius ball indenter. Prior to

use, the receptacle surface was first cleaned using absolute ethanol, allowed to air dry,

and then immersed in a 24.75mM aqueous solution AgNO3 for 1 minute to form the

micro and nano-structures. After this, the surface was rinsed with copious amounts of

distilled water followed by absolute ethanol before being allowed to air dry. Once dried,

it was immersed in a 1mM solution of the surface modifier CF3(CF2)7CH2CH2SH in

absolute ethanol for 5 minutes. After removal, it was again rinsed with copious amounts

of distilled water, followed by absolute ethanol, and then air dried.

The micro- and nano-structures developed by immersing the copper coupons into the

aqueous solution of AgNO3 were formed by an electroless deposition process. This pro-

cess is similar to electrolytic plating except that no external electrodes are needed [240].

In electroless deposition, the metal ions are typically reduced into metals by the in-

troduction of a reducing agent. A variety of procedures with different reagents have

been demonstrated for electroless deposition of silver [241, 242]. In the process con-

ducted here, however, the deposition was able to proceed without any external reducing

agent. Rather, a galvanic displacement mechanism occurred in which the silver cations

in solution were reduced just as copper from the surface was oxidized.

For a side experiment to study the nano- and micro-structures forming in relation to

wetting, we created coupons 20 by 20 mm in size out of the same copper sheet (1mm

thickness) and using the same polishing and cleaning process as previously described.

The coupons were then immersed in the 24.75 mM aqueous solution of AgNO3 for

selected periods ranging from 2 seconds to 120 seconds before being removed to air dry.

After drying, the morphology of the superhydrophobic surface was characterized with an

FEI Quanta 3D FEG scanning electron microscope (SEM). The elemental composition

was characterized by an X-ray energy dispersive spectrometer (EDS) associated with

the SEM. The wetting characteristics were evaluated by placing 5µL of sessile drops of
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water on each surface (after immersing into the surface modifying solution) and then

determining the contact angle.

The weight of the liquid delivered to the receptacle, which could be correlated to volume,

was determined using a weighing scale (A& D GR-200 with 0.0001 g precision) on which

the receptacle is placed. Once the required volume was achieved, aerosol delivery from

the nebulizer was terminated, a superhydrophobic lid placed over the receptacle, and

the assembly shaken gently to merge the drops together into one. Apart from ensuring

that no liquid spilled out of the receptacle, the lid also served to limit the effects of

evaporation, which is significant for small drop volumes. Experiments were conducted

to establish the liquid (Milli-Q water) delivery characteristics when the power to the

nebulizer was kept constant at 2 W.

Lastly, the effect of nebulization on the structure functionality of enhanced green fluores-

cent protein (EGFP) was evaluated. This C-terminally His6-tagged fluorescent protein

was isolated from genetically modified Escherichia coli and purified to near homogeneity

by automated affinity chromatography using 1mL bed volume Mini Profinity IMAC car-

tridges on the Profina Protein Purification System (Bio-Rad) under the default program

settings of the Native IMAC method with integrated desalting into sodium phosphate

buffer (pH 7.4). The His6-tagged EGFP was checked for purity by SDS-PAGE and quan-

tified using the BCA protein assay (Pierce, USA). Samples of the protein were nebulized

at different powers, collected in capillary tubes, imaged together using a fluorescence

microscope (Olympus BX61), and the intensities extracted using the ImageJ software.

6.2.2 Results and Discussion

The SEM micrographs of structures formed in association with various immersion times

of the copper coupons into the silver nitrate solution are presented in Fig. (6.2). The

background striated structures are seen at 2 seconds were formed due to the polishing

process. On the substrate, very small granules started to be deposited at numerous

nucleation sites. These granules grew in size with longer immersion times until about

10-20 seconds. At the 20 seconds mark, the granules appeared to shrink slightly in size

while exhibiting greater dendritic growth from the surface of each granule. From then

onwards, the dendritic structures began to proliferate on the existing granular structures,

developing later into fern-like foliage. The distinct differences between these two types

of structures (granular and dendritic) are shown more clearly in the higher magnification

micrographs provided in Fig. (6.3).

The time dependent morphology changes appear to indicate that granular growth beyond

a certain size was not feasible, although granular structures were more preferentially
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Figure 6.2: Scanning electron micrographs obtained from immersing the copper
coupons into the silver nitrate solution for different lengths of time followed by air
drying. It can be seen that granular structures developed with short period immersion,

whilst dendritic structures formed with longer period immersion.

formed just after nucleation. This is likely due to the natural tendency of the process

to maintain or increase the surface area to volume ratio in order not to limit the rate

of deposition. Taking a sphere for example, the surface area to volume ratio scales

according to 3/r, where r is the radius, inferring that the surface area to volume ratio

reduces as the sphere increases in size. Thus, the formation of dendritic structures

offers an avenue by nature to circumvent this obstacle. This argument is supported

somewhat by the XRD maps obtained that revealed no significant elemental changes in

the structures.

After the surfaces were treated with the modifier, we found that immersion for at least

7 seconds into the silver nitrate solution was all that was needed to ensure superhy-

drophibicity of the surfaces. At this stage, the structures, as can be seen in Fig. (6.2),

appeared to be predominantly granular. From previous studies, it is known that gran-

ular structures alone are a sufficient catalyst for superhydrophobicity [243]. Hence, the

subsequent dendritic structures are not needed to maintain the non-wetting character-

istic, although they seemed not to have a role in modifying it. The micrograph at 5
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Figure 6.3: Scanning electron micrographs at higher magnifications that provide a
clearer picture of the (a) granular and (b) dendritic structures developed.

seconds immersion also showed significant coverage of granular structures over the sub-

strate. This presented an interesting conundrum as to why superhydrophobicity could

not be sustained at this stage. On more careful examination, we found patches on the

substrate surface where the granular structures were not yet fully developed. It appears

then that the superhydrophobic state requires not just significant numbers of granular

structures to be present on the surface but also uninterrupted coverage of the structure.

We move now to discuss the experimentation results in obtaining the drops. During each

run on liquid deposition, the nebulizer was cyclically pulsed on for 5 seconds and off for

5 seconds. This was done to accommodate the response time of the weighing scale. Fig.

(6.4) presents results of the mass recorded in relation to time in which the nebulizer

was operated for three typical runs. Highly linear trends are observed, indicating that

fixed quanta of liquid were dispensed with each pulsed operation of the nebulizer for a

specific run. While the data for two of the runs were almost identical, the gradient for

a third run was significantly altered. This was due to the process that happens in the

tissue as it served to draw liquid out from the reservoir before perturbations from the

SAW device are able to dislodge it for delivery. In the course of this process, factors that

affect the transfer of liquid in and out of the tissue (such as temperature and airborne

particles attaching to the fibers) likely caused the flow rate to vary with each run.

This result implied that an open-loop operation using a pre-calibration without a weigh-

ing scale was not feasible. Due to the ability of the SAW driver nebulizer to operate

nearly instantly, from zero to full power and to zero power again in approximately 1

microsecond, there was no ‘lagging volume’ delivered when the nebulizer was turned off.

Hence, the limiting factor for accurate volume dispensation was only that dictated by

the mass resolution of the weighing scale. In the current case, the volume resolution
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Figure 6.4: Plots of the readings from the weighing scale against the operation time
of the nebulizer. The trends from each run are highly linear, albeit the slope variation

indicates that pre-calibrated operation without the weighing scale was not feasible.

was 1µL based on the density of water being 1000kgm−3 and the weighing scale’s mass

resolution being 0.0001g. The response of the weighing scale also determined the time

needed, since the off times could be shortened if it settled faster. We have also found that

good isolation from draft and ambient vibrations was crucial to maintaining accuracy.

Figure 6.5: Images of (a) multiple nebulized droplets formed on the surface of the
receptacle and (b) a single drop that results after shaking the receptacle.

The formation of multiple drops in the receptacle (Fig. 6.5a) of up to 3µL by volume (by

estimation) before the gentle shaking operation was applied to dislodge them to form a

final single drop (Fig. 6.5b) presents an interesting conundrum. Experiments with drops

of this volume typically show that they move easily when dispensed on superhydrophobic

surfaces. In fact, earlier dynamical studies conducted show that very small forces (in the
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nano-Newton range) are needed to move water drops on this surface [152]. Coupled with

the curvature of the receptacle, this should then result in a single drop forming all the

time even when no shaking was introduced. This apparent anomalous behaviour can be

explained by the Cassie and Wenzel wetting states of superhydrophobic surfaces [244].

When a drop impinges on a wetting surface, it is known that it will first expand rapidly

[245]. With sufficient momentum of the drop, the surface microstructures are able to

impale the liquid surface. As the liquid loses kinetic energy, the drop will eventually

settle into a static state, leading to the observation of stickiness. On a non-wetting

surface, alternatively, stronger capillary and hydrodynamic forces develop to impede

this impalement process. Consequently, the drop is able to bounce off and lose energy

through a succession of bounces.

When drops of larger sizes impinge on a superhydrophobic surface, there is very high

likelihood that the impalement process will not occur. Upon settlement from bouncing,

they are expected to develop a high proportion of Cassie states at the three-phase contact

line, facilitating easy sliding and rolling of the liquid body along the surface Fig. (6.6a).

We, of course, ignore for convenience the situation where the bouncing drops collide with

each other in mid air. With individual aerosol drops (which are smaller in size) landing

on the surface, however, the probability of impalement is increased since higher Laplace

pressures develop on them [244, 245]. The impalement process essentially develops high

degrees of the Wenzel wetting state on the surface as liquid fills into the crevices between

the microstructures Fig. (6.6b). As more aerosols arrive, they either merge with those

already on the surface or grow to the extent of coalescence with other surface-residing

aerosols. In the absence of sufficiently large perturbations to convert the predominant

Wenzel states into Cassie states [246], the drop coalesced from aerosols remains adherent

on the inclined surface even at larger volumes for which an equivalent volume drop

deposited upon the surface would be in the predominant Cassie state from the start Fig.

(6.6c). The formation of multiple drops on the surface, (Fig 6.5a, appears to indicate

some links with the process of condensation. However, previous studies conducted with

condensation have shown a tendency for surfaces to lose their superhydrophobicity [247],

likely arising from damages to the surface structures during the process. That a single

drop could be attained here (after shaking) with no apparent loss in superhydrophobic

behaviour (Fig 6.5b) shows differences in the underlying mechanisms.

While the drops are attached to the surface with a predominant Wenzel wetting state,

the shaking of the receptacle imbues them with energy (see Fig. 6.7). With sufficient

momentum, the drop will be able to dislodge from the surface to leave behind a thin

film of liquid. Due to the direction of the shaking, this will occur more like a shearing

operation, tearing the drop from the liquid embedded in the microstructures [152]. The

very small volume of the thin liquid film left behind renders it easily evaporable while
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Figure 6.6: Illustrations depicting predominantly high (a) Cassie and (b) Wenzel
wetting states of relatively larger drops and aerosols residing respectively on superhy-
drophobic surfaces. (c) When further aerosols arrive at the surface, they merge with
existing aerosols on the surface to create larger volumes that coalescence with other
surface bound aerosols. Due to the lack of a sufficiently large perturbation, the pre-
dominant Wenzel states cannot convert to Cassie states, allowing the liquid body to

stay on the inclined surface with larger volumes.

the drop now functions in predominant Cassie state. We contend that the ability of the

liquid film to evaporate quickly plays a role in the conversion process, since a previous

study using lotus leaves has shown that extensive pre-wetting using condensation over

the surface (which creates a thin film of liquid in the Wenzel state) will cause a loss

in superhydrophobic behaviour of drops locating later over it [248]. Strictly speaking

then, the description of the wetting state change here does not refute the notion that

the Wenzel state is strongly irreversible. Wetting state changes are often thought of

as pertaining to the entire body of liquid. The ability of the liquid body to separate

hence imbues the “liberated”component with the capacity to seek another predominant

wetting state. Evidence of the ability of drops to separate on superhydrophobic surfaces

has been reported, albeit in a different context [249].

It is also apt at this point to mention that conception of a fully Cassie state is not

viable due to the heterogeneity of the microstructures developed (see Fig. 6.2). It has

been previously established that the spacing between protruding microstructures and

the height of the protruding microstructures dictate whether a drop will assume Cassie

or Wenzel states [250]. An interesting rumination relates to the interesting result of Jin

et al. [251] that showed the possibility for superhydrophobic surfaces to possess strong

adhesive forces by virtue of high van der Walls forces acting. Will it be possible to

achieve the Wenzel to Cassie state changes with lowered movement of the drop during
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Figure 6.7: Illustrations depicting predominantly high (a) Wenzel wetting state of a
drop on the surface in which with sufficient momentum developed (in the direction of
the arrow) will (b) cause the drop to dislodge and leave behind a thin film of liquid.
The very small volume of the latter renders it easily evaporable while the former now

functions as a drop in the Cassie state.

the shaking process? That has advantageous implications in terms of practical device

development.

An ability to mathematically model the formation of a single drop from the spray of

aerosol droplets will be instructive, although likely an involved undertaking due to the

stochastic and dynamical nature of the mechanisms involves in (i) aerosols arriving at

the receptacle surface, (ii) aerosols growing into drops, (iii) drops detaching from the

surface under gravity, and (iv) drops coalescing. In the context of (iv), the unexpected

drop-drop bouncing behaviour recently uncovered on superhydrophobic surfaces [252]

portends greater complexity in the modeling. We present here an elementary description

of the extent of aerosol coverage on the surface that has implications for the mechanics

of aerosols growing into drops.

6.2.3 Analysis of aerosol formation

A single aerosol that arrives as sphere with radius r′ (which can be estimated to a high

degree of accuracy using optical methods [253, 254]) on a semi-spherical surface of radius

R will result in a liquid body that is governed by the equilibrium three-phase contact

angle θ. The residence of a single aerosol on a semi-spherical surface can be depicted by

the intersection of two spheres (smaller one of the drop, and larger one of the surface)

as shown in Fig. (6.8). Since ∠OAB = ∠O′AB = 90◦, the contact angle θ is given by

θ = 180◦ − φ (6.1)
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This is related to r (radius of the drop on the surface), R (radius of surface), and a

Figure 6.8: The residence of the aerosol droplet on the surface can be described using
a model comprising two spheres that intersect with each other. The relevant parameters

can be related, through the equations that can be solved, to the solid angle.

(distance between centers) via

a2 = R2 + r2 − 2rRcosφ = R2 + r2 + 2rRcosθ (6.2)

We next seek to establish the volume of liquid residing on the spherical surface. If

the larger sphere is centered at (0, 0, 0) and the smaller sphere at (a, 0, 0) in Cartesian

coordinates, we have

(x− a)2 + (R2 − x2) = r2 (6.3)

Solving for x, we have

x =
a2 − r2 +R2

2a
(6.4)

If we apply this to the equation of the larger sphere, we have

y2 + z2 = R2 − x2 =
4a2R2 − (a2 − r2 +R2)2

4a2
(6.5)

Hence, at the point of intersection, we have a circle of radius b given by

b =
1

2a

√
4a2R2 − (a2 − r2 +R2)2 (6.6)
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This creates two caps of respective heights

hR = R− x =
(r −R+ a)(r +R− a)

2a
(6.7a)

hr = r − a+ x =
(R− r + a)(r +R− a)

2a
(6.7b)

Since the equation of volume of a spherical cap is known, we have

V = V (R, hR) + V (r, hr)

=
π(R+ r − a)2(a2 + 2ar − 3r2 + 2aR+ 6rR− 3R2)

12a

(6.8)

The extent of coverage of a single aerosol drop on the substrate surface can be conve-

niently depicted by the solid angle Ω in which

Ω = 2π(1− cosφ) = 2π

(
1−
√
R2 − a2

R

)
(6.9)

The maximum solid angle that can be subtended from a point source is 4π radians. If

the radius r′ of aerosol delivered is known, this parameter can be related to the volume

V by assuming the aerosol to be a sphere using V = 4π(r′)3/3. In Eq. (6.8) then, r′

with R will relate to a and r. Using Eqs. (6.2) and (6.9), we can then relate r′ and R

instead to θ and Ω.

The solid angle provides a convenient depiction of the extent of coverage taken from an

assumed point source (the nebulizer). This is rather akin to the delivery of light from a

point source in radiometry [255]. Fig. (6.9) presents plots of Ω against r′/R for various

values of θ. As r′ and R were 5µm and 8.5mm, respectively, the abscissa values were

normalized to O(10−3). The definition of superhydrophobicity is loosely correlated to

a value of θ ranging from 120◦ to 180◦. In the figure, the variations in the solid angles

calculated based on this are significant. If we consider the case of θ = 120◦, changing

r′/R from 2 × 10−3 to 4 × 10−3 increases the solid angle by 4.2 times. An increase in

the solid angle is generally favourable as it implies a greater probability for the aerosols

that arrive later to impinge on those already on the surface. This improves the chance

of growth towards drops and thus also propensity for them to detach and roll towards

the base of the receptacle. If the aerosol radius were to be kept constant, reducing

R would achieve this. It should be noted, however, that too small a value of R will

increase the chances of the spray envelope to fall outside the receptacle, thereby causing

material loss. The solid angle values with θ = 170◦ alternatively are small, which is

seemingly negative in terms of increasing the probability of aerosol coalescence on the

surface. Nevertheless, the adhesion forces of drops with higher θ values are also typically
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smaller, enabling even a small aerosol drop to roll down to the base. In addition, the

values of Ω remain relatively invariant with r′/R when θ is closer to 180◦.

Figure 6.9: Plots of the solid angle Ω subtended by an aerosol droplet that arrives as
a sphere with radius r′ on a semi-spherical surface of radius R for various equilibrium
three-phase contact angles θ. The residence of the aerosol droplet on the surface can
be described using a model comprising two spheres that intersect with each other. The
relevant parameters can be related, through the equations that can be solved, to the

solid angle.

With nebulizer powers of 1.1W, 1.3W, 1.52W and 2.05W, the fluorescence intensity

readings, normalized to the reading without nebulization, were 0.81, 0.77, 0.80, and

0.84 respectively. This indicated some expected loss in fluorescence, not inconsistent

with previous results assessing post-nebulized protein viability, although different levels

of power in the range used did not seem to have a varying effect. Samples that were

nebulized also retained their fluorescence activity with no signs of any post deterioration

in emission intensity after storage for a week at 4◦C. GFP fluorescence is known to be

affected by pH [256], dissolved oxygen [257], and high temperatures [258]. It is possible

that a slight disruption of the structural integrity of EGFP, in particular its fluorophore,

may have been caused by strong initial perturbations delivered to the sample. All

samples in a fluorimetric assay, therefore, should comprise equal volumes of EGFP or

fluorescent protein marker equivalently nebulized to ensure consistency in measurements

made.

6.2.4 Conclusion

We have identified that a galvanic displacement mechanism in an electroless deposition

process occurred in which the silver cations in solution were reduced just as copper from
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the surface was oxidized and was responsible for creating the micro- and nano-scaled

structures that endow superhydrophobicity on the copper substrate. A time dependent

morphology change from granular to dendritic with longer immersion into the silver

nitrate solution was found. This indicated that granular growth beyond a certain size

was not feasible, although granular structures were more preferentially formed just after

nucleation. The dendritic structure formation was likely due to the natural tendency

of the process to maintain or increase the surface area to volume ratio not to limit

the rate of deposition. An immersion for at least 7 seconds into the silver nitrate

solution was all that was needed to ensure super-hydrophobicity of the surfaces. This

allowed for the deduction that the dendritic strucutres were not needed to maintain the

non-wetting characteristics, although they seemed not to have a role in modifying it.

Also, the superhydrophobic state required not just significant numbers of the granular

structures to be present, but also interrupted coverage on the surface. In using the

proposed technique, having the nebulizer cyclically pulsed on for 5 seconds and off for

5 seconds was needed to accommodate the response time of the weighing scale. Highly

linear trends were observed, indicating that fixed quanta of liquid were dispensed with

each pulsed operation of the nebulizer for a specific run. However, the flow rate may

be altered and this was due to factors that affected the transfer of liquid in and out

of the tissue (such as temperature and airborne particles attaching to fibers). With

individual aerosols landing on the receptacle surface, the probability of impalement was

increase since higher Laplace pressures developed on them. The impalement process then

developed high degrees of the Wenzel state on the surface. With sufficient momentum

from shaking, the drop was able to dislodge from the surface leaving behind a thin film

of liquid. The very small volume of the thin liquid film rendered it easily evaporable

while the drop then functioned in a predominant Cassie state. In using EGFP samples

for verification, fluorescence emission could be retained to about 80% of its original

level and was not affected by different levels of power used on the SAW device. In

summar, we have developed a practical approach to deposit micro-liter volume drops on

superhydrophobic surfaces stably and precisely. This is expected to facilitate biochemical

applications using these surfaces.

6.3 Contact angle and volume retention effects from cap-

illary bridge evaporation in biochemical microplating

In this work, we investigate the feasibility of using the capillary bridges developed be-

tween solid bodies to interrogate the contact angle development under the effect of evap-

oration. In addition, we also seek to ascertain the progress of volume change. These
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finding will help to provide insight on the ability to relate wetting to analyte character-

istics and mitigate evaporation in biochemical microplating schemes developed for use

in resource-limited laboratories.

6.3.1 Theoretical considerations

When surface tension dominates, the shape of a sessile drop on a surface can be assumed

to be semi-spherical. From geometry (see Fig. 6.10), it is rather easy to establish that

the volume is related to the radial distance of the drop on the surface a by

V =
πa3(1− cosθ)2(2 + cosθ)

3sin3θ
(6.10)

where θ is the contact angel and R is the radius of curvature. The liquid bridge that

Figure 6.10: Schematic description of a sessile drop where its shape is semi-spherical.
The volume can be determined using the measurable parameters of θ and a

forms between two flat surfaces under a strong surface tension effect assumes three

different shapes, depending on the contact angle. In the case where θ < 90◦, we have

from Fig. (6.11a)
h

R
= cosθ (6.11)

where h is the half height of the liquid bridge. The length of AB is then given by

‖AB‖ =
√
R2 − (h− y)2 =

√
h2

cos2θ
− (h− y)2. (6.12)
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For a vertical distance of y from the solid surface, the horizontal distance can be deter-

mined using

x = a+ htanθ − ‖AB‖ = a+ htanθ −
√

h2

cos2θ
− (h− y)2. (6.13)

The volume of the liquid bridge can thus be computed using

V = 2

∫ y=h

y=0
πx2dy (6.14)

In the case where θ > 90◦, we have from Fig. (6.11b)

h

R
= cos(180◦ − θ) (6.15)

The length of AB in this case is then given by

‖AB‖ =
√
R2 − (h− y)2 =

√
h2

cos2(180◦ − θ)
− (h− y)2 (6.16)

The horizontal distance based on a vertical distance of y from the solid surface can thus

Figure 6.11: Schematic description of the half height and width of a symmetrical
capillary bridge between two flat surfaces when (a) θ < π/2, and (b) θ > π/2. The

volume can be calculated using the parameters θ, h and a

be determined by

x = a+ htan(180◦ − θ) + ‖AB‖ = a+ htan(180◦ − θ)

+

√
h2

cos2(180◦ − θ)
− (h− y)2

(6.17)
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The volume can then be determined using Eq. (6.16). In the case where θ = 90◦, the

liquid bridge is essentially a cylinder. Hence the volume in this case is given by

V = πa2(2h) = 2πa2h (6.18)

When a small but sufficient amount of liquid is brought into the gap of three two

narrowly spaced wettable rods, the liquid forms a short bridge the surface of which can

be assumed to be constant mean curvature. As more and more liquid is added to the

bridge, it lengthens in the direction of the axes until it forms a long cylindrical body

to a good approximation, and has a constant cross section except in the region of the

terminal menisci. The volume of liquid can then be taken as the product of this cross-

section and the length. If we take the rods to be of equal distance z from each other

(Fig. 6.12a), the distance between the centroid O’ to the center of each rod is given by

d =
sin(π/6)

sin(2π/3)
z =

z

3
(6.19)

Suppose that the contacts of capillary bridge with the uppermost rod are at A and C

(Fig 6.12b). If this subtends an angle of 2Φ on the rod, we can trace out the triangle

O’OA in Fig. (6.12c), such that

r

sinΦ
=

c

sinφ
(6.20a)

rcosΦ + rcosφ = d (6.20b)

From Eqs. (6.20a) and (6.20b) we have

φ = tan−1

(
rsinΦ

d− rcosΦ

)
(6.21)

The area of the triangle O’OA is thus

Area(O′OA) =
1

2
rdsinΦ (6.22)

From the triangle O’AB (Fig. 6.12d), we are able to determine that

µ =
π

3
− φ (6.23)

In addition, the area of the triangle O’AB is given by

Area(O′AB) =
1

2
c2sin2φ (6.24)
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Figure 6.12: Schematic description of (a) the cross-section of three rods of equal
diameter located with equal distance z to each other. The contacts of capillary bridge
(at points A and C) with the rod, shown in (b) subtend an angle of 2Φ on it. The areas
computer of OO’A in (c), O’AB and the semicircle AB in (d), and OAC in (b) permit

the volume of the capillary bridge to be determined

The length of the chord AB can be found using

b = 2csinµ (6.25)

In Fig. (6.12d), it can be seen that the arc AB is subtended through an angle of 2κ by

the radius R. Since

κ =
π

2
− (µ+ θ) (6.26)

it is possible to find that

R =
b

2sinκ
=

b

2sin(π/2− (µ+ θ))

=
b

2cos(µ+ θ)

(6.27)
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This will allow the area of the semicircle cap AB to be approximated using

Area(∀AB) ≈ R2

2
(2κ− sin2κ) ≈ b2

8cos2(µ+ θ)

×
{

2
(π

2
− (µ+ θ)

)
− sin2

(π
2
− (µ+ θ)

)}

≈ b2

8cos2(µ+ θ)
{(π − (µ+ θ))− sin2(µ+ θ)}

(6.28)

The area of the subtended arc OAC is simply

Area(OAC) =

(
2Φ

2π

)
πr2 = φr2 (6.29)

Summarily, the cross section comprising the liquid body is given by

Area = 6×Area(O′OA) + 3×Area(ABO)− 3×Area(∀AB)− 3×Area(OAC) (6.30)

The input of parameters, z, r, Φ and θ into Eq. (6.19), (6.20a), (6.21), (6.23) and

(6.25) permit d, c φ, µ and b to be determined. From these parameters, Eqs. (6.22),

(6.24), (6.26) and (6.29) can be solved to allowed the cross-sectional area of liquid to be

determined via Eq. (6.30).

6.3.2 Materials and methods

The experimental sample used was enhanced green fluorescent protein (EGFP) carrying

a C-terminal polyhistidine tag, isolated from genetically modified Escherichia coli and

purified by immobilized metal affinity chromatography. After elution of the proteins

from the chromatographic matrix, the sample was desalted into sodium phosphate buffer

(pH 7.4), checked from purity by SDS-PAGE (sodium dodecyl sulfate-polyacrylamide

gel electrophoresis), and quantified using the BCA (bisinchoninic acid) protein assay

(Pierce). Sodium phosphate (NaPO4) buffer was used to prepare a series of dilutions for

the purified EGFP sample ranging from 65 to 1300ng/µL. These solutions were delivered

using a manual pipette (Biohit mLine Mechanical Pipette, 10-100µL).

The experiments conducted on flat surfaces comprised glass slides, silanized glass slides,

and silicone surface slides; which gave different levels of hydrophobicity. For experiments

on rods, capillary tubes of outer diameter 1 mm were used. Images were recorded using

microscope lenses (Infiniprobe) attached to CCD video camera (Hitachi, KP-D20AU).

From the images recorded, the required dimensional information was extracted using

the ETHSCSA Image Tool Version 3.0 software.
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Figure 6.13: Schematic depiction of the experimental setup used for recording the
liquid bridge between two flat surfaces, with (a) providing a front view of the setup
where the dotted lines show the axes of symmetry and where the main imaging axis
is through the center marked point. The side view (b) of the setup shows the imaging
axis with the light source being opposite to the microscope camera and the illumination

axis along the imaging axis.

Liquid drops of the same volume (3µL) were deposited onto each flat surface using a

manual pipette. The imaging axis was kept parallel to the glass plate along its surface,

and perpendicular to the droplet symmetry line when viewing the setup from the side

(see Fig. 6.13). A bright LED light source was placed opposite to the microscope camera

to illuminate the droplet for clearer imaging, along the imaging axis. The droplet was

deposited close to the edge of the plate on the imaging side so that the droplet and the

end of the plate were almost equally focused.

From the video recordings an image file was produced at each time interval until the

evaporation of the drop was complete. Based on the images recorded, the contact angle

θ and drop radii on the surface a information was determined (Fig. 6.10).

Figure 6.14: Schematic depiction of the experimental setup used for recording the
liquid bridge between two flat surfaces, with (a) providing a front view of the setup
where the dotted lines show the axes of symmetry and where the main imaging axis
is through the center marked point. The side view (b) of the setup shows the imaging
axis with the light source being opposite to the microscope camera and the illumination

axis along the imaging axes.

Liquid drops of equal volume (3µL) were deposited between two rectangular flat surfaces

placed in parallel to each other and perpendicular in relation to gravity. The distance

between the surfaces was maintained at 0.475 mm using two spacers (Fig 6.14a). The

imaging axis was kept parallel to the glass plate, so that it passes through the center

point of the liquid bridge at the intersecting symmetry lines. The LED light source
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was placed opposite to the microscope camera to illuminate the liquid bridge along the

imaging axis. The droplet was deposited close to the edge of the plates on the imaging

side so that the liquid bridge and the ends of the plates were equally focused for imaging

(Fig. 6.14b).

Video recordings were made until the complete evaporation of the liquid bridge. From

the images obtained prior to the liquid bridge breakdown, values of the parameters θ

and a were determined (see Fig. 6.11).

To measure the capillary bridges between rods, the setup consisted of three glass rods

placed parallel to each other with their axes perpendicular to gravity. The rods were

positioned so that their respective axial centers formed the vertices of an equilateral

triangle with 3.733 mm side length (see Fig. 6.15a). The rods were fixed in this configu-

ration through fitted holes in two transparent, rectangular plastic plates kept in parallel

and fixed with adhesive at the adjoining interfaces. Liquid was deposited close to one

end of the rods so that the liquid and rods could be simultaneously focused. The trans-

parent, plastic plates were used to enable light from the light source to pass through to

illuminate the liquid bridge. This resulted in high contrast images amenable for dimen-

sional measurements. With liquid dispensed between the rods, images were recorded

with the main imaging axis parallel to the axes of the rods and passing through the

center point of the visualized equilateral triangle (see Fig 6.15b). An additional camera

view was used to capture the length of the liquid bridge such that the imaging axis was

parallel to gravity and perpendicular to the main imaging axis (Fig. 6.15b). The illumi-

nation axis was kept along the main imaging axis, with the light source being opposite

the microscope camera.

Figure 6.15: Schematic depiction (a) of the experimental setup for creating a liquid
bridge (darkened areas) between glass rods in which the front view comprise dotted lines
showing the position of the axial centers of the rods at the vertices of an equilateral
triangle. In recording (b) the main imaging axis is through the center marked point is

recorded using one camera, and another camera records perpendicular to this axis.
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Liquid of constant volume (3µL) was deposited onto the rods and the changes in length

and contact angles recorded simultaneously from the top and the front of the setup

until complete evaporation of the liquid bridge. Video recordings were made until the

complete evaporation of the liquid bridge. From the images obtained prior to the liquid

bridge breakdown, values of the parameters θ and Φ could be determined (see. Fig.

6.12).

6.3.3 Results and discussion

The initial contact angle for sessile drop on glass was about 33◦. This is higher than

the typical equilibrium contact angle reported in literate, and is possibly caused by the

deposition process which renders it closer to the advancing angle. From the time trace

in Fig. (6.16), it is evident that this surface has a tendency to pin straight away, causing

the contact angle to reduce continuously. There appears to be a two stage process for

this wherein after 10 min the rate of contact angle decrease was more pronounced. With

silanized glass, the initial contact angle was 42◦. This is higher than the value on glass,

which is expected. Compared with glass, the contact angle reduction on silanized glass

was more gradual with evaporation. A second stage process occurred after about 28

min in which the contact angle reduced at a slightly faster rate. For silicone, the initial

contact angle was about 113◦ indicating that the surface is hydrophobic. For the first 25

min, the contact angle reduced at a rate that is almost similar to that of glass. Beyond

that, however, the contact angle starts to fall off at a rapid rate. On all surfaces, contact

angles very close to zero at the end of evaporation were observed. In the evaporation

process, it can be seen that contact line pinning is a dominant feature. The presence of

hysteresis indicates that a four stage evaporation process may be in action [259].

The volume trace with time was estimated using Eq. (6.12) and presented in Fig. (6.17).

It can be seen that rather linear rates were obtained with glass and silanized glass

notwithstanding the two step contact angle reduction rates occurring on these surfaces.

We surmise that since the rate changes were small, the effects on the linearity of volume

change were minimal. In the case of silicone, the volume change distribution was far

less linear due to the pronounced contact angle rate changes. It is also evident that the

same drop volume was able to be retained 1.5 and 2 times longer on silanized glass and

silicone surfaces respectively over glass surfaces. This result can be explained through

the feature of evaporation rate occurring more rapidly at lower contact angles regions

in the sessile drop. This same effect is also responsible for generating the capillary flow

responsible for the coffee stain effect [260, 261].
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Figure 6.16: Trace of the contact angle progression with time as a 3µL sessile drop
(see inset) is evaporated on the flat surfaces made of glass, silanized glass, and silicone.
The contact angle is taken as the average of the angles marked 1 and 2 in the picture.

Figure 6.17: Trace of the remnant volume against time of a 3µL sessile drop as it is
evaporated on the flat surfaces made of glass, silanized glass, and silicone.

In the case of the capillary bridge on glass, the starting contact angle was about the

same as that of the sessile droplet. But instead of pinning, there was a high degree of

stick-slipping of the contact line resulting in slow reduction of the contact angle. The

effect of contact line sticking and slipping in liquid bridges has been actively studied

[262]. The behaviour with silanized glass was almost similar with glass. An interesting

behaviour, however, was observed with silicone. On this surface, the contact angle

reduced drastically from 110◦ to 35◦ in the first 20 min. This sudden contact angle

change appears strange but can be explained by the knowledge that the phase behaviour
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of a fluid is strongly affected by confinement. The conditions for equilibrium of a liquid-

vapor system confined in a solid geometry can be elucidated through entropy [263]. From

thermodynamics, the change in entropy is known to be linked to temperature, pressure,

and chemical potential. If this is extended to the interfaces of phases, it should then

link to the tension and area of the interface as well. All the components acting at

the interface can be taken to follow the Gibbs surface of tension approximation. With

evaporation, the vapor phase has to form out of and coexist in an equilibrium state with

a confined liquid phase. It has recently been shown that vapor formation with a convex

meniscus is generally unfavourable from an inter-facial energy standpoint related to the

action of entropy change [264]. This then helps to explain why the convex capillary

bridge, in seeking to achieve improved stability, change over to a concave meniscus with

the onset of evaporation. From 20 min onwards on the silicone surface, the contact line

Figure 6.18: Trace of the contact angle progression with time as a 3µL capillary
bridge (see inset) is evaporated between two flat surfaces made of glass, silanized glass,
and silicone. The contact angle is taken as the average of the angles marked 1-4 in the

picture.

was seen to undergo a strong sliding phase until the 180 min park before late stage

pinning caused the contact angle to reduce significantly. A point to note is that in all

cases, the capillary bridge ruptured at around 20◦. This is due to the influence of liquid

capillary instability (due to curvature) that ensures that rupture occurred before the

contact angle had chance to go to zero. In other words, it will not be possible to trace

the contact angle developed on bridge all the way to total evaporation of the liquid body.

The volume of the capillary bridge was estimated using Eqs. (6.13) - (6.20a), from which

the computed volume against time traces are shown in Fig. (6.19). Due to uncertainties

involved in determining the parameters, the plots have larger error bars. The volume

reduction trends in all cases appeared rather linear with R2 values of 0.95 and above.

It can be seen that the volume reduction rates of glass and silanized glass were about
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the same which contrasts with the case of sessile drop evaporation. It appears then that

the almost similar contact angle change trends here were responsible for this. Due to

the rapid change of the contact angle over the first 20 min on silicone, the somewhat

moderate departure from linearity of volume against time reduction in Fig. (6.19) was

somewhat unexpected. However, the nature of the slope being steeper earlier in the

process can be explained through the insights of Lord Kelvin [265] who formulated the

relation
RT

M
loge

(
p

p0

)
=

2σ

ρ

(
1

R
− 1

R0

)
(6.31)

with R being the gas constant, T the absolute temperature, M the molecular weight, σ

the surface energy, ρ the density of the liquid, p the escaping tendency of the substance

in a surface with radius of curvature R, and p0 the escaping tendency in a surface with

radius of curvature R0. If the value of R0 is taken to be infinitely large indicating a flat

surface), the equation provides a relation between the curvature of the liquid surface

and the rate of evaporation. Where the surface is convex, the right-hand side of the

equation is positive, while it is negative when the surface is concave. This is, of course,

another way of saying that the escaping tendency of a convex surface is greater and a

concave surface is less than that of a flat surface. On silicone flat surfaces, the capillary

bridge that formed first starts off with a convex surface (which has higher liquid escaping

tendency) and then converts into a concave surface during the first 20 min period. This

then accounts for the initial stronger volume loss rate before reducing in time as shown

in Fig. (6.19).

Figure 6.19: Trace of the remnant volume against time of a 3µL capillary bridge as
it is evaporated between two flat surfaces made of glass, silanized glass, and silicone.

Due to the contact angles being almost the same after 20 min on all three surfaces (see

Fig. 6.18), the ability of the silicone surface to retain liquid longer is somewhat curious.
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However, it should be noted that in a highly constrained area, as is clearly the case with

the capillary bridge formed between two flat surfaces, the vapor pressure distribution

near the interface is markedly different from the case of a sessile drop. We believe

that the initial convex to concave meniscus change with the capillary bridge formed

between silicone surfaces to have resulted in a more saturated vapor pressure nearer to

the interface. Consequently, this will have an effect of reducing the volumetric rate of

liquid loss notwithstanding evaporation. In fact, keeping the same volume as a capillary

bridge between two silicone surfaces extended the retention time by 5 times over the

sessile drop on a silicone surface. This result has important implications when seeking

to provide a cover for transparency microplates [154, 155] since it will create a capillary

bridge. The use of hydrophobic transparencies should maintain analytes for longer from

the effect of evaporation. The higher tendency to move on hydrophobic surfaces can be

limited using scribed surfaces [155]. We also make mention here that the thickness of the

substrates used is important to avoid the effect of surface tension induced deformation

recently uncovered [266].

On inspecting the trace of contact angle against time for a capillary bridge between three

rods (see Fig. 6.20), it can be seen that it is susceptible to rupture at a rather large angle

(40◦). In addition the time taken for the liquid to rupture was about 1.75 times longer

than that of total evaporation of the sessile drop. This is attributed to the liquid-gas

area being much larger than between two flat plates. The starting contact angle was

much higher (70◦) even though the surface was glass. In explaining this, it is important

to contrast between the capillary bridge forming between the three cylinders with that

inside a capillary tube. With the latter, the liquid-gas interface occurs only at the two

distal ends of the tube. With the cylinders, the interface occurs all along the length. In

such a case, it cannot be assumed that the extent of wetting to be constant throughout

the length. This has similarities to the situation of a thread of liquid resting on a surface

wherein the behaviour depends on the boundary condition at the contact line. In studies

that investigated the equilibrium shape of a liquid confined to hydrophilic stripes, bulges

have been shown to occur [267]. It is conceivable then that a similar effect had occurred,

albeit this is difficult to observe and confirm along the liquid length. Such an effect

(bulging) will then account for the increased contact angles observed at the distal ends

where recording is made. It is also important to note that the contact angle at rupture

occurred at values two times higher that that between flat surfaces. It will appear that

the thread effect also has the effect of causing higher levels of instability that resulted

in the capillary bridge rupturing earlier.

Fig. (6.21) and (6.22) present the breakdown traces of the contact angles developed

on each of the three glass rods, as well as the top and bottom of the two glass flat

surfaces in the evaporation experiments conducted. It can be seen that the fluctuations
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Figure 6.20: Trace of the contact angle progression with time as a 3µL capillary
bridge (see inset) is evaporated between three rods (A-C) made of glass. The contact

angle is taken as the average of the angles marked 1-6 in the picture.

in contact angle of the capillary bridge on glass cylinders are much higher than on flat

glass surfaces. We attribute this also to the thread effect since this will have an effect

of altering the symmetry of liquid in contact with each of the cylindrical surfaces. This

result allowed us to infer that using the three rod approach to trace the contact angle

development with time will not be practical.

Figure 6.21: Breakdown trace of the contact angles developed on the three glass
rods in Fig. (6.20) with time as a 3µL capillary bridge is evaporated between them.

Significant fluctuations (in the order of 20◦) can be observed.

The fact that the contact angles could vary significantly between the rods and the effect

of liquid threads being significant, makes volume estimation through the equations de-

veloped earlier to be fraught with high levels of uncertainty. Nevertheless, the equations

still provide some useful insights into the process. Based on the estimated average values

of θ = 72◦, Φ = 61◦ initially and θ = 42◦, Φ = 44◦ after rupture, the area change is

estimated to be -31.5%. The length of capillary bridge change (measure directly) was
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found to be approximately -72%. It is clear then that the length change is above two

times the cross sectional area change of the capillary during the evaporation. Fig. (6.23)

provides a map of the liquid bridge cross sectional area against various values of θ and

Φ. It is intuitive then that the amount of liquid that can be retained is lowered when θ

and Φ are similarly lowered.

Figure 6.22: Breakdown trace of the contact angles developed on the top and bottom
of the two glass flat surfaces in Fig. (6.18) with time as a 3µL capillary bridge is

evaporated between them. The fluctuations are notecable much smaller (< 5◦).

Figure 6.23: Map of the cross sectional area of the capillary bridge held between
three liquid rods calculated for various values of θ and Φ. The units are in m2 and area

based on z = 3.733mm and r = 1mm in Fig. (6.12).
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6.3.4 Conclusion

The experiments with sessile drop evaporation show the contact angle versus time trends

to roughly comprise two linearly reducing rates; one slower followed by one that is

faster. The difference is more pronounced with silicone as oppose to glass and silanized

glass. This caused a strong departure from volume reduction linearity using silicone.

The use of silicone improved the drop retention capability by 2 times over glass. The

experiments with capillary bridge evaporation between two flat surfaces show similar

strong linear contact angle reduction and thus volume reduction trends with time using

glass and silanized glass. With silicone, there was a steep contact angle reducing rate

in the early stage followed by a more gradual reducing rate later. The steep process

was attributed to the liquid-vapor interface accommodating for thermodynamic entropy

changes during evaporation, which favour forming a concave over a convex meniscus.

The initial convex meniscus also resulted in faster volume reduction as stipulated by

Kelvin’s relation on escape tendency. The much slower volume reduction rate with

silicone flat surfaces found presented a conundrum since the contact angle development

with time during the later stages was similar to that between glass and silanized glass

surfaces. This was attributed to the initial convex to concave meniscus change in a

confined space that resulted in a more saturated vapour pressure nearer to the interface.

With the same volume, the capillary bridge between two silicone surfaces extended the

retention time of the sessile drop on a silicone surface by over 5 times. This makes

it favourable for use as a means to limit the effects of evaporation in small volume

biochemical microplating. The use of contact angle measurements using this approach

however needs to take into account the different evaporation mechanics scheme existing

between a sessile drop and a capillary bridge between two flat surfaces. Also the range

of measurements is limited to the point where rupture occurred, which we found to

be around 20◦ notwithstanding the different surface types. In the experiments with

capillary bridge between three rods, rupture occurred at a rather large angle (40◦). In

addition, the time taken for the liquid to rupture was only about 1.75 times longer

than that of total evaporation of the sessile drop. The starting contact angle was much

higher (70◦) and was attributed to wetting being not constant throughout the length.

This has similarities to the situation of a thread of liquid resting on a surface wherein

the behaviour depends on the boundary condition at the contact line. The same effect

is also responsible for the higher fluctuations in contact angle trend over that on flat

surfaces, making it impractical to be used for characterization measurements. Due to

these fluctuations, attempts to estimate volume based on the liquid bridge geometry

would be subject to large levels of uncertainty. By using the geometrical equations and

approximate parameter changes, the length change was found to be above two times the

cross sectional area change of the capillary during evaporation. The results here indicate
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that when evaporation is significant, creating capillary bridges for the transparency

microplates offer the best ability to retain volumes while allowing the contact angle to

be interrogated.

6.4 Scale-like cantilever cell traps

Skins with scales (scuts) are a prominent feature in reptiles such as snakes. Various

suggestions have been advanced to elucidate their function, including (i) a kind of zip-

fastener supporting the molding process by holding old and new skin together until the

old skin is entirely shed [268], (ii) surface strengthening [269], (iii) anti-contamination

[270], and (iv) anti-fouling. Recently, in an attempt to better understand how snakes

are able to travel through narrow openings, despite being restricted from using coiled

motion propulsion, evidence of a concertina-type movement, aided by the directional

frictional anchors provided by the ventral scales, had been confirmed by observing the

locomotion of corn snakes (Pantherophis guttatus) [271].

The Azolla, alternatively, is a genus of small aquatic ferns widely distributed around the

world Its branches and stems are covered with small, alternate, overlapping leaves which

resemble scales under a cursory observation. Affixed to these leaves are populations of

the cyanobacterium Anabaena azollae which the Azolla shares a symbiotic relationship

with. Underwater, the shape of these leaves has long been suspected of helping to trap

minerals such as phosphorus, which can be abundant in waterways during chemical

runoffs. This then allows the cyanobacterium, which fixes atmospheric nitrogen, to feed

the Azolla, allowing it to grow at great speeds [272]. This efficient trapping capacity

also renders it ideal for phytoremediation, where heavy metals from polluted aquatic

ecosystems can be removed, disposed, or recovered. Such an approach, which is inspired

by the workings of biological scale-like structures that assist in directional frictional

anchoring and trapping, is described here [273].

6.4.1 Materials and Methods

The substrate used was a typical submicron film supported on a silicon frame (Ted Pella

Inc, Redding, CA, USA). The area to be worked on was fabricated from chemically

robust, low-stress, planar silicon nitride (Si3N4) film and the area is supported by a

rigid 3 mm silicon frame. The area of the thin film portion was 1.5 mm and its thickness

was 200 nm. Focused ion beam milling was conducted using a FIB-SEM dual system

(Helios Nanolab 600, FEI company, Hilboro, USA). The ion beam voltage and current

were kept at 30kV and 0.28nA respectively. The diameter of the scale-shaped fabricated
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was 10µm - 20µm in which the cutting angle was fixed at 315◦. The dwell time for

each ion beam burst was kept at 105ns in which 5 passes were made. The total time

taken to create each scale-like cantilever was 2 minutes and 30 seconds. After shaping

the cantilever, its center was bombarded with the ion beam of the same accelerating

voltage and ion current causing the scale to tilt downwards. Naturally, the dual FIB-

SEM system used provided the advantage that each step of the fabrication process could

be closely monitored within the same equipment.

Due to the flexible nature of the structures generated, contact methods to determine

its 3D profile were not suitable. For this, an optical profilometer (Bruker, GT-K1) was

used. The profilometer was loaded on a pneumatic vibration-isolation table (Newport)

fitted with active high attenuation isolation and calibrated using step height standards

(Bruker, Veeco). The area surrounding the cantilever was taken as the zero height

from which the depth was determined. Analysis was done on the Vision 64 (Ver. 5.10)

software.

Figure 6.24: Schematic description of the ability to use a moving tip to trap particles
in a liquid bridge on a structured substrate. A light microscope is useable to observe
the trapping of the particles as they are still in the liquid medium. For higher resolution

imaging, the sample is dried and placed in an SEM

For the FIB process leading to the creation of the cantilever structures, it is instructive

to evaluate the interaction of ions with matter. To do this, we applied the computer

programs associated with the Stopping and Range of Ions in Matter (SRIM). SRIM is

based on a Monte Carlo simulation method, namely the binary collision approximation

with a random selection of the impact parameter of the next colliding ion.

A natural question that comes to mind is whether there is any advantage in the structural

creation of scale-like cantilevers. Using the mechanical design software Solidworks and
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associated analysis packages, we modeled cantilevers that are rectangular and circular in

shape with the finite element analysis (FEA) method. Four types of cantilever geometries

were tested, including a rectangle of inverse aspect ratio (1.618:1) with the long edge

fixed, a scale-like plate with 315◦ central angle fixed at the chord, a square cantilever,

and a rectangle of aspect ratio (1:1.618) with the short edge fixed. Since the eventual

goal was to accomplish cell trapping, the effective lengths were kept to the scale range

matching that of cells. All the cantilevers were prepared on 25µm× 25µm, 200nm thick

membrane models in Solidworks. The width of the kerf is related to the ion beam

size and was speculated by observing the kerf width of fabrication product, which was

approximately 200 nm.

The manner in which particles accumulate at the cantilever can be modeled as a delivery

point in a spatially random manner in a plane. When the points make contact with the

scale shape its ability to be retained or to move away can be related to the prescribed

conditions imposed. This has some parallels with the way bulk granular materials, when

poured onto a horizontal surface, form a conical pile [274]. The computer modeling

should then essentially apply a cellular automata (CA) approach which is an alternative

to continuum and discrete element models for predicting the flow of granular materials

[275]. With this, the flow field can be divided into cells that each possesses a finite

number of states. The current state of each cell is a function of its state and those

of its neighbours at the previous time-step. This function is government by update

rules that define the interactions that can occur between particles moving around a

lattice connecting adjacent cell centers. The rules themselves can incorporate mass and

momentum conservation albeit in a simple, discrete manner.

The simulations are based on a robust block cellular automata algorithm. It assumes a

basic neighbourhood interaction rule that is able to model basic piling and toppling of

particles onto a surface. The particles are assumed to be uniform blocks of “mass ”that

can conserve momentum and pile in a lattice structure. In this model we assumed that

there are no inter-particle or surface forces. The lattice of cells (used in computation)

is divided into non-overlapping blocks and the transition rule applied to a whole block

at a time rather than a single cell. Block cellular automata are useful for simulations

of physical quantities, because it is straightforward to choose transition rules that obey

physical constraints such as reversibility and conservation laws. A 2 × 2 block rule set

known as the Margolus neighbourhood [276], written in Matlab, was used to propagate

particles that randomly appear above the obstacle surface. We consider each cell to be

of a rectangular shape where the cell’s x and y dimensions dictate the repose angle.

When run over a period of time, an equilibrium piling structure can be seen above the

obstacle surface. This is then used as a basis to consider the piling behaviour.
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The trapping experimentation on the substrate was conducted using 1µm polystyrene

microbeads in suspension and gram-negative bacterial cells (Klebsiella pneumonia) so-

lution after glutaraldehyde fixation. Before the experiments were conducted, the mem-

brane surface was washed by absolute ethanol and dried in air. The polystyrene beads,

originally in solution at 10%v/v in deionized water, was diluted 50 times before being

used. The isolated bacteria Klebsiella pneumonia was cultured and incubated until it

reached approximately 108CFU/mL (colony-forming units per milliliter). The samples

were then fixed with 2.5% glutaraldehyde in phosphate-buffered saline (PBS) for 20 min

and stored at 4◦C based on safety protocols. Glutaraldehyde cross-links the proteins of

cells and is standard chemical used in fixation. Fixation is a chemical process by which

biological cells are preserved from decay, thereby preventing autolysis or putrefaction.

Fixation terminates any ongoing biochemical reactions, and may also increase the me-

chanical strength or stability of treated cells. Prior to conducting the experiments on

the fabricated scale structure, the cells were washed two times with Milli-Q water and

re-suspended in Milli-Q water to remove only the supernatants. Hence, the bacteria

concentration remained at 108CFU/mL during the tests. There are no salts existing

in the solution that can be deposited. During the test a manual pipette was used to

dispense 100µL of each solution onto the substrate as a drop. In the experiments, a tip

was placed to contact the drop such that it created a liquid bridge (see. Fig. 6.24). As

the tip was moved, it could create a flow within the liquid bridge [177, 178], from which

the fabricated shape on the substrate could trap the contents. Two imaging modes are

used. In one, the substrate was allowed to completely dry before it was placed into a

scanning electron microscope for imaging. In another mode, the substrate, whilst still in

liquid medium, is imaged directly using an inverted optical microscope (Nikon Eclipse

E200) with a 40× objective.

6.4.2 Results and Discussion

The SEM image of a typical cantilever that has been manufactured correctly using the

FIB is shown in Fig. (6.25a). The small ion beam size and translational precision

made it possible to shape the cantilever out with good definition. Using a higher ion

beam current, to speed up processing, resulted in a warped shape of the cantilever (Fig.

6.25b) due to locked-in induced stresses. The measured profile of the cantilever and of

its surroundings is given in Fig. (6.27a). It can be seen that the surrounding surface

was maintained planar except for the machined-out shape. From a horizontal profile

section measured (Fig. 6.27b), it can be seen that a regular tilting of the cantilever at 6

degrees could be achieved. We inspected the vertical profile sections and found almost
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no warping of the cantilever. This demonstrates that locked-in induced stresses were

limited, making it possible to create good working shaped cantilevers.

Figure 6.25: Precision ion beam machining with the right parameters which creates
a well structured scale-like cantilever in (a). The use of a too large diameter ion beam

can produce warping in the cantilever as shown in (b)

Figure 6.26: SRIM simulation of 1000 Ga ion against Si3N4 monolayer. The pattern
of ion ablation is nearly circular. Due to this the ends of the cut were smooth despite

the kerf size being 200nm.

The ion-structure interaction was simulated using SRIM by impinging 1000 Gallium

(Ga) ions on a Si3N4 substrate. The results of this simulation is shown in Fig. (6.26),

where it can be seen that the interaction volume of the ion implantation on the material

surface was limited to 30 nm. This translates to the volume on the target surface that

is affected by the energetic Ga ions, thus indicating that the ions bombarded only a

small extent of the surface each time during the cut out process. The highly localized
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ion processing area resulted in smooth edges where the milling terminated despite the

kerf size being limited to 200 nm (see Fig. 6.25).

Figure 6.27: Optical profilometery (a) map of the fabricated cantilever which shows
good topographic control in the manufacture. Taking a (b) central horizontal section

of the created cantilever shows a tilt of angle 6◦.

The mechanical properties of silicon nitride based cantilevers, produced by low pressure

chemical vapour deposition (LPCVD) technique, were analyzed using FEA modeling.

A 1kPa normal pressure was applied to all the membrane surfaces with the cantilevers

resting at the equilibrium position. The stress distributions of the four types of can-

tilevers together with the resultant deformation is shown in Fig. (6.28). In all cases,

it can be seen that the corners of the fixed end experienced the highest levels of stress

concentrations and the mode of deflection was regular. From the probability density

function of the stress values shown in Fig. (6.29), all the four data sets conform to the

log-normal distribution with a goodness of fit value (also often referred to as the p-value)
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of larger than 0.98. Furthermore, it can be seen that the majority of stress values range

between 0 to 3MPa.

Figure 6.28: FEA stress analysis results of (a) rectangular cantilever with inverse
aspect ratio 1.618:1; (b) scale-like cantilever with 315◦ central angle; (c) square can-
tilever; (d) rectangular cantilever with aspect ratio 1:1.618. The effective lengths are
kept at 10µm in all cases. The corners of the fixed end are clearly areas of high stress

concentration from a similar force imposed on all nodes.

Fig. (6.30a) depicts the stress distribution as a statistical box plot at the edges when

a 1kPa normal pressure is applied. The box indicates data points that are between the

first and third quartiles, while the asterisks denote values that are 1.5 times larger than

the third quartile. Despite the first and third quartiles of stress for the rectangular

cantilever (1.618:1) being in the same region, the asterisks indicate a large amount of

stress values that are over 50MPa, which when correlated with Fig. (6.28) occur mostly

near the region where the cantilever and membrane are connected. This eliminates the

rectangular shaped cantilever with the short edge fixed from any trapping application.

The thin and fragile membrane is thus prone to fracture under higher stresses and this

has also been experimentally experienced from time to time during the handling of the

membrane in solutions containing particles and bacteria.

Although the rectangular cantilever fixed at the long edge exhibited the lowest amount

of stress, this geometry is difficult to fabricate if the process were to be scaled down, in

particular when the effective length of trapping for the cantilever needs to be reduced to

about 1µm. This is because manufacturing of the shorter sides in the sub-micron range

will be especially challenging. The stress values of the scale-like and square cantilevers

were close to each other. Nevertheless, the square cantilever has two more weak points

located at right angles to the cut ( 4MPa). Furthermore, the stresses along the edges

of the scale-like cantilever were more evenly distributed. The box plots in Fig. (6.30b)
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Figure 6.29: The probability density function of stress distributions for the four
different types of cantilevers modeled. These curves indicate a goodness of fit value (also
often referred to as the p-value) of larger than 0.98. They indicate that the majority

data of circular and square cantilever stress values range between 0 and 3MPa.

alternatively depict the deflection of points at the edges when a 1kPa normal pressure

was applied. Here, it can be seen that despite the extreme stress of the rectangular

cantilever (1:1.618) appearing to be the smallest, it only undergoes a limited deflection

under the same pressure as shown in Fig. (6.30b). Thus a higher pressure is required to

produce the necessary deflection to trap cells.

Fig. (6.31) provides the maximum stress and tip deflection change with the central

angle of circular cantilever under 1kPa normal pressure. It can be inferred that there

was a direct correlation between the membrane response in terms of maximum stress

and deflection. This is an important result as it is typically desirable for the cantilever

to deflect but not by too much when the forces are applied. Increasing the deflection will

generally enable larger particles to be trapped by essentially creating a taller obstacle.

This will entail changing the central angle should the effective length be held constant.

A major advantage of the scale-like cantilever is that the degree of deflection can be

simply altered by changing the central angle. Hence the performance of the cantilever

can be manipulated easily without changing the length-scale of the cantilever too much.

As a result, a scale-like cantilever is favoured not only in a biomimetric context, but

also in terms of limiting stress, attaining the right amount of deflection, and the ease

of structural strength manipulation. It should be noted, however, that the maximum

stress developed during fabrication is also increased, which increases the likelihood of

fracture failure. Consequently, there are limits to trying to keep the effective length
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Figure 6.30: (a) Box plots of the stress distribution for the edge of cuts with 1kPa
normal pressure for the four different types of cantilevers simulated. The box includes
the data points between first quartile and third quartile of the data set, while the
asterisks are values larger than 1.5 times of third quartile. With the (b) box plots of
deflection of points around cantilever edges with 1kPa normal pressure the number of

data points larger than 1.5 times of third quartile was substantially lower

constant to trap larger particles. Fig. (6.31) also shows the relation between the normal

pressure and opening angle of a same size cantilever predicted by FEA simulation in

Solidworks. The opening angle of the cantilever increases with increase in the normal

pressure. A 6 degrees cantilever deflection, for instance, can be achieved by applying

approximately 45kPa of normal pressure, which translate to the momentum of Ga ions

accelerated by a voltage of 30kV and ion current of 0.28nA with 1µs exposure. It should

be noted that this approximation is interpolated from the nominal mechanical properties

of the membrane available in literature. In practice, a portion of ion momentum could be

dispersed during sputtering, resulting in the lock-in stresses in the structure which could

affect the measurement. It is plausible that the actual Young’s modulus of the membrane

could first be determined using AFM force spectroscopy. This may then provide a more
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Figure 6.31: Distributions of the maximum stress and tip deflection change with the
central angle of the circular cantilever under 1kPa normal pressure. The trends show
that control of deflection through the right ion beam delivery should also be considered

in relation to the maximum stress developed.

empirical depiction of the cantilever’s deflection from the ion beam bombardment. From

an application perspective, the size of particles to be trapped will be proportional to the

deflection of the cantilever. For a given effective length, this will dictate the central angle

and the maximum stress during fabrication. These factors guide the effective length and

thus size of the cantilever to be used.

At this stage, it is pertinent to mention that we assume that the process of machining the

cantilever shapes out will result in small residual stresses since the interaction volume is

limited to 30nm. After the cantilever shape is cut out, a dose of Ga atoms bombards the

cantilever to bend it. Hence, the momentum of the Ga atoms is taken to be responsible

in generating the uniformly distributed normal pressure which causes the cantilever to

deflect to the position that is useable for trapping. Admittedly, a certain degree of spring

back will occur. We however assume that this is negligible. We note that since a dose

of ion beam was used to cause the cantilever to bend, the amount of deflection could

conceivably be adjusted by the beam strength. The level of control this way however

will likely not be that good. We envisage that the additional positioning of a physical

block behind the cantilever may be a better way to limit the deflection and thus fix the

central angle.

With a random delivery of simulated particles on the scale-like obstacle, the piling was

found to form a triangular collection (see Fig. 6.32 top). This was not surprising as

this was essentially a conversion from a cone collection in the 3D case. The equilibrium

triangular shape was dependent on the ability of each point to remain in relation to
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the slope condition that it has been programmed to withstand. This condition, also

called the angle of repose, is the steepest angle of descent of the slope relative to the

horizontal plane when piled material on the slope face is on the verge sliding. This

condition was imposed through the cellular automata algorithm to better represent the

maximum piling height achieved on the circular surface for a given angle of repose. The

plot given at the bottom of Fig. 8 shows the normalized parameter of height of the pile

h against obstacle radius R, to observe an increasing trend with the repose angle θ.

Figure 6.32: Snapshots (top) of the simulation of the piling process in progress which
leads to a triangular collection. The piling characteristic is described by the height
of the pile h, in relation to the radius of the obstacle R, and the repose angle θ.
The results from simulated piling indicate that the equilibrium triangular shape was
dependent on the ability of each point to remain in relation to the slope condition that
can be withstood. The plot (below) shows a normalized parameter of height of the pile
h against obstacle radius R, to follow an increasing trend with the repose angle θ.

Experimental verification of the trapping ability is shown in Fig. (6.33) for polystyrene

beads and the fixed Klebsiella pneumoniae. In the case of polystyrene beads, the basic

triangular piling structure was observed. However, an extended tail and a fanning

out around the obstacle were also evident. This can be attributed to the aggregation

tendency of polystyrene beads that acts on top of the piling behaviour. Some factors

influencing aggregation are size and concentration, surface charge level, and the nature

and concentration of ions in the suspending medium.

A different scenario is played out with the bacteria sample. Here, the triangular pile

up before the cantilever is absent. It can be seen, however, that the bacteria cells were
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able to slip inside the cantilever’s opening despite the size of the bacteria being larger

than the gap. This leaves us to conclude that the cells, unlike the beads, were more

pliable and thus able to accomplish this. Recent investigations have found that, due to

the structural and compositional heterogeneity of bacterial cell surfaces, the softer outer

layer tended to deform in order to concentrate the stress toward the more rigid, hard

core [277]. Furthermore, the ability of bacterial cells in general to flatten themselves out

considerable while still avoiding structural damage lends itself to this observation.

The squeezing into the gap was also likely the contributing factor for the absence of

the triangular pile up. Under reverse flow conditions, the ability to trap was decreased

significantly for both beads and bacteria (see Fig. 6.33c,d). Hence, scale-like cantilevers

offers a directional trapping feature in relation to the flow and orientation of the can-

tilever. It should be noted that the samples in Fig. (6.33) were recorded using an SEM.

As such the substrate surface appears opaque. In reality, the substrate is thin and will

permit viewing of its underside with an optical microscope. Hence, while the bacteria

may be able to squeeze into the gap of the cantilever, they can still be imaged, thus

allowing biochemical analysis modes to be implemented.

Figure 6.33: Experimental record of the trapping of 1µm polystyrene beads using the
scale-like cantilever in (a) which shows piling with particle aggregation. The trapping
of bacterial cells in (b) shows capacity to slip into the gap of the cantilever despite the
size of the bacteria being larger. The directions of the flow in all cases are indicated
by arrows. When the direction of flow was reversed with the 1µm polystyrene beads
(c) and bacterial cells (d), there was diminished trapping ability. This demonstrates a

directional trapping capacity.
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To permit the substrate to remain in the liquid media we utilized the optical microscopy

imaging to ascertain the consistency of trapping. Naturally, the image sharpness from

optical microscopy is lower but nevertheless allows the measurement of trapping effi-

ciency (Fig. 6.34). Fig. (6.34c) presents the number of particles trapped by the can-

tilever from a series of ten runs. In every run, the beads were reliably trapped, showing

consistency and practicability of the approach. The average number of particles trapped

was 67 beads with a standard deviation of 17. The significant number of beads trapped

infers feasibility in using this approach as a platform for developing biochemical analysis

applications.

Figure 6.34: Typical optical microscopy images recorded of the 1µm polystyrene
beads in liquid interacting with the scale-like cantilever where flow in one direction
traps them (a) while flow in the opposite direction clears them off (b). For the flow
causing the particles to be trapped, the distribution of the number of beads at each
run, indicated in (c), has an average of 67 beads trapped with a standard deviation of

17.

The ease with which trapping could be done here using an open flow generation arguably

offers an ability to create simpler cellular analysis devices. In doing so, it presents a

different pathway to creating devices in applications such as the capture of circulating

tumor cells, in which 3D-nanostructured substrate coated with cancer cell capture agents

are effective but typically applied within closed channel fluidic networks [278]. The recent

ability to concentrate particles at the moving contact line even as a drop undergoes a
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squeeze flow from a sandwich [279, 280], coupled with nanostructures created at the

scale-like interface are possible future developments for this trapping approach. This

could also benefit from the feature of low sample loss when highly non-wetting elements

are used to generate the squeeze flow [154]. Care, however, has to be exercised that

when the three-phase contact line travels over the cantilever, so that surface tension

does not cause the cantilevers to bend excessively and fracture. It is conceivable that

any structures patterned on the surface that impede flow are also workable. However,

the formation of these structures in the micron and nanometer scale will typically require

a photolithographic process involving chemical etching. The approach here is simpler to

execute and does not involve any wet processing steps which create effluents that harm

the environment.

6.4.3 Conclusion

The construction of a scale-like cantilever on chemically robust, low-stress, planar silicon

nitride film supported by a rigid silicon frame using focused ion beam machining is

described. Through SEM and optical profilometry imaging, the approach was found to

be able to create regular tilting of the cantilever with almost no warping of the cantilever.

With Monte Carlo simulation based on SRIM, it was found that the interaction volume

of the ions on the material surface was limited to tens of nanometers. This accounted for

the ability for the edges of the ion beam milling termination to be smooth despite the kerf

size limited to 200 nm. Finite element analysis showed stress concentrations to be located

mostly near the regions where cantilever and membrane were connected. The scale-like

cantilever was found to be the best architecture in terms of limiting stress concentration

without difficulty in manufacture and having stresses more evenly distributed along the

edge. It also had a major advantage in that the degree of deflection can be simply altered

by changing the central angle. Hence the dynamic performance of the cantilever can be

manipulated easily without varying the length-scale of the cantilever too much. From a

piling simulation conducted, it was found that a random delivery of simulated particles

on to the scale-like obstacle should create a triangular collection. In the experimental

trapping of polystyrene beads in suspension, the basic triangular piling structure was

observed, but with extended tail and a fanning out around the obstacle. This was

attributed to the aggregation tendency of polystyrene beads that acts on top of the

piling behavior. In the case with fixed bacterial cells, the triangular pile up behind

the cantilever was absent and the bacteria cells were able to slip inside the cantilever’s

opening despite the size of the bacteria being larger than the gap. This meant that

the cells, unlike the beads, were more pliable and thus able to accomplish this. In

ascertaining the consistency of trapping over 10 runs, the average number of particles
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trapped was 67 beads with a standard deviation of 17. The significant number of beads

trapped infers feasibility in using this approach as a platform for developing biochemical

analysis applications. Overall, the scale-like cantilever, which is inspired biologically,

has been found to offer a viable way to trap small populations of material in suspension

in an open access manner.

6.5 Chapter Summary

In this chapter, we investigated and established a novel approach to dispense droplets

using the spray from an acoustic nebulizer to deposit onto a superhydrophobic receptacle.

Using a precise weighing scale precise drops of volumes were achieved. The volume

dispensed was found to vary linearly with the operation time of the nebulizer.

We also investigated the feasibility of using the capillary bridges developed between solid

bodies to interrogate the contact angle development under the effect of evaporation.

The experiments showed that the contact angle versus time trends roughly comprise

two linearly reducing rates; one slower followed by one that is faster. The difference

is more pronounced with silicone as oppose to glass and silanized glass. This caused a

strong departure from volume reduction linearity using silicone. By using the geometrical

equations and approximate parameter changes, the length change was found to be above

two times the cross sectional area change of the capillary during evaporation. The

results here indicate that when evaporation is significant, creating capillary bridges for

the transparency microplates offer the best ability to retain volumes while allowing the

contact angle to be interrogated.

Finally, a biologically inspired scale-like cantilever was developed to trap particles. The

scale-like cantilever was found to be the best architecture in terms of limiting stress con-

centration without difficulty in manufacture and having stresses more evenly distributed

along the edge. In the experimental trapping of polystyrene beads in suspension, a ba-

sic triangular piling structure was observed, but with extended tail and a fanning out

around the obstacle. In the case with fixed bacterial cells, the triangular pile up behind

the cantilever was absent and the bacteria cells were able to slip inside the cantilever’s

opening despite the size of the bacteria being larger than the gap. Overall, the scale-

like cantilever, was found to be a viable way to trap small populations of material in

suspension in an open access manner.

The findings described in this chapter have been reported in the following publications:

1. B. Liu, J. Fu, A. Somers, M. Muradoglu, T.W. Ng, Scale-like cantilever cell traps.

RSC Advances. 4 (2014) 2652-2660, enclosed in Appendix (B.9).



Conclusions 136

2. T. Hunyh, M. Muradoglu, O.W. Liew, T.W. Ng, Contact angle and volume reten-

tion effects from capillary bridge evaporation in biochemical microplating. Colloids

and Surfaces A: Physicochemical and Engineering Aspects. 436 (2013) 647655, en-

closed in Appendix (B.8).

3. T. Vuong, A. Qi, M. Muradoglu, B.H.-P. Cheong, O.W. Liew, C.X. Ang, J. Fu,

L. Yeo, J. Friend, T.W. Ng, Precise drop dispensation on superhydrophobic sur-

faces using acoustic nebulization. Soft Matter. 9 (2013) 3631-3639, enclosed in

Appendix (B.6).



Chapter 7

Conclusions

The primary area of investigation in this thesis was the development of particle manip-

ulation mechanisms using nano-optic technologies. Two technologies, specifically, the

optical tweezer and plasmonics were extensively numerically modeled to further inves-

tigate and design nano-optic devices capable of particle manipulation. The numerical

methods employed were the Generalized Lorenz-Mie Theory (GLMT) and Finite Dif-

ference Time Domain (FDTD) methods. This allowed for the precise simulation of

Maxwell’s equations in the micro-nano scale fully capable of all nano-optic phenomena

that occurs at that scale (See Chapter 3). Having established these models, the force

exerted by an optical tweezer at points much beyond and below the focal point were

successfully calculated (Chapter 4.2). The results showed that by locating the focus

of the beam either above or below the subject matter, a push or pull, relative to the

beam axis, was observed. Further experimental results confirmed these findings. The

ability to push particles in this rather simple way, provided an effective way to transport

particles drastically reducing the chances of photodamage to living matter that can typ-

ically occur with conventional optical tweezers. Expanding on this idea, it was shown

that these findings provided a means to develop a gentle and tunable stirring effect on

particles. The simulations, which included the effects of liquid dynamics, showed that

by moving a medium containing particles past a laser beam arranged in the manner

discussed, the expected global and local deflection trajectories could be seen to stir par-

ticles. Experiments using polystyrene microbeads and red blood cells further confirmed

the optical stirring effect. It is envisaged that this approach portends the capability to

provide mechanical stimuli to cells in a small liquid volume bioreactor that is free of

flow. Essentially, this provides a better realization of lab-on-a-chip systems.

Next, a comprehensive computation comprising approximately 1,960,000,000 scattering

combinations of particle radius r, refractive index ratio and numerical aperture of the
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beam was conducted. For each configuration, a further scan to determine the axial

trapping efficiency revealed an interesting optical trapping landscape. The iso-surface

of the landscape followed a clam-shell like contour with ridges that offered a way to

engineer applications by controlling the parameters used. It was observed that there

was a significant volume space based on specific parameter combinations that did not

allow optical trapping. Typically, these regions were in agreement with conventional

models. However, more interestingly, there were sharp ridge (finger-like) regions in the

parameter space that permitted trapping unlike previous models. The investigation

showed that in these ridge regions an interference condition was being excited that

reduced the electromagnetic backscattering of the particles thus permitting trapping.

Furthermore, by examining specific points in the computed parameter volume space,

we uncovered difficulties in using the trapping efficiency and stiffness metrics to define

how well particles were drawn into and held in the trap. An alternative calculation

based on the maximum forward and restoration values of the trapping efficiency in

the axial sense, which we called the trapping quality, provided a more practical metric.

Essentially, this was a measure of how symmetric the potential well was. Having observed

these features a number of manipulation mechanism that exploited them were proposed.

Firstly by exploiting the high specificity of the ridge regions, i.e. small parameter changes

can mean particles are trapped or freed, a mechanism for effective particle sorting was

shown. Secondly, the optical trapping blind spots were shown to be advantageous in

applications that use optical forces for particle translation and not trapping. Finally,

the optical trapping map generated was shown to be useful in multiparameter change

dynamics, such as the trapping of a swelling particle that could be used for drug delivery.

To conclude the work done in optical particle manipulation, a corrugated structure was

designed to sustain a surface mode excited by a subwavelength aperture as shown in

Chapter (4.3). By carefully placing a secondary grated structure some distance from

the original structure to facilitate phase matching, a strong reflection of the surface mode

was produced, creating a strong optical standing wave field that could be harnessed for

particle trapping. This concept was demonstrated in the form of linear field traps. With

careful design, the ability to create optical traps of various geometries using the same

principles is envisaged.

Moving onto the first support area in this thesis, that being Brownian dynamics, an

investigation into a new technique to sort nanometer scale Brownian rods was demon-

strated in Chapter (5). By exploiting the Brownian motion of these rods and using an

asymmetric potential, a two stage sorting process could be used to isolate particles with

specific dimensions. Simulation results showed that rods with diameters ranging from 72

to 168 nm and a range of lengths from 528 to 969.6 nm could be sorted to achieve at least
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80% separation within two hours. Furthermore, a novel means to sense a nanoscale envi-

ronment was developed by using a surface plasmon based optical resonator to sense the

nanoscale environment from the Brownian perturbations of nanorod that was tunable

drawn to a cylindrical pillar (resonator) by attractive forces. Using simulations of an

optical resonator that comprises a 40 nm inner dielectric refractive index of 3.4 core with

a 10 nm outer gold shell, and driven by a Gaussian beam with center wavelength 550

nm, noticeable resonance was found at 525nm. At this resonance wavelength, however,

there was very little dependence on the gap value. A one dimensional summed difference

expression W
(0,q)
n was derived to show that there was a distinct change in transmission at

600 nm across all angles of orientation when the gap changes from contact to non-contact

or vice-versa. This meant that operation at this wavelength would produce a noticeable

transmission change when there was contact regardless of nanorod orientation. In an-

alyzing the Brownian driven movement, two distinct states that define the position of

the nanorod in relation to the cylindrical pillar are when the nanorod was moving freely

(state I) and when the nanorod was contacting the cylindrical surface (state II). The

metric f , which defines the proportion of incidence when the nanorod was in state I, was

found to reduce when there was an increase in magnitude of forces. The distinct S-shape

trends of plots f against normalized charge magnitude indicated that there were ranges

in the normalized charge products in which relatively good linear sensitivity responses

were possible. At these regions, the Pearson product-moment correlation coefficients

were found to be above 0.98. In correlating to the temperature T, df/DT was found to

be maximal when the normalized charge product value was -200. From an uncertainty

estimation conducted, a restriction of the uncertainty to one standard deviation (which

corresponds to 0.5K) will require 744,344 and 657,492 sample points to be observed in

states I and II respectively. Based on camera recordings made at 50 fps, this will require

monitoring the rod for 14,887 and 13,150 seconds in states I and II respectively but with

standard photo-detectors with 50MHz sampling rate, the monitoring times are lowered

0.015 and 0.013 seconds instead. The approach that was developed offered significant

advantage in the ability to sense temporally changing environments.

The final support area in this thesis was Discrete Liquid Mechanics. In Chapter (6),

a novel approach to dispense droplets using the spray from an acoustic nebulizer to

deposit onto a superhydrophobic receptacle was shown. Using a precise weighing scale

precise drops of volumes were achieved. The volume dispensed was found to vary linearly

with the operation time of the nebulizer. In developing the superhydrophobic surface,

it was identified that a galvanic displacement mechanism in an electroless deposition

process occurred in which the silver cations in solution were reduced just as copper from

the surface was oxidized and was responsible for creating the micro- and nano-scaled

structures that endow superhydrophobicity on the copper substrate. A time dependent
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morphology change from granular to dendritic with longer immersion into the silver

nitrate solution was found. This indicated that granular growth beyond a certain size

was not feasible, although granular structures were more preferentially formed just after

nucleation. The dendritic structure formation was likely due to the natural tendency of

the process to maintain or increase the surface area to volume ratio not to limit the rate

of deposition. An immersion for at least 7 seconds into the silver nitrate solution was

all that was needed to ensure super-hydrophobicity of the surfaces. This allowed for the

deduction that the dendritic strucutres were not needed to maintain the non-wetting

characteristics, although they seemed not to have a role in modifying it.

Furthermore, the feasibility of capillary bridges developed between solid bodies to inter-

rogate the contact angle development under the effect of evaporation was investigated.

The experiments showed that the contact angle versus time trends roughly comprise

two linearly reducing rates; one slower followed by one that is faster. The difference

is more pronounced with silicone as oppose to glass and silanized glass. This caused a

strong departure from volume reduction linearity using silicone. By using the geomet-

rical equations and approximate parameter changes, the length change was found to be

above two times the cross sectional area change of the capillary during evaporation. The

results here indicate that when evaporation is significant, creating capillary bridges for

the transparency microplates offer the best ability to retain volumes while allowing the

contact angle to be interrogated.

Finally, a biologically inspired scale-like cantilever was developed to trap particles. The

scale-like cantilever was found to be the best architecture in terms of limiting stress con-

centration without difficulty in manufacture and having stresses more evenly distributed

along the edge. In the experimental trapping of polystyrene beads in suspension, a ba-

sic triangular piling structure was observed, but with extended tail and a fanning out

around the obstacle. In the case with fixed bacterial cells, the triangular pile up behind

the cantilever was absent and the bacteria cells were able to slip inside the cantilever’s

opening despite the size of the bacteria being larger than the gap. Overall, the scale-

like cantilever, was found to be a viable way to trap small populations of material in

suspension in an open access manner.
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Formulas

A.1 Translation Addition Theorem

The translation addition theorem is used to translate a set of vector spherical harmonics

from one coordinate system onto another coordinate system. The vector translation

coefficients can be expressed in terms of the scalar translation coefficients C
(m,n)
n′ which

can be found via various recursion relations. The starting point for calculating the scalar

coefficients is

C
(0,0)
n′ =

√
2n′ + 1h

(1)
n′ (2k1d) (A.1)

From here, the relation

C
(0,n+1)
n′ =

1

(n+ 1)

√
2n+ 3

2n′ + 1

(
n′
√

2n+ 1

2n′ − 1
C

(0,n)
n′−1

+ n

√
2n′ + 1

2n− 1
C

(0,n−1)
n′ − (n′ + 1)

√
2n+ 1

2n′ + 3
C

(0,n)
n′+1

) (A.2)

can be used to calculate the elements C
(0,n)
n′ . The remaining terms in the matrix can be

calculated using the relation

C
(m,n)
n′ =

√
(n′ −m+ 1)(n′ +m)(2n′ + 1)

(n−m+ 1)(n+m)(2n′ + 1)
C

(m−1,n)
n′

− 2k1d

√
(n′ −m+ 2)(n′ −m+ 1)

(n−m+ 1)(n+m)(2n′ + 1)(2n′ + 3)
C

(m−1,n)
n′+1

− 2k1d

√
(n′ +m)(n′ +m− 1)

(n−m+ 1)(n+m)(2n′ + 1)(2n′ − 1)
C

(m−1,n)
n′−1 .

(A.3)

It should be noted that

C
(m,n)
n′ = C

(−m,n)
n′ (A.4)
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We can find the vector translation coefficients using

A
(m,n)
n′ = C

(m,n)
n′ − 2k1d

n′ + 1

√
(n′ −m+ 1)(n′ +m+ 1)

(2n′ + 1)(2n′ + 3)
C

(m,n)
n′+1

− 2k1d

n′

√
(n′ −m)(n′ +m)

(2n′ + 1)(2n′ − 1)
C

(m,n)
n′−1 ,

B
(m,n)
n′ = − 2ik1md

n′(n′ + 1)
C

(m,n)
n′ .

(A.5)

Finally the following relations are valid

A
(−m,n)
n′ = A

(m,n)
n′

B
(−m,n)
n′ = B

(m,n)
n′

(A.6)
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B.2 Tailored leaky plasmon waves from a subwavelength

aperture for optical particle trapping on a chip

Tailored leaky plasmon waves from a subwavelength
aperture for optical particle trapping on a chip
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Optical forces available on a chip that possess features of strong trapping at the subwavelength scale, in a coplanar
geometry, and at specific and selective locations portend many useful applications. We demonstrate here a two-
pronged approach to accomplish this. First, the plasmon fields emanating from a subwavelength aperture are
manipulated so that they leakmaximally to the sides on a surface through the use of tailored corrugations. Second,
the location of secondary corrugation at some distance permits reflection of these leaky waves, which, with the
coherence property of light used, generate optical standing wave fields capable of strong optical trapping. The
linear optical forces generated with this scheme are presented here. © 2011 Optical Society of America

OCIS codes: 020.7010, 240.6680, 240.3990.

1. INTRODUCTION
A long-standing goal in particular manipulation has been to
have suitable optical forces available on a chip so that a vari-
ety of procedures can be accomplished [1,2]. While important
inroads have been recently reported [3], major challenges re-
main in acquiring the ability to attain strong optical trapping
(i) at the subwavelength scale, (ii) in a coplanar geometry, and
(iii) at specific and selective locations over the entire chip.
The use of evanescent fields, in particular plasmon fields ema-
nating from a subwavelength aperture [4] or from a probe [5],
have been shown to be effective for some time in addressing
issues (i) and (ii). Recent advances reported have begun to
tackle (iii) as well, which holds great promise for lab-on-a-chip
purposes. A seminal scheme reported for this involved creat-
ing plasmonic standing waves from the interference of laser
beams [6], which essentially translated the known ability of
standing waves to trap effectively at multiple sites in the axial
sense (to the light axis) [7,8] to a lateral geometry. Yet, the
alternative approach of tailoring metallic surfaces to create
multiple trapping sites from whole-field illumination [9–11]
[Fig. 1(a)] has been shown to be more convenient and prac-
tical. To progress on to feasible lab-on-a-chip applications,
nevertheless, it will be necessary to attain the ability to carry
out trapping at selected spatial locations at prescribed time
sequences. This will be conceivably difficult to accomplish
using schemes that depend on the whole-field light stimulation
of plasmons [9–11] unless the onerous challenge of creating
fine and high-intensity probe beams is met. A more practicable
solution, in our opinion, requires somewhat of a revisit of the
evanescent trapping approach reported by Okamoto and
Kawata over a decade ago [4].

The strong beaming of light from subwavelength apertures
surrounded by surface corrugations on a thin metal film was
first demonstrated by Lezec et al. [12]. Since then, there have
been substantial efforts made to understand the underlying
physics of the phenomenon [13–16] with the interest of facil-
itating directional light beaming at the chip level [17–19]. An

interesting discovery has been the contribution of leaky plas-
mon waves in affecting the characteristics of light beaming
[16]. There has been no report of efforts, to the best of our
knowledge, to harness these leaky waves to create tailored
optical trapping sites on the metallic surface. The ability to do
this opens up the avenue of having multiple apertures on the
surface with light addressable waveguides within the chip in
order to maintain close control of optical trapping at specific
and selective locations over the entire chip [see Fig. 1(b)].

2. THEORY AND DESIGN
At an interface between a metal and a dielectric, as shown in
Fig. 1, a strongly enhanced optical near field confined near the
metal surface can be excited. The wave vector of the surface
plasmon field kspp is given as

k2spp ¼ ε1ðωÞε2ðωÞ
ε1ðωÞ þ ε2ðωÞ

�ω
c

�
2
; ð1Þ

where ω is the angular frequency and c is the speed of light.
The wavelength of the field can be approximated by

λspp ≈

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Refε1ðωÞg þ Refε2ðωÞg
Refε1ðωÞg · Refε2ðωÞg

s
: ð2Þ

The terms ε1ðωÞ and ε2ðωÞ represent the complex frequency-
dependent dielectric function of the metal and dielectric, re-
spectively. In the case of noble metals, such as silver (Ag),
there are two types of contributions to the dielectric constant
of the metal; one is from the inner d electrons, which describe
interband transitions, and the other is from the free conduc-
tion electrons. The latter contribution can be modeled by
applying the Drude–Sommerfeld theory for free-electron
gas [20], which produces the Drude model solution of

602 J. Opt. Soc. Am. B / Vol. 28, No. 4 / April 2011 Muradoglu et al.

0740-3224/11/040602-06$15.00/0 © 2011 Optical Society of America

εDrudeðωÞ ¼ ε∞ −
ω2
p

ω2 þ Γ2 þ i
Γω2

p

ωðω2 þ Γ2Þ ; ð3Þ

in whichωp is the plasma frequency and Γ is the damping term
proportional to Γ ¼ vf =l, where vf is the Fermi velocity and l
is the electron mean free path between scattering events.
Furthermore, ε∞ is the dimensionless infinite frequency limit
of the dielectric constant. In this work we match the Drude
model of silver (Ag) to the experimental results [21] reported
in the range λ ¼ ½300nm; 1500 nm� using the parameters ωp ¼
1:374 × 1016 s−1, Γ ¼ 3:21 × 1013 s−1, and ε∞ ¼ 1:0. All param-
eters are normalized to a unit length of a ¼ 1000 nm.

The real and imaginary Drude components are computed
and shown in Fig. 2(a). For the purpose of simulation in this
work, we find that the model sufficiently describes the optical
response of silver for our wavelengths of interest, specifically
for λ > 0:5 μm.

Inserting Eq. (3) as ε1ðωÞ into Eq. (1) and taking into ac-
count that ε2ðωÞ ≈ 1, we obtain the dispersive characteristics
of the surface plasmons in Fig. 2(b). The dispersion curve
shows that the surface plasmon modes up until the resonance
asymptote at ω ≅ 5:0 lie on the blue curve, that is, it has great-
er momentum than a free space photon of the same frequency
(green curve). Therefore, light cannot be coupled directly to
the surface plasmon mode at a flat metal surface. For this

reason, various geometries are used to match the wave vector
to simultaneously conserve energy andmomentum (wave vec-
tor). One such geometry is the Kretschmann geometry using a
prism [22]. Another geometry, which we present here, utilizes
a metal surface with corrugated grooves with a lattice con-
stant, groove height and width of p, h and w respectively. The
periodic structure contributes a reciprocal wave vector of
2πn=p and thus the mismatch in the wave vector with incident
light kx ¼ k sinðθÞ and kspp is overcome when

kspp ¼ k sin θ � 2πn
p

; ð4Þ

where n ¼ ð1; 2; 3…Þ and k ≈ 2π=λ0 in air. Both the methods
mentioned require excitation using light incident at an angle.
The geometry that we submit here overcomes this require-
ment by utilizing a periodic corrugated (grating) structure
on the metal with a subwavelength aperture providing the
necessary parallel components of the wave vector through
its confined optical near fields. Once the near field along
the surface is defined, the optical forces and potentials can
be calculated. The total force acting on a system of charges
moving with velocity v in an electromagnetic field is given
by the conservation law [23]

Fig. 1. (Color online) (a) Optical scheme of illuminating metallic structures in a whole-field manner to create localized plasmon field for trapping
[9–11]. (b) Envisaged approach of having illumination delivered from individually addressable waveguides within a substrate to subwavelength
apertures in the metallic layer to create switchable surface plasmon sites for trapping; which in the process will facilitate many lab-on-a-chip
procedures.

Fig. 2. (Color online) (a) The real and imaginary components of the dielectric function for silver at the wavelength range of λ ¼ ½300nm; 2000nm�.
(b) The blue curve shows the dispersion curves of modes supported by the silver–air interface. The modes that decay into air are located to the right
of the light curve (green curve). The plasmon resonance phenomena is observed around ω ≅ 5:0.
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dPmec

dt
þ dPfield

dt
¼

Z
s
T
↔
· nds: ð5Þ

In Eq. (5), Pmec, Pfield, and T
↔

refer to the mechanical momen-
tum, the total electromagnetic momentum, and Maxwell’s
stress tensor, respectively. At optical frequencies, the time-
averaged electromagnetic momentum is zero over one oscil-
lation imputing the force as

hFi ¼
�
dPmec

dt

�
¼ hT

↔
i ¼

¼
�
ε0εE ⊗ E − μ0μH ⊗ H −

1
2
ðε0εE2 þ μ0μH2Þ I↔

�
ð6Þ

where hT↔i represents the time-averaged Maxwell’s stress ten-
sor, I

↔
the identity tensor, and E and E the electric field vector

and magnitude respectively. To obtain the force field profile,
the arbitrary particle is placed at all points of interest and all
vector fields required to calculate hT

↔
i are obtained. The force

that an arbitrary particle experiences in an electromagnetic
field can be determined by suitably restricting and calculating
the surface integral in Eq. (6) over the boundary of the
particle.

3. SIMULATION
To design the height and width of the corrugations, we study
the transmission spectra of a silver film by varying h and w
corrugations on its surface at three lattice periodicities:
p ¼ 400, 500, 600nm [Fig. 3(a)]. We do this by assuming
the excitation source as a temporal Gaussian source located
along the left boundary of the domain with a central wave-
length of λ ¼ 1:5 μm and a pulse width of λ ¼ 1 μm. We place
a virtual line detector along the right boundary of the domain
and
conduct a frequency response analysis. To perform all simula-
tions, we used the fully vectorial finite-difference time-domain
method [24].

Following this, we conducted a two-dimensional (2D) simu-
lation along the surface of a silver film, surrounded by air,
with a subwavelength slit through it and a set of tailored cor-
rugations, with a height h and width w, of which the basic
form is shown in Fig. 3(b). Throughout this study the sub-
wavelength aperture width s and slab thickness t are fixed
at 140 and 1000 nm, respectively. The simulation grid size was

a 20 μm by 8 μm rectangle with a pixel size of 20nm, account-
ing for a total of 400,000 pixels per time step. We applied a
perfectly matched layer with approximately 60 pixel thickness
as the boundary condition to simulate an open boundary while
truncating the computational domain. The input light source
was assumed to be Hz polarized and continuous. The param-
eter q refers to the offset distance between the slit edge and
the start of the periodic corrugations. This permits for small
adjustments to the phase matching between the slit and the
corrugations. We initially considered q ¼ w0 ¼ h0 ¼ p0 ¼ 0.
Running the simulation on an Intel I7-920 CPU, we attained
an average 2D simulation time of 3 min (in single core
operation).

From the simulated field vectors, we were able to obtain
the optical trapping forces developed on a spherical polysty-
rene particle having radius of 80nm and refractive index of
2.5. The media is assumed to be water having refractive index
of 1. The particle is placed at each location of interest and the
forces, using Eq. (6), are calculated.

4. RESULTS AND DISCUSSION
The resulting transmission spectra for different h and w com-
binations is shown in Fig. 4 for each value of p in Fig. 3(a).
From all three transmission spectra plots we notice in general
the occurrence of two sharp resonance peaks. This resonance
behavior is most obvious for the system where p ¼ 500nm
and p ¼ 600 nm [Figs. 4(b) and 4(c)]. The two strongest reso-
nant peaks seen in Fig. 4(b) occur for parameters h ¼ 150nm,
w ¼ 250nm, and p ¼ 500 nm at the two encircled locations A
and B. The wavelength at A is approximately near the normal-
ized center wavelength at λ ¼ 1:464a and at B it is approxi-
mately near λ ¼ 1:38a. However, for a larger periodicity of
p ¼ 600nm, the strongest resonant peaks occur for param-
eters h ¼ 150nm and w ¼ 200nm at the two encircled loca-
tions, A and B. The wavelength at A is near λ ¼ 1:715a and
the second, B, is near λ ¼ 1:587a.

The geometry shown in Fig. 3(a) requires excitation using
light incident at an angle to provide the necessary excitation
wave-vector components. To overcome this we utilize the an-
gular wave-vector spectrum of a subwavelength aperture (slit)
to provide the necessary parallel wave-vector components, as
shown in Fig. 4. To determine the energy distribution of the
resonance peaks shown in the transmission spectra (Fig. 4),
we conducted a 2D fully vectorial simulation of Maxwell’s
equations along the surface of a silver film, surrounded by

Fig. 3. (a) Simulation geometry with a lattice constant, groove height, and width of p, h, and w, respectively. The Gaussian source, located to the
left, has a center wavelength of λ ¼ 1:5 μm and a pulse width of λ ¼ 1 μm. (b) Simulation geometry with a subwavelength slit and tailored surface
corrugations on a silver substrate. Throughout this study the subwavelength aperture width, s, and slab thickness, t, are fixed at 140 and 1000nm,
respectively.
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air, with a subwavelength slit through it and a set of tailored
corrugations in Fig. 3(b).

We present in Fig. 5 a snapshot and animation as a contour
plot of the electric field intensity (‖E‖2) mode profiles of the
two points A and B circled in Figs. 4(c) and 4(d). For a per-
iodicity of p ¼ 500 nm, we have used the configuration h ¼

150nm and w ¼ 250nm [corresponds to the blue curve in
Fig. 4(c)] and for a periodicity of p ¼ 600 nm we have used
the configuration h ¼ 150nm and w ¼ 200nm [corresponds
to the pink curve in Fig. 4(d)].

The animations provided for each in the time domain
clearly show the leaky surface plasmon propagation. Notice-
able differences between the designs include the wavelength
of the surface plasmon modes and the decay length into air.

Fig. 4. (Color online) Transmission spectra for a grating period of (a) 400, (b) 500, and (c) 600nm, respectively, at different h andw configurations.
(d) Combined transmission spectra outlines the input Gaussian spectra. The highest resonance is observed when h ¼ 150nm, w ¼ 250nm, and
p ¼ 500nm.

Fig. 6. Snapshots of the electric field intensity, ‖E‖2, shown as a
contour plot along the metallic structure shown in Fig. 3(b) where
p ¼ 500nm, λ ¼ 1380nm, h ¼ 150nm, w ¼ 250nm, p0 ¼ 500nm, h0 ¼
125nm, w0 ¼ 300nm, and (a) q ¼ 0 (Media 5); (b) q ¼ 105nm (Med-
ia 6); (c) q ¼ 155nm (Media 7); (d) q ¼ 205nm (Media 8). Media 5 to
Media 8 depict the corresponding animation sequences of (a) to (d).

Fig. 5. Snapshots of the electric field intensity, ‖E‖2, shown as a
contour plot along the metallic structure shown in Fig. 3(b) for (a) p ¼
500nm, λ ¼ 1380nm, h ¼ 150nm, and w ¼ 250nm (Media 1);
(b) p ¼ 500nm, λ ¼ 1464nm, h ¼ 150nm, and w ¼ 250nm (Media 2);
(c) p ¼ 600nm, λ ¼ 1587nm, h ¼ 150nm, and w ¼ 200nm
(Media 3); (d) p ¼ 600nm, λ ¼ 1715nm, h ¼ 150nm, and w ¼
200nm (Media 4). Media 1 to Media 4 depict the corresponding anima-
tion sequences of (a) to (d).
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While the results indicate a possibility of channeling light
power onto the surface, the manner of its propagation, in
packets at the speed of light, per se, will not permit particle
trapping. To facilitate this, the optical field has to be in the
form of a standing wave. We achieved this by introducing
structures at the distal ends away from the slit, shown in Fig. 4
with parameters w0, h0, and p0. The structures are designed
using the transmission spectra obtained previously such that
the transmission across its surface at the wavelength of inter-
est is highly suppressed. This has the effect of causing the
traveling packets of leaky waves to be reflected back. Since
coherence is preserved, careful design will enable standing
waves to develop.

Utilizing the design that produces the outcome of Fig. 5(a),
we calculate the time-averaged electric field intensity, as
shown in Figs. 6(a)–6(d) for different offset values of q ¼ 0,
105, 155, and 205nm, respectively. The chosen parameters
for the reflective corrugations at the ends are p0 ¼ 500 nm,
h0 ¼ 125 nm, and w0 ¼ 300 nm. The manner with which the
standing wave develops in time can be seen in the animation
provided. Clearly for larger values of q, the structures begin to
exhibit beaming behavior similar to those reported previously
[12]. To compare the losses being beamed off the surface, we
compare the time-averaged input power flux coming through
the slit across line P1 with the power loss across P2, P3, and
P4. We obtained efficiencies of 52.4%, 72.8%, 30.8%, and 15.4%
for designs in Figs. 6(a)–6(d), respectively.

Using the design that produces the outcome in Fig. 6(b), we
inserted into the simulation domain a spherical polystyrene
particle with a radius of 80nm and dielectric constant of 2.5.
The particle is placed at each location of interest and the
forces are calculated by using Eq. (6). The resulting force field
is shown in Fig. 7. The ability to attain power efficiency of 72%
offers effective optical trapping. It is noteworthy that, at this
length scale, Brownian perturbations will serve to disperse
the trapped nanoparticle from its intended trapped location
[8,25,26]. The trapping potential extends to approximately
350 nm above the surface of the device, which again indicates
that this scheme is feasible to trap nanoparticles. It should be
noted that, by modifying the number of corrugations on either
side of the slit, the width of the proposed trapping site can be
modified. Furthermore, the decay into air can be somewhat
increased by using a different mode profile. For example, it
is obvious that the decay lengths of the modes in Fig. 5(c)
are longer even though the mode profiles are more complex.
This approach, however, would require the careful design of
the reflective defects to preserve coherence.

While the method is demonstrated here with the situation of
slit apertures on the surface, we envisage that the progression
from 2D to an axis-symmetric three-dimensional optical trap
should not be difficult. The optical trapping of particles into
rings is typically achieved using an axicon [27]. As in the case
of conventional traps, the resolution of the optical fields is lim-
ited by diffraction. Some efforts have been reported to utilize
phase matching using photonic structures to permit subwave-
length fields [28]. In our case, these rings will be inherently
subwavelength with strong plasmon intensity fields. The avail-
ability of optical forces on a chip allows for the assembly of
nanoparticles beyond the use of means such as evaporation,
where a degree of randomness can be expected. Once held
in place, tailored patches within the nanoparticle will be able
to hold such assemblies in place when optical forces are
switched off [29]. It is also conceivable that metallic nanopar-
ticles instead of corrugations may be placed at the output of
waveguides to create the optical trapping fields via a plasmon
generating effect as well. Means to ensure that the nano-
particles stay at the site without the presence of light, where
Brownian forces are significant, will, however, be needed
for this.

5. CONCLUSIONS
The corrugated structure from a subwavelength aperture has
been actively investigated to modify the directionality of
beams. We demonstrate here the possibly of maximizing the
leaking of light from the aperture along the surface via an
appropriate corrugation geometry with silver. By carefully
placing a secondary grated structure some distance from
the original structure, we were able to produce strong reflec-
tion, which, with the coherent nature of light used, created
strong optical standing wave fields that could be harnessed
for particle trapping. We demonstrate this concept in the form
of linear field traps. With careful design, we envisage the
ability to create optical traps of various geometries without
difficulty via the same principles as outlined.
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We present here a method for sorting nanometer scale Brownian rods by using a switching asymmet-
ric periodic potential. A two stage sorting process is used to isolate particles with specific dimensions,
with acceptable sorting times as well as realizable potential barrier lengths. The method was tested
using computer simulations. The ability to sort the nanometer scale anisotropic particles, such as
gold nanorods, portends important applications in large scale data recording, photothermal surgery,
and bioimaging. © 2011 American Institute of Physics. [doi:10.1063/1.3537738]

I. INTRODUCTION

The Brownian motion of spherical particles in an un-
bounded fluid volume was first established by Einstein1, 2 and
Smoluchowski.3 In confined spaces, there is an interaction be-
tween the particles and the surrounding walls, and consider-
able advances have been made into understanding the ensuing
motion under such conditions.4–6 When considering Brown-
ian rods, it is necessary to consider the various rotational and
translational frictions.7, 8 In 2D, this leads to differential diffu-
sion equations based on a rotational constant and translational
constants parallel and perpendicular to the particle’s long axis.
The result is that the anisotropic behavior ensues in the short
term and crosses over to isotropic behavior in the longer term
(when considered from a static axis system) as shown recently
experimentally.9 As for spheres, when the proximity of a wall
is considered, hydrodynamic interactions occur. In the case of
a rod this has been shown to significantly reduce the diffusion
constants, the effect being the strongest on the translational
diffusion coefficient along the rod when compared with that
perpendicular to the length of the rod.10 A description of the
mechanics for this was furnished via experiments using differ-
ent chamber thicknesses, and thus, degrees of constraining.11

It was found that when an ellipsoidal Brownian particle is ap-
proximately neutrally buoyant, it is most likely to reside close
to the central plane of a thin fluid chamber,9 this being an en-
tropic effect: the number of possible orientations is reduced
when the center-of-mass of an elongated particle is close to
a wall.12 Such hydrodynamic interactions affecting rods have
also been modeled recently.13

While Brownian motion is often detrimental to sort-
ing as a consequence of fluctuating forces that lead to

a)Author to whom correspondence should be addressed.

distributions spreading,14 considerable work has been con-
ducted to exploit the size based variations in diffusion as
a sorting metric in itself. Asymmetric periodic potentials
have been actively investigated to rectify the symmetric fluc-
tuations in Brownian particles.15–21 A convenient scheme
to accomplish this is via the switching on and off (con-
veniently described to as cycling) of a periodic but spa-
tially anisotropic potential.16, 17 Such stochastic ratchets have
been demonstrated as capable of sorting spherical Brownian
particles.18

In this work we theoretically examine the possibility of
using such stochastic ratchets to sort populations of Brown-
ian rods, investigating, in particular, the role that the crossover
time from anisotropic to isotropic motion9–11 takes in this pro-
cess.

II. SORTING PRINCIPLE

There are several important features for Brownian based
sorting using a pulsed asymmetric potential. We consider the
case where the motion is confined to a plane in a fluidic
chamber wherein an asymmetric potential can be imposed.
This potential, during its on cycle, is assumed to collect par-
ticles at the force potential minima. Typically, this would
correspond to lines within the plane of interest. An addi-
tional and reasonable assumption to make is for the rods to
align along these lines. Within the off phase the motion of
the particles is due to free diffusion Brownian effects. The
Brownian motion of a rod can be described by the Langevin
equations

⎡
⎣ ẋ

ẏ
θ̇

⎤
⎦ =

⎡
⎢⎣

√
2Da cos2 θ + √

2Db sin2 θ (
√

2Da − √
2Db) cos θ sin θ 0

(
√

2Da − √
2Db) cos θ sin θ

√
2Da sin2 θ + √

2Db cos2 θ 0

0 0
√

2Dθ

⎤
⎥⎦

⎡
⎣ ξx

ξy

ξθ

⎤
⎦ , (1)

where a dot indicates a time derivative and ξ x,y,θ are the
time derivatives of a delta-correlated random Wiener pro-
cess, such that 〈ξi (t)ξ j (t ′)〉 = δ(t − t ′)δi j with i, j = x, y, θ .
In other words, ξ x, ξ y, and ξ θ are statistically independent
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FIG. 1. (a) Directions of diffusion coefficients superimposed on a typical
rod under consideration, with the static laboratory frame in the top left. (b)
PDFs for small and large spheres at a given time t. The greatest difference
in probability between the small and big spheres occurs at the intersection of
the PDFs (marked as b). (c) Diagrammatic representation of the position and
alignment of rods near the end of the on period from both top and side views.

noise sources. We note that the x and y axes are laboratory
frames, and as such are static, as shown in Fig. 1(a). The trans-
lational and rotational motion is characterized by the diffusion
coefficients, Da, Db, and Dθ , which describe the translation
parallel to the length of the rod, the translation perpendicular
to the length of the rod, and the rotation of the rod, respec-
tively. The directions of Da and Db can be seen in Fig. 1(a).
When considering motion in a bulk fluid volume, the values
for these diffusion coefficients are given approximately by22

Da = kB T [ln(2r ) − 0.5)]

2πηs L
,

Db = kB T [ln(2r ) + 0.5)]

4πηs L
, (2)

Dθ = 3kB T [ln(2r ) − 0.5)]

πηs L3
,

where kB is the Boltzmann’s constant, T is the temperature in
Kelvin, r = L/d is the aspect ratio (L and d are the length and
the diameter of the fiber, respectively), and ηs is the viscosity
of water at T. In a system that is highly confined in the third
dimension (i.e., with a small height component), and hence,
can be treated approximately as a 2D system, the actual val-
ues of the diffusion coefficients are considerably lower than
these bulk values due to hydrodynamic interactions with the
walls.10 As such, we scale the values in our simulations based
on the experimental results obtained by Han et al.9

Clearly, it is the Brownian motion of a particle over the
off cycle that dictates the potential minimum location that it
will converge into once the asymmetric potential is turned on.
For spherical particles, the probability density function (PDF)
is based on a single diffusion constant D which depends on
the radius of the particle. This PDF is normally distributed
and is given by23

PDF(x) = 1√
4π Dt

exp

(−x2

4Dt

)
, (3)

FIG. 2. Plot of Dyy (upper curves) and Dxx (lower curves) vs time for two
different rods with dimensions 595.2 × 168 × 168 nm3 (black, dashed) and
864 × 72 × 72 nm3 (red, solid). Horizontal lines represent D̄ and vertical
lines represent τθ .

where D is the diffusion coefficient at time t and x is the
distance moved, such that for two particles of different sizes
starting at the same minima at the start of the off cycle, one
will see the smaller particle having a higher probability of
moving further before the on cycle starts. The relative
probabilities are shown with respect to the force potential in
Fig. 1(b). Once the force field resumes, those particles which
have passed the nearest maxima will move one step further
along the chamber. The asymmetry of the potential will skew
the probability of progression in one direction. With this in
mind, the time over which the potential is off can be linked to
the barrier length so that an optimized sorting scheme can be
designed.24

When examining the motion of Brownian rods, it is nec-
essary to consider it in the fixed laboratory frame, x–y. At the
end of an “on” cycle, the particles are aligned parallel to the
y-axis and within wells spaced along the x direction as de-
picted in Fig. 1(c). Upon release from effects of the potential,
the particles move according to Eq. (1) based on the three
diffusion parameters linked to the rod geometry. However,
when this motion is described by a diffusion coefficient in
the laboratory frame, the value changes over time. Over short
time periods, the particle aligned with its long axis, approxi-
mately along the y-axis, will diffuse preferentially along the
y-axis. However, over longer periods of time, that initial rota-
tional alignment with the y-axis is washed out by the ensuing
random motion. The diffusion coefficients in the laboratory
frame can be expressed as9

Dxx (t) = D − �Dτ4(t)

2t
,

Dyy(t) = D + �Dτ4(t)

2t
,

(4)

where Dxx and Dyy are the diffusion coefficients in the x and
y directions, respectively, and D = (Da + Db)/2, �D = Da

− Db, and τ4(t) = (1 − e−4Dθ t )/4Dθ . These values are plot-
ted in Fig. 2 for two rod sizes. It can be seen that there is an
initial maximum difference in Dxx and Dyy. After a period of
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FIG. 3. Contour plots of diffusion coefficient in the laboratory x direction over a range of rod sizes taken at time (a) 30 and (b) 400 μs. The percentage
difference in length (L) and diameter (D) are taken from a 960 × 120 × 120 nm3 base rod. The circles on the plot indicate the rod sizes used in simulations,
with the blue colored circles indicating the rods that were taken to the second stage of sorting. The red and black circles are rod sizes on adjacent contours at 30
μs, and are overlaid in (b) to emphasize the change in diffusion coefficient over time. The largest diffusion coefficients correspond to the smallest particle sizes
in the lower left corner of the plot (red contours) and decrease toward the top right (blue contours). The colors of dots used correspond to the curves in Fig. 5.

time, this anisotropy is lost and the motion in both directions
is equally likely. This period is characterized by the crossover
time as expressed by

τθ = 1

2Dθ

, (5)

where τθ is the crossover time and Dθ is as defined earlier.
The dependence of a rod’s diffusion coefficient (in a

certain fixed direction) with time differs starkly with a
sphere. In the case of the spheres the diffusion coefficient is
independent of time; in addition [with reference to Fig. 1(b)] it
is clear that the separation of particles is based on them having
different diffusion values. Hence, a direct link is available23

between the optimal barrier length and the off time, with the
sorting capability limited only by the smallness of the mini-
mal barrier length that can be created. However, for a rod with
the diffusion coefficients in the x direction varying over time,
the relationship becomes time dependent. The x direction is
of importance as it dictates whether the rods will cross from
one minimum to the next. Furthermore, different time peri-
ods can be used to separate different sets of rod sizes. The
effect is depicted in Fig. 3, which shows a map of Dxx for a
grid of particle sizes after two different periods of time have
elapsed. Within these plots, rods on the same contour lines
cannot be sorted at that off time as they have the same Dxx

value. However, rods on different contour lines can be sorted.
Thus, it can be seen that different clusters of rod sizes (diam-
eter and length combinations) can form depending on the off
time chosen. This is seen visually by the change of the angle
of the contour lines, which occurs when comparing between
the two plots. This means that a degree of sorting by length
and diameter should be possible if a two stage process is used,
one using an off time much lower than the crossover time, and
the other using a value larger or close to the crossover time.
We now examine the design of this two stage process in more
detail.

A. Stage one

At very short and very long off times, the orientations of
the equal diffusion contour lines in plots such as those shown
in Fig. 3 do not change significantly. For a given off time, the
choice of the barrier length has a direct impact on the amount
of sorting that can be achieved per cycle.23 With reference to
Fig. 1(b), the barrier length determines where the PDFs are
cut, i.e., what proportion of rods progress to the next poten-
tial well and the proportion that remains in the current well.
This allows the optimal barrier lengths for sorting particles
with similar diffusion coefficients to be calculated. The bar-
rier length used is the optimal length for the pair of particles
with the least amount of sorting achieved. This ensures that
the particles that are hardest to separate have their optimal
barrier lengths chosen. The optimal barrier length for a pair
of particles at a given off time can be determined from the
equation

lbarrier =

√√√√√2t D1 D2 ln

(
D2

D1

)
D2 − D1

, (6)

where t is the off time and D1,D2 are the diffusion coefficients
of each particle in the x direction corresponding to t. Equa-
tion (6) is derived in the Appendix. If we first consider the
short off time case where the orientations of the contours do
not change much with time, there is some flexibility in the
value that can be chosen. The separation time in the first stage
of sorting is much smaller than it is for the second stage, so it
does not need to be considered. In the first stage of sorting, the
limiting factor is the minimum feature size possible in the po-
tential field (this is similar to case of the spherical particles23),
inferring that the more frequently the process can be repeated
in the given period of time, the better the sorting will be. It
should be noted that only the barrier length needed to be con-
sidered as it determined the initial off time to be used.

Once the minimum feature size is available to deter-
mine the barrier length, and hence, the off time, the backflow
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distance can then be calculated. This depends on the propor-
tion of particles that can be allowed to progress in the op-
posite direction of the desired motion. Ideally this should be
zero, but that would necessitate an infinite backflow length.
For the results presented in this paper, a maximum allowable
backflow of 0.01% was chosen. The actual length can be de-
termined from the equation

Pr(X > lbackflow) < 0.0001, X ∼ N
(
0,

√
2Dxx t

)
, (7)

where Dxx is the diffusion coefficient in the x direction for
the given off time t and lbackflow is the backflow length. This
equation determines the distance from the original position at
which less than 0.01% of particles with diffusion coefficient
Dxx at time t will be found. This value was calculated for each
particle size in the population and the largest value was cho-
sen. As a rule of thumb, four to five times the barrier length
should give a sufficiently large backflow length.

The on time was not considered, but was assumed to be
long enough, so that all particles would have their long axis
aligned along the y-axis and be located exactly at the bottom
of their corresponding wells. The magnitude of the potential
barrier was not considered and assumed to be sufficient to
achieve the alignment and position conditions as outlined.

B. Stage two

Once the first stage of separation was complete, a given
group of particles would be further separated by the use of a
longer off time. With reference to Fig. 3 these are represented
by blue circles. The use of a longer off time means that the
rods are able to rotate by a significant amount, and hence,
tend to lose their anisotropic behavior.

The process for optimization of the values will be simi-
lar, with the exception of the off time. The limitation for off
time is not the barrier length that is required, but the total
time it takes to sort the particles. In contrast to the first phase
of sorting, here a longer off time gives a greater difference in
the diffusion parameter, and hence, better sorting. However,
this comes at a penalty of longer times needed. The optimum
sorting over a given period of time is, therefore, not necessar-
ily associated with the case where the diffusion coefficients
are most diverse but rather on other factors. A plot of the to-
tal separation time (number of cycles multiplied by off time)
and of the number of cycles required for separation against a

FIG. 4. Separation time (blue squares) and number of cycles for separation
(green squares) vs off time for three different rod sizes taken to stage 2 of
sorting. Rod sizes used were 595.2 × 168 × 168, 710.4 × 120 × 120, and
864 × 72 × 72 nm3. Separation time has been defined as number of cycles for
separation multiplied by the off time, and is shown as it is a more meaningful
performance characteristic than number of cycles required to separate rod
populations.

range of off times can be seen in Fig. 4. The minimum value
of separation time obtained was at an off time of 0.4 s and
this appears to be close to the exact minimum. Varying the off
time greatly from this value increases the separation time dra-
matically, and hence, it is desirable to have a good estimate
for the off time that minimizes the separation time.

III. RESULTS AND DISCUSSIONS

With a method for determining the key parameters de-
fined, the sorting performance can be predicted. We consider
an initial population of rods with a range of diameters from
72 to 168 nm and a range of lengths from 528 to 969.6 nm.
These are shown in Table I.

Since we use an approximate representation of the sys-
tem in 2D, justified by a very small height component, the
theoretical diffusion coefficients should be affected by hydro-
dynamic interactions. To account for this in our simulations,
the theoretical values have been multiplied by a scale factor,
taken as the ratio of the experimentally determined value from
Han et al.9 to the theoretical value for a rod of the same di-
mensions. These scale factors are shown in Table II. This ap-
proximation should provide sufficient accuracy in simulations

TABLE I. Actual rod dimensions used in simulations, along with percentage differences compared to a 960 × 120 × 120 nm3 base rod and diffusion
coefficients in the laboratory x direction at both early and late off times. Entries are arranged in the same way as in Fig. 3, with the left column corresponding
to the red circles, center column to blue circles, and right column to black circles.

[−45%, +40%] = 528 × 168 nm [−38%, +40%] = 595.2 × 168 nm [−30%, +40%] = 672 × 168 nm
Dxx(0.03) = 2.0670 × 10−13 Dxx(0.03) = 1.8400 × 10−13 Dxx(0.03) = 1.6276 × 10−13

Dxx(0.4) = 2.8483 × 10−13

[−33%, +0%] = 643.2 × 120 nm [−26%, +0%] = 710.4×120 nm [−17%, +0%] = 796.8 × 120 nm
Dxx(0.03) = 2.0776 × 10−13 Dxx(0.03) = 1.8485 × 10−13 Dxx(0.03) = 1.6174 × 10−13

Dxx(0.4) = 3.0936 × 10−13

[−18%, −40%] = 787.2 × 72 nm [−10%, −40%] = 864 × 72 nm [+1%, −40%] = 969.6 × 72 nm
Dxx(0.03) = 2.0599 × 10−13 Dxx(0.03) = 1.8246 × 10−13 Dxx(0.03) = 1.5792 × 10−13

Dxx(0.4) = 3.2959 × 10−13
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TABLE II. Scale factors used to adjust the theoretical diffusion coeffi-
cients in the three degrees of freedom considered.

Direction X Y θ

Scale factor 0.2995 0.0984 0.2544

as Han et al.9 found that particles did not deviate far from
the central plane of confinement, i.e., only moved in approxi-
mately 2D.

The first phase of sorting uses an off time of 30 μs, an as-
sociated barrier length of 101.66 nm, and a backflow length of
500 nm. These parameters are sufficient to ascertain the prob-
ability distribution of each particle size, and hence, the prob-
ability of each rod geometry moving forward (or backward)
along the asymmetric potential by one or multiple wells. This
is used to calculate the probability distributions over multiple
cycles using

�an = T �an−1, (8)

where �an is the population vector for a particular rod size af-
ter n cycles and T is the population transition matrix. Each
entry of �an corresponds to a single potential well and Ti j is
the probability of a rod in well i moving to well j in a single
cycle. The resulting distribution is shown in Fig. 5 as a plot of
the 10th and 90th percentile boundaries of rod populations as
the number of cycles increases [(a) and (c)] and the number of
particles present in each well after 20 000 cycles [(b) and (d)].
Once completed, the band of rods shown as blue in Figs. 5(a)
and 5(b), need to be passed through the second phase of sort-

ing, in which the distributions achieved in 2 h are shown in
Figs. 5(c) and 5(d).

There is a degree of control over the diffusion values to
allow a greater range of rods to be sorted using this technique
by altering the viscosity, temperature, or the degree of hydro-
dynamic interaction with the surrounding walls by controlling
the height of the chamber. For example, for larger rods to be
sorted, a shorter off time could be used in the second phase
while keeping the same barrier length, and hence, reducing
the total sorting time if the temperature was raised.

For small particles, the limiting factor is the barrier length
required to accomplish sorting, whereas for large particles,
the sorting time is the prohibitive issue. Some of these lim-
iting factors could be reduced if a greater difference in par-
ticle sizes is considered, as in many other particle sorting
techniques previously studied.18, 23

The ability to sort rodlike particles, particularly in the
nanometer range, holds important implications for applica-
tions based on materials such as gold nanorods, wherein rod
lengths have a role to play in their response toward plasmonic
excitation using coherent light. This has been applied for en-
hanced large scale data recording,25 photothermal surgery,26

and bioimaging.27 It should also be noted that the color of
the Brownian noise, although not investigated here, may hold
subtle effects on the ability to sort. Previous studies conducted
on quasistationary stochastic systems have shown links be-
tween the color of the Brownian noise and the ratcheted
transport.28, 29 There may also be methods to accelerate dif-
fusion as studied previously by Spagnolo et al.30, 31 to reduce
the sorting time.

FIG. 5. [(a) and (c)] Plots of 10th and 90th percentiles of expected rod populations vs cycles, and [(b) and (d)] expected number of particles in each potential
well at 20 000 cycles using an initial population of 10 000 particles. These were determined for [(a) and (b)] first stage sorting using 30 μs off time with nine
different rod dimensions (as shown in Table I) along three contours (overlaid dots in Fig. 3), and [(c) and (d)] second stage sorting using 400 ms off time with
the blue population from the first stage (curve colors correspond to circles in Fig. 3).
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IV. CONCLUSIONS

A new technique for sorting nanometer scale Brownian
rods has been demonstrated. By exploiting the Brownian mo-
tion of these rods and using an asymmetric potential, a two
stage sorting process can be used to isolate particles with spe-
cific dimensions. Simulation results have shown that rods with
diameters ranging from 72 to 168 nm and a range of lengths
from 528 to 969.6 nm can be sorted to achieve at least 80%
separation within 2 h. The size difference between the rods
considered in this study is relatively small compared to previ-
ous studies examining the sorting of spherical nanoparticles.
By increasing this size difference, the required barrier lengths
could be increased and sorting times consequently reduced.
It may also be possible to sort a greater range by altering the
diffusion coefficients of the differently sized rods. Possibili-
ties include changing either the temperature or the viscosity of
the surrounding medium, or using the height of the chamber
to govern the degree of hydrodynamic interaction. The anal-
ysis presented here provides a basis for the attributes needed
for a physical rod sorting device.

APPENDIX: BARRIER LENGTH DERIVATION

Here we provide a derivation of Eq. (6).
Take two particles with diffusion coefficients D1 and D2

at an off time t. These are normally distributed as described
by the following PDFs:

X1 ∼ N
(
0,

√
2D1t

)
and X2 ∼ N

(
0,

√
2D2t

)
.

The greatest difference between two normally distributed
cumulative density functions occurs when their PDFs inter-
sect, so we are interested in the points where X1 = X2. This
is also the point at which we wish to put our barrier.

Equating PDFs leads to

1√
4π D1t

exp

( −X2
1

4D1t

)
= 1√

4π D2t
exp

( −X2
2

4D2t

)
,

√
D2

D1
= exp

(
X2

1

4D1t
− X2

1

4D2t

)
(since X1 = X2),

1

2
ln

(
D2

D1

)
= X2

1

4t

(
1

D1
− 1

D2

)
,

2t ln

(
D2

D1

)
= X2

1

(
D2 − D1

D1 D2

)
,

X2
1 =

2t D1 D2 ln

(
D2

D1

)
D2 − D1

,

X1 = ±

√√√√√2t D1 D2 ln

(
D2

D1

)
D2 − D1

.

Since we have used asymmetric potential fields, only the
positive root of this equation was of interest.
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The placement of the beam focus corresponding with the center of living matter (such as cells) in an optical twee-
zer can result in photodamage. We advance a scheme here that locates the focus of the beam either above or below
the matter to pull and push relative to the beam axis in a predominant lateral sense based on the resultant action of
scattering and gradient forces. Switching to a laser that acts oppositely serves to restore the axial position of the
matter. Although an exact value could not be derived due to the statistical nature of Brownian perturbations and
time frame considerations, we simulated the optical force fields to visualize the effective force envelope. The
lateral optical push–pull operation was conducted experimentally on polystyrene beads in which the motion
manipulation efficacy was characterized. © 2012 Optical Society of America

OCIS codes: 140.7010, 350.4855.

1. INTRODUCTION
The ability to move small-scale matter in a prescribed fashion
optically is attractive in many areas of inquiry. The phenom-
enon known as photophoresis has been known for a long time
in which the studies of Hettner [1] have shed much under-
standing. Direct photophoresis is caused by the transfer of
photon momentum to a particle by refraction and reflection
[2], and particle movement occurs when the particle is trans-
parent and has an index of refraction larger compared to its
surrounding medium. Indirect photophoresis occurs as a re-
sult of an increase in the kinetic energy of molecules when
particles absorb incident light only on the irradiated side, thus
creating a temperature gradient within the particle [3,4].
Direct photophoresis has been used in accomplishing opera-
tions [5,6]. When the light beam is sufficiently focused, the
forces developed are strong enough to detach cells from ad-
herent surfaces in a technique known as laser catapult-
ing [7,8].

Light manipulation of matter advanced significantly with
the work of Ashkin et al. [9] in which a single small piece
of matter could be held in place using a method commonly
known as laser tweezing. The ensuing efforts to harness this
capability have been wide [10,11]. The ability to hold single
matter in place is essentially gained through the gradient force
component of the beam, which is strongest at the waist. That
this is also the location of highest intensity of the beam pre-
sents a problem in manipulating cells, where there have been
reports of photodamage [12–14]. The small and localized nat-
ure of light in surface plasmon trapping presents a possible
solution [15] in which tailored leaky waves using surface cor-
rugations from a subwavelength aperture offer the opportu-
nity for flexible design [16]. Nevertheless, this is currently
limited to matter manipulation at the surface and not in the
medium.

Experiments to manipulate matter are often done in a fluid
chamber that is limited in the axial dimension and as such in-
volves matter moving more significantly in the lateral sense. It

is essentially not necessary to use tweezing to do this,
although it is difficult to introduce a photophoretic force
due to the constraints of applying illumination in the lateral
sense. Airy beams offer a means of applying a light beam axi-
ally while obtaining accentuated matter motion in the lateral
sense, albeit more in a ballistic manner [17]. We show, through
numerical modeling and experimentation, that the axial and
lateral positions of the matter relative to the beam focus posi-
tion can be harnessed for this.

2. APPROACH
Consider the model of a dielectric sphere located at �xp; zp�
along with a ray of light propagating in the positive z direction
that is refracted from a lens with its focal point located at
�xf ; zf �. The force distribution associated with the sphere lo-
cated at varying distances along the x axis, while restrained to
zp � zf , shows some capability of particle movement, albeit
only to a small extent [18]. The situation differs when the par-
ticle center is located within the regions indicated by I and II
within the ray envelope depicted in Fig. 1(b). In the region
denoted by I, where zp < zf , the asymmetry of forces will re-
sult in the combined scattering and gradient forces pulling the
particle laterally toward the beam axis and also upward in the
z direction. In the region denoted by II, where zp > zf , the
scattering and gradient forces work against each other. At
some distance ze above the focal point, these two forces come
into equilibrium and trap the particle. At points beyond the
equilibrium, i.e., z > ze, the gradient force dominates by pull-
ing particles downward to ze and laterally toward the beam
axis, creating an effective potential well. While this is well
known, we are interested in points well beyond ze. We expect
another equilibrium point, zT , where the scattering force re-
gains dominance and pushes particles upward and away from
the beam axis.

We thus propose a switching system between two light
sources to accomplish lateral positioning with light irradiation
on a spherical particle, depicted in Fig. 2. We propose to
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achieve this by controlling �xf ; zf �, i.e., the location of the
beam focal point. With the laser arriving from the objective
lens (state A), locating the focal point above the sphere so that
zf > zp, the particle can be moved toward the beam axis and
upward. Alternatively, locating the focal point below the
sphere so that zT < zp, the particle can be moved away from
the beam axis and upward. At this point, it is important to
point out the possible action of buoyancy and sedimentation.
If the particle is denser than the medium, sedimentation will
limit movement of the particle upward, and one then will have
motion almost exclusively in the lateral sense. However, if the
particle is of equal or lower density than the medium, there
will be a movement of particle axially upward as well as lat-
erally. In this case, switching the laser to one that arrives from
the opposite direction applies the basic photophoretic force to
restore the sphere’s axial position. As particle positioning is
accomplished without it entering the beam focus, the propen-
sity for photodamage is reduced.

In order to verify this scheme, it is vital to be able to obtain
the optical force characteristics on the particle. On the sur-
face, an approach that appears to work is to derive the optical
force that is just enough to overcome the particle’s static fric-
tional force, as one should experience in the case of a solid
resting on a solid. The situation with a particle located in li-
quid medium is however more complex due to the presence of
Brownian forces that sets a particle in constant random mo-
tion and the friction force [19,20]. These movements are sig-
nificant even at a micrometer scale. The ability of the particle
to overcome inertia is limited by the intrinsic Brownian behav-
ior that is statistical and also determined by the time frame in

question. Nevertheless, one should be able to derive an order
of magnitude of the force needed from simulations of the
optical force and then correlate it with the experimental
findings.

3. NUMERICAL MODELING
We are interested in spherical particles of sizes that are known
to violate ray optics, i.e., a ≈ λ. For this reason we use the gen-
eralized Mie–Lorentz theory to calculate the optical forces.
We have utilized a number of modified functions available
in the Optical Tweezer toolbox [21]. The technique utilized
in [21] relies on an over determined point-matched multipole
expansion of the Gaussian beam. We use the vector spherical
wave function addition theorem to obtain off-axis sphere po-
sitions. Because of the natural asymmetry of such a shift, the
number of expansion terms required becomes significant and
grows rapidly for large translations.

We simulate with an incident x-polarized TEM00 Gaussian
beam with a numerical aperture (NA) of 0.98 and wavelength
of 1.06 μm. The surrounding medium is assumed to be water
with a refractive index of n � 1.33 resulting in a beam angle of
approximately 47°. Placing polystyrene particles with a refrac-
tive index of 1.59 and 3 μm radius at a grid of points, we pro-
duced a map of the optical force field. The results are
expressed in units of force efficiency Q, where the optical
force is given by F � nPQ∕c, in which P is the beam power
at the focus and c is the speed of light in free space. In carrying
out the simulation, we found that we had to significantly limit
the grid size due to the rapidly growing number of expansion
terms required at points far from the focal point. Such an ap-
proach will suffice in the context of our analysis. Execution
times andmemory requirements depended significantly on the
translation distance from the focal point.

4. EXPERIMENTATION
Experimentation was done on a conventional laser single
beam trapping system (Cell Robotics, Inc.) operating at a
wavelength of 1064 nm and having full power of 5 W. Video
sequences were captured using a video camera (Moticam
2000) and digitized for image analysis. The setup of the system
that was applied on an inverted microscope configuration is
given in Fig. 3. Polystyrene beads of 6 μm diameter (Bangs
Laboratories) were used. In order to reduce sticking to sur-
faces, Triton-X100 reagent (Sigma Aldrich) was added to
the bead suspension [22]. The bead solution was then placed
in a chamber created by sealing two coverslips. The laser trap
was operated using a 60× objective having an NA of 0.98. The
positioning of the bead relative to the beam center was done
by visual estimation and tracking the movement of the stage in
the x, y, and z direction (available from the driver software).

5. RESULTS AND DISCUSSION
We first consider the optical force simulations. In order to ap-
proach this more systematically, we demarcate three beam
axis distance regions relative to the beam center: (i) the focal
point region (from −4 to 4 μm), (ii) the post-focal-point region
(4 to 16 μm) and (iii) the pre-focal-point region (−13 to −4 μm).
For the focal-point region, we have the optical force profiles
for the x- [Fig. 4(a)] and z- [Fig. 4(b)] axes components cal-
culated for a particle of radius 3.0 μm. This is the region that is
most reported. In relation to the x-axis component, one finds

Fig. 1. (Color online) (a) Geometry of an incident ray giving rise to
scattering Fs and gradient Fg forces and (b) the forces when sphere is
located at regions below and above the focus.

Fig. 2. (Color online) Proposed scheme where locating the beam fo-
cus below or above the sphere (state A) moves it laterally predomi-
nantly while a beam in the opposite direction (state B) restores the
sphere axially.
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an island of maximal efficiency of approximately 0.5 located
away from the z axis a distance of 3 μm. The nature of this
force distribution indicates that pulling in particles from radial
distances further away is rather improbable. With the z-axis
component, one finds a region of zero force (located about
3 μm from the focal point) that corresponds to ze, the “sweet
spot” of conventional single beam trapping wherein the gra-
dient force and scattering force are in equilibrium.

If we shift our attention to the post-focal-point region, we
find the x-axis force component undergoing a crossover [in-
dicated by the green line marked with a zero in Fig. 5(a)] be-
tween the pulling and pushing forces. From a zoomed-in plot
of the pushing region [Fig. 5(c)], one finds the interesting tran-
sition line, zT , in which particles should be pushed away from
the beam axis (in the x direction). Such a situation confirms
that, as long as the z-axis position is above the crossover, the
particle should never be able to enter the beam axis as long as

Fig. 3. (Color online) Schematic description of the optical push–pull
setup used. BS, beam splitter; M mirror.

Fig. 4. (Color online) Contour plots of the optical force efficiency on a 3 μm polystyrene particle shown separated into its (a) y componentQy and
(b) z componentQz, within the central trapping region. The results indicate the well-known equilibrium point located slightly above the focal point.
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the laser is on. This seems to be counterintuitive for a focused
laser beam. No force changeover, however, exists for the z
component of the force, which remains positive throughout

[Fig. 5(b)]. It is noteworthy that the magnitude of force effi-
ciency in the x direction is 6 × 10−4, which is almost 3 orders
lower than in the central region. To better understand the

Fig. 5. (Color online) Contour plots of the optical force efficiency on a 3 μm polystyrene particle shown separated into its (a) y componentQy and
(b) z componentQz, at points 4 to 16 μm above the focal point. The transition line (green line) in (a) indicates the boundary where the optical forces
switch polarity, i.e., from pulling to pushing. (c) y component Qy for the region near the transition line.
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transition line, we simulated for varying particle size and re-
fractive index combinations. The results are presented in
Fig. 6, where the x axis and y axis indicate the refractive index
and the distance from the focal point to the transition line,
respectively. We find that the use of a lower refractive index
pushes the transition line higher and a smaller particle size
pushes the transition line lower. The relationship between
these parameters is not linear, and we also observe that the
transition line does not always appear as a straight line but
rather a curved line for a large refractive index and particle
size. As the particle refractive index approaches that of water
(n � 1.33), the results show that an asymptote will appear,
i.e., there cannot be any transition line. In the case of red
blood cells, which we model as having a refractive index of 1.4
[23] and radius 3 μm, the transition line occurs much further
upward at zT ≈ 34 μm. This imputes that as long as one
operates in the post focal region, living material such as cells
cannot be drawn into the laser beam where laser damage
can occur.

In the case of the pre-focal-point region, one finds the x-
component force [Fig. 7(a)] and z-component force [Fig. 7(b)]
maps that draw particles toward the beam axis and upward.
As it is computationally onerous to extend this to a larger cov-
erage, we consider the case of the x- and z-components force
plots for various x-axis distances at a fixed z-axis distance of
−13 to −4 μm. Here we find a more significant drop off in the z-
component force when further away from the beam axis. This
translates to particles being drawn in toward the beam axis.
Such a trend conforms toward the envelope of the light beam.
It will appear then that the use of a larger NA lens should
increase the propensity of movement toward the beam axis.
Overall, the simulation results show that it is possible to sup-
port the particle manipulation scheme described earlier.

The experimental results shown in Fig. 8(a) gives an exam-
ple image recorded with the beam focus located axially above
some surrounding particles. The particles were found to be

drawn toward the beam axis (denoted by cursor). Figure 8(b)
alternatively is an example image in which the beam fo-
cus is axially placed below a surrounding particle. In this case,
the particle was seen to be nudged away from the beam axis.
Both cases are illustrated more readily from the video fo-
otage provided. The particles are observed to be slightly
blurry as the laser beam focus corresponds with the imaging
focus.

To experimentally characterize the pull and push effect of
the method, a single particle was selected in which its center
was located by image focusing. The laser focus was then set at
a z-axis setting and some x-axis distance from the particle cen-
ter. With the laser switched on, the x-axis distance of the beam
focus was slowly brought in until particle experiences move-
ment. This process was repeated for various z-axis distance
settings for one data set. These data sets were collected at
20%, 40%, and 50% of full power of the system.

The results are depicted in Fig. 9. The most apparent fea-
ture is the asymmetry of each distribution about the axial
beam focus position. It is clear that the ability of the particle
to be pulled toward the beam axis is significantly greater than
for it to be pushed away. This follows the trends found in the
numerical simulations. One also finds a greater capability for
pushing and pulling to be accomplished when the axial dis-
tance between the sphere center and beam focus is increased,
which on the surface appears rather counterintuitive. This be-
havior is attributed to the light ray envelope as it refracts from
the lens. Nevertheless, there are upper limits with which this
can occur. With 50% full power for instance, the ability to pull
and push particles from the surrounding is limited to about 65
and 30 μm, respectively. It should be noted that, when oper-
ating at high powers, the particle will experience greater in-
tensity as it gets closer toward the beam focus. With cells, this
will translate to greater propensity for photodamage. Strate-
gies that can be adopted to ameliorate this include tuning the
laser power according to the particle to beam axis distance or

Fig. 6. (Color online) Plots of distance to transition line, zT , versus particle refractive index. Each line corresponds to a different particle size.
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shifting the beam axis. The latter remedy runs the risk of
drawing in or pushing away unintended particles in the
vicinity. Overall, one finds this scheme most suited for
short-range lateral particle actuation.

The results also indicate that the lower limit of lateral in-
fluence (near the beam focus) is reserved for pulling the bead
to the beam axis rather than pushing away from it. With 50%
full power, the bead experienced a pull when it came within
10 μm of the beam axis. With 40% full power, it needed to
come to within 6 μm. Both are for the beam focus located
at an axial distance of 5 μm above the bead center. In order
to experience a push, the bead must not be further than 18 μm
from the beam axis at 50% full power at zero axial distance
between bead center and beam focus. With 40% full power,
the bead will experience pushing only if it were within about
12 μm from the beam axis.

The higher propensity of pulling rather than pushing rela-
tive to the beam axis presents a real possibility of the bead
being drawn quickly into the focus. Once trapped within, max-
imal photodamage can readily occur. In light of this, it might
be prudent to use the pull operation to draw a particle from
further away toward the beam axis but when it is sufficiently
near to switch over to a pushing mode. This then allows the

Fig. 7. (Color online) Contour plots of the optical force efficiency on a 3 μm polystyrene particle shown separated into its (a) y componentQy and
(b) z component Qz, at points 4 to 13 μm below the focal point.

Fig. 8. (Color online) Images of laser beam focus located axially
(a) above and (b) below particles. The former pulls and the latter
pushes particles laterally with respect to the beam axis (cursor).
(Media 1)
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particle to be nudged to its intended lateral position. Our
simulations have indicated that refractive index and size
changes will not draw particles into the beam. In our experi-
ments we found that the axial positions did not alter signifi-
cantly. This was likely due to the polystyrene beads having
density (1.05 g∕cm3) greater than water as mentioned earlier.
Hence, using just the laser trap alone may suffice, although
there is the option to restore the axial position otherwise.

It should be noted that the manipulation of submicrometer
particles will need to take into account the significant Brow-
nian motion influence at this length scale [6,24]. The strategy
described here will not quench this motion as well as placing
the particle inside the trap. Nevertheless, it should still offer
the ability to locate such sized matter within a reasonable re-
gion of constraint. It should be noted that the measurements
have a high degree of uncertainty as it is essentially difficult to
establish the exact moment a particle starts to move.

6. CONCLUSIONS
In summary, we have proposed a scheme that locates the fo-
cus of the beam either above or below the matter to pull and
push it relative to the beam axis in a predominant lateral sense
using the resultant action of scattering and gradient forces.
Numerical simulation and experimental results confirm this
approach. This simple approach offers remedy to photodam-
age of living matter held using conventional optical tweezers.
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B.5 Optical stirring in a droplet cell bioreactor
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1. Introduction 

A bioreactor, in the context of cell culture, refers to a device or system meant to grow cells or 
tissues. Traditionally, cell cultivation processes required the screening of large numbers of 
cell lines in shake flask cultures. The need to carry out a vast number of development 
cultivations has led to the increasing widespread deployment of small-scale bioreactor 
systems that offer miniaturized and high throughput solutions. This has led to efforts in 
incorporating microfluidics [1–3] which has resulted in arguably the smallest bioreactor 
possible using optical tweezers [4]. In the realm of microfluidics, there is a trend towards the 
use of discrete volume systems that offer flexible and scalable system architectures as well as 
high fault tolerance capabilities [5–7]. Moreover, because sample volumes can be controlled 
independently, such systems have greater ability for reconfiguration whereby groups of unit 
parts in an array can be altered to change their functionality. 

Cells are often sensitive to their microenvironment in which cues from other cells, and 
mechanical stimuli from movement are crucial [8,9]. The ability to provide the latter in a 
discrete fluidic system presents a significant challenge. The ability to use light to move matter 
is linked to the photophoresis effect. Direct photophoresis is caused by the transfer of photon 
momentum to a particle by refraction and reflection [10], when the particle is transparent and 
has an index of refraction larger compared to its surrounding medium. Indirect photophoresis 
occurs as a result of an increase in the kinetic energy of molecules when particles absorb 
incident light only on the irradiated side, thus creating a temperature gradient within the 
particle [11]. When the light beam is sufficiently focused, the forces developed are strong 
enough to detach cells from adherent surfaces in a technique known as laser catapulting 
[12,13]. Laser tweezing, alternatively, is accomplished through the gradient force component 
of a focused laser beam, which is strongest at the waist [14]. That this is also the location of 
highest intensity of the beam presents a problem in manipulating cells, where there have been 
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reports of photodamage [15,16]. Intuitively, the capacity to provide mechanical stimuli will 
benefit from a gentle ‘stirring’ of the contents within with as little photodamage as possible. 
Whilst it is conceivable that direct photophoresis may provide the means of doing this, such a 
system will generally be difficult to fabricate. An approach that locates the focus of the beam 
either above or below in order to pull and push particles relative to the beam axis in a 
predominant lateral sense was recently reported [17]. We show here that this approach offers 
the ability for generating a gentle and tunable stirring effect. 

2. Approach 

In region I in Fig. 1(a), the asymmetry of forces will result in the combined scattering and 
gradient forces pulling the particle laterally towards the beam axis and also upwards in the z-
direction. In region II, the scattering and gradient forces work against each other resulting in a 
lateral force that pushes particles away from the beam axis. At some distance above the focal 
point these two forces come into equilibrium and trap the particle. At points beyond the 
equilibrium, the gradient force dominates by pulling particles downwards and laterally 
towards the beam axis creating an effective potential well. 

 
Fig. 1. (a) The geometry of an incident focused laser beam that gives rise to scattering and 
gradient forces such that the resultant forces when sphere located at regions below (I) and 
above (II) the focus moves the sphere towards and away from the beam axis respectively. The 
setup to accomplish optical stirring (b) involves focusing the laser beam close to the bottom 
surface of the droplet and using the microscope stage to move the slide and droplet in the x-y 
plane. 

In being able to stir effectively without the particle ever falling into the beam focus (where 
photodamage may occur) it would be necessary for the particle to only reside in the region 
denoted by II. We thus propose a system described in Fig. 1(b) whereby the laser beam is 
focused within the liquid medium but close to the bottom surface of the droplet. 
Coincidentally, this is also the region where the particles (if they are large enough) will settle 
by gravitational sedimentation. For sedimentation to be facilitated or hastened, an auxiliary 
light source from above can be used to create a photophoretic force downwards. Stirring is 
accomplished simply by moving the slide and droplet around in the x-y plane using the 
microscope stage. One strategy will be to perform a line scan along the x direction followed 
by step movements in the y direction or vice-versa. The degree with which a particle ‘bounces 
off’ the laser beam center will depend on the relative position between the particle and beam 
center, the translator’s speed, the laser beam power for a specific particle’s refractive index 
and size, and hydrodynamic effects. 

3. Numerical modeling 

Spherical particles of sizes a ≈ λ, where λ is the light wavelength, and a is the particle radius 
are known to violate the ray optics condition. In this regime we calculate the optical forces 
using the Generalized Mie-Lorentz Theory (GMLT) [18]. We simulate with an incident x-
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polarized TEM00 Gaussian beam under a numerical aperture (NA) of 0.98 and wavelength of 
1.06μm. The surrounding medium is assumed to be water with a refractive index of n = 1.33. 
Placing polystyrene particles with a refractive index of 1.59 and 3μm radius at a grid of points 
we produced and stored a map of the optical force efficiency. The units of optical force 
efficiency Q, can be related to the optical force, F, by F = nPQ/c in which P is the beam 
power at the focus, and c is the speed of light in free space. In carrying out the optical force 
simulation, we found that we had to significantly limit the grid size due to the rapidly growing 
number of expansion terms required at points far from the focal point. Due to the inherent 
rotational symmetry about the z-axis, we limit our calculations to only the x-z plane. Once a 
map of Q over the x-z plane in region II was obtained, the dynamic equations of motion were 
applied to an inertial frame, i.e. the microscope stage moving at a constant speed, vP, over the 
fixed laser beam. In this model, the very low Reynolds number (much less than 1), dictates 
that the Stokes drag term is linearly dependent on velocity. Hydrodynamic effects associated 
with the relative position of the particle to the coverslip walls were neglected. 

4. Experimental 

Experimentation was done on a conventional laser single beam trapping system (Cell 
Robotics Inc.) operating at a wavelength of 1064nm and having a rated full power of 5W. 
Video sequences were captured using a video camera (Moticam 2000) and digitized for image 
analysis. Polystyrene beads of 6μm diameter (Bangs Laboratories) were used. In order to 
reduce sticking to surfaces, Triton-X100 reagent (Sigma Aldrich) was added to the bead 
suspension. The bead solution was then placed as droplet in a circular shallow chamber 
created by varnish or silicone tape [19]. The laser trap was operated using a 60X objective 
having a numerical aperture (NA) of 0.98. Similar experiments were also conducted with red 
blood cells from sheep (R3378 Sigma Aldrich). These samples, originally in dry powder form 
and glutaraldehyde treated, were rehydrated using 0.9% sodium chloride solution. 

5. Results and discussion 

 
Fig. 2. (a) Contour plot of the optical force efficiency, Q, in the x-z plane beyond the transition 
line. (b) Plot of optical force efficiency, Q, along z = 16μm and z = 17μm as indicated by the 
solid and dashed lines, respectively. The optical force efficiency drops off rapidly after 3.5μm. 
Based on this observation we safely neglect optical force calculations beyond 8μm to lessen 
computational demands. The trajectories of particles at different starting locations with z = 
15μm and z = 18μm is shown in (c). The magnitude of the sum of x and y force components is 
rendered in as an iso-surface. The line colors indicate the entry point of particles in the x-y 
plane, with black being at x = 4μm, y = 0.5μm, blue at x = 4μm, y = 1.5μm, and red at x = 4μm, 
y = 2.5μm. 

We begin with the beam modeling results. The calculated optical force efficiency, Q, in the x-
z plane is shown in Fig. 2. As previously reported, the transition from pulling to pushing 
occurs at some distance above the focal point of the laser beam [17], which in this case is at 
13μm. As can be seen in Fig. 2(a), the optical force efficiency is highest at around z = 16.5μm 
at a lateral distance of about 2.5μm away. Beyond a lateral distance of 3μm, the order of Q 
drops rapidly as is shown in Fig. 2(b). This limits the region of influence of the laser. Based 
on this observation, we safely approximate the optical force at points beyond 8μm as zero. 
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The trajectory of a particle at various starting positions with respect to the laser beam is 
shown in Fig. 2(c), where the shaded iso-surface represents the magnitude of the summed 
optical force. One finds the deflection effect less pronounced when the particle is further away 
from the path passing through the beam center. Also the deflection is not strictly planar, 
although it will appear to be when viewed through the microscope. Nevertheless, the 
significant lateral deflection should give rise to a stirring effect. 

 
Fig. 3. (a) Plot of particle trajectories at optical powers 10mW (black), 15mW (green), 20mW 
(red), 35mW (blue) at z = 19μm. (b) Plot of local displacements of particles on microscope 
stage for z = 16μm at various power levels starting from the right to left, 10mW (blue-circle), 
20mW (red-box), 25mW (green-cross), 40mW (blue-dotted), 100mW (red-star) and 200mW 
(green-star). The optical stirring effect can be controlled by changing laser power. 

The displacement of the particle at various laser powers with respect to the stationary laser 
and moving stage are shown in Figs. 3(a) and 3(b), respectively. The results show that the 
extent of stirring of the particles can be controlled by varying the applied power. The stirring 
effect saturates at higher laser powers since the order of the optical force efficiency drops 
rapidly after 3μm, as was shown in Fig. 2(b). 

 
Fig. 4. With the laser beam located axially below the polystyrene beads and having sufficient 
power, the image sequence (a) before and (b) after shows the particles numbered 1 and 2 
laterally pushed away from the beam center. With the laser beam located axially below the 
polystyrene beads but having insufficient power, the image sequence (c) before and (d) after 
shows the cluster of particles circled in red unaffected by the beam. The arrow shows the 
general direction of travel of the particles(see Media 1). 

The experimental results shown in Figs. 4-5 comply with the modeling results. With 40% 
power, the polystyrene particles identified as 1 and 2 in Figs. 4(a)–4(b) can be seen to depart 
from their general motion paths such that they are pushed away from the laser beam center. 
The manner of the pushing is more strongly lateral rather than axial, which confirms a gentle 
stirring effect. That the particles never meet the beam center also meant that the propensity for 
photothermal or photoxicity damage is diminished. When the laser beam power was reduced 
to 10%, one finds the cluster of particles identified in Figs. 4(c)–4(d) being able to move past 
the laser beam center almost without being affected. Hence, the optical stirring effect requires 
a certain threshold for operation. This is consistent with the modeling results. 

The optical stirring effect was found to be operational with red blood cells as well, as 
indicated in Fig. 5 This illustrates the viability of the method applied to living organisms. A 
modeling of the forces will be more involved due to the shape complexity of these cells over 
simple shapes such as spheres and rods. The experimental results, however, indicate that a 
simple scaling effect, as far as the optical stirring effect is concerned, may be in operation. 
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Fig. 5. With the laser beam located axially below the particles and having sufficient power, the 
image sequence (a) before and (b) after shows the red blood cells numbered 1 and 2 laterally 
pushed away by the beam. The arrow shows the general direction of travel of the cells (see 
Media 1). 

At this juncture, we should mention that acoustic [20,21], magnetic [22], and 
dielectrophoretic [23] devices are also able to create a swirling motion that is able to move 
particles and cells around. The strong motion of material within the liquid medium associated 
with the effect will generally not be amenable for cells or to guide cells towards desired 
differentiation or biological response pathways. In both bioreactor and micro-bioreactor scale 
culture, a delicate balance or trade-off has to be reached in terms of the need to provide a 
perfusion or mixing function and controlling hydrodynamic shear stress. While perfusion and 
mixing provides a more homogenous environment by maintaining dissolved oxygen and 
nutrient concentrations and serves to reduce media cytotoxicity via recirculation effects, the 
consequent hydrodynamic shear forces, if on a high magnitude, are generally considered to 
have an adverse impact on cell survival and proliferation [24]. This is especially the case for 
shear sensitive cell types [25]. Evidences from studies also show that shear stress can have a 
significant influence on cellular morphology, growth patterns, and biological responses 
[26,27]. Different magnitudes of hydrodynamic shear stress evoke differential gene 
expression in signaling pathways in human bone marrow derived mesenchymal stem cells 
[28] and human endothelial progenitor cells [29], induce important changes in secretion and 
assembly of glycoproteins in mammalian cell cultures [30] as well as influence proliferation 
and osteoblastic differentiation [31]. Hence, in the setting of a static discrete droplet format, 
the gentle stirring afforded by our optical approach provides advantages of preserving cellular 
integrity and viability apart from promoting fidelity of biochemical and differentiation 
responses during cell culture and/or when performing cell-based assays. 

6. Conclusions 

The location of the focus of a laser below particles relative to the beam axis is known to 
produce a predominant pushing effect in the lateral sense. By moving the medium containing 
particles past a laser beam arranged in this manner, we have been able to develop an approach 
that creates a gentle and tunable stirring effect of particles. The computer simulations 
performed, enabled us to trace the expected deflection trajectories of the particles. Since the 
deflection effect is not enhanced beyond a certain laser power, this can be used as basis to find 
optimal powers for stirring. Experiments using polystyrene micro-beads and red blood cells 
confirm the optical stirring effect. This approach portends the capability to execute 
mechanical stimuli of cells in a small liquid volume bioreactor that is free of flow, leading to 
better realization of photonic lab-on-a-chip systems. 
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B.6 Precise drop dispensation on superhydrophobic sur-

faces using acoustic nebulization

Precise drop dispensation on superhydrophobic surfaces
using acoustic nebulization†

Thach Vuong,a Aisha Qi,bc Murat Muradoglu,a Brandon Huey-Ping Cheong,a

Oi Wah Liew,d Cui Xia Ang,d Jing Fu,e Leslie Yeo,b James Friendbc and Tuck Wah Ng*a

The adhesion forces of liquid drops on superhydrophobic surfaces are typically in the nano-Newton range

which presents problems in their dispensation from pipettes. Furthermore, since the liquid adheres more

strongly to the pipette tip, some portion of the liquid will tend to remain on the tip, causing inaccuracy

in the volume dispensed. We advance a novel approach here, in which the spray from an acoustic

nebulizer is sent to a superhydrophobic receptacle and the volume ascertained precisely using a

weighing scale. The superhydrophobic surface was identified to develop via a galvanic displacement

mechanism in an electroless deposition process. A time dependent morphology change from granular

to dendritic with longer immersion into the silver nitrate solution was found which indicated that

granular growth beyond a certain size was not feasible, although granular structures were more

preferentially formed just after nucleation. The dendritic structure formation was likely due to the

natural tendency of the process to maintain or increase the surface area to volume ratio in order not to

limit the rate of deposition. An immersion for at least 7 seconds into the silver nitrate solution, when

the granular structures were predominant, was all that was needed to ensure superhydrophobicity of

the surfaces. Also, the superhydrophobic state required not just significant numbers of the granular

structures to be present but also interrupted coverage on the surface. On using the technique, a single

drop was created by subsequently covering the receptacle with a lid and shaking it gently. The volume

dispensed was found to vary linearly with the operation time of the nebulizer. We elucidated the

observed increased ability of drops to reside on inclines using wetting mechanics and presented an

elementary mathematical description of the extent of aerosol coverage on the surface, which has

implications for the mechanics of aerosol growth into drops. The structural changes in enhanced green

fluorescent protein (EGFP) observed after acoustic dispensation necessitated all samples in a fluorimetric

assay to involve equal nebulized volumes of the fluorescent protein marker for measurement consistency.

1 Introduction

Superhydrophobic surfaces are illustrated in nature through the
well-known examples of lotus leaves and the legs of water
striders.1,2 There has been a recent proliferation in methods
reported to articially mimic these surfaces.3–7 While the orig-
inal opportunity of superhydrophobicity was in self-cleaning,8

there is now substantial effort aimed at harnessing it for

biochemical applications9–14 since the ability to transport ana-
lytes or samples is a crucial component. This is aided by the
increasing awareness that continuous and closed microuidic
ow devices are inherently difficult to integrate and scale due to
the ow at any one location being dependent on the ow
properties of the entire system. Discrete, independently
controllable sample volumes, alternatively, permit the micro-
uidic function to assume a set of basic repeated operations,
whereby one unit of uid can be moved over one unit of
distance, thus facilitating the use of hierarchical and cell-based
approaches for microuidic biochip designs that offer exible
and scalable system architectures as well as high fault tolerance
capabilities. Moreover, because sample volumes can be
controlled independently, such systems offer greater potential
to be recongured whereby groups of unit cells in an array can
be altered to change their functionality.

The adhesion forces of liquid drops on superhydrophobic
surfaces are typically in the nano-Newton range.15 Hence, this
presents a real problem in their dispensation from pipettes. The
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use of exible pipette tips11 permits drop volumes down to
around 10 mL to be deposited, albeit this requires careful
execution in order for them not to contact (from the tip
springing back aer dispensation) the surface and thus damage
the nano and micro features that endow superhydrophobicity.
It should also be noted that since the liquid adheres more
strongly to the pipette tip, an unknown portion of the liquid will
remain within the tip, causing substantial inaccuracy in the
dispensed volume.

The quest to develop bioanalysis tools based on super-
hydrophobicity is also founded on the issues of availability and
cost. Bioanalytical chemists in well endowed laboratories are
oen accustomed to having a plethora of convenient consum-
ables and sophisticated instrumentation at their disposal. Many
researchers in resource-limited developing countries, or eld
workers in remote locations far frommodern conveniences, have
been unable to take advantage of modern bioanalytical tech-
niques due to a lack of infrastructure. This is unfortunate as it is
these same researchers that usually have the greatest need for
bioanalytical tools that will help diagnose diseases such as
tuberculosis or malaria. Not surprisingly, there have been recent
efforts expended to use alternative materials such as paper to
serve as the analyte handling media.16 This approach, while
useful for methods based on electrochemical detection, is not as
effective for methods that are based on optical detection, that
arguably offer the highest versatility and sensitivity. Alternative
cost effective approaches have since been reported.17,18 Despite
this, paper remains indispensable as a relatively cheap, compact
and robust reservoir for test samples and biochemical analytes.

In this work, we seek to develop a technique that will allow us
to deliver drops of specic volumes on superhydrophobic
surfaces from cost effective storage media such as paper so that
they can in turn be harnessed to be developed into cost effective
devices that permit transport. In the process, we will study the
nature of how small aerosols form on these surfaces before
evolving into single drops.

2 Materials and methods

We advance the approach depicted in Fig. 1 to circumvent this
problem. A liquid supply chain was created out of a reservoir
that delivers to a short capillary tube section, whose tip is placed
in contact with a surface acoustic wave (SAW) nebulizer running
at 30 MHz frequency using a small piece of tissue paper that
constituted a capillary wick.19 The SAW device was constructed
out of a low-loss piezoelectric substrate, specically, a 127.86�

Y–X-rotated single-crystal lithium niobate (LiNbO3) substrate,
with pairs of chromium–aluminum interdigital transducers
fabricated on one side via standard UV photolithography. When
an AC signal is supplied to the transducer at its resonant
frequency, the SAW in the form of a Rayleigh wave propagates
along the LiNbO3 surface from the transducer at about 3900 m
s�1. Although the surface displacement amplitudes are only in
the 1–10 nm range, the accelerations are extremely high (about
107 m s�2) due to excitation at frequencies over 10 MHz. These
huge surface accelerations are transmitted into the liquid
placed on the substrate, inducing acoustic streaming.20 When

the energy is sufficient (i.e., electrical power supplied in the 1–
3 W range), destabilization of the liquid's free surface occurs.
This leads to a breakup of capillary waves, generating a spray of
aerosol droplets through a process known as SAW atomization
or nebulization.21,22 When this spray of aerosol is channeled
onto a semi-spherical superhydrophobic receptacle, larger
drops develop on the receptacle surface from multiple coales-
cence events that are inuenced by gravity (which tend to draw
them towards the receptacle trough).

The receptacle was fashioned out of a copper sheet (1 mm
thickness), polished earlier to remove all visible scratches using
silicon carbide electro-coated waterproof abrasive paper
(KMCA, WET/DRY S85 P600), by an 8.5 mm radius ball indenter.
Prior to use, the receptacle surface was rst cleaned using
absolute ethanol, allowed to air dry, and then immersed in a
24.75 mM aqueous solution of AgNO3 for 1 minute to form the
micro and nano structures. Aer this, the surface was rinsed
with copious amounts of distilled water followed by absolute
ethanol before being allowed to air dry. Once dried, it was
immersed in a 1 mM solution of the surface modier
CF3(CF2)7CH2CH2SH in absolute ethanol for 5 minutes. Aer
removal, it was again rinsed with copious amounts of distilled
water, followed by absolute ethanol, and then air dried.

For a side experiment to study the nano and microstructures
forming in relation to wetting, we created coupons 20 � 20 mm
in size out of the same copper sheet (1 mm thickness) and using
the same polishing and cleaning process as previously used.
The coupons were then immersed in the 24.75 mM aqueous
solution of AgNO3 for selected periods ranging from 2 seconds
to 120 seconds before being removed to air dry. Aer drying, the

Fig. 1 Schematic description of the scheme to obtain precise volumes of drops
on superhydrophobic surfaces. A surface acoustic wave nebulizer delivers a spray
of aerosol droplets onto the receptacle in which the exact volume is determined
using an accurate weighing scale. By covering with a superhydrophobic lid and
gentle shaking, a single drop is created.

3632 | Soft Matter, 2013, 9, 3631–3639 This journal is ª The Royal Society of Chemistry 2013
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morphology of the superhydrophobic surface was characterized
with an FEI Quanta 3D FEG scanning electron microscope
(SEM). The elemental composition was characterized by an X-
ray energy dispersive spectrometer (EDS) associated with the
SEM. The wetting characteristics were evaluated by placing 5 mL
of sessile drops of water on each surface (aer immersing into
the surface modifying solution) and then determining the
contact angle.

In the technique, the weight of the liquid delivered to the
receptacle, which could be correlated to volume, was deter-
mined using a weighing scale (A&D GR-200 with 0.0001 g
precision) on which the receptacle is placed on. Once the
required volume was achieved, aerosol delivery from the
nebulizer was terminated, a superhydrophobic lid placed over
the receptacle, and the assembly shaken gently to merge the
drops together into one. Apart from ensuring that no liquid
spilled out of the receptacle, the lid also served to limit the
effects of evaporation, which is signicant for small drop
volumes. Experiments were conducted to establish the liquid
(Milli-Q water) delivery characteristics when the power to the
nebulizer was kept constant at 2 W.

Lastly, the effect of nebulization on the structural function-
ality of enhanced green uorescent protein (EGFP) was evaluated.
This C-terminally His6-tagged uorescent protein was isolated
from genetically modied Escherichia coli and puried to near
homogeneity by automated affinity chromatography using 1 mL
bed volume Mini Pronity IMAC cartridges on the Pronia
Protein Purication System (Bio-Rad) under the default program

settings of the Native IMAC method with integrated desalting
into sodium phosphate buffer (pH 7.4). The His6-tagged EGFP
was checked for purity by SDS-PAGE (see ESI†) and quantied
using the BCA protein assay (Pierce, USA). Samples of the protein
were nebulized at different powers, collected in capillary tubes,
imaged together using a uorescence microscope (Olympus
BX61), and the intensities extracted using the ImageJ soware.

3 Results and discussion

The micro- and nano-structures developed by immersing the
copper coupons into the aqueous solution of AgNO3 were formed
by an electroless deposition process. This process is similar to
electrolytic plating except that no external electrodes are needed.23

In electroless deposition, the metal ions are typically reduced into
metals by the introduction of a reducing agent. A variety of
procedures with different reagents have been demonstrated for
electroless deposition of silver.24,25 In the process conducted here,
however, the deposition was able to proceed without any external
reducing agent. Rather, a galvanic displacement mechanism
occurred in which the silver cations in solution were reduced just
as copper from the surface was oxidized.

The SEM micrographs of structures formed in association
with various immersion times of the copper coupons into the
silver nitrate solution are presented in Fig. 2. The background
striated structures seen at 2 seconds were formed due to the
polishing process. On the substrate, very small granules started
to be deposited at numerous nucleation sites. These granules

Fig. 2 Scanning electron micrographs obtained from immersing the copper coupons into the silver nitrate solution for different lengths of time followed by air drying.
It can be seen that granular structures developed with short period immersion, whilst dendritic structures formed with longer period immersion.
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grew in size with longer immersion times until about 10–20
seconds. At the 20 seconds mark, the granules appeared to
shrink slightly in size whilst exhibiting greater dendritic growth
from the surface of each granule. From then onwards, the
dendritic structures began to proliferate on the existing gran-
ular structures, developing later into fern-like foliage. The
distinct differences between these two types of structures
(granular and dendritic) are shown more clearly in the higher
magnication micrographs provided in Fig. 3.

The time dependent morphology changes appear to indicate
that granular growth beyond a certain size was not feasible,
although granular structures were more preferentially formed
just aer nucleation. This is likely due to the natural tendency
of the process to maintain or increase the surface area to
volume ratio in order not to limit the rate of deposition. Taking
a sphere for example, the surface area to volume ratio scales
according to 3/r, where r is the radius, inferring that the surface
area to volume ratio reduces as the sphere increases in size.
Thus, the formation of dendritic structures offers an avenue by
nature to circumvent this obstacle. This argument is supported
somewhat by the XRD maps obtained that revealed no signi-
cant elemental changes in the structures.

Aer the surfaces were treated with the modier, we found
that immersion for at least 7 seconds into the silver nitrate

solution was all that was needed to ensure superhydrophobicity
of the surfaces. At this stage, the structures appeared to be
predominantly granular. Previous studies have shown that
granular structures alone were sufficient to cause super-
hydrophobicity.26 Hence, we were able to conclude that the
subsequent dendritic structures were not needed to maintain
the non-wetting characteristic, although they seemed not to
have a role in modifying it. The micrograph at 5 seconds
immersion also showed signicant coverage of granular struc-
tures over the substrate. This presented an interesting conun-
drum as to why superhydrophobicity could not be sustained at
this stage. On more careful examination, we found that there
were regions on the substrate surface where the granular
structures were not fully developed. It appears then that the
superhydrophobic state requires not just signicant numbers of
the granular structures to be present on the surface but also
uninterrupted structure coverage.

We move now to discuss the experimentation results in
obtaining the drops. During each run on liquid deposition, the
nebulizer was cyclically pulsed on for 5 seconds and off for 5
seconds. This was done to accommodate the response time of
the weighing scale. Fig. 4 presents results of the mass recorded
in relation to time in which the nebulizer was operated for three
typical runs. Highly linear trends are observed, indicating that
xed quanta of liquid were dispensed with each pulsed opera-
tion of the nebulizer for a specic run. While the data for two of
the runs were almost identical, the gradient for a third run was
signicantly altered. This was due to the process that happens
in the tissue as it served to draw liquid out from the reservoir
before perturbations from the SAW device are able to dislodge it
for delivery. In the course of this process, factors that affect the
transfer of liquid in and out of the tissue (such as temperature
and airborne particles attaching to the bers) likely caused the
ow rate to vary with each run.

This result implied that an open-loop operation using pre-
calibration without using the weighing scale was not feasible.
Due to the ability of the SAW driven nebulizer to operate nearly
instantly, from zero to full power and to zero power again in

Fig. 3 Scanning electron micrographs at higher magnifications that provide a
clearer picture of the (a) granular and (b) dendritic structures developed.

Fig. 4 Plots of the readings from the weighing scale against the operation time of the nebulizer. The trends from each run are highly linear, albeit the slope variation
indicates that pre-calibrated operation without the weighing scale was not feasible.
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approximately 1 microsecond, there was no ‘lagging volume’
delivered when the nebulizer was turned off. Hence, the
limiting factor for accurate volume dispensation was only that
dictated by the mass resolution of the weighing scale. In the
current case, the volume resolution was 1 mL based on the
density of water being 1000 kg m�3 and the weighing scale's
mass resolution being 0.0001 g. The response of the weighing
scale also determined the time needed, since the off times could
be shortened if it settled faster. We have also found that good
isolation from dra and ambient vibrations was crucial to
maintaining accuracy.

The formation of multiple drops in the receptacle (Fig. 5(a))
of up to 3 mL by volume (by estimation) before the gentle
shaking operation was applied to dislodge them to form a nal
single drop (Fig. 5(b)) presents an interesting conundrum.
Experiments with drops of this volume typically show that they
move easily when dispensed on superhydrophobic surfaces. In
fact, earlier dynamical studies conducted show that very small
forces (in the nano-Newton range) are needed to move water
drops on this surface.15 Coupled with the curvature of the
receptacle, this should then result in a single drop forming all
the time even when no shaking was introduced. This apparent
anomalous behavior can be explained by the Cassie and Wenzel
wetting states of superhydrophobic surfaces.27 When a drop
impinges on a wetting surface, it is known that it will rst
expand rapidly.28 With sufficient momentum of the drop, the
surface microstructures are able to impale the liquid surface. As
the liquid loses kinetic energy, the drop will eventually settle
into a static state, leading to the observation of stickiness. On a
non-wetting surface, alternatively, stronger capillary and
hydrodynamic forces develop to impede this impalement
process. Consequently, the drop is able to bounce off and lose
energy through a succession of bounces.

When drops of larger sizes impinge on a superhydrophobic
surface, there is very high likelihood that the impalement
process will not occur. Upon settlement from bouncing, they are
expected to develop a high proportion of Cassie states at the
three-phase contact line, facilitating easy sliding and rolling of
the liquid body along the surface (Fig. 6(a)). We, of course,
ignore for convenience the situation where the bouncing drops
collide with each other inmid air. With individual aerosol drops
(which are smaller in size) landing on the surface, however, the

probability of impalement is increased since higher Laplace
pressures develop on them.27,28 The impalement process
essentially develops high degrees of the Wenzel wetting state on
the surface as liquid lls into the crevices between the micro-
structures (Fig. 6(b)). As more aerosols arrive, they either merge
with those already on the surface or grow to the extent of coa-
lescence with other surface-residing aerosols. In the absence of
sufficiently large perturbations to convert the predominant
Wenzel states into Cassie states,29 the drop coalesced from
aerosols remains adherent on the inclined surface even at larger
volumes for which an equivalent volume drop deposited upon
the surface would be in the predominant Cassie state from the
start (Fig. 6(c)). The formation of multiple drops on the surface
(Fig. 5(a)) appears to indicate some links with the process of
condensation. However, previous studies conducted with
condensation have shown a tendency for surfaces to lose their
superhydrophobicity,30 likely arising from damages to the
surface structures during the process. That a single drop could
be attained here (aer shaking) with no apparent loss in
superhydrophobic behavior (Fig. 5(b)) shows differences in the
underlying mechanisms.

While the drops are attached to the surface with a predom-
inant Wenzel wetting state, the shaking of the receptacle
imbues them with energy (see Fig. 7). With sufficient
momentum, the drop will be able to dislodge from the surface
to leave behind a thin lm of liquid. Due to the direction of the
shaking, this will occur more like a shearing operation, tearing
the drop from the liquid embedded in the microstructures.15

The very small volume of the thin liquid lm le behind renders
it easily evaporable while the drop now functions in a
predominant Cassie state. We contend that the ability of the
liquid lm to evaporate quickly plays a role in the conversion
process, since a previous study using lotus leaves has shown
that extensive pre-wetting using condensation over the surface
(which creates a thin lm of liquid in the Wenzel state) will
cause a loss in superhydrophobic behavior of drops locating
later over it.31 Strictly speaking then, the description of the

Fig. 5 Images of (a) multiple nebulized droplets formed on the surface of the
receptacle and (b) a single drop that results after shaking the receptacle. Fig. 6 Illustrations depicting predominantly high (a) Cassie and (b) Wenzel

wetting states of relatively larger drops and aerosols residing respectively on
superhydrophobic surfaces. (c) When further aerosols arrive at the surface, they
merge with existing aerosols on the surface to create larger volumes that coa-
lescence with other surface bound aerosols. Due to the lack of a sufficiently large
perturbation, the predominant Wenzel states cannot convert to Cassie states,
allowing the liquid body to stay on the inclined surface with larger volumes.
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wetting state change here does not refute the notion that the
Wenzel state is strongly irreversible. Wetting state changes are
oen thought of as pertaining to the entire body of liquid. The
ability of the liquid body to separate hence imbues the “liber-
ated” component with the capacity to seek another predomi-
nant wetting state. Evidence of the ability of drops to separate
on superhydrophobic surfaces has been reported, albeit in a
different context.32

It is also apt at this point to mention that the conception of a
fully Cassie state is not viable due to the heterogeneity of the
microstructures developed (see Fig. 2). It has been previously
established that the spacing between protruding microstruc-
tures and the height of the protruding microstructures dictate

whether a droplet will assume Cassie or Wenzel states.33 An
interesting rumination relates to the interesting result of Jin
et al.34 that showed the possibility for superhydrophobic
surfaces to possess strong adhesive forces by virtue of high van
der Waals forces acting. Will it be possible to achieve the
Wenzel to Cassie state changes with lowered movement of the
drop during the shaking process? This has advantageous
implications in terms of practical device development.

An ability to mathematically model the formation of a single
drop from the spray of aerosol droplets will be instructive,
although likely an involved undertaking due to the stochastic
and dynamical nature of the mechanisms involved in (i) aero-
sols arriving at the receptacle surface, (ii) aerosols growing into
drops, (iii) drops detaching from the surface under gravity, and
(iv) drops coalescing. In the context of (iv), the unexpected
drop–drop bouncing behavior recently uncovered on super-
hydrophobic surfaces35 portends greater complexity in the
modeling. We present here an elementary description of the
extent of aerosol coverage on the surface that has implications
for the mechanics of aerosols growing into drops.

A single aerosol that arrives as a sphere with radius r0 (which
can be estimated to a high degree of accuracy using optical
methods36,37) on a semi-spherical surface of radius R will result
in a liquid body that is governed by the equilibrium three-phase
contact angle q. This can be described using a model
comprising two spheres that intersect with each other. The
parameters r0, R, and q can be related to the solid angle U via
equations (outlined in the Appendix) that can be solved. The
solid angle provides a convenient depiction of the extent of
coverage taken from an assumed point source (the nebulizer).
This is rather akin to the delivery of light from a point source in
radiometry.38

Fig. 8 presents plots of U against r0/R for various values of q.
As r0 and R were 5 mm and 8.5 mm, respectively, the abscissa
values were normalized to O(10�3). The values were found using

Fig. 7 Illustrations depicting the initial predominantly high (a) Wenzel wetting
state of a drop on the surface in which with sufficient momentum developed (in
the direction of the arrow) will (b) cause the drop to dislodge and leave behind a
thin film of liquid. The very small volume of the latter renders it easily evaporable
while the former now functions as a drop in the Cassie state.

Fig. 8 Plots of the solid angle U subtended by an aerosol droplet that arrives as a sphere with radius r0 on a semi-spherical surface of radius R for various equilibrium
three-phase contact angles q. The residence of the aerosol droplet on the surface can be described using amodel comprising two spheres that intersect with each other.
The relevant parameters can be related, via equations that can be solved, to the solid angle.
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derivations given in the ESI.† The denition of super-
hydrophobicity is loosely correlated to a value of q ranging from
120� to 180�. In the gure, the variations in the solid angles
calculated based on this are signicant. If we consider the case
of q ¼ 120�, changing r0/R from 2 � 10�3 to 4 � 10�3 increases
the solid angle by 4.2 times. An increase in the solid angle is
generally favorable as it implies a greater probability for the
aerosols that arrive later to impinge on those already on the
surface. This improves the chance of growth towards drops and
thus also the propensity for them to detach and roll towards the
base of the receptacle. If the aerosol radius were to be kept
constant, reducing R would achieve this. It should be noted,
however, that too small a value of R will increase the chances of
the spray envelope to fall outside the receptacle, thereby causing
material loss. The solid angle values with q ¼ 170� alternatively
are small, which is seemingly negative in terms of increasing
the probability of aerosol coalescence on the surface. Never-
theless, the adhesion forces of drops with higher q values are
also typically smaller, enabling even a small aerosol drop to roll
down to the base. In addition, the values of U remain relatively
invariant with r0/R when q is closer to 180�.

With nebulizer powers of 1.1 W, 1.3 W, 1.52 W, and 2.05 W,
the uorescence intensity readings, normalized to the reading
without nebulization, were 0.81, 0.77, 0.80, and 0.84 respec-
tively. This indicated some expected loss in uorescence, not
inconsistent with previous results assessing post-nebulized
protein viability,19 although different levels of power in the
range used did not seem to have a varying effect. Samples that
were nebulized also retained their uorescence activity with no
signs of any post deterioration in emission intensity aer
storage for a week at 4 �C. GFP uorescence is known to be
affected by pH,39 dissolved oxygen,40 and high temperatures.41 It
is possible that a slight disruption of the structural integrity of
EGFP, in particular its uorophore, may have been caused by
strong initial perturbations delivered to the sample. All samples
in a uorimetric assay, therefore, should comprise equal
volumes of EGFP or uorescent protein marker equivalently
nebulized to ensure consistency in measurements made.

4 Conclusions

We have identied that a galvanic displacement mechanism in
an electroless deposition process occurred in which the silver
cations in solution were reduced just as copper from the surface
was oxidized and was responsible for creating the micro- and
nano-scaled structures that endow superhydrophobicity on the
copper substrate. A time dependent morphology change from
granular to dendritic with longer immersion into the silver
nitrate solution was found. This indicated that granular growth
beyond a certain size was not feasible, although granular
structures were more preferentially formed just aer nucle-
ation. The dendritic structure formation was likely due to the
natural tendency of the process to maintain or increase the
surface area to volume ratio in order not to limit the rate of
deposition. An immersion for at least 7 seconds into the silver
nitrate solution was all that was needed to ensure super-
hydrophobicity of the surfaces. This allowed for the deduction

that the dendritic structures were not needed to maintain the
non-wetting characteristic, although they seemed not to have a
role in modifying it. Also, the superhydrophobic state required
not just signicant numbers of the granular structures to be
present, but also interrupted coverage on the surface. In using
the proposed technique, having the nebulizer cyclically pulsed
on for 5 seconds and off for 5 seconds was needed to accom-
modate the response time of the weighing scale. Highly linear
trends were observed, indicating that xed quanta of liquid
were dispensed with each pulsed operation of the nebulizer for
a specic run. However, the ow rate may be altered and this
was due to factors that affected the transfer of liquid in and out
of the tissue (such as temperature and airborne particles
attaching to the bers). With individual aerosols landing on the
receptacle surface, the probability of impalement was increased
since higher Laplace pressures developed on them. The
impalement process then developed high degrees of the Wenzel
state on the surface. With sufficient momentum from shaking,
the drop was able to dislodge from the surface leaving behind a
thin lm of liquid. The very small volume of the thin liquid lm
rendered it easily evaporable while the drop then functioned in
a predominant Cassie state. In using EGFP samples for veri-
cation, uorescence emission could be retained to about 80% of
its original level and was not affected by different levels of power
used on the SAW device. In summary, we have developed a
practical approach to deposit micro-liter volume drops on
superhydrophobic surfaces stably and precisely. This is expec-
ted to facilitate biochemical applications using these surfaces.

Appendix
Analysis of aerosol formation on a semi-spherical surface

The residence of a single aerosol on a semi-spherical surface
can be depicted by the intersection of two spheres (smaller one
of the drop, and larger one of the surface) as shown in Fig. S1.†
Since :OAB ¼ :O0AB ¼ 90�, the contact angle q is given by

q ¼ 180� � f. (A1)

This is related to r (radius of the drop on the surface), R
(radius of the surface), and a (distance between centers) via

a2 ¼ R2 + r2 � 2rRcos f ¼ R2 + r2 + 2rRcos q. (A2)

We next seek to establish the volume of liquid residing on
the spherical surface. If the larger sphere is centered at (0,0,0)
and the smaller sphere at (a,0,0) in Cartesian coordinates, we
have

(x � a)2 + (R2 � x2) ¼ r2. (A3)

Solving for x, we have

x ¼ a2 � r2 þ R2

2a
: (A4)

If we apply this to the equation of the larger sphere, we have
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y2 þ z2 ¼ R2 � x2 ¼ 4a2R2 � ða2 � r2 þ R2Þ2
4a2

: (A5)

Hence, at the point of intersection, we have a circle of radius
b given by

b ¼ 1

2a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4a2R2 � ða2 � r2 þ R2Þ2

q
: (A6)

This creates two caps of respective heights

hR ¼ R� x ¼ ðr� Rþ aÞðrþ R� aÞ
2a

; (A7)

hr ¼ r� aþ x ¼ ðR� rþ aÞðrþ R� aÞ
2a

: (A8)

Since the equation of volume of a spherical cap is known, we
have

V ¼ VðR; hRÞ þ Vðr; hrÞ

¼ pðRþ r� aÞ2ða2 þ 2ar� 3r2 þ 2aRþ 6rR� 3R2Þ
12a

: (A9)

The extent of coverage of a single aerosol drop on the
substrate surface can be conveniently depicted by the solid
angle U in which

U ¼ 2pð1� cos fÞ ¼ 2p

 
1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 � a2

p

R

!
: (A10)

The maximum solid angle that can be subtended from a
point source is 4p radians. If the radius r0 of aerosol delivered is
known, this parameter can be related to the volume V by
assuming the aerosol to be a sphere using V ¼ 4p(r0)3/3. In (A9)
then, r0 with R will relate to a and r. Using (A2) and (A10), we can
then relate r0 and R instead to q and U.

Verication of protein purity

The quality of C-terminal His6-tagged EGFP purication was
determined using SDS-PAGE analysis by immobilized metal
affinity chromatography (IMAC). The crude bacterial lysate (CL)
containing His6-tagged EGFP (indicated by the red arrow) was
loaded onto an IMAC column prepacked with UNOsphere�
beads containing the chelating ligand iminodiacetic acid
charged with nickel. The strong affinity of the His6-tag for the
transition metal results in efficient binding of the recombinant
EGFP onto the column resin as indicated by the loss of the EGFP
band in the ow through fraction (FT). Two wash buffer cycles
(W1 and W2) effectively removed most of the contaminating
proteins bound on the column. Finally, puried His6-tagged
EGFP (E + D) was eluted from the IMAC column by displace-
ment with 250 mM imidazole and desalted into sodium phos-
phate buffer as a near homogeneous product (indicated by the
red arrow in Fig. S2†).
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27 A. Lafuma and D. Quéré, Nat. Mater., 2003, 2, 457.
28 D. Bartolo, F. Bouamrirene, E. Verneuil, A. Buguin,

P. Silberzan and S. Moulinet, Europhys. Lett., 2006, 74, 299.
29 J. B. Boreyko and C.-H. Chen, Phys. Rev. Lett., 2009, 103,

174502.

3638 | Soft Matter, 2013, 9, 3631–3639 This journal is ª The Royal Society of Chemistry 2013

Soft Matter Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

2 
Fe

br
ua

ry
 2

01
3.

 D
ow

nl
oa

de
d 

on
 0

9/
01

/2
01

4 
01

:3
5:

40
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.

View Article Online



Appendix B 178

30 B. Mockenhaupt, H.-J. Ensikat, M. Spaeth and W. Barthlott,
Langmuir, 2008, 24, 13591.

31 Y.-T. Cheng and D. E. Rodak, Appl. Phys. Lett., 2005, 86,
144101.

32 J. W. Krumpfer, P. Bian, P. Zheng, L. Gao and T. J. McCarthy,
Langmuir, 2011, 27, 2166.

33 J. B. Lee, H. R. Gwon, S. H. Lee and M. Cho, Mater. Trans.,
2010, 51, 1709.

34 M. Jin, X. Feng, L. Feng, T. Sun, J. Zhai, T. Li and L. Jiang,
Adv. Mater., 2005, 17, 1977.

35 H. Mertaniemi, R. Forchheimer, O. Ikkala and R. H. A. Ras,
Adv. Mater., 2012, 24, 5738.

36 H. Zuo, Q. Liu, J. Wang, L. Yang and S. Luo, Opt. Lett., 2010,
35, 1380.

37 Y. Wang, S. Fan, X. Feng, G. Yan and Y. Guan, Appl. Opt.,
2006, 45, 7456.

38 R. W. Boyd, Radiometry and the Detection of Optical Radiation,
John Wiley & Sons, 1983.

39 S. Enoki, K. Saeki, K. Maki and K. Kuwajima, Biochemistry,
2004, 43, 14238.

40 C. Zhang, X. H. Xing and K. Lou, FEMS Microbiol. Lett., 2005,
249, 211.

41 C. Zhang, M.-S. Liu and X.-H. Xing, Appl. Microbiol.
Biotechnol., 2009, 84, 511.

This journal is ª The Royal Society of Chemistry 2013 Soft Matter, 2013, 9, 3631–3639 | 3639

Paper Soft Matter

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

2 
Fe

br
ua

ry
 2

01
3.

 D
ow

nl
oa

de
d 

on
 0

9/
01

/2
01

4 
01

:3
5:

40
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online



Appendix B 179

B.7 Optical trapping map of dielectric spheres

Optical trapping map of dielectric spheres
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Many applications use a focused Gaussian laser beam to manipulate spherical dielectric particles. The
axial trapping efficiency of this process is a function of (i) the particle radius r, (ii) the ratio of the re-
fractive index of particle over the medium, and (iii) the numerical aperture of the delivered light beam.
During what we believe is the first comprehensive simulation of its kind, we uncovered optical trapping
regions in the three-dimensional (3D) parameter space forming an iso-surface landscape with ridge-like
contours. Using specific points in the parameter space, we drew attention to difficulties in using the trap-
ping efficiency and stiffnessmetrics in defining howwell particles are drawn into and held in the trap.We
have proposed an alternative calculation based on the maximum forward and restoration values of the
trapping efficiency in the axial sense, called the trapping quality. We also discuss the manner in which
the ridge regions may be harnessed for effective particle sorting, how the optical trapping blind spots can
be used in applications that seek to eschew photothermal damage, and how trapping can proceed when
many parameters change, such as when swelling occurs. © 2013 Optical Society of America
OCIS codes: (140.7010) Laser trapping; (350.4855) Optical tweezers or optical manipulation.
http://dx.doi.org/10.1364/AO.52.003500

1. Introduction

It is well known that light carries both linear and an-
gular momentum that can exert observable force and
torque on small matter. An optical trap or tweezer
exploits this fundamental property to constrain
objects in a potential well formed by laser light.
Since its discovery [1,2], numerous applications have
emerged to harness it [3–7]. Due to its high sym-
metry, numerical description of the optical trapping
of spheres has been widely investigated [8–11].

When trapping a spherical particle using a focused
Gaussian laser beam of wavelength λ, the efficiency
Q [11] can be physically controlled by varying (i) the
particle radius r, (ii) the ratio of the refractive index
of particle over the medium n � n1∕n2, and (iii) the
numerical aperture (NA) of the delivered light beam,
which is given by NA � n2 sin θ, where n2 is the re-
fractive index of the medium after the lens and θ is

the half angle (see Fig. 1). With (iii), adjusting the
size of an aperture placed before the lens offers a
ready means of variation.

To the best of our knowledge, no map has been cre-
ated to date that fully depicts the trapping efficiency
with respect to the three parameters mentioned,
presumably due to the intensive computational
demands of such an endeavor. The existence of such
a map will be invaluable not only to establish the
operational ranges but also to exploit novel applica-
tions. In some erstwhile studies conducted, fingering
landscapes have been revealed for relatively high re-
fractive index materials with some explanations
given for the cause of their existence [12,13]. High
refractive index microspheres (made from materials
such as silicon, which have n � 3.5) have good optical
confinement properties, which makes them ideal for
use in creating microcavities with very high Q-factor
resonances [14,15].

In this work, we present what we believe is the
first complete optical trapping map of dielectric
spheres. From this map, we seek to elucidate the

1559-128X/13/153500-10$15.00/0
© 2013 Optical Society of America
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basis of the ridge region trapping characteristics
with high refractive index material more clearly
and outline a feasible way to harness it for
applications.

2. Optical Forces on a Sphere by a Focused Beam

Consider an electromagnetic wave impinging upon a
spherical particle of radius r with a refractive index
of n1 that is suspended in a liquid with refractive
index of n2, (Fig. 1). In general, the particle scatters
a quantity of the incident wave in all directions. If the
beam is mostly deflected away from the original
beam axis, a transverse force results; this force al-
lows trapping in the radial direction. Scattering in
the axial direction (i.e., forward or backward scatter-
ing) would result in forces that push or pull particles
along the beam axis and is the bane of trapping.

While this analogy gives some physical insight, it
cannot be used to predict trapping. A more apt con-
dition to implement is to interrogate the force profile
in the vicinity of the focal point to determine if a
turning point in the potential energy exists. This
is a reasonable condition since Gaussian beams have
a symmetric scattering profile for radial displace-
ment away from the beam axis for spherical
particles. Hence, we only need to calculate the axial
force on a particle.

Typically, the restoring force distribution is linear
in relation to distance at the vicinity of the held par-
ticle. Using the simple analogy of a spring, where the
restoring force is proportional to the displacement
from equilibrium, the slope of this distribution de-
picts the stiffness of the trap. It also is important
to consider the maximum restoring force since it de-
picts the magnitude needed to displace the particle.

3. Numerical Modeling

In the traditional modeling of optical tweezers, the
particle size is assumed to be typically a few microm-
eters. Together with the more convenient paraxial

representation of a Gaussian beam (i.e., where the
beam angle θ is relatively small and can be approxi-
mated by plane waves at different angles), this
means that the ray optics regime should be relatively
successful at predicting a close representation of the
scattered field and resultant optical force. While this
approach is sufficient, it lacks any real ability to re-
present the near-field diffraction effects that may
occur as the wavelength approaches the radius of
the particle. From models and experiments done in
the past, interesting diffraction and interference ef-
fects are known to occur in this domain [16]. It has
been previously reported [12] that the effects of these
extremely narrow band forward scattering modes
cause the formation of optical trapping “fingers.”
The rationalization of these structures was based
on the correlation of peaks in the extinction coeffi-
cients with the trapping. This basis is applicable only
to lower NA Gaussian beams where the plane wave
representation is closer.

In addressing the simulation findings found in
[12], a later work has pointed out that force predic-
tions made with particle radii much smaller than
wavelength of light can be erroneous [17]. This is
due to errors (by up to a factor of 10) generated with
Bessel function routines with small input arguments
when the recursive algorithm in MATLAB is used.
For this reason, we have limited our domain of
interest to within the Mie regime, wherein the lower
particle radius limit is half the wavelength of light.

We simulated the case with a circularly polarized
Gaussian beam focused at the origin (0, 0, 0) and
propagating along the z axis such that it impinges
on a spherical particle with radius r, and refractive
index n1 that is placed in water (n2 � 1.33). The
three field components—jExj, jEyj, and jEzj—of an
x-polarized Gaussian beam were recovered by ex-
panding with vector spherical wave functions
(VSWF) in the focal plane x–y (Fig. 2). The fields
are normalized to the maximum of jExj and lengths
are scaled to the wavelength λ.

We swept a three-dimensional (3D) parameter set,
comprising (i) 1.3 ≤ n1 ≤ 4.0, (ii) 0.3 ≤ NA ≤ 1.2, and
(iii) 0.5λ ≤ r ≤ 4.0λ. For each set of parameters, we
conducted two trap searches. The first was a search
in the axial sense; i.e., trapping along the beam axis,
z (i.e., −5 μm ≤ z ≤ 5 μm) and x � 0. The second was
a search for trapping in the radial sense; i.e., trap-
ping in the x–y plane, where −5 μm ≤ x ≤ 5 μm and
z � 0. In both cases, when a zero crossing was found,
we recorded the peak restoration force, Qi;RFmin; if
not found, we assumed that it was a nontrapping con-
dition that set Qi;RFmin � 0, where i was either x or y
for radial trapping and z for axial trapping.

Since the computations were highly serial, we have
reduced the order of some calculations from O�n3� to
O�n2� and greatly increased performance through
the use of batch parallelization. The code was
compiled to run on a high-performance computing
facility ideally suited to data-intensive tasks, com-
prised of up to 201 nodes, 1408 CPU cores,

Fig. 1. Efficiency in trapping a spherical particle using a focusing
laser beam is dependent on its radius r and refractive index n1, the
refractive index of the medium n2, and the NA of the light beam,
which is a function of the half-angle.
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4376 GB RAM space, and operating at up to 12410
gigaflops per second. The total parameter grid
consisted of 9,800,000 points. We obtained a compu-
tation speed of approximately 12 s per parameter per
thread. The entire dataset as well as an interactive
MATLAB user interface that calculates the optical
forces and displays the trapping maps are available
for download [18].

The computation results are expressed in units of
force efficiency Q [19] where the optical force is given
by F � nPQ∕c, in which P is the beam power at the
focus, and c is the speed of light in free space.

4. Results and Discussions

Figure 3 shows a 3D iso-surface of Qz;RFmin �
−1 × 10−10 (i.e., the axial optical trapping landscape),
where the x, y, and z axis represent the particle
radius ratio (r∕λ), refractive index ratio (n1∕n2),
and NA, respectively. Interestingly, the iso-surface
follows a clam-shell-like contour with ridges, provid-
ing a means to engineer applications by controlling
the parameters, as will be discussed later. The vol-
ume space above the distribution represents the
parameter combinations that do not lead to optical
trapping. We refer to these combinations as optical

trapping “blind spots.” Technically, however, the in-
put laser is not blind to the particle and is still able
to move the particle through scattering forces.

Figure 3 provides a more comprehensive overview
of the optical trapping process, albeit more informa-
tion can be gleaned by appropriate dissections. For
instance, it appears that increases in the NA, as
opposed to the refractive index or the radius, are
solely responsible for creating the ridge structures
that extend into the optical trapping space. When
slice plots are made by keeping either the refractive
index or radius constant, they manifest as finger
landscapes [12], examples of which are depicted in
Figs. 4(a) and 4(b). However, in the example slice
plot in Fig. 4(c), obtained by keeping the NA fixed,
the finger landscapes also are present.

Suppose that we select two parameter points from
Fig. 4(c), A��2.1927;1.2632� and B��2.1927;1.4123�,
which lie on the finger region and another two,
C � �2.1927; 1.2105� andD � �2.1927; 1.3509�, which
lie just outside the finger region. To simplify the
discussion, we reference the parameter points as pN
where N � A, B, C or D. At these points, we then
calculate the force efficiency along the beam axis z,
and provide the radiation patterns of the particles
at different beam axis locations as shown in Figs. 5
and 6.

When comparing the radiation patterns of pA and
pB against pC and pD at the positive peak before the
equilibrium point (referred to as maximum forward
restoration,Qz;RFmax), we observe strong backscatter-
ing mode effects in all cases. As the particle ap-
proaches the focal point, the trapped particles at
pA and pB should experience a faster change from
strong backscattering to forward scattering. How-
ever, at the point of peak restoration force (Qz;RFmin),
the radiation patterns reveal that there is a
smaller backscattering component for pA and pB as
opposed to for pC and pD. These findings indicate
the role played by scattering. Clearly, particles that

Fig. 2. Three field components jExj, jEyj and jEzj of an x-polarized Gaussian beamwith a NA � 1.0when recovered by expanding its beam
coefficients with VSWF in the focal plane x–y. The fields are normalized to the maximum of jExj and lengths are in units of wavelength, λ.

Fig. 3. Iso-surface ofQz;RFmin� −1 × 10�−10� representing the abil-
ity to conduct optical trapping calculated in relation to NA, particle
refractive index ratio (n1), and radius (r) values. The volume space
above the distribution represents those parameters that do not
lead to optical trapping.
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backscatter too much cannot be trapped. However,
this is a necessary condition. The sufficient condition
for trapping also requires a forward-scattering
component.

At first glance, Fig. 3 appears to have small
islands where optical trapping occurs at locations
just off the ridges. We zoomed into an example region
(2.0 μm ≤ r ≤ 2.5 μm and 2.5 ≤ n1 ≤ 3.0) by comput-
ing with smaller parameter value intervals for closer
examination. We found the plots to form the fingers
smoothly before they thinned out and vanished even-
tually (Fig. 7). Hence, the trapping islands observed
in Fig. 3 were merely artifacts of using too low a sam-
pling to resolve the trapping capabilities near the
ridge regions.

The next issue is defining how well particles
are drawn into and held in the trap. The former is
often deduced from the magnitude of the trapping
efficiency Qz;RFmin whilst the latter is determined
from the stiffness. Both of these metrics are taken
to be corresponding (i.e., highQ automatically should
mean high stiffness). Such an assumption can be es-
pecially problematic at the ridge regions associated
with trapping. The stiffness metric also assumes a
linear relationship between force and displacement.
Larger beads can show considerable deviation from

linearity, rendering problems in using stiffness as
a descriptor.

In Fig. 4(c), the parameter points pB and pE,
where E � �1.5; 1.4123�, both permit trapping.
Nevertheless, their respective stiffness values of
0.198 Q∕μm and 0.0636 Q∕μm are significantly
different, indicating that once trapped it should be
harder to displace a particle from the condition
of B. However, is this really the case? Is it also rea-
sonable to assume that a particle will be drawn in
with equal likelihood at conditions B and E?

The potential energy distributions in relation to
axial position for both parameter conditions are
depicted in Fig. 8. Both particle parameters result
in a zero-crossing and a restoration force. Never-
theless, it is intuitive that a particle should be more
easily trapped in E than in B due to the creation of a
deeper well-like potential.

This argument is also reasonable because particles
are always brought in from a free position to a trapped
position, rather than appearing at the trap position
instantaneously. In other words, the momentum car-
ried by a particle when it descends into the trap loca-
tion, provided that it is not overdamped, will cause
it to be more readily sustained in the case of pE.
Based on this information, it also is pertinent to note

Fig. 4. Example slice plots from Fig. 3 obtained by keeping the (a) refractive index ratio, (b) normalized radius, and (c) NA fixed. Finger
landscapes are observed in all three cases. The white areas correspond to Qz;RFmin � 0, which indicates a nontrap condition.
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Fig. 5. Optical force efficiency, Qz calculated on particles trapped under parameter conditions pA and pB placed at positions along the
beam axis z. For both particles, the radiation pattern at different locations corresponding to the maximum forward restoration force,
equilibrium point and maximum reverse restoration force also are shown.

Fig. 6. Optical force efficiency, Qz, calculated on particles trapped under parameter conditons pC and pD placed at positions along the
beam axis z. For both particles, the radiation pattern at different locations corresponding to the maximum forward restoration force, focal
point, and z � 1.0 μm also are shown.

3504 APPLIED OPTICS / Vol. 52, No. 15 / 20 May 2013



Appendix B 184

that the premise of a stiffer trap is only reasonable
when comparing distributions that are strongly sym-
metrical (e.g., pE) and not when they are highly asym-
metrical (e.g., pB). This is because the latter provides a
lower energy obstacle path for the particle to depart
from the trap.

It is not uncommon in particle motion simulations
for the condition of overdamping to be applied,
which, in turn, implies an inability of the particle
to possess any inertia force. It is important to note,
however, that the overdamped assumption is valid
only for sufficiently large evolution time intervals.
Furthermore, a particle that has descended into a
potential well will not remain stationary there, since
Brownian perturbations continue to exist.

Even under the assumption of overdamping, it has
been shown that Brownian perturbations can cause
particles to exit potential wells [20]. Clearly, any
description that does not take into consideration
the asymmetry of the well is problematic.

Despite these definition difficulties, it will be desir-
able to have at least some indication of the relative
asymmetry of the trap. We contend that a more apt
representation to use should be what we call the
trapping quality, which is described by:

TQ �
8<
:

0 Qz;RFmin ≥ 0

abs
�

Qz;RFmin
Qz;RFmax

�
Qz;RFmin < 0

; (1)

where abs�� is the absolute function. This metric is
reasonable because the forward restoration will
always be higher due to the scattering and gradient
components complementing each other in the for-
ward direction. In contrast, they oppose each other
during the reverse restoration process. In other
words, we will always have TQ < 1, in which a value
closer to 1 indicates a higher symmetry in the trap.
Based on this metric, we computed that TQB � 0.1

Fig. 7. Zoomed-in region for Fig. 3, (2.0 μm ≤ r ≤ 2.5 μm and 2.5 ≤ n1 ≤ 3.0) with smaller parameter value intervals, which show that the
fingers form smoothly before they are thinned out and eventually vanish. Two lines, L1 and L2, indicate that particles with a radius ratio
between 2.115 and 2.135 would be selectively trapped, which illustrates the ability for sorting.

Fig. 8. Potential energy wells corresponding to a particle located in the safe region and on a trapping finger, depicted under conditions pE

and pB, respectively.
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and TQE � 0.69, which logically depicts the situation
in which trapping should be more likely at pE than in
pB (based on their potential distributions).

Note here that radial trapping behaves consider-
ably differently than axial trapping. Trapping is
often taken to mean that the axial and radial trap-
ping events are mutually inclusive (i.e., radial trap-
ping cannot occur unless there is axial trapping and
vice versa). However, calculations with radial trap-
ping will not reveal the landscapes in Fig. 3, meaning
that there are no radial optical trapping blind spot
structures in the parameter space. Determining
whether particles are trapped or not, consequently,
should not be based on the axial condition alone. This
argument is supported by the experimental findings
from previous works [21,22], where a transition from
radial pulling to trapping or release was uncovered.
More specifically, a particle that is sucked up from
the bottom of the beam focus will head upward along
the beam axis until it reaches the focus point wherein
it will be either trapped or released upward and
outward in a trajectory not unlike a water fountain
spray.

The narrowing fingertips provide a highly selective
and precise set of trapping parameters. Any small
variation of the radius or refractive index would
cause the particle to be set free. The trapping
strength distribution along the two lines L1 and L2
in Fig. 7, and its derivative, are shown in Fig. 9.
Figure 9(a) indicates that particles with radius ratio
between 2.115 and 2.135 would be selectively
trapped. In Fig. 9(b), alternatively, we find that par-
ticles with refractive index ratio between 2.615 and

2.642 would be trapped. Clearly, the selection of any
line across the finger landscape permits the process
to operate somewhat like a tunable bandpass filter;
i.e., the ranges can be controlled by choosing a nar-
rower or wider section of the finger. The narrower the
finger is, the smaller the bandwidth will be and vice
versa. That the gradient is steepest at the edges of
the finger helps to enhance it selectively. However,
it is the width of the finger that determines the range
of tolerances of particle radius or refractive index
that can be trapped. Because these factors can be
independent of each other, as seen in Fig. 9, this
imbues the capacity for effective sorting.

At this juncture, it is apt to mention the current
status in particle sorting. While sorting approaches
with fluid flow offer apparent higher throughputs,
they are prone to channel effects [23,24]. The
situation becomes more complicated when non
Newtonian fluids are involved [25].

Let’s consider an alternative approach based on
our findings. Suppose we have an optical trap that
scans a population of different sized particles of
two distinct refractive indices in a plane. Through
the right wavelength selection, it will be possible
to trap particles of one refractive index while
allowing those of another refractive index to be scat-
tered (note that while the gradient force is not strong
enough to hold the particle, it does not mean that
the scattering force is absent). At the end of the scan,
only particles of one refractive index will remain in
the plane. With recent developments using tailored
optics, it should be possible to develop multiple trap-
ping (and removal) sites to increase the throughput

Fig. 9. Trapping strength and its gradient along the lines (a) L1 and (b) L2 as depicted in Fig. 7.
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of such a process [26], albeit this may reduce the op-
tical power at each trapping site. That the perturba-
tion to remove selected particles is based on the
optical scattering force makes this an all-optical sort-
ing approach. This has potentially strong advantages
over approaches that rely on coupled optical and
Brownian forces [27], since the latter is a strongly
stochastic process. At this point, we highlight inter-
esting parallels between the effect of interference
leading to parameter spaces that permit trapping-
based sorting here and the use spatial interference
fields itself to accomplish sorting [28,29].

The identification of blind spot optical trapping
conditions in the map does not necessarily translate
to seeking a design toward its total avoidance in ac-
tual applications. Such conditions are in fact useful
when particle trapping is to be avoided altogether.
While the positional manipulation of cells using op-
tical traps is convenient, it is also fraught with the
possibility of photodamage [30]. One obvious strat-
egy is to use wavelengths that limit this effect. How-
ever, this has to take into account that the trapping
strength also may be compromised, wherein compen-
sating by using a higher optical power becomes self-
defeating. It has recently been shown that placing

the laser trap position off-focus axially can create
a strong lateral movement effect that can be har-
nessed for the manipulation of position [21,22]. To re-
duce the possibility of cells reaching the trap position
(where laser intensity is also highest), operation
under blind-spot conditions will be ideal. This is nat-
urally achieved when the cells have refractive index
close to that of themedium.While the direct trapping
of cells does not occur at the fingering regions, this
does not preclude using the trap to place microbeads
that are laced with drugs at the location of cells, in a
strategy that is often called targeted drug delivery.
These beads may be made out of materials that fall
in the fingering regions.

Arguably, the most potent use of the trapping map
lies in situations where multiparameter variations
are involved. Returning to the topic of targeted drug
delivery, a popular mode of release involves swelling
of the micro beads [31]. Suppose that we adopt a
simple model in which a dielectric sphere of original
radius ro � 2.095 μmand refractive index n1 � 2.506
is placed in a medium with refractive index
n2 � 1.33. Under the assumption that the medium
material fills into the bead uniformly and the bead
maintains a spherical shape throughout swelling,
the original volume Vo can be taken to undergo a
volume increase ΔV under the relationship of
ΔV � αVo, where α depicts the progress of the swell-
ing (i.e. α � 0 when no swelling occurs) (Fig. 10). The
refractive index of the bead can now be indicated by:

n0
1 � Von1 � ΔVn2

Vo � ΔV
� Von1 � αVon2

Vo � αVo
� n1 � αn2

1� α
:

(2)

The radius can also be described using α as

r � ro
� ������������

1� α3
p �

: (3)

On the parameter map using NA � 1.2248
[Fig. 11(a)], this will result in a trajectory where

Fig. 10. Schematic description of situation where a spherical of
volume Vo of refractive index n1 undergoes swelling by absorbing
material from the surrounding media of refractive index n2 such
that its volume increases by ΔV.

Fig. 11. Trajectory of a swelling dielectric sphere with an original radius ro � 2.095 μm and refractive index n1 � 2.506, placed in a
medium with refractive index n2 � 1.33 for: (a) NA � 1.2248 and (b) NA � 1.33. The growth rate, α, was linearly increased from 0 to 2.0.
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the particle is first trapped but strays into the con-
dition of nontrapping with swelling increase of the
sphere. That the trapping state is encountered again
later is irrelevant since the particle would have been
released from the hold of the potential well. If the NA
is increased to NA � 1.3, particle trapping will be
maintained throughout [Fig. 11(b)].

Finally, let’s discuss study extensions. Interesting
findings have been made regarding the momentum
effects (and thus trapping effects) associated with
polarization [32,33]. It is conceivable that polariza-
tion may offer an additional degree of parameter
freedom when designing improved tools for all-
optical sorting. In the same vein, oscillatory optical
trapping with Monte Carlo inputs that create spa-
tially and temporally modulated optical traps have
been useful in microrheology and biophysics
[34,35]. The interest in the latter is arguably from
lowered photothermal damage due to the non
continuous nature of the supplied laser beam. It also
promises to be pertinent in the all-optical sorting
approach proposed. Nevertheless, the effects of
Brownian diffusion also must be considered [15].

5. Conclusions

A comprehensive computation was successfully con-
ducted to ascertain the axial trapping efficiency,
which is limiting, of spherical dielectric particles us-
ing a focused Gaussian laser beam based on (i) the
particle radius r, (ii) the ratio of the refractive index
of particle over the medium, and (iii) the NA of the
delivered light beam. It yielded an iso-surface that
follows a clam-shell-like contour with ridges that of-
fer a way to engineer applications by controlling the
parameters used.

It also was found that a volume space exists that
based on specific parameter combinations that do not
lead to optical trapping. The appearance of small is-
lands of optical trapping at the locations just off the
ridges were found to be artifacts of using too low a
sampling to resolve the trapping capabilities near
the ridge regions. By examining specific points in
the computed parameter volume space, we uncov-
ered difficulties using the trapping efficiency and
stiffness metrics in defining how well particles are
drawn into and held in the trap.

An alternative calculation based on the maximum
forward and restoration values of the trapping effi-
ciency in the axial sense, which is called the trapping
quality, provided a more practical metric. The ridge
regions of trapping offer high specificity on whether
trapping can occur or not based on small parameter
changes. Consequently, this may be harnessed for ef-
fective particle sorting. Finally we discussed how the
optical trapping blind spots can be advantageous in
applications that use optical forces for particle trans-
lation in which photothermal damage is eschewed.
We also highlighted the use of the map to guide mul-
tiparameter changes during trapping.

Parts of this work were made possible by support
from Australian Research Council Discovery Project

Grants DP0878454 and DP120100583. We appreci-
ate the insights provided by M. W. Berns at the
Beckman Laser Institute on cell and neuron inter-
actions with lasers, and discussions with O. W. Liew
at Cardiovascular Research Institute, Singapore.

References
1. A. Ashkin, “Acceleration and trapping of particles by radiation

pressure,” Phys. Rev. Lett. 24, 156–159 (1970).
2. A. Ashkin, J. M. Dziedzic, J. E. Bjorkholm, and S. Chu,

“Observation of a single-beam gradient force optical trap for
dielectric particles,” Opt. Lett. 11, 288–290 (1986).

3. I. Perch-Nielsen, D. Palima, J. S. Dam, and J. Gluckstad,
“Parallel particle identification and separation for active
optical sorting,” J. Opt. A 11, 034013 (2009).

4. M. P. MacDonald, G. C. Spalding, and K. Dholakia, “Microflui-
dic sorting in an optical lattice,” Nature 426, 421–424 (2003).

5. M. Polin, Y. Roichman, and D. G. Grier, “Autocalibrated colloi-
dal interaction measurements with extended optical traps,”
Phys. Rev. E 77, 051401 (2008).

6. A. Neild, T. W. Ng, and W. M. Yii, “Optical sorting of dielectric
Rayleigh spherical particles with scattering and standing
waves,” Opt. Express 17, 5321–5329 (2009).

7. N. Hyun, C. Chandsawangbhuwana, Q. Zhu, L. Z. Shi, C.
Yang-Wong, and M. W. Berns, “Effects of viscosity on sperm
motility studied with optical tweezers,” J. Biomed. Opt. 17,
025005 (2012).

8. P. A. M. Neto and H. M. Nussenzveig, “Theory of optical
tweezers,” Europhys. Lett. 50, 702–708 (2000).

9. T. A. Nieminen, V. L. Y. Loke, A. B. Stilgoe, G. Knoner, A. M.
Branczyk, N. R. Heckenberg, and H. Rubinsztein-Dunlop,
“Optical tweezers computational toolbox,” J. Opt. A 9,
S196–S203 (2007).

10. M. J. Kendrick, D. H. McIntyre, and O. Ostroverkhova,
“Wavelength dependence of optical tweezer trapping forces
on dye-doped polystyrene microspheres,” J. Opt. Soc. Am. B
26, 2189–2198 (2009).

11. A. Ashkin, “Forces of a single-beam gradient laser trap on
a dielectric sphere in the ray optics regime,” Biophys. J. 61,
569–582 (1992).

12. A. B. Stilgoe, T. A. Nieminen, G. Knoner, N. R. Heckenberg,
and H. Rubinsztein-Dunlop, “The effect of Mie resonances
on trapping in optical tweezers,” Opt. Express 16,
15039–15051 (2008).

13. K. J. Knox, D. R. Burnham, L. I. McCann, S. L. Murphy, D.
McGloin, and J. P. Reid, “Observation of bistability of trapping
position in aerosol optical tweezers,” J. Opt. Soc. Am. B 27,
582–591 (2010).

14. M. L. Gorodetsky, A. A. Savchenkov, and V. S. Ilchenko,
“Ultimate Q of optical microsphere resonators,” Opt. Lett.
21, 453–455 (1996).

15. E. Xifré-Pérez, F. J. García de Abajo, R. Fenollosa, and F.
Meseguer, “Photonic binding in silicon-colloid microcavities,”
Phys. Rev. Lett. 103, 103902 (2009).

16. P. Chýlek and J. Zhan, “Interference structure of the Mie ex-
tinction cross section,” J. Opt. Soc. Am. A 6, 1846–1851 (1989).

17. B. Sun and D. G. Grier, “The effect of Mie resonances on
trapping in optical tweezers: comment,” Opt. Express 17,
2658–2660 (2009).

18. Simulator for the optical trapping of spherical dielectric
particles. www.biofuturex.com/LOAM/index‑resource.html.

19. A. Ashkin, “Forces of a single-beam gradient laser trap
on a dielectric sphere in the ray optics regime,” Biophys. J.
61, 569–582 (1992).

20. M. Bier, I. Derenyi, M. Kostur, and R. D. Astumian, “Intrawell
relaxation of overdamped Brownian particles,” Phys. Rev. E
59, 6422–6432 (1999).

21. M. Muradoglu, W. S.-Y. Chiu, and T. W. Ng, “Optical force lat-
eral push–pulling using focus positioning,” J. Opt. Soc. Am. B
29, 874–880 (2012).

22. M. Muradoglu, T. Le, C. Y. Lau, O. W. Liew, and T. W. Ng,
“Optical stirring in a droplet cell bioreactor,” Biomed. Opt.
Express 3, 2465–2470 (2012).

3508 APPLIED OPTICS / Vol. 52, No. 15 / 20 May 2013



Appendix B 188

23. J.-P. Matas, J. F. Morris, and E. Guazzelli, “Inertial migration
of rigid spherical particles in Poiseuille flow,” J. Fluid Mech.
515, 171–195 (2004).

24. D. DiCarlo, D. Irimia, R. G. Tompkins, and M. Toner,
“Continuous inertial focusing, ordering, and separation of
particles in microchannels,” Proc. Natl. Acad. Sci. USA.
104, 18892–18897 (2007).

25. J. Koo and C. Kleinstreuer, “Liquid flow in microchannels:
experimental observations and computational analyses of
microfluidics effects,” J. Micromech. Microeng. 13, 568–579
(2003).

26. Y. Zhang, Z. Liu, J. Yang, and L. Yuan, “A non-contact single
optical fiber multi-optical tweezers probe: design and fabrica-
tion,” Opt. Commun. 285, 4068–4071 (2012).

27. T. W. Ng, A. Neild, and P. Heeraman, “Continuous and fast
sorting of Brownian particles,” Opt. Lett. 33, 584–586 (2008).

28. P. Jákl, T. Čižmár, M. Šerý, and P. Zemánek, “Static optical
sorting in a laser interference field,” Appl. Phys. Lett. 92,
161110 (2008).

29. K. Dholakia, M. P. MacDonald, P. Zemánek, and T. Cizmár,
“Cellular and colloidal separation using optical forces,”
Methods Cell Biol. 82, 467–495 (2007).

30. K. Konig, H. Liang, M. W. Berns, and B. J. Tromberg,
“Cell damage in near-infrared multimode optical traps
as a result of multiphoton absorption,” Opt. Lett. 21,
1090–1092 (1996).

31. Y. N. Dai, P. Li, J. P. Zhang, A. Q. Wang, and Q. Wei,
“Swelling characteristics and drug delivery properties of
nifedipine-loaded pH sensitive alginate-chitosan hydrogel
beads,” J. Biomed. Mater. Res. B Appl. Biomater. 86,
493–500 (2008).

32. A. M. Beckley, T. G. Brown, and M. A. Alonso, “Full Poincaré
beams II: partial polarization,” Opt. Express 20, 9357–9362
(2012).

33. E. Madadi, A. Samadi, M. Cheraghian, and S. N. S. Reihani,
“Polarization-induced stiffness asymmetry of optical tweez-
ers,” Opt. Lett. 37, 3519–3521 (2012).

34. G.-B. Liao, P. B. Bareil, Y. Sheng, and A. Chiou, “One-
dimensional jumping optical tweezers for optical stretching
of bi-concave human red blood cells,” Opt. Express 16,
1996–2004 (2008).

35. Y.-X. Ren, J.-G. Wu, M.-C. Zhong, and Y.-M. Li, “Monte
Carlo simulation of effective stiffness of time-sharing optical
tweezers,” Chin. Opt. Lett. 8, 170–172 (2010).

20 May 2013 / Vol. 52, No. 15 / APPLIED OPTICS 3509



Appendix B 189

B.8 Contact angle and volume retention effects from cap-

illary bridge evaporation in biochemical microplating

Colloids and Surfaces A: Physicochem. Eng. Aspects 436 (2013) 647– 655

Contents lists available at ScienceDirect

Colloids  and  Surfaces  A:  Physicochemical  and
Engineering  Aspects

jo ur nal ho me  page: www.elsev ier .com/ locate /co lsur fa

Contact  angle  and  volume  retention  effects  from  capillary  bridge
evaporation  in  biochemical  microplating

Trang  Hunyha,  Murat  Muradoglua, Oi  Wah  Liewb,  Tuck  Wah  Nga,∗

a Laboratory for Optics & Applied Mechanics, Department of Mechanical & Aerospace Engineering, Monash University, Clayton, Victoria 3800 Australia
b Cardiovascular Research Institute, Yong Loo Lin School of Medicine, National University of Singapore, National University Health System, Centre for
Translational  Medicine, 14 Medical Drive, Singapore 117599, Singapore

h  i  g  h  l  i  g  h  t  s

• Capillary  bridges  to find  contact  angle
and retain  volumes  for  microplating
under evaporation  is  studied.

• Capillary  bridges  between  silicone
flat surfaces  had  initial  steep  contact
angle reduction.
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study wetting  and  restrict  volume
loss.
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a  b  s  t  r  a  c  t

Biochemical  microplating  in  resource-limited  venues  presents  a challenge  with  important  outcomes.
The  feasibility  of  using  capillary  bridges  developed  in  schemes  that apply  transparencies  and  samples
between  rods  with  EGFP  samples  to  interrogate  wetting  via  the  contact  angle and  to retain  volumes
for  longer  under  evaporation  was  investigated  here.  The  experiments  with  capillary  bridge  evaporation
between  two  flat  silicone  surfaces  found  a steep  contact  angle  reducing  rate  in the  early  stage  followed
by  a more  gradual  reducing  rate  later.  The steep  process  was  attributed  to  the liquid–vapor  interface
accommodating  for  thermodynamic  entropy  changes  during  evaporation.  The  initial  convex  meniscus
also  resulted  in  faster  volume  reduction  from Kelvin’s  relation  on escape  tendency.  With  the  same  vol-
ume,  the  two  silicone  surfaces  extended  the  retention  time  of  the sessile  drop  by  over  5 times.  This
unexpected  effect  was  attributed  to the  initial  convex  to  concave  meniscus  change  in a confined  space
that  resulted  in a more  saturated  vapor  pressure  nearer  to the interface.  This  finding  portends  the favor-
able  use  of hydrophobic  surfaces  in  transparency  microplating.  Its  use  in  contact  angle  measurements
however  will  be  subject  to  the evaporation  mechanics  at confined  areas.  It is also  limited  by  rupture.  With
capillary  bridge  between  three  rods,  this  occurred  at  higher  angles.  This  approach  did  not improve  volume
retention  from  evaporation  much  and  was  prone  to  wetting  not  being  constant  along  the  bridge  length.
Higher  fluctuations  in the  contact  angle  trend  were  found  which  made  attempts  to estimate  volume
based  on  geometry  subject  to large  levels  of uncertainty.  Nevertheless,  the  geometrical  equations  and
approximated  parameter  changes  showed  the  length  change  to  be above  two  times  the  cross  sectional
area  change  during  evaporation.  The  results  indicate  that creating  capillary  bridges  for  the transparency
microplates  offer  the  best  ability  to retain  volumes  while  allowing  the  contact  angle  to  be  interrogated.
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1. Introduction

The microplate (multiwell plate or microtiter plate) has become
a standard tool in analytical research and clinical diagnostic testing
laboratories. In microplate instrumentation, the trend is moving
toward testing increasingly smaller liquid volumes [1–4]. Smaller
test volumes (i) increase the number of assays that can be con-
ducted per plate thereby increasing throughput, and (ii) reduce
sample quantity needed per assay which is crucial when the test
samples/reagents are scarce or expensive. In dealing with miniatur-
ized assays, alternative approaches have been developed to handle
small liquid volumes, their preparation and testing without the
need for complex or precise machinery [1,4] or limitations from
wetting [5]. Yet, there is also impetus to create microplates that
are cost effective enough to be available for use in resource-limited
laboratories so that diagnostic outcomes can be achieved in a more
timely fashion. Two approaches that have been advanced recently
to address this without affecting the efficacy in optical diagnosis
are through the use of samples on transparencies [6,7] and between
rods [8].

It is sometimes necessary to incubate samples for prolonged
periods in microplates. In such situations, the influence of evapora-
tion cannot be overlooked. One aspect that needs to be considered
is the effect on wetting. The contact angle (CA) of a liquid on a solid
surface is widely considered to be a key parameter that character-
izes wetting behavior. The CA is most universally defined as the
angle between the liquid–vapor and the solid–liquid interfaces, at
the point where the three phases (solid, liquid, and gas) meet. Some
treated surfaces are high-energy and permit liquids to spread spon-
taneously on them [9,10]. Most surfaces, however, do not exhibit
this property, resulting in the formation of a drop. Surfaces that
cause the CA to be smaller than 90◦ are defined as hydrophilic while
those that engender a CA larger than 90◦ are classified as hydropho-
bic. By using chemical treatments to develop nano-scale structures
on surfaces, it is possible to achieve contact angles that are close to
180◦, which are increasingly harnessed for use in applications that
require high degrees of non-wetting [11–13]. Arguably, the most
widely used method to determine the CA of a sessile drop is by
direct imaging of its side-profile [14–16]. In another method called
the Wilhelmy balance, the contact angle is deduced from the force
exerted by the liquid on a small plate or ring, which is advanced to
and/or receded from the liquid [17]. The use of contact between a
spherical lens and liquid bath has been advanced as yet another
means of determining the contact angle [18], which apparently
is suited for characterizing surfaces with very low contact angle
hysteresis.

The sessile drop method is prone to the problem of evaporation
due to the large proportion of liquid surface area exposed to air.
From the outset, it has been established that the process involves
stages where the drop is either pinned at the contact line, or that the
contact line undergoes slipping. Efforts to characterize the evapo-
ration of drops can arguably be traced to the analysis of Picknett and
Bexon [19]. Since then, other models have appeared in an attempt
to better account for evaporation flux distribution [20]. In all these
models, the underlying basis of a sessile drop situated on a solid
surface is that the adjacent air becomes saturated with vapor due
to the rapid interchange of the molecules between the liquid and
its vapor. The vapor is essentially then a thin saturated region that
diffuses outward into the surrounding unsaturated air. Assuming
a quasi-equilibrium process for slow evaporation in still air, the
evaporation rate of the vapor Q can be taken to be represented by
Fick’s law such that

Q = �
dV

dt
= 4�DR(Cs − C∞)f (�) (1)

where D is the vapor diffusivity in still air, R radius of drop surface
curvature, Cs the saturated vapor concentration at drop surface,
C∞ the ambient vapor concentration determined by the relative
humidity, and f(�) = the dependence of evaporation rate on the con-
tact angle. The models to describe the temporal evolution of a drop
volume require the functional form of f(�) and the temporal vari-
ations of R and � to be known a priori. Recent studies have shown
that f(�) to be dependent on the nature of the surface since porous
types can cause the liquid to imbibe in them such that it enters into
a strongly Wenzel wetting state [21]. However, the determination
of f(�) may  be side stepped if the objective is to trace the progres-
sion of the contact angle due to pinning and slipping. In addition,
the volume trace may  also be determined via computations based
on the geometrical shape of the liquid body to sufficiently depict
the mechanics.

In contrast to the sessile drop, an approach based on determin-
ing the height of a laser lighted meniscus in capillaries offers an
alternative means to trace the contact angle progression with time
[22]. The heightened level of liquid confinement offered there is
helpful in reducing the extent of evaporation. Nevertheless, this
approach is suited more to interrogating the wetting behavior of
different liquids than variations in the surface itself as (i) modify-
ing treatments and (ii) microscopic examination, will generally be
difficult to carry out on the inner surfaces of the capillary. Clearly,
surfaces that offer improved resistance to evaporation and are yet
easily accessible will be beneficial.

Liquid bodies that are placed between surfaces will develop
capillary bridges. The compression of this body between two flat
parallel plates creates the condition for growth of the menisci in
which its stability can be established [23]. This has also been studied
in the case of tension, leading to important application implica-
tions in colloidal microstructure formation [24], biological system
attachment [25] and flow generation and transfer [26]. Capillary
bridges too form when the liquid body is placed between circular
rods [27] and this has been recently applied to serve as a biochem-
ical microplating device with the ability for mixing [8].

In this work, we investigate the feasibility of using the capillary
bridges developed between solid bodies to interrogate the contact
angle development under the effect of evaporation. In addition, we
also seek to ascertain the progress of volume change. These find-
ings will help to provide insights on the ability to relate wetting
to analyte characteristics and mitigate evaporation in biochem-
ical microplating schemes developed for use in resource-limited
laboratories.

2. Theoretical considerations

2.1. Volumetric determination of a sessile drop

When surface tension dominates, the shape of a sessile drop on
a surface can be assumed to be semi-spherical. From geometry (see
Fig. 1), it is rather easy to establish that the volume is related to the
radial distance of the drop on the surface a by

V = �a3(1 − cos �)2(2 + cos �)

3 sin3 �
(2)

where � is the contact angle and R is the radius of curvature.

2.2. Volumetric determination of a capillary bridge between two
flat plates

The liquid bridge that forms between two flat surfaces under
a strong surface tension effect assumes three different shapes,
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Fig. 1. Schematic description of a sessile drop where its shape is semi-spherical. The
volume can be determined using the measurable parameters of � and a.

depending on the contact angle. In the case where � < 90◦, we have
from Fig. 2(a)

h

R
= cos � (3)

where h is the half height of the liquid bridge. The length of AB is
then given by

∣∣AB
∣∣ =

√
R2 − (h − y)2 =

√
h2

cos2 �
− (h − y)2 (4)

For a vertical distance of y from the solid surface, the horizontal
distance can be determined using

x = a + h tan � −
∣∣AB

∣∣ = a + h tan � −
√

h2

cos2 �
− (h − y)2 (5)

The volume of the liquid bridge can thus be computed using

V = 2

∫ y=h

y=0

�x2dy (6)

In the case where � > 90◦, we have from Fig. 2(b)

h

R
= cos(180◦ − �) (7)

The length of AB in this case is then given by

∣∣AB
∣∣ =

√
R2 − (h − y)2 =

√
h2

cos2(180◦ − �)
− (h − y)2 (8)

The horizontal distance based on a vertical distance of y from
the solid surface can thus be determined by

x = a + h tan(180◦ − �) +
∣∣AB

∣∣ = a + h tan(180◦ − �)

+
√

h2

cos2(180◦ − �)
− (h − y)2 (9)

The volume can then be determined using Eq. (8). In the case
where � = 90◦, the liquid bridge is essentially a cylinder. Hence the
volume in this case is given by

V = �a2(2h) = 2�a2h (10)

2.3. Volumetric determination of a capillary bridge between three
rods

When a small but sufficient amount of liquid is brought into the
gap of three two narrowly spaced wettable rods, the liquid forms
a short bridge the surface of which can be assumed to be constant
mean curvature. As more and more liquid is added to the bridge, it
lengthens in the direction of the axes until it forms a long cylindri-
cal body to a good approximation, and has a constant cross section
except in the region of the terminal menisci. The volume of liq-
uid can then be taken as the product of this cross-section and the
length. If we take the rods to be of equal distance z from each other
(Fig. 3(a)), the distance between the centroid O′ to the center of
each rod is given by

d = sin(�/6)
sin(2�/3)

z  = z

3
(11)

Suppose that the contacts of capillary bridge with the uppermost
rod are at A and C (Fig. 3(b)). If this subtends an angle of 2� on the
rod, we can trace out the triangle O′OA in Fig. 3(c) such that

r

sin ϕ
= c

sin �
(12)

r cos � + r cos ϕ = d (13)

From (14) and (15) we  have

ϕ = tan−1
(

r sin �

d − r cos �

)
(14)

The area of the triangle O′OA is thus

Area(O′OA)  = 1
2

rd sin � (15)

Fig. 2. Schematic description of the half height and width of a symmetrical capillary bridge between two flat surfaces when (a) � < �/2, and (b) � > �/2. The volume can be
calculated using the parameters of �, h, and a.
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Fig. 3. Schematic description of (a) the cross-section of three rods of equal diameter
located with equal distance z to each other. The contacts of capillary bridge (at points
A  and C) with the rod, shown in (b), subtend an angle of 2� on it. The areas computed
of  OO′A in (c), O′AB and the semicircle AB in (d), and OAC in (b) permit the volume
of  the capillary bridge to be determined.

From the triangle O′AB (Fig. 3(d)), we are able to determine that

� = �

3
− ϕ (16)

In addition, the area of the triangle O′AB is given by

Area(O′AB) = 1
2

c2 sin 2ϕ (17)

The length of the chord AB can be found using

b = 2c sin � (18)

In Fig. 3(d), it can be seen that the arc AB is subtended through
an angle of 2� by the radius R. Since

� = �

2
− (� + �) (19)

it is possible to find that

R = b

2 sin �
= b

2 sin (�/2 − (� + �))
= b

2 cos (� + �)
(20)

This will allow the area of the semicircle cap AB to be approxi-
mated using

Area(∀AB)  ≈ R2

2
(2�  − sin 2�) ≈ b2

8 cos2 (� + �)
{

2
(

�

2
− (� + �)

)
− sin 2

(
�

2
− (� + �)

)}

≈ b2

8 cos2 (� + �)
{(� − (� + �)) − sin 2(� + �)} (21)

The area of the subtended arc OAC is simply

Area(OAC) =
(

2�

2�

)
�r2 = �r2 (22)

Summarily, the cross section comprising the liquid body is given
by

Area = 6 Area(O′OA)  + 3 Area(ABO) − 3 Area(∀AB)  − 3 Area(OAC)

(23)

The input of parameters z, r, �, and � into Eqs. (11), (12), (14),
(16), and (18) permit d, c, ϕ, �, and b to be determined. From these
parameters, Eqs. (15), (17), (19), and (22) can be solved to allow the
cross-sectional area of liquid to be determined via Eq. (23).

3. Materials and methods

3.1. Materials

The experimental sample used was  enhanced green fluores-
cent protein (EGFP) carrying a C-terminal polyhistidine tag, isolated
from genetically modified Escherichia coli and purified by immobi-
lized metal affinity chromatography. After elution of the proteins
from the chromatographic matrix, the sample was desalted into
sodium phosphate buffer (pH 7.4), checked for purity by SDS-
PAGE (sodium dodecyl sulfate-polyacrylamide gel electrophoresis),
and quantified using the BCA (bisinchoninic acid) protein assay
(Pierce). Sodium phosphate (NaPO4) buffer was  used to prepare a
series of dilutions for the purified EGFP sample ranging from 65 to
1300 ng/�L. These solutions were delivered using a manual pipette
(Biohit mLine Mechanical Pipette, 10–100 �L).

The experiments conducted on flat surfaces comprised glass
slides, silanized glass slides, and silicone surface slides; which gave
different levels of hydrophobicity. For experiments on rods, capil-
lary tubes of outer diameter 1 mm were used. Images were recorded
using microscope lenses (Infiniprobe) attached to CCD video cam-
era (Hitachi, KP-D20AU). From the images recorded, the required
dimensional information was  extracted using the UTHSCSA Image-
Tool Version 3.0 software.

3.2. Measurements of sessile drops on a flat surface

Liquid drops of the same volume (3 �L) were deposited onto
each flat surface using a manual pipette The imaging axis was kept
parallel to the glass plate along its surface, and perpendicular to
the droplet symmetry line when viewing the setup from the side
(see Fig. 4). A bright LED light source was placed opposite to the
microscope camera to illuminate the droplet for clearer imaging,
along the imaging axis. The droplet was deposited close to the edge
of the plate on the imaging side so that the droplet and the end of
the plate were almost equally focused.

From the video recordings an image file was produced at each
time interval until the evaporation of the drop was complete. Based
on the images recorded, the contact angle � and drop radii on the
surface a information was determined (see Fig. 1).

3.3. Measurements of capillary bridges between two flat surfaces

Liquid drops of equal volume (3 �L) were deposited between
two rectangular flat surfaces placed in parallel to each other and
perpendicular in relation to gravity. The distance between the sur-
faces was  maintained at 0.475 mm using two  spacers (Fig. 5(a)). The
imaging axis was  kept parallel to the glass plates, so that it passes
through the center point of the liquid bridge at the intersecting
symmetry lines. The LED light source was placed opposite to the
microscope camera to illuminate the liquid bridge along the imag-
ing axis. The droplet was  deposited close to the edge of the plates
on the imaging side so that the liquid bridge and the ends of the
plates were equally focused for imaging (Fig. 5(b)).

Video recordings were made until the complete evaporation of
the liquid bridge. From the images obtained prior to the liquid
bridge breakdown, values of the parameters � and a were deter-
mined (see Fig. 2).
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Fig. 4. Schematic description of the experimental setup for sessile drop recording. The side view of the setup shows the imaging axis with the light source placed opposite
to  the microscope camera and the illumination and imaging axes coinciding.

Fig. 5. Schematic depiction of the experimental setup used for recording the liquid bridge between two flat surfaces, with (a) providing a front view of the setup where the
dotted  lines show the axes of symmetry and where the main imaging axis is through the center marked point. The side view (b) of the setup shows the imaging axis with
the  light source being opposite to the microscope camera and the illumination axis along the imaging axis.

3.4. Measurements of capillary bridges between rods

In this case, the setup consisted of three glass rods placed par-
allel to each other with their axes perpendicular to gravity. The
rods were positioned so that their respective axial centers formed
the vertices of an equilateral triangle with 3.733 mm side length
(see Fig. 6(a)). The rods were fixed in this configuration through
fitted holes in two transparent, rectangular plastic plates kept in
parallel and fixed with adhesive at the adjoining interfaces. Liq-
uid was deposited close to one end of the rods so that the liquid
and rods could be simultaneously focused. The transparent, plas-
tic plates were used to enable light from the light source to pass
through to illuminate the liquid bridge. This resulted in high con-
trast images amenable for dimensional measurements. With liquid
dispensed between the rods, images were recorded with the main
imaging axis parallel to the axes of the rods and passing through
the center point of the visualized equilateral triangle (Fig. 6(b)). An
additional camera view was used to capture the length of the liquid
bridge such that the imaging axis was parallel to gravity and per-
pendicular to the main imaging axis (Fig. 6(b)). The illumination
axis was kept along the main imaging axis, with the light source
being opposite the microscope camera.

Liquid of constant volume (3 �L) was deposited onto the rods
and the changes in length and contact angles recorded simul-
taneously from the top and front of the setup until complete
evaporation of the liquid bridge. Video recordings were made until

the complete evaporation of the liquid bridge. From the images
obtained prior to the liquid bridge breakdown, values of the param-
eters � and � could be determined (see Fig. 3).

4. Results and discussion

4.1. Sessile drops on flat surface

The initial contact angle for sessile drop on glass was about 33◦.
This is higher than the typical equilibrium contact angle reported in
literature, and is possibly caused by the deposition process which
renders it closer to the advancing angle. From the time trace in Fig. 7,
it is evident that this surface has a tendency to pin straight away,
causing the contact angle to reduce continuously. There appears
to be a two stage process for this wherein after 10 min  the rate of
contact angle decrease was more pronounced. With silanized glass,
the initial contact angle was 42◦. This is higher than the value on
glass, which is expected. Compared with glass, the contact angle
reduction on silanized glass was more gradual with evaporation.
A second stage process occurred after about 28 min  in which the
contact angle reduced at a slightly faster rate. For silicone, the ini-
tial contact angle was  about 113◦ indicating that the surface is
hydrophobic. For the first 25 min, the contact angle reduced at a
rate that is almost similar to that of glass. Beyond that however the
contact angle starts to fall off at a rapid rate. On all surfaces, contact
angles very close to zero at the end of evaporation were observed.

Fig. 6. Schematic depiction (a) of the experimental setup for creating a liquid bridge (darkened areas) between glass rods in which the front view comprise dotted lines
showing the position of the axial centers of the rods at the vertices of an equilateral triangle. In recording (b) the main imaging axis is through the center marked point is
recorded using one camera, and another camera records perpendicular to this axis.
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Fig. 7. Trace of the contact angle progression with time as a 3 �L sessile drop (see
inset) is evaporated on the flat surfaces made of glass, silanized glass, and silicone.
The  contact angle is taken as the average of the angles marked 1 and 2 in the picture.

In the evaporation process, it can be seen that contact line pinning
is a dominant feature. The presence of hysteresis indicates that a
four stage evaporation process may  be in action [28].

The volume trace with time was estimated using Eq. (4) and pre-
sented in Fig. 8. It can be seen that rather linear rates were obtained
with glass and silanized glass notwithstanding the two step con-
tact angle reduction rates occurring on these surfaces. We  surmise
that since the rate changes were small, the effects on the linearity
of volume change were minimal. In the case of silicone, the volume
change distribution was far less linear due to the pronounced con-
tact angle rate changes. It is also evident that the same drop volume
was able to be retained 1.5 and 2 times longer on silanized glass
and silicone surfaces respectively over glass surfaces. This result
can be explained through the feature of evaporation rate occurring
more rapidly at lower contact angles regions in the sessile drop.
This same effect is also responsible for generating the capillary flow
responsible for the coffee stain effect [29,30].

4.2. Capillary bridges between two flat surfaces

In the case of the capillary bridge on glass, the starting contact
angle was about the same as that of the sessile droplet. But instead
of pinning, there was a high degree of stick-slipping of the contact
line resulting in slow reduction of the contact angle. The effect of
contact line sticking and slipping in liquid bridges has been actively
studied [31]. The behavior with silanized glass was  almost similar
with glass. An interesting behavior, however, was observed with

Fig. 8. Trace of the remnant volume against time of a 3 �L sessile drop as it is
evaporated on the flat surfaces made of glass, silanized glass, and silicone.

Fig. 9. Trace of the contact angle progression with time as a 3 �L capillary bridge
(see inset) is evaporated between two  flat surfaces made of glass, silanized glass,
and silicone. The contact angle is taken as the average of the angles marked 1–4 in
the  picture.

silicone. On this surface, the contact angle reduced drastically from
110◦ to 35◦ in the first 20 min. This sudden contact angle change
appears strange but can be explained by the knowledge that the
phase behavior of a fluid is strongly affected by confinement. The
conditions for equilibrium of a liquid–vapor system confined in
a solid geometry can be elucidated through entropy [32]. From
thermodynamics, the change in entropy is known to be linked to
temperature, pressure, and chemical potential. If this is extended to
the interfaces of phases, it should then link to the tension and area
of the interface as well. All the components acting at the interface
can be taken to follow the Gibbs surface of tension approximation.
With evaporation, the vapor phase has to form out of and coexist
in an equilibrium state with a confined liquid phase. It has recently
been shown that vapor formation with a convex meniscus is gener-
ally unfavorable from an interfacial energy standpoint related to the
action of entropy change [33]. This then helps to explain why the
convex capillary bridge, in seeking to achieve improved stability,
changed over to a concave meniscus with the onset of evaporation.

From 20 min  onwards on the silicone surface, the contact line
was seen to undergo a strong sliding phase until the 180 min mark
before late stage pinning caused the contact angle to reduce sig-
nificantly. A point to note is that in all cases, the capillary bridge
ruptured at around 20◦. This is due to the influence of liquid
capillary instability (due to curvature) that ensures that rupture
occurred before the contact angle had chance to go to zero. In other
words, it will not be possible to trace the contact angle developed
on bridge all the way  to total evaporation of the liquid body.

The volume of the capillary bridge was  estimated using Eqs.
(5)–(12), from which the computed volume against time traces are
shown in Fig. 10. Due to uncertainties involved in determining the
parameters, the plots have larger error bars. The volume reduction
trends in all cases appeared rather linear with R2 values of 0.95 and
above. It can be seen that the volume reduction rates of glass and
silanized glass were about the same which contrasts with the case
of sessile drop evaporation. It appears then that the almost similar
contact angle change trends here were responsible for this. Due to
the rapid change of the contact angle over the first 20 min  on sili-
cone, the somewhat moderate departure from linearity of volume
against time reduction trend in Fig. 10 was somewhat unexpected.
However, the nature of the slope being steeper earlier in the pro-
cess can be explained through the insights of Lord Kelvin [34] who
formulated the relation

RT

M
loge

(
p

p0

)
= 2	

�

(
1
R

− 1
R0

)
(26)

with R being the gas constant, T the absolute temperature, M the
molecular weight, 	 the surface energy, � the density of the liquid,
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Fig. 10. Trace of the remnant volume against time of a 3 �L capillary bridge as it is
evaporated between two flat surfaces made of glass, silanized glass, and silicone.

p the escaping tendency of the substance in a surface with radius of
curvature R, and p0 the escaping tendency in a surface with radius
of curvature R0. If the value of R0 is taken to be infinitely large (indi-
cating a flat surface), the equation provides a relation between the
curvature of the liquid surface and the rate of evaporation. Where
the surface is convex, the right-hand side of the equation is pos-
itive, while it is negative when the surface is concave. This is, of
course, another way of saying that the escaping tendency of a con-
vex surface is greater and a concave surface is less than that of
at a flat surface. On silicone flat surfaces, the capillary bridge that
formed first starts off with a convex surface (which has higher liquid
escaping tendency) and then converts into a concave surface during
the first 20 min  period. This then accounts for the initial stronger
volume loss rate before reducing in time as shown in Fig. 10.

Due to the contact angles being almost the same after 20 min
on all three surfaces (see Fig. 9), the ability of the silicone surface
to retain liquid longer is somewhat curious. However, it should be
noted that in a highly constrained area, as is clearly the case with the
capillary bridge formed between two flat surfaces, the vapor pres-
sure distribution near the interface is markedly different from the
case of a sessile drop. We  believe that the initial convex to concave
meniscus change with the capillary bridge formed between silicone
surfaces to have resulted in a more saturated vapor pressure nearer
to the interface. Consequently, this will have an effect of reducing
the volumetric rate of liquid loss notwithstanding evaporation. In
fact, keeping the same volume as a capillary bridge between two
silicone surfaces extended the retention time by 5 times over the
sessile drop on a silicone surface. This result has important implica-
tions when seeking to provide a cover for transparency microplates
[6,7] since it will create a capillary bridge. The use of hydropho-
bic transparencies should maintain analytes for longer from the
effect of evaporation. The higher tendency to move on hydropho-
bic surfaces can be limited using scribed surfaces [7]. We  also make
mention here that the thickness of the substrates used is important
to avoid the effect of surface tension induced deformation recently
uncovered [35].

4.3. Capillary bridges between three rods

On inspecting the trace of contact angle against time for a
capillary bridge between three rods (see Fig. 11), it can be seen that
it is susceptible to rupture at a rather large angle (40◦). In addition
the time taken for the liquid to rupture was about 1.75 times longer
than that of total evaporation of the sessile drop. This is attributed
to the liquid–gas area being much larger than between two flat
plates. The starting contact angle was much higher (70◦) even
though the surface was glass. In explaining this, it is important

Fig. 11. Trace of the contact angle progression with time as a 3 �L capillary bridge
(see inset) is evaporated between three rods (A–C) made of glass. The contact angle
is  taken as the average of the angles marked 1–6 in the picture.

to contrast between the capillary bridge forming between the
three cylinders with that inside a capillary tube. With the latter,
the liquid–gas interface occurs only at the two  distal ends of the
tube. With the cylinders, the interface occurs all along the length.
In such a case, it cannot be assumed that the extent of wetting
to be constant throughout the length. This has similarities to the
situation of a thread of liquid resting on a surface wherein the
behavior depends on the boundary condition at the contact line. In
studies that investigated the equilibrium shape of a liquid confined
to hydrophilic stripes, bulges have been shown to occur [36]. It is
conceivable then that a similar effect had occurred, albeit this is
difficult to observe and confirm along the liquid length. Such an
effect (bulging) will then account for the increased contact angles
observed at the distal ends where recording is made. It is also
important to note that the contact angle at rupture occurred at val-
ues two  times higher than that between flat surfaces. It will appear
that the thread effect also has the effect of causing higher levels of
instability that resulted in the capillary bridge rupturing earlier.

Figs. 12 and 13 present the breakdown traces of the contact
angles developed on each of the three glass rods, as well as the
top and bottom of the two  glass flat surfaces in the evaporation
experiments conducted. It can be seen that the fluctuations in con-
tact angle of the capillary bridge on glass cylinders are much higher
than on flat glass surfaces. We  attribute this also to the thread effect
since this will have an effect of altering the symmetry of liquid
in contact with each of the three cylindrical surfaces. This result
allowed us to infer that using the three rod approach to trace the
contact angle development with time will not be practical.

The fact that the contact angles could vary significantly between
the rods and the effect of liquid threads being significant, makes

Fig. 12. Breakdown trace of the contact angles developed on the three glass rods in
Fig. 11 with time as a 3 �L capillary bridge is evaporated between them. Significant
fluctuations (in the order of 20◦) can be observed.
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Fig. 13. Breakdown trace of the contact angles developed on the top and bottom of
the two glass flat surfaces in Fig. 9 with time as a 3 �L capillary bridge is evaporated
between them. The fluctuations are noticeably much smaller (<5◦).

Fig. 14. Map of the cross sectional area of the capillary bridge held between three
liquid rods calculated for various values of � and �. The units are in m2 and are based
on  z = 3.733 mm and r = 1 mm in Fig. 3.

volume estimation through the equations developed earlier to be
fraught with high levels of uncertainty. Nevertheless, the equa-
tions still provide some useful insights into the process. Based on
the estimated average values of � = 72◦, � = 61◦ initially and � = 42◦,
� = 44◦ after rupture, the area change is estimated to be −31.5%. The
length of capillary bridge change (measured directly) was found to
be approximately −72%. It is clear then that the length change is
above two times the cross sectional area change of the capillary
during the evaporation. Fig. 14 provides a map  of the liquid bridge
cross sectional area against various values of � and �. It is intuitive
then that the amount of liquid that can be retained is lowered when
� and � are similarly lowered.

5. Conclusions

The experiments with sessile drop evaporation show the contact
angle versus time trends to roughly comprise two linearly reducing
rates; one slower followed by one that is faster. The difference is
more pronounced with silicone as opposed to glass and silanized
glass. This caused a strong departure from volume reduction linear-
ity using silicone. The use of silicone improved the drop retention
capability by 2 times over glass.

The experiments with capillary bridge evaporation between two
flat surfaces show similar strong linear contact angle reduction and
thus volume reduction trends with time using glass and silanized
glass. With silicone, there was a steep contact angle reducing rate in

the early stage followed by a more gradual reducing rate later. The
steep process was  attributed to the liquid–vapor interface accom-
modating for thermodynamic entropy changes during evaporation,
which favor forming a concave over a convex meniscus. The initial
convex meniscus also resulted in faster volume reduction as stip-
ulated by Kelvin’s relation on escape tendency. The much slower
volume reduction rate with silicone flat surfaces found presented
a conundrum since the contact angle development with time dur-
ing the later stages was similar to that between glass and silanized
glass surfaces. This was attributed to the initial convex to concave
meniscus change in a confined space that resulted in a more satu-
rated vapor pressure nearer to the interface. With the same volume,
the capillary bridge between two  silicone surfaces extended the
retention time of the sessile drop on a silicone surface by over 5
times. This makes it favorable for use as a means to limit the effects
of evaporation in small volume biochemical microplating. The use
of contact angle measurements using this approach however needs
to take into account the different evaporation mechanics scheme
existing between a sessile drop and a capillary bridge between
two flat surfaces. Also the range of measurement is limited to the
point where rupture occurred, which we found to be around 20◦

notwithstanding the different surface types.
In the experiments with capillary bridge between three rods,

rupture occurred at a rather large angle (40◦). In addition, the time
taken for the liquid to rupture was  only about 1.75 times longer
than that of total evaporation of the sessile drop. The starting con-
tact angle was much higher (70◦) and was attributed to wetting
being not constant throughout the length. This has similarities to
the situation of a thread of liquid resting on a surface wherein the
behavior depends on the boundary condition at the contact line. The
same effect is also responsible for the higher fluctuations in con-
tact angle trend over that on flat surfaces, making it impractical to
be use for characterization measurements. Due these fluctuations,
attempts to estimate volume based on the liquid bridge geometry
would be subject to large levels of uncertainty. By using the geo-
metrical equations and approximate parameter changes, the length
change was  found to be above two  times the cross sectional area
change of the capillary during evaporation.

The results here indicate that when evaporation is significant
creating capillary bridges for the transparency microplates offer
the best ability to retain volumes while allowing the contact angle
to be interrogated.

Acknowledgements

T.W. and O.W. acknowledge funding from the Australian
Research Council Discovery Project DP120100583. T.W. appreciates
discussions with Yang Yu at BIT, China on liquid body simulations.

References

[1] L.J. Kricka, K. Imai, P. Fortina, Analytical ancestry: evolution of the array in
analysis, Clinical Chemistry 56 (2010) 1797.

[2] A. Zarowna-Dabrowska, E.O. McKenna, M.E. Schutte, A. Glidle, L. Chen, C.
Cuestas-Ayllon, D. Marshall, A. Pitt, M.D. Dawson, E. Gu, J.M. Cooper, H. Yin, Gen-
eration of primary hepatocyte microarrays by piezoelectric printing, Colloids
and Surfaces B 89 (2012) 126.

[3] H. Rhode, M. Schulze, S. Renard, P. Zimmermann, T. Moore, G. Cumme, A. Horn,
An  improved method for checking HTS/uHTS liquid-handling systems, Journal
of Biomolecular Screening 9 (2004) 726.

[4] H.Y. Tan, T.W. Ng, A. Neild, O.W. Liew, Capillary wells microplate with side
optical access, Journal of Biomolecular Screening 15 (2010) 1160.

[5] G. Lu, H.Y. Tan, A. Neild, O.W. Liew, Y. Yu, T.W. Ng, Liquid filling in standard
circular well microplates, Journal of Applied Physics 108 (2010) 124701.

[6] B.H.-P. Cheong, V. Diep, T.W. Ng, O.W. Liew, Transparency based microplates
for  fluorescence quantification, Analytical Biochemistry 422 (2012) 39.

[7] X.Y. Li, B.H.-P. Cheong, A. Somers, O.W. Liew, T.W. Ng, Surface-scribed trans-
parency based microplates, Langmuir 29 (2013) 849.



Appendix B 197

T. Hunyh et al. / Colloids and Surfaces A: Physicochem. Eng. Aspects 436 (2013) 647– 655 655

[8] B.H.-P. Cheong, J.K.K. Lye, S. Backhous, O.W. Liew, T.W. Ng, Microplates based
on liquid bridges between glass rods, Journal of Colloid and Interface Science
397 (2013) 177.

[9] P.G. de Gennes, Wetting: statics and dynamics, Reviews of Modern Physics 57
(1985) 827.

[10] A. Marmur, Equilibrium and spreading of liquids on solid surfaces, Advances in
Colloid and Interface Science 19 (1983) 75.

[11] C. Li, Y. Gao, S. Wang, Air-grid surface patterning provided by superhydrophobic
surfaces, Small 8 (2012) 962.

[12] C. Ye, M.  Li, J. Hu, Q. Cheng, L. Jiang, Y. Song, Highly reflective superhydropho-
bic white coating inspired by poplar leaf hairs toward an effective “cool roof”,
Energy & Environmental Science 4 (2011) 3364.

[13] F. Shao, T.W. Ng, O.W. Liew, J. Fu, T. Sridhar, Evaporative preconcentration and
cryopreservation of fluorescent analytes using superhydrophobic surfaces, Soft
Matter 8 (2012) 3563.

[14] J.S. Allen, An analytical solution for determination of small contact angles from
sessile drops of arbitrary size, Journal of Colloid and Interface Science 261
(2003) 481.

[15] N.M. Dingle, M.T. Harris, A finite element based algorithm for determining
interfacial tension (gamma) from pendant drop profiles, Journal of Colloid and
Interface Science 286 (2005) 670.

[16] Y.-L. Hung, Y.-Y. Chang, M.-J. Wang, S.-Y. Lin, A simple method for measuring
the  superhydrophobic contact angle with high accuracy, Review of Scientific
Instruments 81 (2010) 065105.

[17] E. Ramé, The interpretation of dynamic contact angles measured by the Wil-
helmy plate method, Journal of Colloid and Interface Science 185 (1997)
245.

[18] F. Restagno, C. Poulard, C. Cohen, L. Vagharchakian, L. Leger, Contact angle and
contact angle hysteresis measurements using the capillary bridge technique,
Langmuir 25 (2009) 11188.

[19] R.G. Picknett, R. Bexon, The evaporation of sessile or pendant drops in still air,
Journal of Colloid and Interface Science 61 (1977) 336–350.

[20] C. Bourgès-Monnier, M.E.R. Shanahan, Influence of evaporation on contact
angle, Langmuir 11 (1995) 2820–2829.

[21] H. Song, Y. Lee, S. Jin, H.-Y. Kim, J.Y. Yoo, Prediction of sessile drop evapora-
tion considering surface wettability, Microelectronic Engineering 88 (2011)
3249–3255.

[22] B.H.-P. Cheong, T.W. Ng, Y. Yu, O.W. Liew, Using the meniscus in a capillary for
small volume contact angle measurement in biochemical applications, Lang-
muir 27 (2011) 11925.

[23] G. Debregeas, F. Brochard-Wyart, Spreading of viscous droplets on a non viscous
liquid, Journal of Colloid and Interface Science 190 (1997) 134.

[24] T.L. Cheng, W.  Yu, Spontaneous formation of stable capillary bridges for firming
compact colloidal microstructures in phase separating liquids: A computa-
tional study, Langmuir 28 (2012) 2696.

[25] J. Qian, H. Gao, Scaling effects of wet  adhesion in biological attachment systems,
Acta Biomaterialia 2 (2006) 51.

[26] W.  Schwalb, T.W. Ng, J.K.K. Lye, O.W. Liew, B.H.-P. Cheong, Surface tension
drawing of liquid from microplate capillary wells, Journal of Colloid and Inter-
face Science 365 (2012) 314.

[27] H.M. Princen, Capillary phenomena in assemblies of parallel cylinders III. Liquid
columns between horizontal parallel cylinders, Journal of Colloid and Interface
Science 31 (1970) 171.

[28] S. Semenov, V.M. Starov, R.G. Rubio, H. Agogo, M.G. Velarde, Evaporation of ses-
sile water droplets: Universal behaviour in presence of contact angle hysteresis,
Colloids and Surfaces A 391 (2011) 135.

[29] R.D. Deegan, O. Bakajin, T.F. Dupont, G. Huber, S.R. Nagel, T.A. Witten, Capillary
flow as the cause of ring stains from dried liquid drops, Nature 389 (1997) 827.

[30] H.M. Gorr, J.M. Zueger, D.R. McAdams, J.A. Barnard, Salt-induced pattern for-
mation in evaporating droplets of lysozyme solutions, Colloids and Surfaces B
103 (2013) 59.

[31] S. Dodds, M.  Carvalho, S. Kumar, Stretching liquid bridges with moving contact
lines: the role of inertia, Physics of Fluids 23 (2011) 092101.

[32] J.W. Gibbs, On the equilibrium of heterogeneous substances, Transactions Con-
necticut Academy 2 (1876) 108.

[33] L. Zargarzadeh, J.A.W. Elliott, Comparative surface thermodynamic analysis of
new fluid phase formation between a sphere and a flat plate, Langmuir 29
(2013) 3610.

[34] W.  Thomson, On the equilibrium of vapour at a curved surface of liquid, Philo-
sophical Magazine 141 (1871) 448.

[35] J. Liu, W.  Zuo, Y. Mei, Droplet-induced anomalous deformation of a thin micro-
plate, Colloids and Surfaces A 412 (2012) 108.

[36] H. Gau, S. Herminghaus, P. Lenz, R. Lipowsky, Liquid morphologies on struc-
tured surfaces: From microchannels to microchips, Science 283 (1999) 46.



Appendix B 198

B.9 Scale-like cantilever cell traps

Scale-like cantilever cell traps†

Boyin Liu,a Jing Fu,a Anthony Somers,b Murat Muradogluc and Tuck Wah Ng*ac

The micro-domain provides excellent conditions for performing biological experiments on small

populations of cells and has given rise to the proliferation of so-called lab-on-a-chip devices. In order to

fully utilize the benefits of cell assays, means of retaining cells at defined locations over time are

required. Here, the creation of scale-like cantilevers, inspired by biomimetics, on chemically robust

planar silicon nitride (Si3N4) film using focused ion beam machining is described. Using SEM and optical

profilometry imaging, regular tilting of the cantilever with almost no warping of the cantilever was

uncovered. With Monte Carlo simulation, it was found that the ion implantation in the film was limited to

tens of nanometers, and SEM imaging confirmed that the ion beam milling edges were smooth. Finite

element analysis showed that the scale-like cantilever was best at limiting stress concentration without

difficulty in manufacture and having stresses more evenly distributed along the edge. It also had a major

advantage in that the degree of deflection could be simply altered by changing the central angle. From a

piling simulation conducted, it was found that a random delivery of simulated particles on to the scale-

like obstacle should create a triangular collection. In the experimental trapping of polystyrene beads in

suspension, the basic triangular piling structure was observed, but with extended tails and a fanning out

around the obstacle. This was attributed to the aggregation tendency of polystyrene beads that acted on

top of the piling behavior. In the experiment with bacterial cells, triangular pile up behind the cantilever

was absent and the bacteria cells were able to slip inside the cantilever's opening despite the size of the

bacteria being larger than the gap. Overall, the fabricated scale-like cantilever architectures offer a viable

way to trap small populations of material in suspension.

1. Introduction

The properties of biological materials and surfaces result from a
complex interplay between surface morphology and physical
and chemical properties formed by adaptation over a long
period of time. Biological hierarchical structures, with dimen-
sions of features ranging from the macro-scale to the nano-
scale, have provided vital lessons and guidance on how mate-
rials, devices and processes with useful outcomes can be
developed. Some successful examples include drag reduction in
uid ow,1 superhydrophobicity,2 photoluminescence,3 reec-
tion,4 coloration,5 and self-healing.6

Skins with scales (scutes) are a prominent feature in reptiles
such as snakes. Various suggestions have been advanced to
elucidate their function, including (i) a kind of zip-fastener
supporting the molding process by holding old and new skin

together until the old skin is entirely shed,7 (ii) surface
strengthening,8 (iii) anti-contamination,9 and (iv) anti-fouling.10

Recently, in an attempt to better understand how snakes are
able to travel through narrow openings despite being restricted
from using coiled motion propulsion, evidence of a concertina-
type movement, aided by the directional frictional anchors
provided by the ventral scales, had been conrmed by observing
the locomotion of corn snakes (Pantherophis guttatus).11

The Azolla, alternatively, is a genus of small aquatic ferns
widely distributed around the world. Its branches and stems are
covered with small, alternate, overlapping leaves which
resemble scales under a cursory observation. Affixed to these
leaves are populations of the cyanobacterium Anabaena azollae
which the Azolla shares a symbiotic relationship with. Under-
water, the shape of these leaves has long been suspected of
helping to trap minerals such as phosphorus, which can be
abundant in waterways during chemical runoffs. This then
allows the cyanobacterium, which xes atmospheric nitrogen,
to feed the Azolla, allowing it to grow at great speeds.12 This
efficient trapping capacity also renders it ideal for phytor-
emediation, where heavy metals from polluted aquatic ecosys-
tems can be removed, disposed, or recovered.13

The technology of handling small liquid volumes in
biochemical analysis, commonly referred to as microuidics, was
initially based on continuous ow and closed architectures.14
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Issues such as clogging (when particulates or cells are present),
access impediments, and difficulties in integration and scaling
due to the ow at any one location being dependent on the ow
properties of the entire system, have resulted in increasing
interest to apply discrete, open, and independently controllable
sample volumes instead.15,16 This approach permits the micro-
uidic function to assume a set of basic repeated operations,
whereby one unit of uid can be moved over one unit of distance,
thus facilitating the use of hierarchical and cell-based approaches
for microuidic biochip designs that offer exible and scalable
system architectures as well as high fault tolerance capabilities.
Moreover, because the volumes can be controlled independently,
such systems offer greater potential to be recongured whereby
groups of unit cells in an array can be altered to change their
functionality.

The micro-domain provides excellent conditions for per-
forming biological experiments on small populations of cells
and has given rise to the proliferation of so-called lab-on-a-chip
devices. In order to fully utilize the benets of cell assays, means
of retaining cells at dened locations over time are required.
This was rst performed by localized surface modications17 or
chemical immobilization18 in microuidic networks. More
recently, hydrodynamic effects working in tandem with applied
eld gradients that induce forces on cells, such as electrical,19

optical,20 magnetic,21 or acoustic22 elds, have been attempted.
These methods generally require investment of time, resource,
and expertise to develop. Most researchers conducting cell
based assay investigations in the laboratory, however,
frequently seek approaches that eschew these demands. Such
an approach, which is inspired by the workings of biological
scale-like structures that assist in directional frictional
anchoring and trapping, is described here.

2. Materials and methods
Substrate and preparation

The substrate used was a typical submicron lm supported on a
silicon frame (Ted Pella Inc, Redding, CA, USA). The area to be
worked on was fabricated from chemically robust, low-stress,
planar silicon nitride (Si3N4) lm and the area is supported by a
rigid 3 mm silicon frame. The area of the thin lm portion was
1.5 mm and its thickness was 200 nm. Focused ion beam
milling was conducted using a FIB-SEM dual system (Helios
Nanolab 600, FEI company, Hilboro, USA). The ion beam
voltage and current were kept at 30 kV and 0.28 nA respectively.
The diameter of the scale-shape fabricated was 10 mm–20 mm in
which the cutting angle was xed at 315�. The dwell time for
each ion beam burst was kept at 105 ns in which 5 passes were
made. In order to fashion each scale-like cantilever, the time
taken was 2 minutes and 30 seconds. Aer the cantilever was
shaped, bombarding its center with the ion beam of same
accelerating voltage and ion current caused it to tilt downwards.
One of the important advantages of using the ion-beam pro-
cessing was that the structures could be directly visualized in
the electronmicroscopy mode within the same equipment. This
permitted each step of the fabrication process to be closely
monitored.

Prolometry

As the structures generated were exible, contacting methods
were not suited to determine its 3D shape. For this, an optical
prolometer (Bruker, GT-K1) was used. The prolometer was
located on a pneumatic vibration-isolation table (Newport)
tted with active high attenuation isolation and calibrated
using step height standards (Bruker, Veeco). The area
surrounding the cantilever was taken as the zero height from
which the depth was determined. Analysis was done on the
Vision 64 (Ver. 5.10) soware.

Numerical simulation of cantilever structure creation and use

For the FIB process leading to the creation of the cantilever
structures, it is instructive to evaluate the interaction of ions
with matter. To do this, we applied the computer programs
associated with the Stopping and Range of Ions in Matter
(SRIM). SRIM (available at http://www.srim.org) is based on a
Monte Carlo simulation method, namely the binary collision
approximation with a random selection of the impact param-
eter of the next colliding ion. As the input parameters, it needs
the ion type and energy (in the range 10 eV–2 GeV) and the
material of one or several target layers.

A natural question that comes to mind is whether there is
any advantage in the structural creation of scale-like cantilevers.
Using the mechanical design soware Solidworks (Dassault
Systèmes SolidWorks Corp., Waltham,Massachusetts, USA) and
associated analysis packages, we modeled cantilevers that are
rectangular and circular in shape with the nite element anal-
ysis (FEA) method. Four types of cantilever geometries were
tested, including a rectangle of inverse aspect ratio (1.618 : 1)
with the long edge xed, a scale-like plate with 315� central
angle xed at the chord, a square cantilever, and a rectangle of
aspect ratio (1 : 1.618) with the short edge xed. Since the
eventual goal was to accomplish cell trapping, the effective
lengths were kept to the scale range matching that of cells.
During FIB fabrication, we started with an effective length of
10 mm, followed by a scale down procedure to eventually t the
size of a single cell. In order to remain consistency between
fabrication and FEA simulation, the lengths of the free ends of
rectangular and square cantilevers, as well as the diameter of
scale-like cantilever, were set to 10 mm. All the cantilevers were
prepared on 25 mm � 25 mm, 200 nm thick membrane models
in Solidworks. The width of the kerf is related to the ion beam
size and was speculated by observing the kerf width of fabri-
cation product, which was approximately 200 nm.

Numerical piling simulation

The manner in which particles accumulate at the cantilever can
be modeled as a delivery of points in a spatially randommanner
in a plane. When the points make contact with the scale shape
its ability to be retained or to move away can be related to the
prescribed conditions imposed. This has some parallels with
the way bulk granular materials, when poured onto a horizontal
surface, form a conical pile.23 The computer modeling should
then essentially apply a cellular automata (CA) approach which
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is an alternative to continuum and discrete element models for
predicting the ow of granular materials.24 With this, the ow
eld can be divided into cells that each possesses a nite
number of states. The current state of each cell is a function of
its state and those of its neighbors at the previous time-step.
This function is governed by update rules that dene the
interactions that can occur between particles moving around a
lattice connecting adjacent cell centers. The rules themselves
can incorporate mass and momentum conservation albeit in a
simple, discrete manner.

The simulations are based on a robust block cellular
automata algorithm. It assumes a basic neighborhood interac-
tion rule that is able to model basic piling and toppling of
particles onto a surface. The particles are assumed to be
uniform blocks of “mass” that can conserve momentum and
pile in a lattice structure. In this model we assumed that there
are no inter-particle or surface forces. The lattice of cells (used
in computation) is divided into non-overlapping blocks and the
transition rule applied to a whole block at a time rather than a
single cell. Block cellular automata are useful for simulations of
physical quantities, because it is straightforward to choose
transition rules that obey physical constraints such as revers-
ibility and conservation laws. A 2 � 2 block rule set known as
the Margolus neighborhood,25 written in Matlab, was used to
propagate particles that randomly appear above the obstacle
surface. We consider each cell to be of a rectangular shape
where the cell's x and y dimensions dictate the repose angle.
When run over a period of time, an equilibrium piling structure
can be seen above the obstacle surface. This is then used as a
basis to consider the piling behavior.

Trapping experimentation

The trapping experimentation on the substrate was conducted
using 1 mm polystyrene microbeads in suspension and gram-
negative bacterial cells (Klebsiella pneumonia) solution aer
glutaraldehyde xation. Before the experiments were con-
ducted, the membrane surface was washed by absolute ethanol
and dried in air. The polystyrene beads, originally in solution at
10%v/v in deionized water, was diluted 50 times before usage.
The isolated bacteria Klebsiella pneumonia was cultured and
incubated until it reached approximately 108 CFUmL�1 (colony-
forming units per milliliter). The samples were then xed with
2.5% glutaraldehyde in phosphate-buffered saline (PBS) for 20
min and stored at 4 �C based on safety protocols. Glutaralde-
hyde cross-links the proteins of cells and is the standard
chemical used in xation. Fixation is a chemical process by
which biological cells are preserved from decay, thereby pre-
venting autolysis or putrefaction. Fixation terminates any
ongoing biochemical reactions, and may also increase the
mechanical strength or stability of treated cells. Prior to con-
ducting the experiments on the fabricated scale structure, the
cells were washed two times with Milli-Q water and re-sus-
pended in Milli-Q water to remove only the supernatants.
Hence, the bacteria concentration remained at 108 CFU mL�1

during the tests. There are no salts existing in the solution that
can be deposited. During the test a manual pipette was used to

dispense 100 mL of each solution onto the substrate as a drop. In
the experiments, a tip was placed to contact the drop such that
it created a liquid bridge (see Fig. 1). As the tip was moved, it
could create a ow within the liquid bridge26,27 from which the
fabricated shape on the substrate could trap the contents. Two
imaging modes were used. In one, the substrate was allowed to
completely dry before it was placed into a scanning electron
microscope for imaging. In another mode, the substrate, whilst
still in liquid medium, is imaged directly using an inverted
optical microscope (Nikon Eclipse E200) with a 40� objective.

3. Results and discussion

Fig. 2A shows the SEM image of a typical cantilever that has
beenmanufactured correctly using the FIB. Due to the small ion
beam size and translational precision, it was possible to shape
the cantilever out with good denition. Nevertheless, it was
necessary not to use a larger ion beam current (although it will
speed up processing) as it can result in a warped shape of the
cantilever (see Fig. 2B) due to locked-in induced stresses. The
measured prole of the cantilever and of its surroundings is
given in Fig. 3A. It can be seen that the surrounding surface was

Fig. 1 Schematic description of the ability to use a moving tip to trap
particles in a liquid bridge on a structured substrate. A light microscope
is useable to observe the trapping of the particles as they are still in the
liquid medium. For higher resolution imaging, the sample is dried and
placed in an SEM.

Fig. 2 Precision ion beam machining with the right parameters which
creates a well structured scale-like cantilever in A. The use of a too
large diameter ion beam can produce warping in the cantilever as
shown in B.
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maintained planar except for the machined-out shape. From a
horizontal prole section measured (Fig. 3B), it can be seen that
a regular tilting of the cantilever at 6 degrees could be achieved.
We inspected the vertical prole sections and found almost no
warping of the cantilever. This demonstrates that locked-in
induced stresses were limited, making it possible to create good
working shaped cantilevers.

1000 gallium (Ga) ions were simulated to impinge on a Si3N4

substrate using SRIM simulation to gain insight into the ion-
structure interaction (see ESI, Fig. 1†). It was found that the
range of interaction volume of the ion implantation on the
material surface was limited to 30 nm. This is essentially the
volume on the target surface that is affected by the energetic Ga
ions. As the interaction volume in our preparation scheme was
limited to 30 nm, it indicates that the ions bombarded only a
small extent of the surface each time during the cut out process.
A small interaction volume is oen taken to indicate that the
ion processing is highly localized and thus desirable. As a result,
the edges where the ion beam milling terminated were also
smooth despite the kerf size limited to 200 nm (see Fig. 2). The
mechanical properties of silicon nitride based cantilevers,
produced by low pressure chemical vapor deposition (LPCVD)
technique, were analyzed using FEA modeling. In doing this,
the geometries of the cantilevers were translated into discrete
sub-domains using curvature based meshes. A 1 kPa normal
pressure was applied to all the membrane surfaces with the
cantilevers resting at the equilibrium position. Fig. 4 shows the
stress distribution on the four types of cantilevers with

Fig. 3 Optical profilometry (A) map of the fabricated cantilever
which shows good topographic control in the manufacture. Taking a
(B) central horizontal section of the created cantilever shows a tilt
angle of 6�.

Fig. 4 FEA stress analysis results of (a) rectangular cantilever with inverse aspect ratio 1.618 : 1, (b) scale-like cantilever with 315�central angle, (c)
square cantilever, (d) rectangular cantilever with aspect ratio 1 : 1.618. The effective lengths are kept at 10 mm in all cases. The corners of the fixed
end are clearly areas of high stress concentration from a similar force imposed on all nodes.
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deformation results. In all cases, it can be seen that the corners
of the xed end experienced the highest levels of stress
concentrations and the mode of deection was regular. From
the probability density function of the stress values shown in
Fig. 5, all the four datasets conform to the log-normal distri-
bution with a goodness of t value (also oen referred to as the
p-value) of larger than 0.98. They indicate that the majority data
of circular and square cantilever stress values range between
0 and 3 MPa. (Fig. 6A) gives the box-plots that depict the stress
distribution at the edges when a 1 kPa normal pressure was
applied. The box indicates data points that are between the rst
and third quartiles of the data set, while the asterisks denote
values that are 1.5 times larger than the third quartile. Although
most of stress data of the rectangular cantilever (1.618 : 1) also
sit in the same region, the corresponding box-plots in (Fig. 6A)
indicate a large amount of stress values that are over 50 MPa.
The 2D mapping results in Fig. 4 indicate that these are located
mostly near the region where cantilever and membrane are
connected. Based on this we can surmise that the rectangular
shaped cantilever with the short edge xed is not suitable in the
trapping application because it suffers from signicantly larger
stresses despite the same normal pressure applied. The thin
and fragile membrane is thus prone to fracture under higher
stresses and this has also been experimentally experienced from
time to time during the handling of the membrane in solutions
containing particles and bacteria. Although the rectangular
cantilever xed at the long edge exhibited the lowest amount of
stress, this geometry is difficult to fabricate if the process were
to be scaled down, in particular when the effective length of
trapping for the cantilever needs to be reduced to about 1 mm.
This is because manufacturing of the shorter sides in the sub-
micron range will be especially challenging. The stress values of
the scale-like and square cantilevers were close to each other.
Nevertheless, the square cantilever has two more weak points
located at right angles to the cut (�4 MPa). Furthermore the
stresses along the edges of the scale-like cantilever were more
evenly distributed. The box plots in (Fig. 6B) alternatively depict

the deection of points at the edges when a 1 kPa normal
pressure was applied. Here, it can be seen that despite the
extreme stress of the rectangular cantilever (1 : 1.618) appearing
to be the smallest, it only undergoes a limited deection under
the same pressure as shown in (Fig. 6B). Thus a higher pressure
is required to produce the necessary deection to trap cells.

Fig. 7 provides the maximum stress and tip deection
change with the central angle of circular cantilever under 1 kPa
normal pressure. It can be inferred that there was a direct
correlation between the membrane response in terms of
maximum stress and deection. This is an important result as it
is typically desirable for the cantilever to deect but not by too
much when the forces are applied. Increasing the deection will
generally enable larger particles to be trapped by essentially
creating a taller obstacle. This will entail changing the central
angle should the effective length be held constant. A major
advantage of the scale-like cantilever is that the degree of
deection can be simply altered by changing the central angle.
Hence the performance of the cantilever can be manipulated
easily without changing the length-scale of the cantilever too
much. As a result, a scale-like cantilever is favored not only in a
biomimetic context, but also in terms of limiting stress,
attaining the right amount of deection, and the ease of

Fig. 5 The probability density function of stress distributions for the
four different types of cantilevers modeled. These curves indicate a
goodness of fit value (also often referred to as the p-value) of larger
than 0.98. They indicate that the majority data of circular and square
cantilever stress values range between 0 and 3 MPa.

Fig. 6 (A) Box plots of the stress distribution for the edge of cuts with 1
kPa normal pressure for the four different types of cantilevers simu-
lated. The box includes the data points between first quartile and third
quartile of the data set, while the asterisks are values larger than 1.5
times of third quartile. With the (B) box plots of deflection of points
around cantilever edges with 1 kPa normal pressure the number of
data points larger than 1.5 times of third quartile was substantially
lower.
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structural strength manipulation. It should be noted, however,
that the maximum stress developed during fabrication is also
increased, which increases the likelihood of fracture failure.
Consequently, there are limits to trying to keep the effective
length constant to trap larger particles. Fig. 7 also shows the
relation between the normal pressure and opening angle of a
same size cantilever predicted by FEA simulation in Solidworks.
The opening angle of the cantilever increases with increase in
the normal pressures. A 6 degrees cantilever deection, for
instance, can be achieved by applying approximately 45 kPa of
normal pressure, which translates to the momentum of Ga ions
accelerated by a voltage of 30 kV and ion current of 0.28 nA with
1ms exposure. It should be noted that this approximation is
interpolated from the nominal mechanical properties of the
membrane available in the literature. In practice, a portion of
ion momentum could be dispersed during sputtering, resulting
in the lock-in of stresses in the structure which could affect the
measurement. It is plausible that the actual Young's modulus of
the membrane could rst be determined using AFM force
spectroscopy. This may then provide amore empirical depiction
of the cantilever's deection from the ion beam bombardment.
From an application perspective, the size of particles to be
trapped will be proportional to the deection of the cantilever.
For a given effective length, this will dictate the central angle
and the maximum stress during fabrication. These factors
guide the effective length and thus size of the cantilever to be
used.

At this stage, it is pertinent to mention that we assume that
the process of machining the cantilever shapes out will result in
small residual stresses since the interaction volume is limited to
30 nm. Aer the cantilever shape is cut out, a dose of Ga atoms
bombards the cantilever to bend it. Hence, the momentum of
the Ga atoms is taken to be responsible in generating the
uniformly distributed normal pressure which causes the canti-
lever to deect to the position that is useable for trapping.
Admittedly, a certain degree of springback will occur. We
however assume that this is negligible. We note that since a
dose of ion beam was used to cause the cantilever to bend, the

amount of deection could conceivably be adjusted by the beam
strength. The level of control this way however will likely not be
that good. We envisage that the additional positioning a phys-
ical block behind the cantilever may be a better way to limit the
deection and thus x the central angle.

With a random delivery of simulated particles on to the scale-
like obstacle, the piling was found to form a triangular collection
(see Fig. 8 top). This was not surprising as this was essentially a
conversion from a cone collection in the 3D case. The equilib-
rium triangular shape was dependent on the ability of each point
to remain in relation to the slope condition that it has been
programmed to withstand. This condition, also called the angle
of repose, is the steepest angle of descent of the slope relative to
the horizontal plane when piled material on the slope face is on
the verge of sliding. This condition is imposed through the
cellular automata algorithm to better represent the maximum
piling height achieved on the circular surface for a given angle of
repose. The plot given at the bottom of Fig. 8 shows the
normalized parameter of height of the pile h against obstacle
radius R, to observe an increasing trend with the repose angle q.

The ability to trap is illustrated in Fig. 9 with typical exam-
ples using (A) polystyrene beads, and (B) the xed Klebsiella
pneumoniae. In the case of polystyrene beads, the basic trian-
gular piling structure was observed as per simulation. However,
an extended tail and a fanning out around the obstacle were
also evident. We believe that this is attributed to the aggregation
tendency of polystyrene beads that acts on top of the piling
behavior. Some factors inuencing aggregation are size and
concentration, surface charge level, and the nature and
concentration of ions in the suspending medium. While there
may also be a possibility of surface sticking at play, the contri-
bution of this is not likely to be signicant as found in recent
studies.28 A different scenario is played out with the bacteria
sample. Here, the triangular pile up before the cantilever is
absent. It can be seen, however, that the bacteria cells were able
to slip inside the cantilever's opening despite the size of the
bacteria being larger than the gap. This leaves us to conclude
that the cells, unlike the beads, were more pliable and thus able
to accomplish this. Recent investigations have found that, due
the structural and compositional heterogeneity of bacterial cell
surfaces, the soer outer layer tended to deform in order to
concentrate the stress toward the more rigid, hard core.29

Consequently, there is capacity for bacterial cells in general to
atten themselves out considerably while still avoiding struc-
tural damage. The squeezing into the gap was also likely the
contributing factor for the absence of the triangular pile up.
When the ow direction was reversed, there was signicant
decrease in the ability to trap the beads and bacteria (see C and
D in Fig. 9). Hence the approach offers a directional trapping
feature in relation to the ow and orientation of the cantilever.
It should be noted that the samples in Fig. 9 were recorded
using an SEM. As such the substrate surface appears opaque. In
reality, the substrate is thin and will permit viewing of its
underside with an optical microscope. Hence, while the bacteria
may be able to squeeze into the gap of the cantilever, they can
still be imaged, thus allowing biochemical analysis modes to be
implemented.

Fig. 7 Distributions of the maximum stress and tip deflection change
with the central angle of the circular cantilever under 1 kPa normal
pressure. The trends show that control of deflection through the right
ion beam delivery should also be considered in relation to the
maximum stress developed.
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The degree of image sharpness is naturally lower using
optical microscopy imaging (see Fig. 10A and B). Nevertheless,
this mode of imaging permits the substrate to remain in the
liquid media. We applied this in ascertaining the consistency of
trapping. Fig. 10C presents data of the particles trapped by the
cantilever for a series of ten runs conducted. In every run, the
beads could be trapped, showing the consistency of the
approach. Over the ten runs, the average number of particles
trapped was 67 beads with a standard deviation of 17. The
signicant number of beads trapped infers feasibility in using
this approach as a platform for developing biochemical analysis
applications.

The ease with which the trapping could be done here using
an open ow generation arguably offers an ability to create
simpler cellular analysis devices. In doing so, it presents a
different pathway to creating devices in applications such as
the capture of circulating tumor cells, in which 3D-nano-
structured substrate coated with cancer cell capture agents are

effective but typically applied within closed channel uidic
networks.30 The recent ability to concentrate particles at the
moving contact line even as a drop undergoes a squeeze ow
from a sandwich31,32 coupled with nanostructures created at
the scale-like interface are possible future developments for
this trapping approach. This could also benet from the
feature of low sample loss when highly non-wetting elements
are used to generate the squeeze ow.27 Care, however, has to
be exercised that when the three-phase contact line travels over
the cantilever, so that surface tension does not cause the
cantilevers to bend excessively and fracture. It is conceivable
that any structures patterned on the surface that impede ow
are also workable. However, the formation of these structures
in the micron and nanometer scale will typically require a
photolithographic process involving chemical etching. The
approach here is simpler to execute and does not involve any
wet processing steps which create effluents that harm the
environment.

Fig. 8 Snapshots (top) of the simulation of the piling process in progress which leads to a triangular collection. The piling characteristic is
described by the height of the pile h, in relation to the radius of the obstacle R, and the repose angle q. The results from simulated piling indicate
that the equilibrium triangular shapewas dependent on the ability of each point to remain in relation to the slope condition that can be withstood.
The plot (below) shows a normalized parameter of height of the pile h against obstacle radius R, to follow an increasing trend with the repose
angle q.
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4. Conclusions

The construction of a scale-like cantilever on chemically robust,
low-stress, planar silicon nitride lm supported by a rigid
silicon frame using focused ion beam machining is described.

Through SEM and optical prolometry imaging, the approach
was found to be able to create regular tilting of the cantilever
with almost no warping of the cantilever. With Monte Carlo
simulation based on SRIM, it was found that the interaction
volume of the ions on the material surface was limited to tens of
nanometers. This accounted for the ability for the edges of the
ion beammilling termination to be smooth despite the kerf size
limited to 200 nm. Finite element analysis showed stress
concentrations to be located mostly near the regions where
cantilever and membrane were connected. The scale-like
cantilever was found to be the best architecture in terms of
limiting stress concentration without difficulty in manufacture
and having stresses more evenly distributed along the edge. It
also had a major advantage in that the degree of deection can
be simply altered by changing the central angle. Hence the
dynamic performance of the cantilever can be manipulated
easily without varying the length-scale of the cantilever too
much. From a piling simulation conducted, it was found that a
random delivery of simulated particles on to the scale-like
obstacle should create a triangular collection. In the experi-
mental trapping of polystyrene beads in suspension, the basic
triangular piling structure was observed, but with extended tail
and a fanning out around the obstacle. This was attributed to
the aggregation tendency of polystyrene beads that acts on top
of the piling behavior. In the case with xed bacterial cells, the
triangular pile up behind the cantilever was absent and the
bacteria cells were able to slip inside the cantilever's opening
despite the size of the bacteria being larger than the gap. This
meant that the cells, unlike the beads, were more pliable and
thus able to accomplish this. In ascertaining the consistency of
trapping over 10 runs, the average number of particles trapped
was 67 beads with a standard deviation of 17. The signicant
number of beads trapped infers feasibility in using this
approach as a platform for developing biochemical analysis
applications. Overall, the scale-like cantilever, which is inspired
biologically, has been found to offer a viable way to trap small
populations of material in suspension in an open access
manner.
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Fig. 9 Experimental record of the trapping of 1 mm polystyrene beads
using the scale-like cantilever in A which shows piling with particle
aggregation. The trapping fixed bacterial cells in B shows capacity to
slip into the gap of the cantilever despite the size of the bacterial being
larger. The directions of the flow in all cases are indicated by the
arrows. When the direction of flow was reversed with the 1 mm poly-
styrene beads (C) and bacterial cells (D), there was diminished trapping
ability. This demonstrates a directional trapping capability.

Fig. 10 Typical optical microscopy images recorded of the 1 mm
polystyrene beads in liquid interacting with the scale-like cantilever
where flow in one direction traps them (A) while flow in the opposite
direction clears them off (B). For the flow causing the particles to be
trapped, the distribution of the number of beads at each run, indicated
in C, has an average of 67 beads trapped with standard deviation of 17.

This journal is © The Royal Society of Chemistry 2014 RSC Adv., 2014, 4, 2652–2660 | 2659
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B.10 Nanoscale environment sensing scheme with Brown-
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Abstract Tracking a Brownian particle’s motion allows lo-
calized parameters at its immediate vicinity to be measured. In
this, the introduction of a rod that is drawn by a tunable
attractive force to a cylindrical pillar overcomes the problems
of the particle drifting away from the venue ofmeasurement as
well as colliding with other particles.With nanoscale particles,
fluorescence labeling suffers from photobleaching and erratic
signal due to blinking, while monitoring the polarization of
scattered light is limited by the accuracy of correlating the
rotational state of the rod to intensity changes. Here, we
advance having the cylindrical pillar operate as a surface
plasmon-based optical resonator to sense the contacts of nano-
rods. Simulations with a one-dimensional summed difference
expression developed to reduce the difficulty of analyzing a
three-dimensional dataset comprising wavelength, rod orien-
tation, and gap distance allowed us to confirm distinct changes
in transmission at 600 nm across all orientation angles with
contact to noncontact or vice versa. This allows application of
a cutoff transmission threshold. The metric f , which defines
the proportion of incidences when the nanorod moves freely
under Brownian motion influence, showed reduction with
normalized charge increase. Good linear sensitivity responses
were found at specific ranges in the f versus normalized
charge relationship, which when correlated with temperature
T, showed df /dT to be maximal when the normalized charge
product value was −200. From an uncertainty estimation
conducted, a restriction to 1 standard deviation variation ne-
cessitated only O (10−2) seconds of sampling using standard
photodetectors. This portends significant advantages when
sensing environments that are changing temporally rapidly.

Keywords Brownian . Nanorod . Sensing . Plasmon .

Resonator

Introduction

The notion of applying Brownianmotion for sensing had been
conceived for some time [1]. Arguably, the first experiment to
physically demonstrate this was based on measuring the milli-
Kelvin temperatures in electrical circuits [2]. Yet, deriving
information of parameters such as temperature and viscosity
from the liquid microenvironment is crucial for processes that
involve electrochemistry and biology. Tracking a single
Brownian particle’s motion offers an attractive means of mea-
suring the localized parameters at its immediate vicinity. The
merits of such a sensor include its minimal disturbance to the
evolution of the measured quantity around the localized envi-
ronment and an absence of any input energy to drive the probe
[3]. Some recent adaptations have been reported to ascertain
parameters such as magnetic susceptibility and surface forces
[4–6]. While fluctuations in the Brownian motion using freely
translating particles should provide inexhaustible amounts of
information, there is the problem of these particles drifting
away from the venue of measurement as well as colliding with
other particles. The former causes the problem of lapses in
measurement continuity. This can be mitigated somewhat by
use of external forces to restrict the particle to a specific
location (e.g., optical traps) [7]. Nevertheless, this and the
latter issue of collisions tend to introduce additional complex-
ity in interpreting the underlying mechanics [8].

The interaction between rotational and translational
Brownian diffusion in isotropic macromolecules is well
known from the expositions of Einstein and Smulochowski
[9, 10]. With anisotropic macromolecules, the differentiated
diffusion constants parallel and perpendicular to the particle’s
long axis in the short term postulated by Perrin [11, 12] were
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later established experimentally [13]. Hydrodynamic or elec-
trostatic interactions cause the diffusion constants to be sig-
nificantly affected in the short term [14, 15]. An account of
how Brownian rods are able to end-tether naturally to surfaces
[16] underlines a rotational–translational coupling. While this
tethering behavior may allow information on the microenvi-
ronment to be interrogated, it is hampered by opportunistic
ventures of the free end towards the surface to cause the
motion to cease altogether. A recent scheme has been reported
to overcome these limitations wherein a Brownian rod is
drawn in by a tunable attractive force from a cylindrical pillar
[17] (see Fig. 1). This approach requires the rotational diffu-
sion to be derived from image sequences of the rod’s move-
ment, which is possible when the rod dimensions are diffrac-
tion resolvable optically but not when a nanorod is used.
Considering that

Da ¼ kBT ln 2rð Þ − 0:5½ �
2πηL

;Db ¼ kBT ln 2rð Þ þ 0:5½ �
4πηL

;

Dθ ¼ 3kBT ln 2rð Þ − 0:5½ �
πηL3

ð1Þ

denote the respective diffusion coefficients for the long length
translation, short length translation, and rotation of a Brownian
rod—where kB is Boltzmann’s constant, T the temperature in
Kelvin, r = L /d (L and d are the length and the diameter of the
rod, respectively), and η the viscosity of the fluid at T—it is
evident that the reduced length scales of a nanorod should
imbue heightened diffusion and thus more sensitive interpreta-
tions of the environment. It also limits the influence of the probe
on the environment due to influences such as viscous drag.

Fluorescence labeling offers a method of resolving nano-
scale objects on an optical microscope. A major drawback of
this is the limited observation time due to photobleaching
(organic dyes) and the erratic signal due to blinking. Gold
and silver nanoparticles show strong light scattering at the
plasmon resonance wavelength due to the collective oscilla-
tion of their conduction electrons. By imaging only the
scattered light from a sample [18], it has been claimed that

the detection of particles down to 20 nm in size is possible.
That the scattered light is strongly polarized along the long
axis makes gold nanorods in principle an ideal orientation
probe. The use of a birefringent crystal to create twin images
of a nanorod at orthogonal polarizations had been reported as
a means to track its rotational and translation venture [19].
This approach is limited by the accuracy of correlating the
rotational state of the rod to the intensity variations associated
to the two polarization states in the image. In the context of the
Brownian sensing scheme here, we contend that more robust
information can be gleaned from interrogating the surface
plasmon interaction instead.

Surface plasmon resonance (SPR) is well understood as the
collective oscillation of electrons in a solid or liquid stimulated
by incident light. The resonance condition is established when
the frequency of light photonsmatches the natural frequency of
surface electrons oscillating against the restoring force of pos-
itive nuclei. SPR is the basis of many standard tools for
measuring adsorption of material onto planar metal surfaces,
giving rise to the fundamental principle behindmany biosensor
applications and different lab-on-a-chip sensors [20]. Optical
resonators, by virtue of their confinement properties, have been
proposed to provide higher sensitivity measurements [21–23].

Method

In considering the effect of an attractive force drawing the
nanorod to contact the pillar, it can be assumed that the force
of attraction that acts through the center of the two bodies (i.e.,
the stationary pillar and Brownian rod) is similar to that in [17]
as depicted in Fig. 1a. The combination of the attractive force
and Brownian perturbation gives rise to two distinct states,
one in which the rod is moving freely (state I) and the other in
which the rod contacts the pillar surface and consequently the
diffusion coefficients are diminished (state II). It is important
to note that the residence of the rod in either state is not
exclusive. Even when there is no attractive force applied, the
rod may sojourn by pure Brownian perturbation to contact the
pillar thus switching states. Its departure from the pillar causes

Fig. 1 Schematic of a microenvironment sensing scheme [17] in which a
micronscale rod is drawn to a cylindrical pillar using an attractive force as
viewed three dimensionally (a ) and from the top (b ). If motion is

assumed to be exclusively in the x–y plane, the Brownian rod motion
can be monitored by a camera placed in the z-axis
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the opposite to occur. When an attractive force is applied, the
proportion of time spent in each of the two states will be
altered in accordance with the magnitude of the force. In view
that the surface plasmon leakage provides a distinct intensity-
based binary indication of residence in either states I or II, it
should logically be possible then to deduce the conditions of
the environment solely from this information. This will re-
quire a means to sensitively ascertain the state condition.

Figure 2 provides description of the nanoenvironment
sensing scheme. Apart from a nanoscale rod being drawn to
a cylindrical pillar using an attractive force, the cylindrical
pillar serves as an optical plasmon resonator. Light is deliv-
ered through one distal end of the optical fiber and sensed at
the other distal end. Despite having a small optical mode
volume, optical resonators can possess ultra-high quality fac-
tors in water. The interaction between the resonator’s evanes-
cent field and its environment can shift the resonance frequen-
cy of the optical mode, such that when a nanoparticle attaches
to the resonator surface it induces a wavelength shift that is
dependant on the polarizability and position of the nanoparti-
cle, the electric field of the resonator, and the optical volume
[24]. This shift is normally used as indicator of nanoparticle
attachment. If the nanoparticle is metallic, a localized surface
plasmon resonance effect should result, potentially creating a
larger effect on the resonator output. Metallic nanorods sup-
port both the longitudinal and transverse plasmon modes, with
the plasmon resonances polarized along and orthogonal to the
length axis of the nanorod. The proximity of the nanorod with
the resonator can potentially create an even stronger effect on
the resonator output.

In our scheme, these disruptions to the optical signals from
the resonator, as a result of a Brownian rod contacting the
cylinder, enables the states I and II to be determined tempo-
rally and more importantly sensitively. What is attractive is
that no imaging is required. This circumvents the well-known
difficulty of resolving nanoscale objects in real time. We also
seek to harness the use of single wavelength tracking which
circumvents to use of spectral signature.

Modeling

There are two parts to themodeling: one to establish the ability
of nanorods to extinct the plasmon resonator signals such that
it is appropriate for sensing, and the other to investigate if the
state change conditions as a result of Brownian perturbation
and attractive force are able to reveal information about the
environment. For the former, we model the system shown in
Fig. 2 using the Finite Difference Time Domain method,
whereby the input beam is guided along an optical fiber that
couples into the optical resonator. The optical resonator com-
prises a 40-nm inner dielectric core with a refractive index of
nc=3.4 and a 10-nm outer gold (Au) shell. We simulate using
a Gaussian beam with a center wavelength of λ c=550 nm
having full width half maximum of 200 nm. Light inputs into
the fiber at one distal end and we monitor the transmittance at
the other distal end. The nanorod is orientated with a rotation
of θ , such that θ =0o and θ =90o correspond to the vertical and
horizontal alignments, respectively, as shown in Fig. 2. The
gap d denotes the distance between the outer shell of the pillar
and the nanorod so that d =0 is the contact situation. The
dispersive property of gold is represented with the Drude–
Lorentz oscillator model with coefficients given in [25].

The width of the tapered fiber is taken to be 200 nm. This is
a typical subwavelength diameter optical fiber that can pro-
vide strong evanescent coupling [26, 27]. It should be noted
that the drifting of single mode fibers in the range of micro-
meters can cause significant changes [28]. We assume that the
means to limit these spurious movements are incorporated.

For any application of product of charges of magnitude of
qp, on the pillar and rod, this creates an attractive force

F ¼ εqp
R2 ð2Þ

that draws the nanorod towards the cylindrical pillar, with ε
being the permittivity of the medium in which the rod resides,
and R the centroid to centroid distance between the rod and

Fig. 2 Schematic of the proposed nanoenvironment sensing scheme in
which a nanoscale rod is drawn to a cylindrical pillar using an attractive
force as viewed three dimensionally (a) and from the top (b ). The
cylindrical pillar serves as a plasmonic optical resonator sensor with light

input and output through the optical fiber. The contact of the Brownian
nanorod with the cylinder causes changes to the optical signal. Under this
scheme, no imaging of the nanorod is required
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pillar. The Brownian diffusion perturbations provide the ran-
dom counteracting forces that oppose this. Equations (1) were
used to calculate the diffusion coefficients of the rod when free
and in order to obtain the values for the diffusion coefficients
when the rod was tethered, the free diffusion coefficients were
multiplied by scale factors of 0.0720, 0.6729, and 0.2838 for
changes in the diffusion coefficients Da, Db, and Dθ, respec-
tively, as previously observed. For the translational diffusion
coefficients, this is based on the rod having a length of 60 nm
and diameter of 25 nm and moving in deionized water. A 100-
nm diameter cylindrical pillar was also applied. In the simu-
lations, it was assumed that the attractive force did not affect
the rotation of the rod. Collisions between the rod and the
pillar were treated as inelastic, with the velocity of the rod
becoming zero on contact with the pillar. A time step size of
Δt =1/300 s was found to be sufficient for simulations at a test
temperature of 293 K. For consistency, the particle was always
started from the same position with its centroid lying on the x -
axis and its long axis parallel to the y -axis.

Results and Discussion

We first simulate for the horizontal and vertical orientations of
the nanorod for three gap values d ={0, 2.5 nm, 10 nm}. The
transmission distribution is shown in Fig. 3 for the two align-
ments θ =0o and θ =90o. For all parameters, there is a notice-
able resonance at λ =525 nm. This corresponds to the primary
mode of the plasmonic resonator. At this resonance wave-
length, there appears to be very little dependence on the gap
value d , and some small dependence on the orientation.
Hence, contrary to intuition, tracking for changes at the reso-
nance wavelength will be less sensitive. There is a noticeable
dip in the spectral signatures at the vicinity of 600 nm. This is
likely due to coupling effects of two different shapes (i.e., a
cylinder with nanorod) which essentially creates a heterodi-
mer. A recent study of the interaction of nanorods with

nanospheres can produce strong Fano resonance effects that
lead to dramatic spectral changes [29].

We now investigate the absolute value of the transmission
profiles for five different values of d ={0, 2.5, 5.0, 7.5, 10 nm}
and for 0o≤θ ≤90°. For convenience, we symbolize the trans-

mission data matrix as S
dp
λn;θm

where λn, θm, and dp corre-

spond to the n th wavelength, m th angle, and p th gap value,

respectively. The surface plot of S
dp
λn;θm

� �
for the set of d

values sampled is shown in Fig. 4.
We now define the difference between the contact trans-

mission data matrix (i.e. Sd0λn;θm
) and the q th noncontact gap

transmission data matrix S
dq
λn;θm

as

D 0;qð Þ
λn;θm

¼ abs Sd0λn;θm
− S

dq
λn;θm

� �
for q ¼ 1; 2; 3; 4f g ð3Þ

With this, it is possible to define the aggregated difference
in transmission as

W 0;qð Þ
n ¼

X
m

D 0;qð Þ
λn;θm

ð4Þ

This essentially reduces a three-dimensional dataset to a
one-dimensional summed difference expression. The results
for Wn

(0,q) where q ={1, 2, 3, 4} are shown in Fig. 5. They
conclusively show that there is a distinct change in transmis-
sion at 600 nm across all angles of orientation when the gap
changes from contact to noncontact or vice versa. This sug-
gests that when operated at the wavelength of 600 nm, a
noticeable transmission change occurs when there is contact
regardless of the nanorod’s orientation. The use of a single
wavelength tracking offers the advantage of obviating the use
of spectrum readings, which are typically slower and impose
greater demands on instrumentation. If we take any specific
orientation angle, the transmission plots in Fig. 6 (also at
600 nm) show distinct perceptibility with the gap value d =

Fig. 3 Transmission spectra of a
nanorod placed a distance, d=0
(contact), d =2.5 nm, and d =
10 nm, indicated by the blue,
green , and red lines , respectively.
The orientation of the particle is
either vertical, θ=0°, or
horizontal θ=90° indicated by the
non-marked and marked lines ,
respectively
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0. In fact, it can be seen that this perceptibility is distinct
notwithstanding the orientation angle. Hence by using a cutoff
transmission, it should be possible to confirm that the nanorod
contacts the pillar. This is an important feature as in practice
the nanorod is able to, due to Brownian motion, contact the
pillar at various orientation angles.

It is possible to define two distinct states pertaining to the
position of the nanorod in relation to the cylindrical pillar. One
is with the rod is moving freely (state I) and the other with the
rod contacting the cylinder surface (state II). In the erstwhile
approach of interrogating the environment using translational
and rotational trajectories of a particle [17], both a rod and a
sphere can yield the required information when residence is in
state I. When the probe resides in state II, only the rotational
information can be used due to rotational and translational
coupling. Since a sphere cannot yield the rotational informa-
tion readily, only the use of a rod is feasible to provide the
information necessary to determine the environment. By in-
terrogating the proportion of time of the residence in states I
and II as we propose here instead, there is no impediment to
using a sphere. Nanorods however, as shown, cause improved
extinction of the plasmon resonance signal in the rod. This in

turn offers improved accuracy in ascertaining whether the rod
is under state I or II residence with the cylindrical pillar.

A convenient metric to use is f , the proportion of incidences
when the rod is in state I, i.e., free [17]. With the efficient optical
sensing system described previously, this can be determined to a
high degree of accuracy. Figure 7 provides plots of f against the
normalized charge product calculated from 18,000 samples at
temperatures of 273, 323, and 373 K. As expected, increasing
the magnitude of the charges such that the force is attractive
reduces the proportion of time spent in state I. That there was
shifting of the plots indicated sensitivity to temperature. Never-
theless, distinctive S-shape trends are observed, indicating that
there are ranges in the normalized charge products in which
relatively good sensitivity responses are possible. Figure 8 pro-
vides plots of f against temperature (in the range of 27 to 373 K)
at various the normalized charge products. It can be seen that all
the trends are highly linear in the cases, having Pearson product–
moment correlation coefficients above 0.98. At different nor-
malized charge products however, the slope values (i.e., of df /
dT) are different. The significantly higher values of df /dT infer
heightened detection sensitivity. Figure 9 furnishes a plot of the
approximated values of df /dT against the normalized charge

Fig. 4 Transmission spectra for
gap values d ={0, 2.5, 5, 7.5,
10 nm} over a continuous range
of angle from 0° to 90°

Fig. 5 Aggregated differences of
the transmission spectra over all
angles between all contact and
noncontact combinations, i.e.,
W (0,q)(λ) where q ={1, 2, 3, 4}.
The plot shows that between
contact and noncontact cases
there is a distinguished difference
of transmission at 600 nm. This
feature allows for unique
detection of contact between the
nanorod and cylindrical pillar
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product. It can be seen that the df /dT is maximal when the
normalized charge product value is −200. This value is naturally
only useable for the dimensions applied in the simulation.

It is important to note that uncertainty in the environment
estimation diminishes by increasing the number of sample
points in states I and II. This uncertainty can be determined
by calculating the sample standard deviation of 100 diffusion
coefficients at each value of N , which represents the number
of samples. If we consider the application of temperature
sensing, a restriction of the uncertainty to 1 standard deviation
(which corresponds to 0.5 K) will require 744,344 and 657,
492 sample points to be observed in states I and II, respec-
tively. Based on camera recordings made at 50 fps, this will
require monitoring the rod over 14,887 and 13,150 s in states I
and II, respectively. However, considering that standard pho-
todetectors with 50 MHz sampling rate are now readily avail-
able, the monitoring times with the current scheme should
correspondingly be lowered to 0.015 and 0.013 s instead. This
portends a significant advantage in the ability to sense envi-
ronments that are temporally changing.

We have opted to depict the attractive force of the nanorod
to the pillar using charges. Since optical plasmonic force
schemes have been reported to be able to trap particles [30,
31], there is plausible scope to apply an all plasmon approach
in the scheme. A challenge to do this, however, lies in the
ability to introduce sufficient optical power for trapping
(which is significantly higher than that needed for sensing).
An added caution lies in the tendency of heat to be generated
from strong plasmon fields [32, 33] which will affect the
environment to be sensed. We also note that while optical
fibers are widely reported to couple light into and out of
resonators, and depicted here, recent waveguide coupling
designs [34, 35] may offer the ability to improve the coupling
efficiency and to aid in the creation of integrated devices.

Conclusions

This work investigated the use of a surface plasmon-based
optical resonator to sense the nanoscale environment from the

Fig. 6 Transmission readings at
600 nm showing distinct
perceptibility when gap value
d =0. The orientation angle does
affect the distinct perceptibility

Fig. 7 Plots of f (the fraction of time in state I) against the normalized
charge product calculated from 18,000 samples at 0, 25, and 100 °C. All
simulations started with the rod touching the edge of the pillar. Increasing
the magnitude of the charges such that the force is attractive reduces the
proportion of time spent in state I

Fig. 8 Plots of f (the fraction of time in state I) against temperature
calculated from 18,000 samples at various normalized charge products.
All simulations started with the rod touching the edge of the pillar. It can
be seen that all the trends are approximately linear
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Brownian perturbations of nanorod drawn to a cylindrical
pillar by attractive forces. Using simulations of an optical
resonator that comprises a 40-nm inner dielectric refractive
index of 3.4 core with a 10-nm outer gold shell, and driven by
a Gaussian beam with center wavelength 550 nm, noticeable
resonance was found at 525 nm. At this resonance wave-
length, however, there was very little dependence on the gap
value. Hence, tracking for changes at the resonance wave-
length would be rather insensitive. A one-dimensional
summed difference expression Wn

(0,q) was derived to reduce
the difficulty of analyzing a three-dimensional dataset com-
posed of λn, θm, and dp. Using this expression, it was shown
that there was a distinct change in transmission at 600 nm
across all angles of orientation when the gap changes from
contact to noncontact or vice versa. This meant that operation
at this wavelength would produce a noticeable transmission
change when there was contact regardless of nanorod orien-
tation. The use of a single wavelength tracking offers the
advantage of obviating the use of spectrum readings, which
are typically slower and impose greater demands on instru-
mentation. With distinct perceptibility with zero gap value
notwithstanding the orientation angle, it would be possible
to apply a cutoff transmission threshold to confirm if the
nanorod contacts the pillar. This feature is important as
Brownian motion could cause the nanorod to contact the pillar
at various orientation angles in practice. In analyzing the
Brownian-driven movement, two distinct states that define
the position of the nanorod in relation to the cylindrical pillar
are when the nanorod was moving freely (state I) and when
the nanorod was contacting the cylinder surface (state II).
Using the metric f that defined the proportion of incidences
when the nanorod was in state I, increase in the magnitude of
the charges was found to reduce f . The distinctive S-shape
trends of plots of f against normalized charge magnitude
indicated that there were ranges in the normalized charge
products in which relatively good linear sensitivity responses

were possible. At these regions, the Pearson product–moment
correlation coefficients were found to be above 0.98. In cor-
relating to the temperature T, df /dT was found to be maximal
when the normalized charge product value was −200. From an
uncertainty estimation conducted, a restriction of the uncer-
tainty to 1 standard deviation (which corresponds to 0.5 K)
will require 744,344 and 657,492 sample points to be ob-
served in states I and II, respectively. Based on camera re-
cordings made at 50 fps, this will require monitoring the rod
14,887 and 13,150 s in states I and II, respectively, but with
standard photodetectors with 50MHz sampling rate, the mon-
itoring times are lowered 0.015 and 0.013 s instead. The
approach here offers a significant advantage in the ability to
sense environments that are temporally changing.
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