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ABSTRACT    

The ageing and the change in operating conditions (e.g. higher water pressure) of water mains 
in the water distribution network have led to the increase in unplanned interruptions in 
recent years. These interruptions can reduce the service level of the network, disrupt the 
community (e.g. traffic delays) and have economic consequences (e.g. flooding damage). Pipe 
failure prediction models have been developed to assist water utilities in managing their 
network. They can be broadly classified as physical models and statistical models. The Phd 
aims to develop a framework that integrates the physical modelling approach with statistical 
failure data. The integrated approach may combine the advantage of the two modelling 
methods and assist the rehabilitation (including replacement) of water mains. 

The Bayesian Simple Model (BSM) was first developed and compared with the Non-
homogenous Poisson process (NHPP) and Hierarchical Beta Process (HBP). It was found that 
the BSM and HBP can be used to identify water mains that are more likely to fail in the short-
term future. The NHPP is suitable for long-term rehabilitation planning as it captures the 
average deterioration of the water main over time. 

The NHPP was studied in further detail to consider the time dependent factor, the minimum 
monthly antecedent precipitation index (MMAPI) with time-lag. The performance of the 
model reduces as the length of time-lag in the MMAPI increases. However, the model with a 
1-month and 2-month time-lag can still predict the number of monthly failures with 
reasonable accuracy. This allows water utilities to arrange their resources to satisfy the 
demand for repairs ahead of time.  

The number of known past failures (NOKPF) was also studied using the NHPP for failure 
prediction. The NOKPF is unknown in the future as it is pipe and time dependent. The 
expected number of failures in the future is simulated on the basis of the Poisson process and 
used to update the NOKPF each year. Based on the dataset studied, the NHPP without the 
NOKPF may under-predict the failures in the long-term future as the reduction in time to 
failure is not captured in the model (without the NOKPF). 

After examining some of the current statistical modelling approaches, a framework was 
developed to integrate the physical model with statistical failure data for pipe failure 
prediction in cast iron pipes subjected to longitudinal split and broken back failures. The 
Monash Pipe Failure Prediction (MPP) model first estimates the condition of the pipe using a 
physical model. The result is compared with the failure data to update the corrosion 
parameters. Further adjustments are applied to the corrosion parameters to account for 
failure clustering that may be present. For longitudinal failures, the number of failures 
predicted by the MPP model matches well with the failure data, and its ranking performance 
is also comparable to the BSM and NHPP. The current framework of the MPP model performs 
poorly for broken back failures and requires further developments. This may involve refining 
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the updating of the corrosion parameters to account for the uncertainty during the updating 
process. 

Finally, the NHPP and MPP models were both applied in water main rehabilitation. Although 
it is impossible to consider all future scenarios, several scenarios (e.g. no intervention) based 
on suggestions from the asset manager was considered to estimate the level of investment 
required to maintain the service level of the network. The results from these analyses can 
provide valuable insights for budget estimation and water renewal planning, which are being 
used in the next water plan of the water utility. 
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CHAPTER 1: INTRODUCTION 

1.1. Background 

Water mains in the water distribution network (WDN) transport fresh water from reservoirs 
into local households and businesses. In the United States, an annual maintenance cost of 
$29 billion is required to maintain about 2 million km of water mains that are valued over $2.1 
trillion. By comparison, the total value of water mains is approximately A$71.1 billion in 
Australia. It was estimated that more than A$1.4 billion was spent to maintain 163,000km of 
water mains in 2012 (Bureau of Infrastructure, Transport and Regional Economics, 2014).  

In metropolitan Melbourne, the WDN is managed by four water utilities. One of them is a 
distributor that supplies water to the other three retailers, which delivers water to customers 
in their network area. The distributor looks after the source of the water (e.g. reservoirs), 
while the retailers ensure that the demands from their customers are satisfied with minimal 
interruptions. However, since the age for part of the WDN in Melbourne is more than 100 
years old (e.g. cast iron (CI) pipes), a significant portion of water mains in the network is 
approaching or have passed their original design life, leading to an increase in unplanned 
interruptions and impacting on the level of service to customers. In addition, the severity of 
recent climate events, such as the millennium drought in Australia, and the rapid growth of 
the populations imposes further threats to the structural integrity of the water mains. 
Therefore, it is crucial that water utilities managing the WDN can estimate the condition and 
maintain the performance of the growing network with their limited resources.  

1.2. Modelling Condition of Water Mains 

 

Figure 1-1: Rate of occurrence of failure for the water main. 
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Figure 1-2: The strength of the water main, and the stress applied over time (shown deterministically). 

Models have been developed by researchers to estimate and predict the condition of water 
mains. The condition of the pipe over its service life can be characterised using a bathtub 
curve (Figure 1-1). The curve describes the rate of occurrence of failure for the pipe under 
three phases. The first phase is called the “burn-in” phase and failures in the pipeline are 
mainly due to poor manufacturing or construction work. The pipeline then moves into the 
second “in-usage” phase, where the frequency of failure is low and will remain at this rate for 
most of its life. The final phase is the “wear-out” phase, the failure frequency of the pipeline 
increases rapidly due to the degradation of the pipe (Kleiner and Rajani, 2001).  

Failure prediction models can be broadly classified into physically based models and 
statistically based models. The physical models consider the physical deteriorating process of 
the pipe material and the stress from the surrounding environments. Figure 1-2 demonstrates 
the degradation and the variation in stress experienced by the pipe in service. The strength 
of the pipe decreases over time as a result of degradation (e.g. corrosion for metallic pipes). 
The stress experienced by the pipe can fluctuate as the customer demands and surrounding 
environments change over time. The water main will fail once the applied stress is higher than 
the strength of the pipe (Time of Failure in Figure 1-2). The physical model will try to estimate 
the current condition of the pipe and the rate of deterioration to predict the time of failure. 
However, these types of models are very complex, and the input parameters are usually 
obtained through condition assessments that can be very costly if applied to the entire WDN. 

Statistical models rely heavily on the availability of recorded failure data from the WDN. The 
failure history is used to calibrate the model to identify the general relationship between the 
input variables (e.g. pipe length and pipe age) and pipe burst events. After learning from the 
failure data, the models can be used to estimate and predict the condition of the water main 
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(e.g. failure probability or expected number of failures) by assuming that the patterns 
identified in the failure data will continue into the future (Kleiner and Rajani, 2001). 

The two types of models can be used for different purposes. Physical models can provide a 
detailed analysis of the condition of each pipe. They are suitable for analysing large diameter 
pipes (pipe diameter≥300mm) that adopt a proactive replacement approach (replace before 
failure) due to the high failure consequence associated with the failure events. Statistical 
models are preferred to assess the average condition of a group of reticulation pipes in the 
network. They represent the majority of the WDN, but the consequences of failure are much 
lower with respect to large diameter pipes. Therefore, a reactive approach is usually taken 
(replace after a certain number of failures). The predictions from the statistical models can 
be combined with a consequence model and used for operational, tactical and strategic 
planning. 

1.3. Objective and Scope of Research 

This research aims to develop a pipe failure prediction model for the WDN based on the 
physical deterioration process of the pipe (physical model approach) and utilise the failure 
history that has been collected by the water utility (statistical model approach). It tries to 
merge together the benefit of the two approaches and provides a more accurate pipe failure 
prediction model that can assist the rehabilitation (including replacement) of water mains. 
The objectives of this thesis are to: 

• Review pipe failure prediction models and water main rehabilitation models that have 
been developed. 

• Investigate statistical models that are currently used and identify possible 
improvements. 

• Develop a framework that can integrate statistical failure data with the physical 
deterioration process of the pipe for failure prediction.  

• Demonstrate the pipe failure prediction models developed in the thesis by applying 
them in rehabilitation planning. 

1.4. Thesis Outline 

The outline of the thesis is as follows: 

• Chapter 2: An in-depth review of the literature to identify research gaps in pipe failure 
predictions.  

• Chapter 3: The newly developed Bayesian Simple Model (BSM) for ranking pipes in 
the WDN will be introduced. The BSM will be compared with statistical models from 
the literature review (Non-homogeneous Poisson Process (NHPP) and Hierarchical 
Beta Process (HBP)). The results of the comparison, its implications and limitation will 
be discussed. 
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• Chapter 4: The NHPP is modified to incorporate time dependent covariates and pipe 
and time dependent covariates. The performance of the models with different 
covariates set up is investigated, and the results are discussed. 

• Chapter 5: The chapter will discuss the development of the framework for integrating 
the physical deterioration of the pipe with failure data. The performance of the 
models with different initial conditions is compared with the NHPP and BSM. 

• Chapter 6: This chapter will apply the failure prediction models discuss in the previous 
chapters for renewal planning. Several different renewal scenarios will be compared, 
and part of this work has been used in the development of the water plan for a water 
utility. 

• Chapter 7: Provides a summary of the project. The strengths and weaknesses of the 
models that have been compared are discussed, along with recommendations for 
future research in the area.
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CHAPTER 2: LITERATURE REVIEW 

2.1. Introduction 

This chapter will present a detailed review on some of the physical and statistical 
models that have been used to model pipe failures. The first section will cover physical 
models for pipe materials that are in the WDN. This is followed by a review of different 
statistical methods that have been developed to model water main failures. Finally, 
rehabilitation (including replacement) models for water main renewal planning are 
also discussed to provide a complete picture in the usage of the pipe failure prediction 
models. 

2.2. Physical Models 

Physical models estimate pipe failure by modelling the deterioration process of the 
pipe and the stress generated from the external and internal environments. The 
physical probabilistic model introduces uncertainty into the input parameters of the 
physical model. One or more of the physical input parameters (e.g. deterioration rate) 
are represented using a probability distribution instead of a fixed value. The resulting 
probability of failure is usually estimated using a Monte-Carlo simulation method 
(Mooney, 1997). 

In a Monte-Carlo simulation, the random variables are assigned with a probability 
distribution (e.g. Weibull distribution). In each iteration of the simulation, a random 
number is drawn from the distribution using methods such as the inverse 
transformation method and the acceptance-rejection method (Mooney, 1997). The 
number drawn is used to estimate the output of the model (e.g. applied stress) and to 
determine whether the failure criterion is satisfied. 

The following section will discuss some of the physical models and physical 
probabilistic models that have been used to model pipe failure in various materials. 

2.2.1 Cast Iron Pipes 

CI pipes are among the oldest pipes in the WDN in Australia. Rajani and Makar (2000) 
investigated the remaining service life of grey CI pipes under both axial and hoop 
stress using one or multiple corrosion measurements. The failure criterion of CI pipes 
for longitudinal failures was based on the work of Schlick (1940) (Equation ( 2-1 )). The 
CI pipe will operate without failure under internal pressure and external three-edge 
ring load if the following equations are satisfied: 

�
𝑤𝑤
𝑊𝑊
�
2

+ �
𝑝𝑝
𝑃𝑃
� ≤ 1 

( 2-1 ) 
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𝑊𝑊 =
𝜋𝜋ℎ2𝜎𝜎𝑟𝑟

3(𝐷𝐷 + ℎ) 

( 2-2 ) 

𝑃𝑃 =
2ℎ𝜎𝜎𝑡𝑡
𝐷𝐷

 

( 2-3 ) 

where 𝑤𝑤  is the applied external load; 𝑝𝑝  is the applied internal pressure; 𝑊𝑊  is the 
external load that will cause the pipe to fail without any internal pressure; 𝑃𝑃 is the 
internal pressure that will cause the pipe to fail in the absence of external load; ℎ is 
the pipe wall thickness; 𝐷𝐷 is the internal pipe diameter; 𝜎𝜎𝑟𝑟 is the rupture modulus; and 
𝜎𝜎𝑡𝑡 is the tensile strength of the pipe. Rajani and Makar (2000) amended the failure 
criterion (Equation ( 2-1 )) to include the effect of corrosion-pits in CI pipes and 
stresses induced from thermal effects and frost loads. A circumferential failure 
criterion was also included to incorporate circumferential failures in the model. Let 𝜎𝜎𝑥𝑥 
and 𝜎𝜎𝑡𝑡 be the axial stress and the tensile strength, respectively, the failure criterion 
for circumferential failure can be expressed as: 

𝜎𝜎𝑥𝑥
𝜎𝜎𝑡𝑡
≤ 1 

( 2-4 ) 

The study proposed two methods for estimating the remaining life of the CI pipe. A 
one-time corrosion-pit measurement and a multiple-time corrosion-pit measurement. 
The one-time corrosion-pit measurement can provide a rough estimate of the growth 
rate in the corrosion-pit. The multiple-time corrosion-pit measurement will give the 
actual growth rate of the corrosion-pit by comparing the characteristic of the pit 
between the first and second measurement. The growth rate of the corrosion-pit can 
be coupled with a corrosion model to predict the time the safety factor of the pipe 
falls below the desired level. 

Rajani and Tesfamariam (2004) developed a physical model for pipe-soil interaction 
using the Winkler model for partially supported water mains. The study attempted to 
determine the response of the axial stress, flexural stress and hoop stress from the 
influence of soil elastoplasticity and length of pipe without soil support (e.g. loss of 
soil under the pipe due to leakage) under external loading, internal water pressure, 
frost loads and thermal effects. The sensitivity analysis indicated that an increase in 
the length of the pipe without soil support increased the flexural stress but not the 
axial stress. The effect of soil elastoplasticity was minor in both cases and can be 
ignored in practical situations.  

Seica and Packer, (2006) conducted section analysis to estimate the strength of CI 
pipes subjected to bending in the longitudinal direction and uniform corrosion. Using 
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non-linear analysis, the stress in the pipe was expressed as a function of strain in terms 
of a four parameter, double exponential function. The study found that the non-linear 
section analysis was capable of estimating the failure load for pipes with no or uniform 
corrosion. However, the method tends to overestimate the failure load for pipes that 
have localised corrosion pits. 

Fahimi et al. (2016) evaluated the residual strength of CI water mains by combining 
the loss-of-section analysis with failure mechanic theory. The study developed a 
combined failure envelope for vertical loads and internal water pressure using the 
loss-of-section analysis (assuming uniform corrosion) and failure mechanics theory. 
The failure envelop showed a reduction in strength capacity as the corrosion depth 
increases on the pipe’s outer surface. The loss-of-section failure envelop was the 
critical failure envelop in the absence of internal water pressure (only vertical load). It 
was the dominant failure envelop when the depth of corrosion was less than 10% of 
the pipe wall thickness. On the other hand, the failure envelop based on fracture 
mechanics theory was the critical failure envelop if only internal water pressure 
(without vertical load) was present. It was also the dominant failure envelop after the 
corrosion depth exceeds 30% of the total wall thickness. 

Sadiq et al. (2004) performed a probabilistic risk analysis (without considering 
consequence) for CI water pipes subjected to corrosion. The depth of the corrosion-
pit was assumed to grow exponentially at the start, followed by a slow linear phase. 
The study calculated the failure probability for both longitudinal and circumferential 
failures. The probability of failure was determined by finding the probability that the 
factor of safety (FOS) will be less than 1. Let 𝜎𝜎𝑦𝑦 be the residual tensile strength of the 
pipe; 𝜎𝜎𝑥𝑥 is the axial stress and 𝜎𝜎𝜃𝜃 is the hoop stress. The FOS is given as: 

𝐹𝐹𝐹𝐹𝐹𝐹 = min �
𝜎𝜎𝑦𝑦
𝜎𝜎𝑥𝑥

,
𝜎𝜎𝑦𝑦
𝜎𝜎𝜃𝜃
� 

( 2-5 ) 

The input parameters for the physical model were described using probability 
distributions. Monte Carlo simulation was used to estimate the failure probability of 
the pipe. The uncertainty in the FOS was found to be approximately log-normal, and 
the sensitivity analysis showed that the parameters in the corrosion model were the 
main contributors to the variation in the time to failure of a pipe. 

Davis et al. (2004) developed a physical probabilistic model to estimate the failure 
probability of a CI pipe using corrosion rate information retrieved from condition 
assessments. The failure criterion has been shown in Equation ( 2-1 ). 𝑃𝑃 and 𝑊𝑊 were 
calculated as shown in Equation ( 2-6 ) and ( 2-7 ), respectively.  
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𝑃𝑃 =
2𝜎𝜎𝑡𝑡ℎ0
𝐷𝐷

 

( 2-6 ) 

𝑊𝑊 =
1048𝜎𝜎𝑦𝑦ℎ02

𝐷𝐷
 

( 2-7 ) 

𝜎𝜎𝑦𝑦 = 𝜎𝜎𝑡𝑡 − 120 �
𝐴𝐴𝐴𝐴𝐴𝐴 ∗ 𝛿𝛿
ℎ0

� 

( 2-8 ) 

where ℎ0 is the initial pipe wall thickness and 𝛿𝛿 is the maximum corrosion rate of the 
pipe. Definitions for the other parameters are the same as those in Equation ( 2-1 ), 
( 2-2 ) and ( 2-3 ) 

The study fitted a Weibull distribution to the collected corrosion rate data. Then 
Monte Carlo simulation was used to estimate the failure probability of the pipes. The 
result of the simulation was found to be well represented by another Weibull 
distribution. 

In addition to the stochastic corrosion rates in Davis et al. (2004), Moglia et al. (2008) 
made further exploration by introducing uncertainty into other physical parameters. 
The study was able to achieve a reasonable match between the failure rates estimated 
from the physical probabilistic model and the observed failure data after exploring 
various assumptions. The assumptions included stochastic corrosion rate, stochastic 
loads, stochastic pipe thickness, a reduction in the lower limit of the pipe tensile 
strength, stochastic pressure surge and truncation of the stochastic corrosion rate. 
Introducing uncertainty into the pressure surge was found to provide the most 
significant improvement to the physical probabilistic model. 

Tesfamariam et al. (2006) and Rajani and Tesfamariam (2007) built upon their 
previous work (Rajani and Tesfamariam, 2004) by considering a possibilistic approach 
to account for the uncertainties in estimating the structural capacity of CI pipes and 
time to failure of CI pipes, respectively. The stresses in both studies comprised the 
external load, internal pressure, temperature differential, and longitudinal bending. 
Uncertainty in the input parameters was modelled using fuzzy set theory, and the 
failure criterion was based on the biaxial distortion energy failure criterion.  

Sensitivity analysis conducted by Tesfamariam et al. (2006) showed that the pipe 
factor of safety decreased as the depth of the corrosion pit, length of pipe without soil 
support, and the stress applied on the pipe (e.g. frost load) increased. On the other 
hand, the factor of safety increased as the input parameters related to the structural 
capacity of the pipe increased (e.g. fracture toughness). Factors such as the modulus 



9 

 

of elasticity of the soil, internal pressure, and transient pressure were found to have 
little influence on the factor of safety. 

Rajani and Tesfamariam (2007) investigated the change in the factor of safety with the 
growth of the corrosion pit and the increase in unsupported bedding length. They then 
conducted a sensitivity analysis with all the input parameters. The analysis suggests 
that the long-term performance of CI pipe is mainly determined by the corrosion rate, 
unsupported bedding length, fracture toughness, and temperature differential on the 
basis of the model they assumed to apply to field scenarios. 

Rajani and Abdel-Akher (2012) used Monte Carlo simulation to examine the influences 
of uncertainties in the input parameters for the factor of safety. They considered a 
large diameter pipe (48”) and a small diameter pipe (16”) under two load cases. In 
load case 1, the pipe was subjected to earth loads, internal water pressure, and 
transient pressure. In load case 2, the pipe was subjected to traffic load, earth load, 
and internal water pressure. Without any corrosion, both pipes were found to have a 
very low probability of failure. Under the uniform corrosion, load case 2 was found to 
be the critical load case when a significant amount of the pipe wall has been uniformly 
corroded. In terms of the effect of corrosion pits on the safety factor of the pipe, the 
study found that a combination of corrosion pits and uniform corrosion on the 
external surface of the pipe were required to reduce the factor of safety drastically. 

Li and Mahmoodian (2013) modelled the failure probability of CI pipes subjected to 
hoop stress with internal and external corrosion on the pipe wall. The corrosion of the 
internal and external surface of the pipe was modelled using the power law model. 
The probability of pipe failure was defined on the basis of fracture mechanics using 
the following limit state function: 

𝐴𝐴(𝑡𝑡) = 𝐾𝐾𝑐𝑐 − 𝐾𝐾(𝑡𝑡) 

( 2-9 ) 

where 𝐾𝐾𝑐𝑐  is the critical stress intensity factor; 𝐾𝐾(𝑡𝑡)  is the time dependent stress 
intensity factor of the pipe. The pipe is at its limit state when 𝐴𝐴(𝑡𝑡) = 0, a failure is 
observed if 𝐴𝐴(𝑡𝑡) < 0, while the pipe is safe if 𝐴𝐴(𝑡𝑡) > 0. 

The study found that external corrosion was more likely to cause a pipe to fail 
compared to internal corrosion, and pipes with a higher fracture toughness had a 
lower failure probability. Pipes with a larger diameter were estimated with a higher 
failure probability due to the higher hoop stress in larger pipes.  

Ji et al. (2015) estimated the time dependent failure probability of large diameter CI 
pipes with a circular corrosion patch. The maximum stress of a uniformly corroded 
pipe was calculated using a closed form expression developed by Robert et al. (2016). 
A bi-linear corrosion model based on the work of Petersen and Melchers (2012) was 
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used in the study to estimate the depth of the localised corrosion-pit. The study 
developed an equation to estimate the stress concentration factor (SCF) for circular 
corrosion patch in a large diameter pipe by fitting a non-linear regression model to 
results from finite element models.  

To account for the variability of the physical input parameters, Ji et al. (2015) 
introduced uncertainty into the model by assuming a probability distribution for each 
physical parameter. The limit state function was specified as: 

𝐴𝐴(𝒙𝒙, 𝑡𝑡) = 𝜎𝜎𝑡𝑡 − 𝜎𝜎(𝒙𝒙, 𝑡𝑡) 

( 2-10 ) 

where 𝜎𝜎𝑡𝑡 is the pipe tensile strength and 𝜎𝜎(𝒙𝒙, 𝑡𝑡) is the time dependent stress acting 
on the pipe. The pipe is at its limit state when 𝐴𝐴(𝒙𝒙, 𝑡𝑡) = 0, a failure is observed if 
𝐴𝐴(𝒙𝒙, 𝑡𝑡) < 0, while the pipe is safe if 𝐴𝐴(𝒙𝒙, 𝑡𝑡) > 0. 

The pipe failure probabilities were computed in two steps. A first-order reliability 
method was first used to locate the design point for the Monte Carlo simulation. Then 
the failure probability around the design point was assessed by Monte Carlo 
simulation. The expected failure probability from the simulation was fitted with a 
three-parameter Weibull distribution. A sensitivity analysis conducted on the physical 
parameters found that the influence of pipe geometry was most significant for young 
pipes. On the other hand, the pipe tensile strength, static water pressure, and the 
corrosion behaviour of the pipe become more significant as the age of the pipe 
increases over time. 

2.2.2 Other Metallic Pipes 

Ahammed and Melchers (1995) and Ahammed and Melchers (1997) evaluated the 
contribution of various parameters to pipe failure for uncoated steel pipes subjected 
to pitting corrosion. The limit state function for the two studies was expressed using 
leakage and distortion energy theory, respectively. Ahammed (1998) conducted a 
similar study on pressured steel pipe subjected to longitudinally oriented surface 
corrosion. The limit state function was expressed in terms of pipe failure pressure and 
the pressure applied to the pipe. The studies found that the corrosion rate was the 
main contributing factor to pipe failures in old pipes. 

De Silva et al. (2002) estimated the failure probability of mild steel pipes by modelling 
the corrosion rate using condition assessment data. Ten condition assessments were 
conducted on four sections of a pipe laid in two different soils. A Weibull distribution 
was fitted to test samples in each soil type to model the maximum corrosion rate. The 
estimated parameters for the Weibull distributions were extrapolated to describe the 
corrosion rates in the pipe. They were then used to estimate the pipe failure 
probability using Level II First-Order-Second-Moment reliability techniques. 



11 

 

2.2.3 Asbestos Cement Pipes 

Davis et al. (2008) explored the optimal time of inspection and replacement for 
asbestos cement (AC) pipes. The AC pipe samples were tested to determine the 
residual strength of the pipe. A Weibull distribution was fitted to the test results to 
model the uncertainty of the degradation rate in AC pipes. Monte Carlo simulation 
was used with the failure criterion shown in Equation ( 2-1 ) to estimate the expected 
time to failure of AC pipes.  

2.2.4 Plastic Pipes 

Davis et al. (2008) used measured crazed strength to predict the time to failure of 
Polyethylene (PE) pipes under combined pressure and deflection load. They followed 
the work of Duan and Williams (1998) and extended it to PE pipes buried underground 
under in-service loading conditions. The predictions from the simplified approach 
provided a good match to the test results. However, the study also identified possible 
improvements that can be made to the model. 

Davis et al. (2007) developed a physical probabilistic model for buried polyvinyl 
chloride (PVC) pipes subjected to brittle and ductile failure. The defect sizes from the 
failures in un-plasticised polyvinyl chloride pipes were fitted to a Weibull distribution 
to establish the initial maximum defect size in the PVC pipes for Monte Carlo 
simulation. 

2.3. Statistical Models 

Statistical model uses failure data to identify a general relationship between 
influential variables (e.g. pipe length and pipe age) and pipe failure events. The 
combination of factors used in the models can vary significantly between datasets due 
to the variations in the surrounding environment and operating conditions of the 
water mains. This section of the literature review will provide an overview on some of 
the statistical models that have been used for pipe failure prediction. 

2.3.1 Regression Models 

One of the early work on forecasting the failure rates of the WDN was the time-
exponential model proposed by Shamir and Howard (1978). The model assumed the 
failure rate (failure per unit length) of a pipe (or a group of pipes with similar 
characteristics) increases exponentially over time. The rate of failure at time 𝑡𝑡  is 
expressed as: 

𝐹𝐹𝐹𝐹(𝑡𝑡) = 𝐹𝐹𝐹𝐹(𝑡𝑡0)𝐴𝐴𝐴𝐴(𝑡𝑡−𝑡𝑡0) 

( 2-11 ) 



12 

 

where 𝑡𝑡 is time in years; 𝑡𝑡0 is the base year of analysis (installation year or the first 
year that data are available); 𝐹𝐹𝐹𝐹(𝑡𝑡) is the number of breaks per unit length of pipe 
(failure/length) in year 𝑡𝑡; and 𝐴𝐴 is the growth rate coefficient.  

The model itself is simple and can be easily applied to the WDN. The main limitation 
of the model is that only pipe age is used in predicting the failure rate. Other significant 
covariates that influence the breakage rate of the pipe, such as pipe diameter, should 
also be included in the model if they are available.  

The time-exponential model has been used by other researchers with modifications 
(Walski and Pelliccia, 1982; Kleiner and Rajani, 2000; Kleiner and Rajani, 2002; and 
Kutylowska, 2015) and without modifications (Kleiner et al., 2001; and Roshani and 
Filion, 2013). Walski and Pelliccia (1982) added two correction factors to the time-
exponential model to account for the effect of past failures and pipe diameter on 
water main failures. Kleiner and Rajani (2000) and Kleiner and Rajani (2002) 
generalised the time-exponential model into a multivariate time-exponential model. 
The model incorporated time-varying operational factors (change in length of pipe 
with cathodic protection) and environmental factors (change in temperature and soil 
moisture). The multivariate time-exponential model is expressed as: 

𝑁𝑁 �𝝓𝝓(𝑻𝑻)� = 𝑁𝑁 �𝝓𝝓(𝑻𝑻𝟎𝟎)� 𝐴𝐴𝝓𝝓(𝑻𝑻)𝒂𝒂 

( 2-12 ) 

where 𝝓𝝓(𝑻𝑻) is the vector of time dependent covariates at time t; 𝑁𝑁(𝝓𝝓(𝑻𝑻)) is the 

number of breaks due to the covariates in 𝝓𝝓(𝑻𝑻) ; 𝒂𝒂  is the vector of coefficients 

associated with 𝝓𝝓(𝑻𝑻) ; and 𝝓𝝓(𝑻𝑻𝟎𝟎)  is the vector of the baseline covariates at the 

reference year 𝑡𝑡0. 

Other types of regression models have also been explored by researchers. Dandy and 
Engelhardt (2001); Dandy and Engelhardt (2006); and Shin et al. (2016) used non-
linear regression models to predict failures in the WDN for pipe rehabilitation 
programs. Kettler and Goulter (1985) investigated the effect of pipe age and pipe 
diameter using a linear regression model. By analysing the failure data in detail, they 
found that large diameter CI pipes were less likely to fail because of the better 
structural integrity and joint reliability. Wang et al. (2009) divided the pipe data into 
five material groups and modelled the log failure rate (base 10) of the pipes in the 
WDN. A number of independent variables were tested for each material group, 
including first-order interaction terms.  

2.3.2 Survival Models 

Survival models estimate the expected time to failure (or death) of an item. The model 
is generally used for non-repairable systems. However, WDNs are repairable systems, 
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and the failure of a pipe will often lead to a repair job until it is no longer economical 
or practical to repair the pipe. 

Andreou et al. (1987a) and Andreou et al. (1987b) applied the proportional hazard 
model developed by Cox (1972) to predict failures in the WDN. They divided the water 
mains into the early stage of deterioration and the late stage of deterioration based 
on their preliminary statistical analysis using the failure data. In the early stage of 
deterioration, the time to failure was considered to be quite long. Therefore, they 
model the probability of failure using the proportional hazard model. The hazard 
function takes the following form: 

ℎ(𝑡𝑡) = ℎ0(𝑡𝑡)𝐴𝐴𝒛𝒛𝑨𝑨 

( 2-13 ) 

where ℎ(𝑡𝑡) is the hazard function of the water main at time 𝑡𝑡 ; ℎ0  is the baseline 
hazard function; 𝒛𝒛  is a vector of covariates; and 𝑨𝑨 is the vector of coefficients 
corresponding to 𝒛𝒛 . The baseline hazard function was estimated using the non-
parametric regression model. 

In the fast-breaking stage, the authors estimated the expected break rate using the 
Poisson regression model. The model can be expressed as: 

𝑃𝑃(𝑥𝑥) =
(𝜇𝜇𝑡𝑡)𝐴𝐴−𝜇𝜇𝑡𝑡

𝑥𝑥!
     𝑥𝑥 = 0,1,2 … 

( 2-14 ) 

𝜇𝜇 = 𝐴𝐴𝒛𝒛𝑨𝑨 + 𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 

( 2-15 ) 

where 𝑃𝑃(𝑥𝑥) is the probability of having 𝑥𝑥 failures; 𝑡𝑡 is the length of the time period; 
and 𝜇𝜇 is mean of the Poisson distribution. 

Many independent variables were analysed to uncover the most suitable covariates 
for the datasets. It was found that the internal water pressure, land development 
(possible surrogate for external loads), pipe age at the time of the second break, 
installation period, number of previous breaks, corrosive soil, and the length of pipe 
to be the most significant variables. 

Park (2011) and Park et al. (2011) followed a similar approach to Andreou et al. 
(1987a,b). They constructed multiple hazard functions to represent the different 
deterioration rate of water mains depending on the number of past failures. Li and 
Haimes (1992) used a semi-Markov process to model the deterioration of water mains. 
The transition probabilities were estimated utilising the work of Andreou et al. 
(1987a,b). Pipes with less than three failures were modelled using the proportional 
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hazard model, while pipes with three or more failures were modelled using the 
Poisson distribution. The steady-state probabilities were calculated and used to 
optimise the system by finding the optimal action at each state.  

Røstum (2000) explored both the Weibull proportional hazard model (or accelerated 
lifetime model) and the Non-homogeneous Poisson Process (NHPP) (discuss in Section 
2.3.5). The author stratified the dataset depending on the number of previous failures 
a pipe has experienced in the failure data. When a failure occurs, the pipe moves to 
the next stratum and follows a new hazard function. It will stay in the stratum until 
another failure occurs or till the pipe is censored. The baseline hazard function of the 
Weibull proportional hazard model (ℎ0(𝑡𝑡)) is specified as: 

ℎ0(𝑡𝑡) = 𝜆𝜆𝜆𝜆(𝜆𝜆𝑡𝑡)𝜅𝜅−1 

( 2-16 ) 

where 𝜆𝜆 (𝛿𝛿 > 0) is the scale parameter and 𝜆𝜆 (𝜆𝜆 > 0) is the shape parameter. 

The proportional representation of the hazard function (ℎ(𝑡𝑡) ) and the survival 
function (𝐹𝐹(𝑡𝑡)) are: 

ℎ(𝑡𝑡) = 𝜆𝜆𝜆𝜆(𝜆𝜆𝑡𝑡)𝜅𝜅−1𝐴𝐴𝒛𝒛𝑨𝑨 

( 2-17 ) 

𝐹𝐹(𝑡𝑡) = exp�−(𝜆𝜆𝑡𝑡)𝜅𝜅 𝐴𝐴𝑥𝑥𝑝𝑝�𝒛𝒛𝑨𝑨�� 

( 2-18 ) 

The results of the case study were given based on the accelerated lifetime model. This 
is a modification of the survival function in Equation ( 2-18 ). Let 𝛼𝛼 = ln 𝜆𝜆, 𝛾𝛾 = 1/𝜆𝜆 
and 𝑨𝑨∗ = −𝛾𝛾𝑨𝑨, the modified equation can be expressed as: 

𝐹𝐹(𝑡𝑡) = exp �−𝑡𝑡
1
𝛾𝛾 𝐴𝐴𝑥𝑥𝑝𝑝 �

�−𝛼𝛼 − 𝒛𝒛𝑨𝑨∗�
𝛾𝛾

�� 

( 2-19 ) 

Martins et al. (2013) compared the Weibull accelerated lifetime model with the 
Poisson model and the Linear Extended Yule Process. The study found that the Weibull 
accelerated lifetime model was the best out of the three. Kimutai et al. (2015) 
compared the proportional hazard model, Weibull proportional hazard model, and 
the Poisson model. They recommend that it would be more appropriate to use a 
combination of models rather than a single model to represent the constantly 
changing complex WDN. Malm et al. (2012) modelled the residual pipe length in the 
network using the Hertz distribution, Weibull distribution and a straight-line model. 
The Hertz distribution and Weibull distribution provided a better fit to the data. 
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2.3.3 Weibull-Exponential Models 

The Weibull-Exponential model is a mixture model for pipe failure prediction. The 
underlying assumption of the model is that the ageing of the pipe is represented by at 
least two distinct periods. The early slow breaking stage was represented using the 
Weibull distribution, while the late fast breaking stage was modelled by the 
exponential model.  

Mailhot et al. (2000) investigated the Weibull-Exponential model by considering 
different transition time from the Weibull ageing period to the Exponential ageing 
period. This study found that the Weibull distribution was generally better at 
modelling the time to the first break. Scheidegger et al. (2013) combined a pipe 
replacement model with the Weibull-Exponential model to account for the survival 
selection bias that might be present in the dataset. The study used a simulated dataset 
to demonstrate the correction for survival selective bias and a real dataset to 
demonstrate the inclusion of covariates (e.g. construction period) in the model. 

The Weibull-Exponential model has been used as the failure prediction model in Dridi 
et al. (2005) and Dridi et al. (2009). One of the main planning objectives was to 
improve the overall structural integrity of the WDN by minimising the total cost 
associated with the WDN. Another pipe rehabilitation study compared 18 different 
replacement strategies using the Weibull-Exponential model (Scholten et al., 2014). 
The renewal strategies were coupled with four development scenarios in a multi-
criteria decision analysis framework. 

2.3.4 Artificial Neural Network 

Artificial neural network (ANN) is inspired by the interconnected neurons in the 
biological system (Mitchell, 1997). The usual set up of the ANN consists of an input 
layer that feeds the input information to the hidden layer. This information is 
processed in the hidden layer(s) using transform functions and is then passed to an 
output layer, which is connected to the outside world. ANN has an extensive range of 
applications due to its ability in identifying patterns and relationships between a set 
of input and output variables.  

Al-Barqawi and Zayed (2006) constructed an ANN to assess the condition of the water 
mains in the WDN. A supervised ANN using the back-propagation algorithm was 
constructed. There were eight, twelve and one neurons in the input layer, hidden layer 
and output layer, respectively. The authors discovered that there was an inverse 
relationship between the breakage rate and the condition rating from the ANN. A 
noticeable difference was also present in the quality of CI pipes manufactured before 
and after World War II. Geem et al. (2007) also applied the ANN to estimate the 
condition of the water mains. The ANN consists of thirteen input variables, but the 
number of neurons in the hidden layer was not specified.  
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Achim et al. (2007) and Asnaashari and Shahrour (2007) compared the multilayer 
perceptron back-propagation ANN with other statistical models. They found that the 
results from the ANNs were generally better than the models they compared. The 
back-propagation ANN was also applied to other WDNs. Ho et al. (2010) developed a 
seismic-based ANN using “the number of magnitude 3+ earthquakes” as an input 
variable. Bubtiena et al. (2011) modelled the breakage rate of a WDN in the city of 
Benghazi.  Jafar et al. (2010) estimated the number of failures in a WDN and 
investigated the performance of the ANN under different stratification criteria. Harvey 
et al. (2014) studied the time to failure for individual pipes in a WDN using the ANN 
for three different pipe materials. The most influential factor was the number of past 
failures the pipe has experienced in the past.  

Nishiyama and Filion (2014) built a pattern recognition ANN to model pipe failures in 
a WDN. The model consists of four nodes in the input layer, twenty-five nodes in the 
hidden layer and two nodes in the output layer. The two output nodes classify the 
pipes into “pipe break” or “no pipe break”. The overall prediction rate was 40.3% 
when considering the training, validation and testing stage together.   

2.3.5 Non-homogeneous Poisson Process 

The Poisson process can be used to estimate the expected number of failures in the 
WDN. In the homogeneous Poisson process, the rate of occurrence of failure (𝜇𝜇) is 
constant. The probability of having 𝑥𝑥 failures can be estimated using Equation ( 2-14 ) 
and the constant parameter 𝜇𝜇  can be a function of covariates that influence pipe 
failures (Asnaashari and Shahrour, 2007 and Martins et al., 2013). The homogeneous 
Poisson Process can be considered as a special case of the non-homogeneous Poisson 
process (NHPP). In the NHPP, the rate of occurrence of failure is time dependent (𝜇𝜇(𝑡𝑡)) 
and can reflect the change in the rate of failure over time in the WDN. 

Røstum (2000) modelled the failure events in the WDN using the NHPP. The author 
specified a power law model (or Weibull intensity) for the baseline intensity function 
and allowed the different covariates to act multiplicatively on it. The general form of 
the intensity function is: 

𝜇𝜇(𝑡𝑡) = 𝛿𝛿𝑡𝑡𝛿𝛿−1𝐴𝐴𝒛𝒛𝑨𝑨 

( 2-20 ) 

where 𝛿𝛿  (𝛿𝛿 > 0) is the shape parameter of the power law model; 𝒛𝒛 is a vector of 
covariates; and 𝑨𝑨 is the vector of coefficients corresponding to 𝒛𝒛. The coefficients in 
𝑨𝑨 and 𝛿𝛿  were estimated using the method of Maximum Likelihood. 

The NHPP was able to estimate the total number of failures accurately for each year 
in the calibration period. The author obtained a 𝑒𝑒2 value of 0.86. Røstum (2000) also 
compared the performance of the NHPP with the Weibull proportional hazard model. 
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The Weibull proportional hazard model tends to overestimate the number of failures 
compared to the NHPP. However, the author believed that the performance of the 
Weibull proportional hazard model will be site specific. 

Kleiner and Rajani (2008) applied the NHPP with pipe dependent (pipe diameter and 
pipe length), time dependent (cumulative rainfall deficit, snapshot rainfall deficit and 
freezing index), pipe and time dependent (hotspot cathodic protection and previous 
number of failures) covariates, a group level constant and a pipe level constant. The 
set-up allowed the covariates to have a different impact on pipes in separate groups. 
This type of time dependent model was further explored by Rajani et al. (2012) to 
investigate the relationship between pipe failure rate and temperature covariates. 
They analysed the air and water temperature using different time steps. The author 
found the average air temperature, maximum air temperatures change, and the rate 
of change of air temperature over the time step were consistently significant. The 
ranking performance of the NHPP with time dependent covariates was also compared 
with a heuristic model, the naïve Bayesian classification model and the logistic 
regression model (Kleiner and Rajani, 2012). The result of the study showed that no 
one model was consistently better than the other in terms of pipe ranking.  

Economou et al. (2009) extended the idea of zero-inflated Poisson model to the NHPP. 
The zero-inflated NHPP assumed that failures were generated by a NHPP with 
probability p, while a different process generates the results for pipes with no failures 
with probability 1 − 𝑝𝑝. The zero-inflated Poisson model can be expressed as: 

𝑃𝑃(𝑥𝑥) = �
(1 − 𝑝𝑝) + 𝑝𝑝𝐴𝐴−Μ  𝑓𝑓𝑒𝑒𝑒𝑒 𝑥𝑥 = 0

𝑝𝑝 �
𝐴𝐴−𝛭𝛭𝛭𝛭𝑥𝑥

𝑥𝑥!
�   𝑓𝑓𝑒𝑒𝑒𝑒 𝑥𝑥 = 1,2 … 

 

( 2-21 ) 

𝑀𝑀 = 𝐸𝐸[𝑁𝑁(𝑇𝑇𝑏𝑏) − 𝑁𝑁(𝑇𝑇𝑎𝑎)] = � 𝜇𝜇(𝑡𝑡)𝑑𝑑𝑡𝑡
𝑇𝑇𝑏𝑏

𝑇𝑇𝑎𝑎
 

( 2-22 ) 

where 𝑃𝑃(𝑥𝑥)  is the probability of having 𝑥𝑥  failures; 𝑀𝑀 = 𝐸𝐸[𝑁𝑁(𝑇𝑇𝑏𝑏) − 𝑁𝑁(𝑇𝑇𝑎𝑎)]  is the 
expected number of failures between time 𝑇𝑇𝑎𝑎 ; and 𝑇𝑇𝑏𝑏  (𝑇𝑇𝑏𝑏 > 𝑇𝑇𝑎𝑎 ); and 𝜇𝜇(𝑡𝑡)  is the 
intensity of the NHPP. 

The model parameters were estimated using the Bayesian method and results were 
summarised in a confusion matrix. The zero-inflated NHPP was found to be slightly 
better during the calibration period. However, the performance of the zero-inflated 
NHPP and NHPP was similar for the validation period.  
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The NHPP was also used as the failure prediction models in pipe renewal planning and 
optimisation models (Li et al., 2015; and Nafi and Kleiner, 2009). They will be discussed 
in Section 2.4. 

2.3.6 Linear Extended Yule Process 

The Yule process is a birth process, where each individual is assumed to give birth at a 
constant rate. The Linear Extended Yule Process is a modification of the Yule process. 
In the context of pipe failure, the intensity function is a function of the age of the pipe, 
and the number of known past failures (NOKPF) recorded for the pipe (Le Gat, 2009 
and Martins et al., 2013). The intensity function can be expressed as: 

𝜇𝜇(𝑡𝑡) = �1 + 𝛼𝛼𝑁𝑁(𝑡𝑡 −)�𝛿𝛿𝑡𝑡𝛿𝛿−1𝐴𝐴𝒛𝒛𝑨𝑨 

( 2-23 ) 

where 𝛼𝛼 is the coefficient that accounts for the number of past failures the pipe has 
experienced; 𝑁𝑁(𝑡𝑡−) is the number of failures the pipe has experienced before time 
(𝑡𝑡−).  

Martins et al. (2013) compared the Linear Extended Yule Process with the Poisson 
regression and the Weibull accelerated lifetime model. The Linear Extended Yule 
Process and the Weibull accelerated lifetime model both perform better than the 
Poisson regression in terms of pipe ranking and estimating the number of failures in 
the network. However, the Linear Extended Yule Process tends to overestimate the 
number of failures in the network. 

Claudio et al. (2014) integrated the Linear Extended Yule Process with time dependent 
covariates. A comparison of the time dependent Linear Extended Yule Process with 
the original Linear Extended Yule Process (no time dependent covariates) showed a 
minor difference in the long-term estimation for the fitting period. However, the 
monthly variations were much better accounted for by the time dependent Linear 
Extended Yule Process. The study identified that the major limitation of the time 
dependent Linear Extended Yule Process was that future climate data are not available 
as input. Forecasting future climate scenarios will be required for the model to make 
predictions. 

2.3.7 Bayesian Inference Models 

The Bayesian theorem can be used to update the failure probability of a pipe given 
that new information is available. It can be expressed mathematically as: 

𝑃𝑃�𝐹𝐹�𝒁𝒁� =
𝑃𝑃�𝒁𝒁�𝐹𝐹�𝑃𝑃(𝐹𝐹)

𝑃𝑃�𝒁𝒁�
 

( 2-24 ) 
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where 𝑃𝑃�𝐹𝐹�𝒁𝒁� is the probability of observing a pipe failure given a set of information 
𝒁𝒁; 𝑃𝑃�𝒁𝒁�𝐹𝐹� is the probability of observing the set of information 𝒁𝒁  given the pipe 
failure record; 𝑃𝑃(𝒁𝒁) is the probability of observing the set of information 𝒁𝒁; and 𝑃𝑃(𝐹𝐹) 
is the failure probability of the pipe.  

Wang et al. (2010) estimated the deterioration rate of a pipe using Bayes inference. 
The study considered several factors and the weight of the factors were determined 
using Bayes inference. Singh (2011) studied the failure probability of a specific type of 
pipe given specific attributes. In the prior analysis, the authors established prior 
probabilities and the probability of finding a specific pipe material based on the 
collected data.  They applied Bayes theorem to compute the posterior failure 
probabilities of a pipe material given the cause of break, pipe age, pipe diameter and 
soil type (each factor was used individually). The posterior failure probability showed 
that CI pipes were most susceptible to failure in the dataset. 

Bayesian Model Averaging accounts for the uncertainty in the model selection process 
that is ignored in classical regression models. Bayesian Model Averaging takes the 
weighted average of the posterior distribution from the models considered, where the 
weights are the posterior probability of the model (Hoeting et al., 1999). 

Kabir et al. (2015d) used Bayesian Model Averaging for water main failure prediction. 
The study found that the Bayesian Model Averaging approach was able to capture the 
variables that influence pipe failure more effectively in contrast to the classical 
regression method, where p-values are generally used to determine the significance 
of a variable. The Bayesian Model Averaging approach can also provide better 
interpretability to the selection of variables as it estimates the probability that the 
variable is associated with the failure of the water main.  

Kabir et al. (2015c) extended the study of Kabir et al. (2015d). They used Bayesian 
Model Averaging to identify influential variables that influenced pipe failures while 
accounting for the uncertainties of the model. Then, the Weibull proportional hazard 
model is applied to estimate the failure rate of the network using Bayesian Inference. 
The study found that the time to failure for a pipe with no past failure history is longer 
than those that have failed in the past. The performance of the Weibull proportional 
hazard model was also found to be better than the Cox proportional hazard model.  

The study (Kabir et al., 2015c) was further enhanced by introducing Bayesian updating 
to the Weibull proportional hazard model (Kabir et al., 2016). The authors calibrated 
the Weibull proportional hazard model using the past data. They then updated the 
parameters of the model using new data that become available over time. The author 
believed that this updating process would be highly beneficial to small and medium 
water utilities that have limited failure data. It would allow them to continuously 
improve their prediction model as they collect more data in the future. 
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A Bayesian Belief Network is a directed acyclic graphical model. The nodes in the 
network are generally stochastic variables, and the dependency between the variables 
are represented using an arc (Korb and Nicholson, 2010). For example, A is the parent 
of B if there is an arc directly from A to B. The dependency of the variables in the 
Bayesian Belief Network can be expressed as conditional probability tables for all 
possible state of the node and its parents. A node without any parents is expressed 
with the unconditional prior probabilities (Korb and Nicholson, 2010). 

Kabir et al. (2015b) constructed a Bayesian Belief Network to determine the failure 
risk of a pipe in the WDN. Four groups of factors were examined in the Bayesian Belief 
Network, including water quality index (e.g. turbidity), hydraulic capacity index (e.g. 
pressure), structural integrity index (e.g. pipe diameter), and consequence index (e.g. 
population). The total number of nodes in the Bayesian Belief Network was 38, and 
the conditional probability tables were learned from the data. The study conducted a 
sensitivity analysis using the variance reduction method. The age of the pipe was 
found to have the most significant impact of variance reduction, followed by pipe 
diameter, population, and turbidity. Kabir et al. (2015a) proposed a data-fusion model 
using the Bayesian Belief Network to combine two Bayesian regression models into 
one. Model 1 was developed using pipe characteristics and soil resistivity, while model 
2 was developed using pipe characteristics and soil corrosion index. The fusion model 
allowed similar type of information gathered from different sources to be integrated 
together. 

2.3.8 Hierarchical Beta Process 

The Hierarchical Beta Process (HBP) proposed by Thibaux and Jordan (2007) is a 
Bayesian non-parametric method that can be used to analyse sparse data. The HBP is 
defined using Equation ( 2-25 ). The Beta distribution is defined using concentration 
( 𝑐𝑐 ) and mean ( 𝑞𝑞 ) instead of the two common parameters, 𝛼𝛼 (𝛼𝛼 = 𝑐𝑐𝑞𝑞)  and 
𝛽𝛽 �𝛽𝛽 = 𝑐𝑐(1 − 𝑞𝑞)�. The concentration is similar to the inverse of the variance in the 
Normal distribution, it accounts for the spread of the Beta distribution. A Beta 
distribution with a small concentration will have a larger spread than a Beta 
distribution with a large concentration. 

𝑞𝑞𝑘𝑘~𝐵𝐵𝐴𝐴𝑡𝑡𝐵𝐵�𝑐𝑐0𝑞𝑞0, 𝑐𝑐0(1 − 𝑞𝑞0)�, 𝑘𝑘 = 1,2, … ,𝐾𝐾 

𝜋𝜋𝑘𝑘,𝑖𝑖~𝐵𝐵𝐴𝐴𝑡𝑡𝐵𝐵�𝑐𝑐𝑘𝑘𝑞𝑞𝑘𝑘, 𝑐𝑐𝑘𝑘(1 − 𝑞𝑞𝑘𝑘)�, 𝑖𝑖 = 1,2, … ,𝑛𝑛 

𝑧𝑧𝑘𝑘,𝑖𝑖,𝑗𝑗~𝐵𝐵𝐴𝐴𝑒𝑒�𝜋𝜋𝑘𝑘,𝑖𝑖�, 𝑗𝑗 = 1,2, … ,𝑚𝑚𝑘𝑘,𝑖𝑖 

( 2-25 ) 

where 𝐾𝐾 is the number of groups; 𝑛𝑛 is the number of pipes; 𝑚𝑚𝑘𝑘,𝑖𝑖  is the number of 
observation years for the i-th pipe in group 𝑘𝑘; 𝑐𝑐0 and 𝑞𝑞0 are the parameters for the 
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concentration and the mean of the Beta distribution for 𝑞𝑞𝑘𝑘, respectively. Similarly, 𝑐𝑐𝑘𝑘 
is the concentration and 𝑞𝑞𝑘𝑘 is the mean of the Beta distribution for all the pipes in 
group 𝑘𝑘; 𝜋𝜋𝑘𝑘,𝑖𝑖 is the probability of failure for the i-th pipe in group 𝑘𝑘; and 𝑧𝑧𝑘𝑘,𝑖𝑖,𝑗𝑗 = 1 if a 
failure is observed for the i-th pipe in the j-th observation year, otherwise 𝑧𝑧𝑘𝑘,𝑖𝑖,𝑗𝑗 = 0. 

Li et al. (2014) applied the HBP to estimate the failure probability of critical water 
mains in a water network. The result of the HBP was compared with the Cox and 
Weibull model. It was found that the HBP was better at ranking the pipes, the model 
was more likely to give a higher ranking to pipes that are going to fail compared to the 
Cox and Weibull model. Lin et al. (2015) explored a mixture model involving the HBP, 
called the Dirichlet Process Mixture of Hierarchical Beta Process. The mixture model 
improves upon the HBP by integrating the groupings of the pipe assets with the 
inference process. The Dirichlet Process Mixture of Hierarchical Beta Process was 
compared with several statistical models, including the HBP grouped by pipe size, 
material, and construction year. The study found that the DPBHBP was the most 
accurate model for the three regions considered in the study.  

2.4. Water Main Rehabilitation Models 

It is essential for water utilities to forecast the investments needed to maintain the 
performance of their WDN at the desired level of service. The forecast can provide 
many useful insights, such as the expected future condition of the network, the 
allocation of resources, and the pricing of water to provide the level of service set out 
for the WDN. This section of the literature review will provide a brief overview on 
some of the studies that have used the failure prediction models discussed in the 
previous sections to investigate the rehabilitation (including replacement) of water 
mains in the WDN. 

Minimising the total cost (replacement cost + repair cost + failure consequences) of 
the WDN has always been considered as one of the prime objectives of water main 
rehabilitation models. Shamir and Howard (1978) developed one of the first models 
to determine the optimal replacement time of a water main. The failures in the WDN 
were predicted using the time-exponential model they proposed in the same study. 
By considering only the replacement cost (𝐶𝐶𝑅𝑅) and direct repair cost (𝐶𝐶𝑚𝑚) associated 
with each failure, the total cost (𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇) of the pipe can be expressed as (assuming no 
failures in the new pipe): 

𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇 =
𝐶𝐶𝑅𝑅

(1 + 𝑒𝑒)𝑡𝑡𝑟𝑟 + �
𝐶𝐶𝑚𝑚

(1 + 𝑒𝑒)𝑗𝑗−𝑡𝑡𝑟𝑟

𝑡𝑡𝑟𝑟

𝑗𝑗=1

 

( 2-26 ) 

where 𝑒𝑒 is the discount rate and 𝑡𝑡𝑟𝑟 is the time to replacement. 
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The optimal replacement time was found by searching for 𝑡𝑡𝑟𝑟 that minimised Equation 
( 2-26 ). The study also analysed the effect of failures occurring in new pipes, but it 
had little influence on the optimal replacement time of the pipes. This framework 
developed by Shamir and Howard (1978) was also adopted by Walski and Pelliccia 
(1982) and Mailhot et al. (2003).  

Kim and Mays (1994) and Kleiner et al. (1998) applied an enumeration scheme to 
optimise the replacement of water mains. In addition to minimising the total cost of 
the network, they added constraints in the model to ensure that other requirements, 
such as pressure demands, are satisfied while the objective was minimised. However, 
due to the limitation of computational power at the time of the study, it was only 
suitable for small networks because the dimensionality of the problem increased 
rapidly as the number of pipes under analysis increased. 

Other than minimising the total cost, the availability of the WDN was maximised 
subjected to funding constraint (Li and Haimes, 1992) and the hydraulic reliability of 
the network (Luong and Nagarur, 2005) using a semi-Markov model. The transition 
probability between each state in Li and Haimes (1992) was calculated based on the 
work of Andreou et al. (1987a,b). Scholten et al. (2014) combined Multi-Criteria 
Decision Analysis with four future development scenarios to evaluate the 
performance of 18 rehabilitation alternatives based on three objectives (low cost, high 
reliability and high degree of rehabilitation). The failures in the network were 
predicted using a Weibull-Exponential model.  

With the advance in computational power, genetic algorithms have become one of 
the most common techniques for optimising the replacement of water mains. The 
genetic algorithm is an optimisation method that simulates the evolution of living 
organism to solve complex problems that are sometimes too difficult for conventional 
methods. The search begins with an initial population that satisfies the boundary and 
constraint of the problem. Each individual (chromosome) represents a possible 
solution in the search field. During each iteration (generation), the individuals are 
evaluated using a fitness function. A new generation is created using a crossover 
function or mutating the individual. The type of initial population, fitness function, 
crossover function, and mutation function used will depend on the problem at hand 
(Gen et al., 2010). After sufficient generations, the most optimal or suboptimal 
solution(s) will be selected by the algorithm.  

Halhal et al. (1997) constructed a structured messy genetic algorithm to maximise the 
total benefit of performing a specific action on a pipe (e.g. replacement or reline) while 
minimising the total cost of intervention to the network. The optimal replacement 
time of water mains was determined by Dandy and Engelhardt (2001) using genetic 
algorithm. The study minimised the total cost of the network subjected to several 
constraints. Dridi et al. (2008) compared three types of genetic algorithm and 
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recommended the Non-Dominated Sorting Genetic Algorithm-II for large WDN based 
on the results of their study. 

Instead of considering a single-objective function with multiple constraints, multi-
objective optimisation was performed using multi-objective genetic algorithms to 
select water mains for rehabilitation (Dandy and Engelhardt, 2006; Berardi et al., 
2009a; Berardi et al., 2009b; Dridi et al., 2009; and Giustolisi and Berardi, 2009). Nafi 
and Kleiner (2009), Li et al. (2015), and Rokstad and Ugarelli (2015) integrated group 
replacement strategies into the multi-objective genetic algorithm. The water mains 
that satisfy specific requirements, such as those within a selected distance (Li et al., 
2015), can form potential renewal groups. Those that are in the same group will be 
renewed in one replacement job at the same time, providing savings to the water 
utility as the fixed cost associated with each replacement event is reduced (e.g. one 
machinery transportation cost instead of many). Nafi and Kleiner (2009) also identified 
possible savings from coordination with roadworks and discount in variable cost (e.g. 
replace length) when the replacement length exceeds a specific limit.  

2.5. Conclusion  

An extensive literature review has been conducted for the physically based pipe failure 
prediction models, statistically based pipe failure prediction models, and water main 
rehabilitation models. Table 2-1 compares some of the advantages and disadvantages 
of the failure prediction models discussed in the chapter. 

The physically based models reviewed have investigated different degradation rates 
(e.g. bi-linear corrosion rates (Ji et al., 2015)), operating conditions (e.g. frost loads 
(Rajani and Tesfamariam, 2004)), and failures modes (e.g. brittle or ductile (Davis et 
al., 2007)). The input parameters in the different studies are retrieved from a number 
of sources, including water main reports (Ji et al., 2015), pipe samples (Seica and 
Packer, 2006), condition assessments (Davis et al., 2004) or are derived subjectively 
(Tesfamariam et al., 2006). However, in terms of the entire WDN, information on some 
of the inputs, such as the degradation rate, is rarely available for all the water mains. 
In most cases, it is only cost-effective for water utilities to collect the information for 
a small number of water mains that is critical in the network. Therefore, the 
application of physically based models in practice is generally limited to large 
transmission mains with high failure consequences. In addition, the estimated 
condition of the pipe is based on data that are collected at a single point in time, but 
the operating condition or the surrounding environment can change over time (e.g. 
degradation rate might change after data collection), and therefore, increasing the 
error in the result predicted. 
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Table 2-1: Advantages and disadvantages of pipe failure prediction models. 

Models Advantages Disadvantages 
Physical 
Model 

• Captures the physical failure mechanism.  
• Can account for the different pipe properties and 
operating environment of the pipe, given that the model 
has been developed and the relevant data are available. 

• Model is only applicable to the failure mechanism and 
pipe material it is designed for. 
• Difficult to apply at the network level as the input 
parameters are generally unknown. 
• The model returns a deterministic result (“Failure” or “No 
Failure” status). 

Physical 
Probabilistic 

Model 

• Captures the physical failure mechanism. 
• Stochastic distribution is used to capture the 
uncertainty in the input parameters. 
• The model can estimate the failure probability of the 
pipe. 

• The appropriate distribution of the input needs to be 
selected by the user.  
• The parameters of the distribution may need to be 
estimated based on experience when there are insufficient 
data. 

Regression 
Model 

• The model is easy to use. • Assumes normally distributed errors. 
• Oversimplifies the problem by assuming a simple 
relationship between the dependent and independent 
variables. 

Survival 
model 

• Based on the well-established proportional hazard 
model developed by Cox (1972). 
• Covariates act multiplicatively on the hazard function 
which is used to model the deterioration of the pipe. 

• Multiple survival functions are needed for repairable 
systems such as the WDN. This number of hazard functions 
needs to be determined by the user. 

Weibull-
Exponential 

Model 

• Two different models are used to model the 
deterioration of the pipe. They can capture the 
deterioration characteristics of the pipe at different 
stages of their life. 
• Weibull model is used to model the early deterioration 
phase of the pipe. 
• The Exponential model is used to model the late fast 
breaking stage. 

• The transition from the Weibull model to the Exponential 
model needs to be determined. 
• The Exponential model assumes a constant rate of 
deterioration over time. This might not be true during the 
wear out phase (Figure 1-1) of the pipe. 

Artificial 
Neural 

Network 

• Data-driven non-parametric model. 
• Artificial Neural network can model the time to failure, 
the number of failures, or used for pipe classification 
(“Failure” or “No Failure” status) depending on the type 
of neural network selected. 

• Requires an in-depth understanding of the model as well 
as the problem to set up the structure of the neural 
network. 
• May require many trials to determine the optimal 
network structure. 

Non-
homogeneou

s Poisson 
Process 

• The intensity function captures the average 
deterioration trend of the pipes in the network. 
• Covariates act multiplicatively on the intensity function. 
• The failure history of the pipe can be included as 
covariates to adjust the underlying ageing trend. 

• If the failure history of the pipe is used in the model to 
predict failures, a modification must be made to the 
variable (for example, assuming the variable to be constant 
after the training period) because it is unknown in the 
future. 

Linear 
Extended 

Yule Process 

• The intensity function captures the average 
deterioration trend of the pipes in the network. 
• Covariates act multiplicatively on the intensity function. 
• The effect of the pipe’s failure history on future pipe 
failures is captured in the intensity function. 

• The failure history of the pipe is unknown in the future. 
This may impact the model performance as it is used in the 
intensity function. 

Bayesian 
Inference 

Model 

• Utilises prior information that may be available. 
• All calculations are based on Bayes Theorem. 
• Given sufficient data, the Bayesian Belief network can 
learn causal relationships between variables. 

• The selection of the prior distribution can heavily 
influence the posterior distribution. Therefore, an 
appropriate prior must be selected for the posterior 
distribution to be meaningful. 
• In complex models, such as large Bayesian networks, it 
can be computationally expensive to estimate the posterior 
distributions 

Hierarchical 
Beta Process 

• The model is based on Bayes Theorem with a 
hierarchical structure. 
• Data-driven model. 

• The model is not time-dependent. Therefore, the model is 
not suitable for making long-term predictions 
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Statistical models can be applied to the entire WDN given that sufficient failure data 
are available. They can provide predictions for individual pipes, which are useful for 
rehabilitation planning if coupled with a failure consequence model. However, the 
predictions for individual water mains are generally unreliable. This is because the 
water mains must be grouped into cohorts with homogeneous properties before 
calibration. Therefore, the estimations/predictions from the models will be tailored to 
the cohort of pipes rather than the individual pipes.   

With studies identifying correlation between water main failures and climate events 
(Walski and Pelliccia, 1982; Habibian, 1994; Gould et al., 2009; Gould et al., 2011; and 
Fuchs-Hanusch et al., 2013), time dependent factors have been introduced into some 
statistical models (Kleiner and Rajani, 2002; Kleiner and Rajani, 2008; Kleiner and 
Rajani, 2012; Rajani et al., 2012; and Claudio et al., 2014). The results for the fitting 
period have shown to improve in comparison to the models without the time 
dependent factors (Claudio et al., 2014). However, these types of models are limited 
by their ability to predict future events because the time dependent factors are 
unknown in the future. 

The rehabilitation model for water mains attempts to optimise the performance of 
the WDN depending on the selected objectives. Conventional methods, such as the 
one developed by Shamir and Howard (1978), are easy to apply to the network. 
However, they have limited power in dealing with multi-objective optimisation 
problems. More advanced techniques, such as genetic algorithm, can easily handle 
multi-objective problems, but it requires the user to have a greater understanding of 
the method to adjust the parameters in the algorithms properly. In addition, these 
methods (e.g. genetic algorithm) are generally computationally costly and applying it 
to a large WDN might not return the optimal solution. 

The prediction of water main failure remains as an open field of research. The 
following research gaps have been identified on the basis of the literature review: 

• Statistical models are generally poor in making predictions for individual pipes. 
Ranking pipes based on the probability of failure or expected number of 
failures can be considered as an alternative in identifying pipes at risk of failing. 
The HBP has shown to be accurate in terms of ranking high-risk pipes 
compared to other models. Therefore, ranking models could be an alternative 
in locating pipes that are more likely to fail. 

• Past studies incorporating time dependent factors in statistical models have 
shown improvements in estimating the number of failures during the training 
period. However, little work has been undertaken to try and predict future 
failures with time dependent factors because their values are unknown in the 
future. 
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• The integration of the physical model with statistical failure data to predict 
water main failures has not yet been investigated. The physical model can 
account for the physical deterioration process. However, they may be difficult 
to be applied to all pipes due to the lack of deterioration data (or other 
information that could only be obtained through condition assessments). In 
addition, the collected data for the physical model generally provides 
information for a specific point in time but cannot represent the change in 
condition over time. The statistical models can use failure data that have been 
collected to estimate the condition of the water main. However, the 
estimations are usually unreliable for individual pipes. Therefore, integrating 
the two approaches together has the potential to produce promising results 
because the physical deterioration process can be supported by the failure 
data that have been collected. This could overcome the issue with the input 
data for the physical models and the poor estimation for individual water 
mains from the statistical models.  
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CHAPTER 3: THE BAYESIAN SIMPLE MODEL 

3.1. Introduction 

Most statistical models can be used to estimate the number of failures or the failure 
probability of a water main. The models are often trained using the data from a 
homogeneous group of pipes (e.g. same material and diameter) due to the lack of 
failures for individual pipes. In most cases, the estimation at the network level is 
reasonably accurate when compared to the recorded failure data. However, individual 
water mains are often overestimated or underestimated by a large degree because 
the model has been calibrated using the data at a group level. Therefore, the model 
does not have sufficient information to capture the variability of water main failures 
in a single pipe. 

An alternate way to identify pipes with a high chance of failure is to compare the 
ranking of the water mains. Kleiner and Rajani (2012) compared the ranking 
performance of four different statistical models, including the NHPP. The NHPP is a 
well-established model that can account for the pipe deterioration and factors that 
influence the breakage of water mains. The authors ordered the pipes in descending 
order based on their probability of failures (or rankings depending on the model used) 
Their study found that none of the four models was consistently better than the other 
three models in the 37 scenarios they analysed. Li et al. (2014) also compared the 
result of their machine learning approach that is based on the HBP, with the Cox model 
and the Weibull model. They were able to demonstrate that their recently developed 
approach can provide superior results with respect to the Cox model and the Weibull 
model. However, the model is complex and cannot account for the deterioration of 
the pipe.  

This chapter will introduce the Bayesian Simple Model (BSM) that has been developed 
to identify pipes prone to failure. It is a simple method that utilises Bayes theorem to 
estimate the failure probability of a pipe using the pipe failure history. The BSM will 
be compared with the well-established NHPP (Kleiner and Rajani, 2012; Lawless, 1987; 
and Røstum, 2000) and the HBP (Li et al., 2014) for short-term failure prediction. The 
performance of the three methods in terms of their ability to rank pipes using the 
prediction curve, and the accuracy in predicting the number of failures in the dataset 
will be investigated.  

Section 3.2 provides a description on the dataset used for analysis, followed by a detail 
explanation of the NHPP, HBP and BSM. Section 3.4 introduces the prediction curve 
for pipe ranking. Section 3.5 discusses, compares and analyses the results from the 
three models to determine their possibilities and limitations. 
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3.2. Pipe Asset and Failure Data 

The three models are compared using the failure data of 100mm diameter CI pipes. 
Other pipe sizes were not considered in the study, but the influence of pipe diameter 
can be incorporated by introducing additional pipe diameter covariates. 

In this thesis, an individual pipe is a specific length of pipe in the network that is 
identified with the same “Pipe ID” by the water utility, they are usually defined 
between valves or pipe intersections. In the case where a small segment of the pipe is 
replaced, a new “Pipe ID” will be generated for the new pipe put in the network. 

A pipe failure event is any bursts or leak events that are reported and recorded by the 
water utility. They mainly consist of broken back failures, longitudinal split failures and 
joint failures. The different failure modes are all included in the analysis as the 
statistical model does not require them to be differentiated. As a result of this, it must 
be kept in mind that the failure modes will not be identifiable from the model 
estimations. This is usually sufficient for a statistical model because they are used for 
planning purposes. Therefore, it is more important for the model to predict the total 
number of failures to estimate the condition of the network. However, if it is required 
to estimate the number of failures for a specific failure mode, then the model should 
only be trained using failure data corresponding to that specific failure mode. Note 
that failure caused by third-party damage and tree roots have been removed when 
cleaning the dataset. 

Both the pipe asset data and pipe failure data have been filtered to ensure that the 
inputs for the models are at their best possible quality. Water mains that have been 
removed from the network are not included. A description of the dataset (will be 
referred to as dataset A) under investigation is shown in Table 3-1. The CI pipes have 
been laid in the ground from 1860 to 1929. The failure data have been recorded for 
17 years, from 1997 to 2013. The failure data before 2012 will be used to calibrate the 
models and the last year, 2013, will be used as a validation year to validate and 
compare the results from the three models.  

Since the HBP and the BSM estimate the probability of failure, they are only interested 
in whether the pipe has failed or not and not how many times the pipe failed in the 
year. Therefore, the failure data are converted into binary format, where 1 represents 
that the pipe failed in the year (can be more than 1 failure) and 0 means that the pipe 
operated without any interruptions.  The NHPP will also use the same binary format 
for the failure data to maintain consistency in the input data between the three 
models. 

Several covariates have been considered to model the breakage of pipes in the NHPP. 
Figure 3-1 plots the failure rate of the network over the observation period. An 
increasing trend can be observed from the graph, suggesting that the water mains 
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have been deteriorating over the years. Note that the recorded data show the total 
number of failures in a year, but they are plotted as lines in the figures in the chapter 
instead of discrete points for better visualisation. 

The effect of pipe length, static water pressure and the time to next failure are also 
examined using Figure 3-2, Figure 3-3 and Figure 3-4, respectively. The figures show 
water mains that are longer and have been operating in a high static water pressure 
environment have a higher failure rate. The time to subsequent failures also becomes 
shorter as the water main experiences more failures over the years. 

Table 3-1: Description of cast iron dataset (dataset A). 

Data Properties Range of data 
Number of assets 5443 

Number of failures 1636 
Construction period 1860 to 1929 
Observation period 1997 to 2013 

 

 

Figure 3-1: Failures per 100km for CI dataset. 

 

Figure 3-2: Failures for different pipe length intervals. 
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Figure 3-3: Breakages in different pressure intervals. 

 

Figure 3-4: Time to next failure based on the number of failures recorded. 

3.3. Model Descriptions 

3.3.1 Non-homogeneous Poisson Process (NHPP) 

The NHPP is a well-establish process that has been used to model trends in a 
repairable system. As indicated in Chapter 2, numerous studies (Economou et al., 2009; 
Kleiner and Rajani, 2008; Kleiner and Rajani, 2012; Nafi and Kleiner, 2009; Rajani et al., 
2012; and Røstum, 2000) have used the NHPP for water main failure predictions. It is 
capable of capturing the underlying ageing trend of the WDN, as well as the influence 
from other covariates on water main breakages.  

A random process,{𝑁𝑁(𝑡𝑡), 𝑡𝑡 ∈ [0,∞)}, is a counting process if (Ross, 1996): 

1. 𝑁𝑁(𝑡𝑡) is an integer. 
2. 𝑁𝑁(𝑡𝑡) ≥ 0, the number of failures cannot be negative at any time 𝑡𝑡. 
3. 𝑁𝑁(𝑡𝑡) ≥ 𝑁𝑁(𝑠𝑠) given 𝑡𝑡 > 𝑠𝑠, the number of events at time 𝑡𝑡 is equal to or greater 

than the number of events at time 𝑠𝑠. 
4. [𝑁𝑁(𝑡𝑡) −𝑁𝑁(𝑠𝑠)] is the number of events occurred between time 𝑡𝑡 and 𝑠𝑠. 

A counting process, {𝑁𝑁(𝑡𝑡), 𝑡𝑡 ∈ [0,∞)}, with the following properties is said to be a 
NHPP with the intensity function 𝜇𝜇(𝑡𝑡): 
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1. 𝑁𝑁(0) = 0, there are no failures in a new system.  
2. 𝑁𝑁(𝑡𝑡) has independent increments. 

3. 𝑁𝑁(𝑡𝑡) has a Poisson distribution with mean Λ(𝑡𝑡) = ∫ 𝜇𝜇(𝑠𝑠)𝑑𝑑𝑠𝑠𝑡𝑡
0 . 

Based on the proportional intensity assumption, the intensity function of the NHPP 
takes the following form (Lawless, 1987): 

𝜇𝜇(𝑡𝑡) = 𝜇𝜇0(𝑡𝑡)𝐴𝐴(𝒛𝒛;𝑨𝑨) 

( 3-1 ) 

where 𝜇𝜇0(𝑡𝑡) is the baseline intensity function and 𝐴𝐴(𝒛𝒛;𝑨𝑨) is a function that accounts 
for the covariates (𝒛𝒛) and its coefficients (𝑨𝑨). 

Assuming that the baseline intensity function follows a power law model and 𝐴𝐴(𝒛𝒛;𝑨𝑨) 
takes an exponential form, the intensity function becomes: 

𝜇𝜇(𝑡𝑡) = 𝛿𝛿𝑡𝑡𝛿𝛿−1𝐴𝐴𝒛𝒛𝑨𝑨 

( 3-2 ) 

where 𝐴𝐴𝒛𝒛𝑨𝑨 = 𝐴𝐴𝑧𝑧0𝐴𝐴0+𝑧𝑧1𝐴𝐴1…; 𝛿𝛿 is the shape factor and the scale factor are incorporated 
into 𝒛𝒛 as 𝑧𝑧0 = 1. 

The cumulative intensity function between time 𝑇𝑇𝑎𝑎 and 𝑇𝑇𝑏𝑏 (𝑇𝑇𝑏𝑏 > 𝑇𝑇𝑎𝑎) corresponds to 
the expected number of failures between time 𝑇𝑇𝑎𝑎 and 𝑇𝑇𝑏𝑏: 

𝐸𝐸[𝑁𝑁(𝑇𝑇𝑏𝑏) −𝑁𝑁(𝑇𝑇𝑎𝑎)] = � 𝜇𝜇(𝑡𝑡)𝑑𝑑𝑡𝑡
𝑇𝑇𝑏𝑏

𝑇𝑇𝑎𝑎
= �𝑇𝑇𝑏𝑏𝛿𝛿 − 𝑇𝑇𝑎𝑎𝛿𝛿�𝐴𝐴𝒛𝒛𝑨𝑨 

( 3-3 ) 

The coefficients (𝑨𝑨) and the shape factor (𝛿𝛿) are estimated by maximising the log-
likelihood function using the method of Maximum Likelihood (Yang and De Angelis, 
2013). The log-likelihood function for a WDN with 𝑚𝑚 pipes can be expressed as: 

𝑙𝑙�𝛿𝛿,𝑨𝑨� = �𝑛𝑛𝑖𝑖 ln 𝛿𝛿
𝑛𝑛

𝑖𝑖=1

+ (𝛿𝛿 − 1)�� ln 𝑡𝑡𝑖𝑖𝑗𝑗

𝑚𝑚𝑖𝑖

𝑗𝑗=1

 
𝑛𝑛

𝑖𝑖=1

+ �𝑛𝑛𝑖𝑖𝒛𝒛𝑨𝑨
𝑛𝑛

𝑖𝑖=1

−��𝑇𝑇𝑖𝑖,𝑏𝑏𝛿𝛿 − 𝑇𝑇𝑖𝑖,𝑎𝑎𝛿𝛿 �
𝑛𝑛

𝑖𝑖=1

𝐴𝐴𝒛𝒛𝑨𝑨 

( 3-4 ) 

where 𝑇𝑇𝑖𝑖,𝑎𝑎 and 𝑇𝑇𝑖𝑖,𝑏𝑏 (𝑇𝑇𝑖𝑖,𝑏𝑏 > 𝑇𝑇𝑖𝑖,𝑎𝑎) is the pipe age at the start and end observation period, 
respectively; 𝑛𝑛 is the number of pipes; 𝑚𝑚𝑖𝑖 is the number of failures in pipe 𝑖𝑖 observed 
in the period; and 𝑡𝑡𝑖𝑖𝑗𝑗 is the 𝑗𝑗-th failure of the i-th pipe.  

The power law model has been chosen as the baseline intensity function because of 
its ability in modelling the changing condition of the network. If 𝛿𝛿 > 1, it is suggesting 
that the average condition of the network is deteriorating and the failure rate of the 
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WDN increases over time. if 𝛿𝛿 < 1, it is suggesting that the average condition of the 
network is improving and the failure rate of the WDN decreases over time. If 𝛿𝛿 = 1, it 
is suggesting that there is no change in the average condition of the network and the 
failure rate of the WDN stays constant over the period of analysis. The NHPP also 
becomes the homogeneous Poisson process when 𝛿𝛿 = 1. 

3.3.2 Hierarchal Beta Process (HBP) 

The HBP is a Bayesian non-parametric approach proposed by Thibaux and Jordan, 
(2007) (Equation ( 3-5 )). Li et al. (2014) and Lin et al. (2015) applied the HBP to 
estimate the failure probability of critical water mains in a water network. The failure 
of a water main is assumed to follow a Bernoulli distribution with failure probability 
𝜋𝜋𝑖𝑖. The failure probability of each pipe, 𝜋𝜋𝑖𝑖, is drawn from a Beta distribution with mean 
𝑞𝑞1 and concentration 𝑐𝑐1. The mean of the Beta distribution is modelled using another 
Beta distribution with mean 𝑞𝑞0 and concentration 𝑐𝑐0.  Figure 3-5 shows the structure 
of the HBP in a generalised form where the water mains are split into 𝐾𝐾 groups (𝐾𝐾 is 
taken as 1 in this case and is explained below). 

𝑞𝑞1  and 𝑐𝑐1  control the distribution of 𝜋𝜋𝑖𝑖 . 𝑞𝑞1  and 𝑐𝑐1  can be updated with failure data 
from any pipe and modifies the distribution for 𝜋𝜋𝑖𝑖. This process draws upon the failure 
from a particular water main and passes the influence of a failure onto other pipes in 
the same group. 

The model defines the Beta distribution using the mean (𝑞𝑞0, 𝑞𝑞1) and concentration 
(𝑐𝑐0, 𝑐𝑐1) parameters instead of the common shape parameters 𝛼𝛼 (𝛼𝛼0 = 𝑐𝑐0𝑞𝑞0) and 𝛽𝛽 
(𝛽𝛽0 = 𝑐𝑐0(1 − 𝑞𝑞0) ). The concentration parameter is similar to the inverse of the 
variance in the normal distribution, a larger concentration suggests that the spread of 
the Beta distribution is smaller. The 𝑘𝑘 parameter in Equation ( 2-25 ) represents the 
number of homogenised pipe cohorts in the dataset. In the current dataset, all the 
water mains have been homogenised into a cohort of pipes with the same material 
(i.e. cast iron) and diameter (i.e. 100mm). Therefore, the parameter 𝑘𝑘  has been 
dropped in Equation ( 3-5 ) as 𝑘𝑘 = 1.  

𝑞𝑞1~𝐵𝐵𝐴𝐴𝑡𝑡𝐵𝐵�𝑐𝑐0𝑞𝑞0, 𝑐𝑐0(1 − 𝑞𝑞0)� 

𝜋𝜋𝑖𝑖~𝐵𝐵𝐴𝐴𝑡𝑡𝐵𝐵�𝑐𝑐1𝑞𝑞1, 𝑐𝑐1(1 − 𝑞𝑞1)�,   𝑖𝑖 = 1,2, … ,𝑛𝑛 

𝑧𝑧𝑖𝑖,𝑗𝑗~𝐵𝐵𝐴𝐴𝑒𝑒(𝜋𝜋𝑖𝑖), 𝑗𝑗 = 1,2, … ,𝑚𝑚𝑖𝑖 

( 3-5 ) 

𝑝𝑝(𝑞𝑞1|𝑧𝑧1:𝑛𝑛) ∝ 𝑞𝑞1
𝑐𝑐0𝑞𝑞0−1(1 − 𝑞𝑞1)𝑐𝑐0(1−𝑞𝑞0)−1 
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× �
𝛤𝛤�𝑐𝑐1𝑞𝑞1 + ∑ 𝑧𝑧𝑖𝑖,𝑗𝑗𝑗𝑗 �𝛤𝛤�𝑐𝑐1(1 − 𝑞𝑞1) + 𝑚𝑚𝑖𝑖 − ∑ 𝑧𝑧𝑖𝑖,𝑗𝑗𝑗𝑗 �

𝛤𝛤(𝑐𝑐1𝑞𝑞1)𝛤𝛤�𝑐𝑐1(1 − 𝑞𝑞1)�
𝑖𝑖

 

( 3-6 ) 

𝑝𝑝(𝜋𝜋𝑖𝑖|𝑞𝑞1, 𝑧𝑧1:n)~𝐵𝐵𝐴𝐴𝑡𝑡𝐵𝐵 �𝑐𝑐1𝑞𝑞1 + �𝑧𝑧𝑖𝑖,𝑗𝑗
𝑗𝑗

, 𝑐𝑐1(1 − 𝑞𝑞1) + 𝑚𝑚𝑖𝑖 −�𝑧𝑧𝑖𝑖,𝑗𝑗
𝑗𝑗

� 

( 3-7 ) 

where 𝑛𝑛 is the number of pipes; 𝑚𝑚𝑖𝑖 is the number of observation years for the i-th 
pipe; 𝑐𝑐0 and 𝑞𝑞0 are the parameters for the concentration and the mean of the Beta 
distribution for 𝑞𝑞1, respectively. Similarly, 𝑐𝑐1 is the concentration and 𝑞𝑞1 is the mean 
of the Beta distribution for all the pipes in the network; 𝛤𝛤(∙) is the gamma function; 
𝜋𝜋𝑖𝑖 is the probability of failure for the i-th pipe; 𝑧𝑧1:𝑛𝑛 = (𝑧𝑧𝑖𝑖,𝑗𝑗|𝑖𝑖 = 1,2, …𝑛𝑛, 𝑗𝑗 = 1,2, …𝑚𝑚𝑖𝑖); 
and 𝑧𝑧𝑖𝑖,𝑗𝑗 = 1  if a failure is observed for the i-th pipe in the j-th observation year, 
otherwise 𝑧𝑧𝑖𝑖,𝑗𝑗 = 0.  

 

Figure 3-5: Structure of the HBP. 

Using Bayes theorem, the probability of 𝑞𝑞1 given 𝑧𝑧𝑖𝑖,𝑗𝑗 can be sampled using Equation 
( 3-6 ), given that the pipe failure history is known (𝑧𝑧𝑖𝑖,𝑗𝑗). The Beta distribution is a 

𝑞𝑞𝑘𝑘~𝐵𝐵𝐴𝐴𝑡𝑡𝐵𝐵�𝑐𝑐0𝑞𝑞0, 𝑐𝑐0(1 − 𝑞𝑞0)� 𝑞𝑞𝑘𝑘  

𝜋𝜋𝑘𝑘,𝑖𝑖  

𝑧𝑧𝑘𝑘,𝑖𝑖,𝑗𝑗  

For 𝑖𝑖 = 1:𝑛𝑛𝑘𝑘 

For 𝑗𝑗 = 1:𝑚𝑚𝑘𝑘,𝑖𝑖  

𝜋𝜋𝑘𝑘,𝑖𝑖~𝐵𝐵𝐴𝐴𝑡𝑡𝐵𝐵�𝑐𝑐𝑘𝑘𝑞𝑞𝑘𝑘 , 𝑐𝑐𝑘𝑘(1 − 𝑞𝑞𝑘𝑘)� 

𝑧𝑧𝑘𝑘,𝑖𝑖,𝑗𝑗~𝐵𝐵𝐴𝐴𝑒𝑒�𝜋𝜋𝑘𝑘,𝑖𝑖� 

For 𝑘𝑘 = 1:𝐾𝐾 

𝑞𝑞0 𝑐𝑐0 
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conjugate distribution to the Bernoulli distribution, therefore the posterior 
distribution is still a Beta distribution (Gelman et al., 2000). The probability of failure 
given the observed failure history and the mean of the Beta distribution prior, 
𝑃𝑃𝑒𝑒(𝜋𝜋𝑖𝑖|𝑞𝑞1, 𝑧𝑧1:𝑛𝑛), can be calculated using Equation ( 3-7 ). A complete definition of the 
HBP can be found in Thibaux and Jordan (2007) and Thibaux (2008).  

Before the model can be trained using Markov Chain Monte Carlo (MCMC) methods, 
the values for 𝑐𝑐0 , 𝑐𝑐1  and 𝑞𝑞0  must be defined. 𝑐𝑐0  and 𝑐𝑐1  are taken as 1 (𝑐𝑐0 = 1 and 
𝑐𝑐1 = 1) because it provides the Beta distribution with a large spread. The average 
failure probability from a dataset similar to the one that is going to be analysed is used 
for 𝑞𝑞0 and is equal to 0.0061. 5000 samples were taken to ensure convergence of the 
posterior distribution and the software WinBUGS (Lunn et al., 2000) was used to 
implement the HBP model. 

3.3.3 Bayesian Simple Model (BSM) 

A number of studies have utilised Bayes theorem to estimate the failure probability of 
water mains (Kabir et al. ,2015c; Kabir et al., 2015d; and Kabir et al. 2016). Kabir et al. 
(2015d) used Bayes Model Averaging to select significant covariates that influenced 
pipe failure while accounting for the uncertainties of the model. Kabir et al. (2015c) 
estimated the survival curve for water mains based on the Weibull proportional 
hazard model with Bayes inference. Kabir et al. (2016) then accounted for new data 
that become available over time in the Weibull proportional hazard model by 
developing a framework that updates the survival curve using Bayes inference. 

In this chapter, the Bayesian Simple Model (BSM) is originally developed. The model 
utilises Bayes theorem for short-term failure predictions and is designed to identify 
groups of water mains that are more likely to fail in the next time period (e.g. next 
year). This is different from the Bayesian Weibull proportional hazard model (Kabir et 
al. (2015c) and Kabir et al. (2016)) that aims to predict the number of breaks in the 
future. 

The failure history of the water mains used to calibrate (up to time 𝑇𝑇𝑐𝑐) the BSM is split 
into two parts as shown in Figure 3-6. Failure data before time 𝑇𝑇𝑐𝑐 − 1 (green period) 
are used to divide the pipes into groups. Then, the probability of failure for each group 
is calculated using Bayes theorem with the failures observed between time 𝑇𝑇𝑐𝑐 − 1 and 
𝑇𝑇𝑐𝑐.  

 

 

 

 Recorded failure history of water mains 
Calibration period 

Data used to divide pipes into groups Failure data representing the observed failures, 𝑧𝑧𝑘𝑘,𝑖𝑖 

Time=𝑇𝑇0 Time=𝑇𝑇𝑐𝑐 Time=𝑇𝑇𝑐𝑐 − 1 

Figure 3-6: Failure data timeline. 
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Assuming that the failure events in the WDN are independent and identically 
distributed 1, and the failure probabilities of water mains with k failures follow a 
Bernoulli distribution (Ross, 2010), the probability of observing a set of outcomes for 
the pipes with 𝑘𝑘 failures given the failure probability 𝜃𝜃𝑘𝑘 is (Equation ( 3-8 )): 

𝑃𝑃�𝑧𝑧𝑘𝑘,1, 𝑧𝑧𝑘𝑘,2 … 𝑧𝑧𝑘𝑘,𝑛𝑛𝑘𝑘�𝜃𝜃𝑘𝑘� = �𝜃𝜃𝑘𝑘
𝑧𝑧𝑘𝑘,𝑖𝑖(1 − 𝜃𝜃𝑘𝑘)1−𝑧𝑧𝑘𝑘,𝑖𝑖  

𝑛𝑛𝑘𝑘

𝑖𝑖=1

= 𝜃𝜃𝑘𝑘
∑ 𝑧𝑧𝑘𝑘,𝑖𝑖
𝑛𝑛𝑘𝑘
𝑖𝑖=1 (1 − 𝜃𝜃𝑘𝑘)𝑛𝑛𝑘𝑘−∑ 𝑧𝑧𝑘𝑘,𝑖𝑖

𝑛𝑛𝑘𝑘
𝑖𝑖=1   

( 3-8 ) 

𝑃𝑃(𝜃𝜃𝑘𝑘|𝛼𝛼,𝛽𝛽) =
𝜃𝜃𝑘𝑘𝛼𝛼−1(1 − 𝜃𝜃𝑘𝑘)𝛽𝛽−1

𝐵𝐵(𝛼𝛼,𝛽𝛽)   

( 3-9 ) 

𝑃𝑃�𝜃𝜃𝑘𝑘�𝛼𝛼,𝛽𝛽, 𝑧𝑧𝑘𝑘,1, 𝑧𝑧𝑘𝑘,2 … 𝑧𝑧𝑘𝑘,𝑛𝑛𝑘𝑘� ∝ 𝑃𝑃�𝑧𝑧𝑘𝑘,1, 𝑧𝑧𝑘𝑘,2 … 𝑧𝑧𝑘𝑘,𝑛𝑛𝑘𝑘�𝜃𝜃𝑘𝑘�𝑃𝑃(𝜃𝜃𝑘𝑘|𝛼𝛼,𝛽𝛽) 

∝ 𝜃𝜃𝑘𝑘
𝛼𝛼+∑ 𝑧𝑧𝑘𝑘,𝑖𝑖

𝑛𝑛𝑘𝑘
𝑖𝑖=1 −1(1 − 𝜃𝜃𝑘𝑘)𝑛𝑛𝑘𝑘−∑ 𝑧𝑧𝑘𝑘,𝑖𝑖

𝑛𝑛𝑘𝑘
𝑖𝑖=1 +𝛽𝛽−1 

With normalisation for Beta distribution: 

𝑃𝑃�𝜃𝜃𝑘𝑘�𝛼𝛼,𝛽𝛽, 𝑧𝑧𝑘𝑘,1, 𝑧𝑧𝑘𝑘,2 … 𝑧𝑧𝑘𝑘,𝑛𝑛𝑘𝑘� =
𝜃𝜃𝑘𝑘
𝛼𝛼+∑ 𝑧𝑧𝑘𝑘,𝑖𝑖

𝑛𝑛𝑘𝑘
𝑖𝑖=1 −1(1 − 𝜃𝜃𝑘𝑘)𝑛𝑛𝑘𝑘−∑ 𝑧𝑧𝑘𝑘,𝑖𝑖

𝑛𝑛𝑘𝑘
𝑖𝑖=1 +𝛽𝛽−1

𝐵𝐵�𝛼𝛼 + ∑ 𝑧𝑧𝑘𝑘,𝑖𝑖
𝑛𝑛𝑘𝑘
𝑖𝑖=1 ,𝑛𝑛𝑘𝑘 − ∑ 𝑧𝑧𝑘𝑘,𝑖𝑖

𝑛𝑛𝑘𝑘
𝑖𝑖=1 + 𝛽𝛽�

  

( 3-10 ) 

𝐸𝐸 �𝜃𝜃𝑘𝑘|𝛼𝛼 =
1
2

,𝛽𝛽 =
1
2

, 𝑧𝑧𝑘𝑘,1, 𝑧𝑧𝑘𝑘,2 … 𝑧𝑧𝑘𝑘,𝑛𝑛𝑘𝑘� =
∑ 𝑧𝑧𝑘𝑘,𝑖𝑖 + 𝛼𝛼𝑛𝑛𝑘𝑘
𝑖𝑖=1
𝑛𝑛𝑘𝑘 + 𝛼𝛼 + 𝛽𝛽

=
∑ 𝑧𝑧𝑘𝑘,𝑖𝑖 + 0.5𝑛𝑛𝑘𝑘
𝑖𝑖=1
𝑛𝑛𝑘𝑘 + 1

 

( 3-11 ) 

where 𝑃𝑃(∙)  is the probability; 𝑛𝑛𝑘𝑘  is the total number of pipes with 𝑘𝑘  failures; 𝑧𝑧𝑘𝑘,𝑖𝑖 
represents whether the i-th pipe with 𝑘𝑘 failures failed (𝑧𝑧𝑘𝑘,𝑖𝑖 = 1) between 𝑇𝑇𝑐𝑐 − 1 and 
𝑇𝑇𝑐𝑐 (Figure 3-6); and 𝜃𝜃𝑘𝑘 is the prior distribution that represents the failure probability 
of pipes with 𝑘𝑘  failures. The prior distribution, 𝜃𝜃𝑘𝑘 , is assumed to follow a Beta 
distribution (Ross, 2010) with parameters 𝛼𝛼 and 𝛽𝛽 (Equation ( 3-9 )) and 𝐵𝐵(𝛼𝛼,𝛽𝛽) is the 
beta function with parameter 𝛼𝛼 and 𝛽𝛽.  

It is unlikely that the failure data are truly independent and identically distributed 
because the failure events are likely to be correlated. For example, water mains that 
have failed more often in the past tend to have a higher chance of failure in the future. 
However, due to the lack of failure data, it is extremely difficult to construct the 
covariance matrix to model the relationship of failure events between pipes and 
within pipes. Later in Chapter 5, the Monash Pipe Failure Prediction Model attempts 

                                                       
1  Failure events do not influence each other and they all follow the same distribution (Bernoulli 
distribution in the BSM). 
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to capture part of the dependency between failure events using another approach. At 
the current stage, the results from the BSM can be considered as a first approximation. 

The failure probability (posterior distribution) of the pipes with 𝑘𝑘  failures can be 
estimated easily due to the conjugacy of the Beta and Bernoulli distribution. The 
probability of failure is another Beta distribution (Equation ( 3-10 )) (the normalising 
constant of the denominator can be obtained without any calculation because the 
nominator shows that it has a Beta distribution). Since no information is given on the 
condition of the pipes, the non-informative Jeffreys Prior is used to assign the 
parameters in the Beta distribution (𝛼𝛼 = 0.5,𝛽𝛽 = 0.5) (Gelman et al., 2000). The 
expected failure probability of the water main in group 𝑘𝑘  can be estimated by 
substituting the Jeffreys Prior into Equation ( 3-11 ). 

The estimation of the water main’s failure probability using the BSM is demonstrated 
using dataset A. Table 3-2 shows that all the water mains have been split into 8 groups, 
based on the number of failures they have experienced between time 1997 and 2011 
(𝑇𝑇𝑐𝑐 − 1). The probability of failure can be estimated by substituting the number of 
pipes in each group (𝑛𝑛𝑘𝑘), the number of failures in 2012 (𝑇𝑇𝑐𝑐) (∑ 𝑧𝑧𝑘𝑘,𝑖𝑖

𝑛𝑛𝑘𝑘
𝑖𝑖=1 ) and the Jeffreys 

Prior (𝛼𝛼 = 0.5,𝛽𝛽 = 0.5) into Equation ( 3-11 ). For example, in Group #1, there are 
4529 pipes (𝑛𝑛0 = 4529) and 31 of them failed in 2012 (∑ 𝑧𝑧0,𝑖𝑖

𝑛𝑛0
𝑖𝑖=1 = 31). The expected 

probability of failure for the pipes in Group #1 are (31+0.5)/(4529+1)=0.7%. 

The result of the BSM suggests pipes that have experience more failures in the past 
are more likely to fail again. This coincides with an approach used by some water 
utilities, where the number of failures is used as a trigger for pipe replacement. If a 
certain threshold (e.g. 3 failures) is reached for a water main in a short period of time, 
the water main will be given a high replacement priority because of the disruptions it 
is causing to the customers in the area. 

Table 3-2: Failure probability of dataset A using Bayesian Simple Model. 

 

Group # 
Number of failures between 

1997 and 2011 
Number of pipes in 

the group 
Number of failures in 

2012 
Probability of failure 

1 0 4529 31 0.7% 
2 1 582 22 3.9% 
3 2 202 15 7.6% 
4 3 88 10 11.8% 
5 4 25 4 17.3% 
6 5 8 3 38.9% 
7 6 7 2 31.3% 
8 7 2 0 16.7% 
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3.4. Prediction Curve 

The prediction curve is a graphical plot that can be used to compare the ranking 
performance of different statistical models. The curve shows the percentage of 
failures that can be predicted (or avoided) in the network if a certain percentage 
length of pipe with the highest probability of failure is replaced. Using the results from 
the BSM in Table 3-2, Table 3-3 demonstrates the process of constructing the 
prediction curve using the steps described below. Examples will be given in some 
places to help explain the calculations for part of the table: 

1. Order the pipes’ (or pipe group for BSM) failure probability in descending order. 
2. Calculate the pipe length and number of failures in 2013 for each pipe (or pipe 

group). 
3. Calculate the cumulative pipe length and cumulative number of failures. For 

example, the cumulative pipe length in group 7 (row 2) is the total pipe length of 
group 6 and 7 (1996+1838=3834). The cumulative number of failures in group 7 
(row 2) is the total number of failures in group 6 and 7 (1+3=4). 

4. The % pipe length considered for renewal = the cumulative pipe length/(total 
pipe length in the network (376233m)). 

5. The % failures predicted = observed cumulative number of failures/(total number 
of failures in the network in 2013 (103)). 

The prediction curve assumes that the model predictions are the only information 
used to determine the pipe renewal process. Pipes with the highest probability of 
failure (BSM and HBP) or expected number of failures (NHPP) will be given the highest 
priority for replacement. Each of the three models has their own prediction results for 
each pipe. Therefore the rankings of the pipes are unlikely to be the same (e.g. pipe A 
might be rank 1 in NHPP but rank last in the HBP). It must be noted that Table 3-3 only 
has 8 rows because the results for the pipes in the BSM are the same if they are in the 
same group. The models such as the HBP and the NHPP can have a unique failure 
probability for each pipe, leading to a much larger table.  

The prediction curve based on the result in Table 3-3 is shown in Figure 3-7. Since the 
BSM does not differentiate pipes with the same failure history, the points in the 
prediction curve can only be determined at a group level (blue markers in Figure 3-7). 
By assuming that the pipes in the same group are randomly selected without any 
selection preference, it is expected that the percentage of failures predicted increases 
linearly between two points. The percentage length of the network considered for 
pipe replacement is shown in the x-axis, and the percentage of failures that the model 
can predict (or avoid) is shown in the y-axis. The percentage length of the network is 
used instead of the percentage of pipes in the network for the x-axis because the 
variation in pipe length can cause bias interpretations.  
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Based on the prediction from the BSM and assuming that new pipes are free from 
breakages, the curve (Figure 3-7) shows that 10% of the failures in 2013 can be found 
in the first 2.3% of pipe length that is considered for renewal (2.3% of pipe length with 
the highest failure probability). If the percentage of length considered for renewal is 
increased to 10%, it is expected to find about 32% of the failures in 2013. If the 
percentage of length considered for renewal is increased to 100% (i.e. replacing all 
pipes in the network), it is expected to find all the failures in 2013. 

Table 3-3: BSM Prediction Table. 

 

 

Figure 3-7: Prediction curve for the BSM. 

3.5. Results and Discussions 

This section first analyses the failure probability of the models and the coefficients 
estimated for the covariates in the NHPP. Then the ranking performances are 
examined using the prediction curve and the receiver operating characteristic (ROC) 
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Group # 
(refer to 

Table 3-2) 

Probability 
of failure 
(refer to 

Table 3-2) 

Total pipe 
length (m) 

Cumulative 
pipe length 

(m) 

% Pipe 
length 

considered 
for 

renewal 

Observed 
number of 
failures in 

2013 

Observed 
cumulative 
number of 
failures in 

2013 

% Failures 
predicted 

6 38.9% 1996 1996 0.5% 1 1 1.0% 
7 31.3% 1838 3834 1.0% 3 4 3.9% 
5 17.3% 4830 8664 2.3% 7 11 10.7% 
8 16.7% 239 8903 2.4% 0 11 10.7% 
4 11.8% 16249 25153 6.7% 18 29 28.2% 
3 7.6% 32099 57252 15.2% 10 39 37.9% 
2 3.9% 74376 131628 35.0% 25 64 62.1% 
1 0.7% 244606 376233 100.0% 39 103 100.0% 



39 

 

curve, followed by a comparison of the number of failures predicted for the network, 
and the influence on the models’ performance by grouping the water mains into 
pressure cohorts. Finally, the three models are applied to four additional datasets to 
check for the consistency of the models’ performance. 

The estimated failure probability for the BSM have already been discussed in Table 
3-2, a summary of the results for the HBP is shown in Table 3-4. Similar to the BSM, 
the results for the HBP are shown in groups, based on the failure history of the pipe. 
However, unlike the BSM, the pipes in the same group do not have the same 
probability of failure. Therefore the maximum and minimum probability of failure for 
the pipes in each group are shown in the table. The results suggest that the failure 
probability from the HBP is highly dependent on the pipe’s failure history. Water 
mains that have experienced more failures in the past are estimated with a higher 
probability of failure. It is likely that the difference in results for the pipes in the same 
group is due to the sampling of Equation ( 3-6 ) using MCMC methods. 

The estimated coefficients for the NHPP are shown in Table 3-5. The Log-likelihood 
ratio tests were applied to the covariates in the NHPP to ensure that they are 
significant in the model. The results indicate pipes that are longer, operating with 
higher pressure and has experienced more failures in the past (higher NOKPF) are 
more likely to fail. The estimated ageing factor suggests that the failure rate of the 
network will increase as the CI pipes deteriorate over time. 

Table 3-4: Results of the HBP. 

Number of failures between 
1997 and 2011 

Number of pipes  Probability of failure 

0 4498 0.0026-0.0034 
1 591 0.060-0.063 
2 209 0.119-0.122 
3 93 0.178-0.182 
4 31 0.236-0.240 
5 9 0.296-0.299 
6 8 0.355-0.358 
7 4 0.414-0.417 

 

Table 3-5: Estimated coefficients for the NHPP. 

Variables Coefficients  
Constant -16.92 

ln(pipe length) 0.97 
Pressure 0.77 
NOKPF 0.38 

Ageing factor 2.57 
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3.5.1 Prediction Curve 

The ranking performance of the models is first compared using the prediction curve. 
The interpretation and construction of the prediction curve have already been 
discussed in Section 3.4.  

The prediction curves for the three models are shown in Figure 3-8. The ground truth 
curve (for selected past failures) represents the ideal situation, where all the pipes 
that are going to fail in 2013 are selected to be replaced first, followed by the ones 
that operate without any interruptions. A model is considered to be better in terms of 
pipe ranking if it is closer to the ground truth, or if it can predict more failures in the 
network by replacing fewer pipes. When using the prediction curve for model 
comparison, It is also essential to take into account of the percentage of water mains 
the water utility can practically replace in a year, which is generally a small percentage 
of their network (e.g. less than 15%). Therefore, a prediction curve focusing on the 
first portion of pipe length considered for pipe renewal is shown in Figure 3-9.  

A substantial difference between the ground truth curve and the results from the 
three models can be observed from both figures. The ground truth curve shows that 
all failures in 2013 can be found in 5% of the total pipe length in the network. However, 
if the same percentage of pipe length is replaced on the basis of the model predictions, 
the best model can predict about 20% of the breakage that will occur in 2013.  

Comparing the prediction curves (Figure 3-8 and Figure 3-9) between the three models, 
the performance of the HBP and the BSM are generally better than the NHPP. For 
example, the prediction curves show that 31% and 32% of failures in 2013, can be 
found in the first 10% of pipe length in the network with the highest chance of failure 
based on the HBP and BSM, respectively. However, the NHPP can only predict (or 
avoid) 26% of failures in 2013 by renewing 10% of pipe length with the highest chance 
of failure. This is similar to the findings in Kleiner and Rajani (2012), where the NHPP 
did not dominate the other models they compared with in terms of pipe ranking. 

The NOKPF is a major contributing factor to the ranking performance of the models. 
Figure 3-10 has been plotted to compare the NHPP with and without the NOKPF. The 
performance of the NHPP with the NOKPF is consistently better than the one without 
the NOKPF. An improvement up to 15% can be observed from Figure 3-10 (at 20% of 
total pipe length). Furthermore, the HBP and BSM are purely data-driven models that 
estimate the probability of failure based on the pipes’ failure history. Their ranking 
performance has shown to be better than the NHPP that has incorporated additional 
factors (e.g. pipe length) in the model. The NOKPF can be considered as an indicator 
of the operating condition and environment of a water main. A water main that has 
experienced many failures in the past are likely to be operating in a harsh environment, 
leading to a higher chance of failure. 
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The ranking performance of the HBP, BSM and NHPP have been compared using the 
prediction curve. The significant difference between the ground truth and the results 
of the models indicate that there are still rooms for improvements in the pipe failure 
prediction models. Although the result from the BSM is similar to the HBP and only 
slightly better than the NHPP, the major advantage of the BSM lies in its simple nature. 
The failure probability can be easily estimated for a group of pipe given sufficient data, 
making it an ideal desktop screening tool to identify groups of pipes that are at risk of 
failure.  

 

Figure 3-8: Prediction curves for the entire network. 

 

Figure 3-9: Prediction curves for 10% of total pipe length in the network. 
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Figure 3-10: Prediction curves comparing the NHPP with and without the NOKPF. 

3.5.2 ROC Curve 

The ROC curve has been widely used in areas such as signal detection and diagnostic 
testing (Fawcett, 2006). The curve examines the model’s ability in classifying binary 
data, which is applicable to the current dataset because the failure data have been 
converted into binary format. The ROC curve is constructed by plotting the sensitivity 
(true positive rate) against 1-specificity (false positive rate) at various probability 
thresholds. The calculation of the sensitivity and specificity can be found in Equation 
( 3-12 ) and ( 3-13 ).   

𝐹𝐹𝐴𝐴𝑛𝑛𝑠𝑠𝑖𝑖𝑡𝑡𝑖𝑖𝑆𝑆𝑖𝑖𝑡𝑡𝑆𝑆 =
𝑁𝑁𝑁𝑁𝑚𝑚 𝑇𝑇𝑃𝑃

𝑃𝑃
 

( 3-12 ) 

𝐹𝐹𝑝𝑝𝐴𝐴𝑐𝑐𝑖𝑖𝑓𝑓𝑖𝑖𝑐𝑐𝑖𝑖𝑡𝑡𝑆𝑆 =
𝑁𝑁𝑁𝑁𝑚𝑚 𝑇𝑇𝑁𝑁

𝑁𝑁
 

( 3-13 ) 

where 𝑁𝑁𝑁𝑁𝑚𝑚 𝑇𝑇𝑃𝑃 is the number of true positive, which represents the number of pipes 
with a failure in the dataset and also predicted to fail by the model; 𝑃𝑃 is the number 
of observed failures; 𝑁𝑁𝑁𝑁𝑚𝑚 𝑇𝑇𝑁𝑁 is the number of true negatives, which is the number 
of pipes without any interruptions in the network and also predicted to operate 
normally by the model; and 𝑁𝑁 is the number of pipe without any interruptions in the 
failure data.    

The probability threshold can be considered as a probability value that divides the 
water main into “Failure” and “No Failure”. A pipe with a higher failure probability 
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than the threshold value is put into the “Failure” group, while a pipe with a lower 
failure probability than the threshold value is put into the “No Failure” group.  

A confusion matrix (Table 3-6) is used to demonstrate the calculation of a point in the 
ROC curve. The table shows the classification performance of the results from the BSM 
(Table 3-2) with a probability threshold of 10%. The columns of the matrix represent 
the observed failure data in 2013. Pipes that have failed are considered as “Failure”, 
and pipes that operated without any interruptions are considered as “No Failure”. The 
rows of the matrix are the classification based on the predictions from the BSM with 
a probability threshold of 10%. There are 29 true positive (𝑁𝑁𝑁𝑁𝑚𝑚 𝑇𝑇𝑃𝑃) instances, 101 
false positive instances, 74 false negative instances and 5239 true negative (𝑁𝑁𝑁𝑁𝑚𝑚 𝑇𝑇𝑁𝑁) 
instances. Out of the 5443 water mains in the dataset, 103 pipes (𝑃𝑃) are found to have 
failed in 2013, while 5340 (𝑁𝑁) are found to be operating without any interruptions. 
Substituting the relevant values from the confusion matrix into Equation ( 3-12 ) and 
( 3-13 ), the sensitivity and specificity are calculated as 0.2816 (29/103) and 0.9811 
(5239/5340), respectively (Figure 3-11). Note that the expected failure probabilities 
from the BSM and the HBP are compared with the probability threshold for 
classification, while the probability of observing one or more failures in a pipe is 
compared with the probability threshold for the NHPP. 

The area under the ROC curve can be used to compare the performance of different 
models. The area under the ROC curve represents the probability that a randomly 
selected pipe with a failure event will be given a higher rank than a random pipe that 
operates without any interruptions (Fawcett, 2006). Calculating the area under the 
ROC curve using the entire range of the ROC curve suggests that all the water mains 
in the dataset will be considered for renewal. However, as stated earlier, water utilities 
do not have the resources to replace their entire WDN in a year, only a small 
percentage of their network can be replaced. Therefore, it is more reasonable to 
calculate the area under part of the ROC curve, which is the partial area under the ROC 
curve. 

If the water utility can replace 15% of the total pipe length in their network each year, 
the partial area under the ROC curves (standard error in brackets) are found to be 
0.008(0.0011), 0.0141(0.0018) and 0.0147(0.0018) for the NHPP, HBP and BSM, 
respectively. The results suggest that the HBP and the BSM are preferred over the 
NHPP. The HBP and BSM are more likely to rank a randomly selected water main with 
a failure higher than a random pipe that operates without any interruptions. 

The ranking performance of the three models has been compared using the ROC curve 
and the prediction curve. The HBP and the BSM were preferred over the NHPP. 
Although the prediction curve and the ROC curves assess the ranking performance of 
the models, they do differ in some ways. Both curves plot the percentage of failed 
pipes predicted correctly (percentage of failures predicted in prediction curve and 
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sensitivity in ROC curve) by the models on the y-axis. However, the x-axis of the ROC 
curve is based on the number of pipes (the units in the nominator and denominator 
of specificity are both per pipe), while the x-axis of the prediction curve is calculated 
using pipe length. In practice, the use of pipe length and the prediction curve would 
be favoured for the following reasons: 

1. The length of each pipe can vary significantly and displaying the results with a 
“per pipe” basis can induce bias interpretations.  

2. The renewal cost of a water main is generally given in cost per meter. This can 
be directly used to estimate the investment required for replacement if the 
renewal length is known. 

For example, if the water utility wants to reduce the failures by 20% next year using 
the HBP, the results from the prediction curve in Figure 3-9 shows that they need to 
replace 5% of the total pipe length in their WDN. This would allow the utility to 
estimate the cost of renewal. If they want to improve the service level further, they 
can also estimate the amount of extra investment required. However, these types of 
assessments are not as straightforward with the ROC curve (Figure 3-11), the renewal 
length would need to be calculated based on the sensitivity (0.2) and specificity values 
(1-0.018).  

Table 3-6: Confusion matrix for BSM estimation with 10% threshold. 

Threshold 
Probability=10% 

Observation 
Failure No Failure Total 

M
od

el
 

Es
tim

at
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n Failure 29 101 130 

No Failure 74 5239 5313 

Total 103 5340 5443 
 

 

Figure 3-11: ROC Curves for the NHPP, HBP and BSM. 

0

0.2

0.4

0.6

0.8

1

0 0.2 0.4 0.6 0.8 1

Se
ns

iti
vi

ty

1-Specificity

ROC Curve

BSM
AUC=0.7485
PAUC=0.0147

HBP
AUC=0.7323
PAUC=0.0141

NHPP
AUC=0.8386
PAUC=0.0078

BSM
10%Threshol
d



45 

 

3.5.3 Expected Number of Failures 

In addition to understanding the ranking performance of the models, it is also 
important to compare the number of failures predicted for water main rehabilitation 
planning and level of service predictions. The predicted number of failures for 2013 is 
shown in Table 3-7. The pipes have been categorised into groups based on their failure 
history because the NOKPF is the only common variable in the three models. The 
Pearson Chi-square test statistics have also been calculated by summing the 
normalised squared error from each failure group (Equation ( 3-14 )). 

𝜒𝜒2 = �
(𝑍𝑍𝑖𝑖 − 𝑁𝑁𝑖𝑖)2

𝑁𝑁𝑖𝑖

𝑔𝑔

𝑖𝑖=1

 

( 3-14 ) 

where 𝜒𝜒2  is the Chi-square statistic; 𝐴𝐴  is the number of failure groups; 𝑍𝑍𝑖𝑖  is the 
observed failures in failure group 𝑖𝑖 ; and 𝑁𝑁𝑖𝑖  is the expected number of failures 
predicted by the model for group 𝑖𝑖. 

The NHPP over-predicts the number of failures in most of the failure groups, except 
for those with 3 failures. The HBP tends to be more accurate for groups that have 
experienced more failures, the 𝜒𝜒2 value is extremely high for the group of pipes that 
have never failed in the past. The BSM under-predicts the number of failures in most 
of the failure groups. However, the 𝜒𝜒2  values suggest the prediction from the BSM is 
close to the observed failure data in most cases. Summing the number of failures 
predicted in each failure group will give the total expected number of failures in the 
dataset. The prediction from the HBP is the most accurate at the network level, 
followed by the BSM and then the NHPP.  

Table 3-7: Expected number of failures predicted by the models in 2013. 

                                                       
2 Pipes with 5, 6 and 7 failures are grouped together when calculating the test statistics to ensure a 
frequency greater than 5 for the observed value. 

Total number 
of failures in a 

pipe up to 
2012 

Total 
number of 

pipes in 
the group 

Total 
number of 
failures in 

2013 

NHPP 
NHPP 
𝝌𝝌𝟐𝟐 

HBP 
HBP 
𝝌𝝌𝟐𝟐 

BSM 
BSM 
𝝌𝝌𝟐𝟐 

0 4498 38 57 6.5 14 44 31 1.4 
1 591 23 27 0.56 37 5.0 22 0.060 
2 209 13 17 0.99 25 5.9 15 0.30 
3 93 18 14 1.1 17 0.10 10 5.7 
4 31 5 8.5 1.4 7.4 0.77 4.8 0.0075 
5 9 3 3.4 

4.12 

2.7 
0.201 

2.6 
0.0171 6 8 3 6.1 2.9 2.7 

7 4 0 3.9 1.7 1.0 
Total 5443 103 137 15 107 56 90 7.5 
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The Chi-square goodness of fit test is performed to determine if the predicted results 
from the models in the failure groups are consistent with the distribution of the failure 
data. The null hypothesis states that the distribution for the number of failures 
predicted by the model in the failure groups is consistent with the underlying 
distribution of the observed failure data for the failure groups in 2013. Based on the 
test statistic calculated for the NHPP (15), HBP (56) and BSM (7.5), the null hypothesis 
is rejected for the NHPP and HBP at 5% significant level. The distribution of the failures 
predicted in the failures groups by the BSM is likely to be similar to the underlying 
distribution of the observed failure data in each failure group. 

3.5.4 Effect of Covariates 

One of the limitations of the BSM and HBP is that covariates, such as pipe length, 
cannot be included in the model directly. Therefore, to account for the effect of these 
covariates, the water mains must be manually categorised into cohorts based on the 
covariate before model calibration. The static water pressure in the NHPP is used to 
divide the pipes into 3 pressure groups, Low, Medium and High, to investigate the 
effect of including covariate in the BSM and HBP. Low pressure ranges from 0 to 600 
kPa (with 801 pipes), Medium pressure is between 600 kPa and 900 kPa (with 3512 
pipes), and High pressure is greater than 900 kPa (with 1130 pipes). Other factors, 
such as transient pressure (Rathnayaka et al., 2016a and Rathnayaka et al., 2016b), 
could also be considered if the relevant information is available. 

The models are calibrated to the data in each pressure group, and the results for the 
expected number of failures are presented in Table A - 1, Table A - 2 and Table A - 3 
for the High-pressure group, Medium-pressure group and Low-pressure group, 
respectively. The expected number of failures in each failure group from the different 
pressure levels are then summed together to produce Table 3-8 and used to calculate 
the Chi-square statistic. This allows the effect of the additional covariate to be 
analysed by comparing Table 3-8 with Table 3-7. 

The expected number of failures predicted by the NHPP and HBP using pressure 
groupings show little improvement to the results from Table 3-7. A small reduction in 
the Chi-square statistic for the NHPP can be observed, but it is not sufficient to change 
the conclusion of the hypothesis from the Chi-square goodness of fit test. It is likely 
that the influence of static water pressure has already been captured as a covariate in 
the NHPP, manually grouping the pipes into different pressure groups will not have a 
significant impact on the prediction. The HBP is a purely data-driven model, the 
predicted probability of failure is heavily dependent on the failure history of the pipe. 
Therefore, the influence of other factors on pipe failure is of little importance to the 
model. 
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Table 3-8: Expected number of failures predicted by models in 2013 after pressure grouping. 

 

On the other hand, improvements can be found for the BSM by grouping the pipes 
into pressure cohorts before model calibration. The expected number of failures 
predicted by the model is closer to the observed failure data compare to the results 
from Table 3-7, leading to a reduction in the Chi-square statistic. The comparison 
suggests that splitting the water mains into groups before model calibration can 
improve the result of the BSM. However, it cannot be concluded whether the 
improvement is specific to this dataset or due to pressure grouping. 

3.5.5 Other Datasets 

The NHPP, HBP and BSM are also calibrated to four additional datasets from water 
utilities in Melbourne to examine the consistency of the models’ performance (Table 
3-9). Dataset A has been analysed in detail in the previous sections. The diameters of 
the pipes in the four datasets are all 100mm. Dataset B and D are water mains made 
of AC, while dataset C and E are cement lined cast iron (CICL) pipes. The models are 
trained using all available data up to 2012 and validated using the failure data in 2013. 
Table 3-9 summaries the results from the models for all the datasets, the table shows 
the expected number of failures predicted by the models, and the percentage of 
failures predicted from the prediction curve at three different percentage of pipe 
length considered for renewal. 

 

 

                                                       
3 Pipes with 5, 6 and 7 failures are grouped together when calculating the test statistics to ensure a 
frequency greater than 5 for the observed value. 

Total 
number of 

failures in a 
pipe up to 

2012 

Total 
number 
of pipes 

in the 
group 

Total 
number of 
failures in 

2013 

NHPP 
NHPP 
𝝌𝝌𝟐𝟐 

HBP 
HBP 
𝝌𝝌𝟐𝟐 

BSM 
BSM 
𝝌𝝌𝟐𝟐 

0 4498 38 57 6.2 14 44 32 1.0 
1 591 23 27 0.57 37 5.0 23 0.0045 
2 209 13 17 1.1 25 5.9 16 0.55 
3 93 18 15 0.80 17 0.10 11 4.6 
4 31 5 8.3 1.3 7.4 0.77 5.6 0.055 
5 9 3 3.2 

4.03 
2.7 

0.192 

2.7 
0.112 6 8 3 6.2 2.9 2.9 

7 4 0 3.9 1.7 1.3 
Total 5443 103 137 14 107 56 94 6.3 
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Table 3-9: Comparison of NHPP, HBP and BSM using five different datasets. 

 

For the expected number of failures predicted, the NHPP over-predicts datasets A, C, 
D and E; the HBP under-predicts datasets B, C, D and E; and the BSM under-predicts 
datasets A, B, C and D. The BSM is the least reliable model for predicting the number 
of failures, it has the largest prediction error for 4 of the datasets (except dataset A). 
For the HBP and NHPP, their performances are dependent on the dataset under 
analysis. The HBP has a smaller prediction error for dataset A, D and E, while the NHPP 
performs better for dataset B and C. Therefore, the comparison suggests that the BSM 
is unlikely to be suitable for predicting the total number of failures in the network 
because the model tends to underpredict the number of failures. The NHPP or HBP 
would be preferred, but the current analysis cannot determine which of the two is 
more accurate in predicting the number of failures in the network. 

The ranking performance of the datasets is examined by comparing the percentage of 
failures predicted at 5%, 10% and 15% of the total pipe length in the network from the 
prediction curve. The percentage of failures predicted by the models are similar for 
most of the datasets. The best model for pipe ranking is found in either the HBP or the 
BSM. This matches with the observation from dataset A in Section 3.5.1, where the 
HBP and BSM are preferred over the NHPP in ranking pipes. 

Scenario 
Comparison 

Model Dataset (A) Dataset (B) Dataset (C) Dataset (D) 
Dataset 

(E) 

Expected Total 
Number of 
Failures in 
Network 

Number of Pipes 5443 2242 2033 11518 1386 
Observed Failures in 

2013 
103 144 133 229 48 

NHPP 134 139 143 282 58 
HBP 107 116 108 205 45 
BSM 90 88 81 171 54 

% Failures 
Predicted by 

Considering 5% of 
Total Pipe Length 

for Renewal 

NHPP 16% 9% 10% 9% 14% 

HBP 17% 10% 11% 16% 19% 

BSM 21% 12% 9% 14% 13% 

% Failures 
Predicted by 

Considering 10% 
of Total Pipe 

Length for 
Renewal 

NHPP 26% 18% 17% 20% 27% 

HBP 31% 26% 21% 24% 29% 

BSM 32% 23% 16% 22% 20% 

% Failures 
Predicted by 

Considering 15% 
of Total Pipe 

Length for 
Renewal 

NHPP 35% 30% 25% 25% 39% 

HBP 38% 33% 28% 33% 44% 

BSM 38% 33% 27% 29% 28% 
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The comparison of the ranking performance and the expected number of failures 
using 5 different datasets suggests that the application of the models depends on the 
purpose of the analysis. Both the HBP and BSM are favoured over the NHPP for pipe 
ranking. The advantage of the BSM over the HBP is its simplicity, the model can be 
programmed in spreadsheet software such as Excel©, making it an ideal preliminary 
assessment tool for identifying groups of pipes that are likely to fail. On the other hand, 
the NHPP and HBP are more desirable than the BSM in predicting the total number of 
failures in a network. There is no particular preference between the NHPP and HBP 
based on the observation from the 5 datasets. However, the NHPP would be selected 
for long-term failure predictions because of the limitations that are in the HBP, as well 
as the BSM. They will be discussed in the next section. 

3.5.6 Model Limitation 

The failure probability estimated from the BSM and HBP are based on the failure 
history of the water main. The time and order that the events occurred are not 
important to the models. Therefore, they cannot capture the deterioration process of 
the pipe over time. The failure probabilities predicted for the water mains will not 
change unless additional failure data are added to the calibration process.  Using the 
result of the BSM from Table 3-2 as an example, the probability of failures for the two 
pipes with 7 failures are always 16.7%, regardless of the number of years the model 
predicts into the future. This suggests that the HBP and the BSM are only suitable for 
short-term failure analysis because the condition of the water mains will not change 
significantly. However, for long-term failures predictions, the NHPP will be preferred 
because it can capture the deterioration of the water mains over time. 

It is also difficult to incorporate the influence of other factors (e.g. pipe length) into 
the BSM and HBP. Although Section 3.5.4 suggested a possible solution to the problem, 
there are several of limitation with it. Firstly, splitting a continuous variable (e.g. pipe 
length and pressure) into categorical groups can be difficult, the number of categories 
and the range have to be decided by the user, this could introduce bias into the model. 
The complexity of the grouping grows rapidly as the number of factors to be 
considered in the model increases. It could also lead to groups with insufficient failure 
data for calibration. Finally, the method suggested in Section 3.5.4 cannot be applied 
to time dependent factors that are discussed in Rajani and Kleiner (2008) and Kleiner 
and Rajani (2012). The HBP and BSM cannot take into consideration the change in the 
time dependent variable overtime because the models do not differentiate the order 
of the failure events. 

The performance of the NHPP has been limited in the current study. A small number 
of covariates was used to model the failures in the network. Introducing additional 
covariates, such as time dependent factors, can enhance the accuracy of the model 
predictions. In addition, to maintain the consistence of the failure data used for the 
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three models, the failure data only  show whether a water main experienced a failure 
or not in a year, it does not provide information on the number of failures in a year. 
The NHPP should be used for count data, and therefore the strength of the NHPP was 
not fully utilised. 

3.6. Conclusion 

The chapter has compared the performance of the predictions from BSM, NHPP and 
HBP. The prediction curve and ROC curve have shown that the BSM and HBP are 
favoured for pipe ranking, while the NHPP and the HBP are preferred for predicting 
the total number of failures in the network. The major findings and the implications 
of the analysis are summarised below based on the datasets used in the analysis: 

• The variable, NOKPF, is a crucial factor for pipe ranking. The ranking 
performance of the NHPP can improve up to 15% by including the NOKPF in the 
model. The purely data-driven model, the HBP and BSM, performs slightly 
better than the NHPP by only considering the failure history (NOKPF) of the 
water mains during model calibration. 

• The BSM was developed in the research undertaken in this chapter. The 
simplistic nature of the BSM makes it an ideal preliminary desktop assessment 
tool for identifying groups of pipes that are more likely to fail. The model can 
be easily built into common spreadsheet programs like Excel©. 

• The HBP and NHPP can both be used for predicting the number of failures in 
the network in the short-term. However, only the NHPP should be used for 
long-term failure predictions. The NHPP can account for the deterioration of 
the water mains and capture the change in failure rates over time. Therefore, 
the NHPP is more suitable to be used in rehabilitation planning. 

• The HBP and BSM cannot incorporate any time dependent factors in the model. 
They cannot capture the deterioration of the water mains or any factors that 
are time dependent (e.g. climate factors). Therefore, the methods are 
unreliable for long-term predictions. The chapter proposed a method to 
incorporate pipe dependent covariates into the two models by dividing the 
assets into groups. However, there are several limitations with the proposed 
method, such as the optimal number of groups and the complexity of the 
grouping as the number of factors to be considered increases. 

Although the prediction curve of the HBP and BSM are better than the NHPP, they are 
still far from the ground truth. This suggests that there are areas that can be improved 
upon for better pipe failure predictions. The HBP, BSM or the NHPP could be used as 
a baseline for models developed in the future. One of the many possible solutions that 
were considered in this project is to combine statistical failure data with physical 
deterioration mechanics. The combined approach will be discussed in Chapter 5. The 
next chapter will investigate the predictions of failures in the network with time 
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dependent factors. Time dependent factors, such as temperature (Rajani et al., 2012), 
have shown to improve the accuracy of the NHPP in estimating failures in the network, 
but they were not included in the NHPP in this chapter. Prediction using these 
variables are difficult because their values are unknown in the future. Therefore, a 
method will be proposed to overcome the problem.  
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CHAPTER 4: PREDICTING FAILURES USING TIME 
DEPENDENT FACTORS IN THE NON-HOMOGENEOUS 

POISSON PROCESS 

4.1. Introduction 

The factors that influence the failure of water mains can be broadly classified into pipe 
dependent factors, time dependent factors and the pipe and time dependent factors 
(Kleiner and Rajani, 2008). Pipe dependent factors are fixed properties of the water 
main, such as pipe length and pipe diameter, and they have been studied extensively 
by researchers. Time dependent factors are variables that changes over time and are 
applicable to all pipes, such as seasonality. Pipe and time dependent factors are 
variables that vary over time and depend on the characterise of the pipe. The number 
of known past failures (NOKPF) is a pipe and time dependent factor that has been used 
as a stratification criterion (Andreou et al., 1987; Andreou et al., 1987; and Park, 2011) 
and a covariate in models (Røstum, 2000 and Kleiner and Rajani, 2008).  

The investigation of other time dependent and pipe and time dependent factors for 
pipe failure predictions has increased in recent times. These factors have been able to 
improve the performance of statistical models (Rajani et al., 2012 and Claudio et al., 
2014)). Studies (Kleiner and Rajani, 2002 and Babykina and Couallier, 2012) have 
found that omitting time dependent variables could lead to biased estimation of the 
coefficients if the failures are influenced by time dependent factors. Although, the 
inclusion of time dependent and pipe and time dependent factors have demonstrated 
to be beneficial to some statistical models (e.g. NHPP). Using these two types of 
variables to predict pipe failure events are challenging because their values are 
unknown in the future.   

The first part of the chapter will investigate a network that is covered with reactive 
soils. The network experiences many failures in summer with little rainfall. Therefore, 
it is crucial for the water utility to have an estimate on the number of failures 
beforehand so that additional resources can be allocated in time without impacting 
on the level of service. The minimum monthly antecedent precipitation index (MMAPI) 
(calculated using rainfall data) is used to model failures in the area. It has been 
identified as a significant variable in modelling pipe failures in the region (Gould et al., 
2009 and Gould et al., 2011). Time-lags (e.g. Jan MMAPI value to estimate Feb failures) 
will also be introduced to the MMAPI because of the correlation identified between 
the number of failures in the network and the rainfall from the last two or three 
months. The MMAPI is constructed using the rainfall data obtained from the 
Melbourne Regional Office weather station in Melbourne by the Bureau of 
Meteorology (2016).  
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The aim is to compare the performance of the time dependent factor, the MMAPI with 
different time-lag, in predicting the total number of failures and identifying the 
influence of significant covariates that contributes to water main failures using the 
NHPP. By introducing time-lag into the MMAPI, the NHPP can be used to predict 
failures using the MMAPI values that have been observed. This would allow the water 
utility to adjust their immediate operational planning strategies to accommodate for 
the possible increase in failure events, especially for networks with failures that are 
significantly influenced by climate factors (or other time dependent factor).  

The second part of the chapter will investigate the prediction of pipe failures using the 
pipe and time dependent factor, the NOKPF, in the NHPP. During the prediction period, 
the model will first simulate the number of failures in the network, then the simulated 
number of failures are added to the failure history of the pipe to make predictions for 
the next year. The performance of the NHPP with failure simulation will be compared 
with the NHPP without the NOKPF, and the NHPP with a constant NOKPF in the 
prediction period. 

4.2. Time Dependent Non-homogeneous Poisson Process (NHPP) 

Time dependent and pipe and time dependent covariates can be incorporated into 
the NHPP by modifying the intensity function in Equation ( 3-1 ) (Kleiner and 
Rajani,2012). Let 𝑁𝑁(𝑇𝑇)  represents the total number of failures for the pipe up to 
month 𝑇𝑇  (𝑇𝑇 = 1,2, …𝑇𝑇𝑠𝑠 ); 𝒛𝒛  be the vector of pipe dependent covariates; 𝑨𝑨  be the 
vector of coefficients corresponding to the pipe dependent covariates in 𝒛𝒛; 𝝓𝝓(𝑻𝑻) be 
the vector of time dependent and pipe and time dependent covariates in month 𝑇𝑇; 𝒂𝒂 
be the vector of coefficients corresponding to covariates in 𝝓𝝓(𝑻𝑻); 𝑡𝑡 represents the 
time to failure for the pipe in month 𝑇𝑇; and 𝛿𝛿 be the shape parameter of the failure 
intensity function (the scale parameter is incorporated as a constant term into 𝒛𝒛 as 
𝑧𝑧0 = 1 as in the normal NHPP). The failure intensity of the NHPP that is described by 
the power law model is given in Equation ( 4-1 ), and the expected number of failures 
in a month (between month 𝑇𝑇𝑎𝑎 and 𝑇𝑇𝑎𝑎 − 1) for pipe 𝑖𝑖 can be estimated using Equation 
( 4-2 ). 

𝜇𝜇(𝑡𝑡) = 𝛿𝛿t𝛿𝛿−1𝐴𝐴𝒛𝒛𝒊𝒊
′𝑨𝑨+𝝓𝝓𝒊𝒊(𝑻𝑻)′𝒂𝒂 

( 4-1 ) 

𝐸𝐸�𝑁𝑁𝑖𝑖(𝑇𝑇𝑎𝑎) − 𝑁𝑁𝑖𝑖(𝑇𝑇𝑎𝑎 − 1)� = � 𝜇𝜇(𝑡𝑡)𝑑𝑑𝑡𝑡
𝑇𝑇

𝑇𝑇−1
= �𝑇𝑇𝑎𝑎𝛿𝛿 − (𝑇𝑇𝑎𝑎 − 1)𝛿𝛿�𝐴𝐴𝒛𝒛𝒊𝒊

′𝑨𝑨+𝝓𝝓𝒊𝒊(𝑻𝑻)′𝒂𝒂 

( 4-2 ) 

The coefficients (𝑨𝑨 and 𝒂𝒂 ) and the shape factor (𝛿𝛿) are estimated using the method 
of Maximum Likelihood (Yang and De Angelis, 2013). The likelihood function for a 
WDN with 𝑚𝑚 pipes can be expressed as: 
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𝐿𝐿 = �����𝜇𝜇�𝑡𝑡𝑇𝑇𝑖𝑖𝑗𝑗�
𝑚𝑚𝑇𝑇𝑖𝑖

𝑗𝑗=1

� 𝐴𝐴−�(𝑇𝑇+1)𝛿𝛿−𝑇𝑇𝛿𝛿�𝑒𝑒
𝒛𝒛𝒊𝒊
′𝑨𝑨+𝝓𝝓𝒊𝒊(𝑻𝑻)′𝜶𝜶

𝑛𝑛

𝑖𝑖=1

�
𝑇𝑇𝑠𝑠

𝑇𝑇=1

 

( 4-3 ) 

where 𝑇𝑇𝑠𝑠 is the number of months that the failure data have been collected; 𝑛𝑛 is the 
number of pipes; 𝑚𝑚𝑇𝑇𝑖𝑖 is the number of failures in pipe 𝑖𝑖 observed in month 𝑇𝑇; and 𝑡𝑡𝑇𝑇𝑖𝑖𝑗𝑗 
is the j-th failure of the i-th pipe in month 𝑇𝑇.  

A monthly time-step is selected because of the high correlation (discuss in Section 
4.4.2) between the MMAPI and the total number of monthly failures. In addition, 
breaking down the model into smaller time-steps (e.g. weekly) may not be practical 
as the aggregated number of failures in the time-interval might be insufficient to train 
the model. 

4.3. Performance Indexes 

The performance of the NHPP is examined using the log-likelihood ratio (LR) test (Fox, 
2008), the mean absolute error (MAE) (Chatfield, 2000) and the root mean square 
error (RMSE) (Chatfield, 2000). 

The LR test is a statistical test that compares the goodness of fit of two models, a full 
model and a reduced model. The covariates in the reduced model are a proper subset 
of those included in the full model (there must be at least one additional covariate in 
the full model that is not in the reduced model). The LR test determines whether the 
extra covariate or group of covariates in the full model is significant with respect to 
the reduced model. The null hypothesis states that the additional covariate or group 
of covariates in the full model are not significant (the coefficients of the additional 
factors are equal to 0) and the reduced model is preferred. The alternative hypothesis 
states that the extra covariate or group of covariates in the full model are significant 
and the full model is preferred. The level of significance is the probability that the null 
hypothesis is rejected given that it is true and a significance level of 5% is chosen for 
the study. 

Let 𝐿𝐿𝐹𝐹𝑇𝑇 be the log-likelihood ratio test statistic; 𝐿𝐿𝐺𝐺,𝑘𝑘 represents the maximum value 
of the log likelihood function for the full model with 𝑘𝑘  covariates; and 𝐿𝐿𝑅𝑅,𝑘𝑘−𝑝𝑝 
represents the maximum value of the log-likelihood function for the reduced model 
with 𝑝𝑝 fewer covariates than the full model. The log-likelihood ratio test statistic (LRT) 
can be calculated using the following equation: 

𝐿𝐿𝐹𝐹𝑇𝑇 = 2�ln 𝐿𝐿𝐺𝐺,𝑘𝑘 − ln 𝐿𝐿𝑅𝑅,𝑘𝑘−𝑝𝑝� 

( 4-4 ) 

The 𝐿𝐿𝐹𝐹𝑇𝑇 is approximately a Chi-square distribution with a degree of freedom equal to 
𝑝𝑝.  
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Both the RMSE and MAE measure the difference between the model predictions and 
the observed failure data. However, outliers are penalised heavily with the RMSE 
because the errors are squared during the calculation. Let 𝑍𝑍𝑖𝑖(𝑇𝑇) be the observed 
number of failures in month 𝑇𝑇; 𝑇𝑇𝑠𝑠 represents the number of months that the failure 
data have been collected; 𝑁𝑁𝑖𝑖(𝑇𝑇) represents the total number of failures estimated by 
the model for pipe 𝑖𝑖  up to month 𝑇𝑇; and 𝑚𝑚 represents the total number of water 
mains, the equation to calculate the MAE and RMSE are shown in Equation ( 4-5 ) and 
( 4-6 ), respectively. 

𝑀𝑀𝐴𝐴𝐸𝐸 =
1
𝑇𝑇𝑠𝑠
� ��𝐸𝐸[𝑁𝑁𝑖𝑖(𝑇𝑇) − 𝑁𝑁𝑖𝑖(𝑇𝑇 − 1)]

𝑚𝑚

𝑖𝑖=1

−�𝑍𝑍𝑖𝑖(𝑇𝑇)
𝑚𝑚

𝑖𝑖=1

�
𝑇𝑇𝑠𝑠

𝑇𝑇=1

  

( 4-5 ) 

𝐹𝐹𝑀𝑀𝐹𝐹𝐸𝐸 = �1
𝑇𝑇𝑠𝑠
���𝐸𝐸[𝑁𝑁𝑖𝑖(𝑇𝑇) −𝑁𝑁𝑖𝑖(𝑇𝑇 − 1)]

𝑚𝑚

𝑖𝑖=1

−�𝑍𝑍𝑖𝑖(𝑇𝑇)
𝑚𝑚

𝑖𝑖=1

�
2𝑇𝑇𝑠𝑠

𝑇𝑇=1

 

( 4-6 ) 

4.4. Predicting Failures in Water Mains by Applying Time-lag on Time 
Dependent Climate Factor 

The following section will introduce the data and covariates used to model the failures 
in the WDN for the time dependent NHPP. The covariates are first analysed 
systematically to determine its influence on pipe failure. Then the NHPP with different 
length of time-lag applied to the MMAPI is compared using the performance indexes 
and graphical plots. Finally, the potential usage and limitation of predicting future 
failures in the WDN by applying time lag to the time dependent covariates are 
discussed. 

4.4.1 Pipe Asset and Failure Data 

The time dependent NHPP is analysed using failure data provided by a water utility in 
Melbourne. The service area of the water utility is known to be covered with reactive 
soil that has high shrink/swell potential. Many failures have been observed in the area 
during dry summer periods. The performance of the time dependent NHPP will be 
compared using 100mm CICL pipes and AC pipes. A summary of failure data from the 
two pipe materials is shown in Table 4-1. Note that the recorded data show the total 
number of failures in a month, but they are plotted as lines in the figures in the chapter 
instead of discrete points for better visualisation. 

The NHPP will consider pipe dependent, time dependent and pipe and time 
dependent covariates in the model. The pipe dependent factors examined include 
pipe length (in log form) and soil reactivity. The pipe length is a factor commonly used 
to account for the difference in the number of failures between pipes with different 
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length. The water mains that are longer in the two datasets are found to have a higher 
failure rate (Figure 4-1). The reactivity of the soil is a categorical variable that provides 
an indication on the level of stress increase from the swelling/shrinkage of the reactive 
soil when the soil moisture content changes. There are four classes of reactivity: ST 
represents negligible shrink/swell potential; SE represents low shrink/swell potential; 
EX represents moderate shrink/swell potential; and VE represents very high 
shrink/swell potential (Gould, 2011).  More than 90% of the pipes in the two datasets 
are found in EX and VE soils, therefore it is likely that a change in moisture content will 
have a significant impact on the failure rate of the datasets. This is also demonstrated 
in Figure 4-2, where the two expansive soil classes (EX and VE) have a much higher 
failure rate (in both failure per pipe and failure per km) than the two less expansive 
soil classes (ST and SE). 

Table 4-1: Pipe asset information. 

Cohort Properties CICL AC 
Construction year 1950-1996 1922-1982 

Observation period 1998-2013 1998-2013 
Pipe length (km) 585 170 

Number of failures 8521 2193 
Average failure rates 

(failures/year/100km) 
91 81 

 

 

Figure 4-1: Failures in different pipe length intervals. 

 

Figure 4-2: Failures in different soil types. 
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Figure 4-3: Failure per 100km for AC and CICL pipes. 

Two time dependent covariates have been considered in the model. The MMAPI is a 
time dependent factor incorporated in the NHPP because a strong negative 
correlation with the failure rate has been observed by Gould et al. (2009) and Gould 
et al. (2011). In addition, the variable can be regarded as a surrogate measure for the 
soil moisture content, and in regions covered with reactive soil (such as the current 
study), the change in the soil moisture content can lead to significant increase in the 
bending stress. The calculation of the MMAPI will be discussed in detail in Section 4.4.2. 
The other time dependent covariate to be included in the NHPP is the categorical 
variable, the four seasons (spring, September to November; summer, December to 
February; autumn, March to May; and winter, June to August). This variable accounts 
for the seasonal failure patterns that might be present in the failure data but could 
not be captured by the other covariates in the model. 

There are two pipe and time dependent factors in the NHPP. The first one is the age 
of the water main that represents the average deterioration of the pipes in the 
network. Figure 4-3 shows the failure rate over the observation period for both 
datasets. Large year-to-year variations can be observed from the plot, but there is no 
clear upward trend in the failure rate for both pipe materials. The second pipe and 
time dependent covariate included in the NHPP is the NOKPF, it has been used in a 
number of studies involving the NHPP (Røstum, 2000; Kleiner and Rajani, 2012; and 
Chik et al., 2017) In general, the average time to failure tends to decrease as the water 
main experience more failures, which are also observed for both materials in this 
study (Figure 4-4 and Figure 4-5). The root cause of this can be due to a combination 
of several factors from the external (e.g. pipe laid in areas covered with corrosive soil) 
and internal environments (e.g. high static pressure) of the pipe. The NOKPF can 
represent some of these unknown or unmeasurable effects in the operating 
environment of the water main and account for the higher failure rates (or shorter 
time to next failure) in pipes that have experienced more failures. It must be noted 
that the NOKPF used to estimate the failures in time 𝑇𝑇 is the total number of failures 
the water main has experienced up to time 𝑇𝑇 − 1. The covariate is held constant 
during the validation period because future failures are unknown. The failure history 
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of the water mains at the end of the training period will be used for predictions in the 
validation period. A possible alternative is to simulate the failures for the next year 
using the failure prediction model and update the NOKPF before making further 
predictions. The NOKPF also needs to be transformed into a categorical variable (e.g. 
Pipes with 1 breaks, 2 breaks and more than 2 breaks) to avoid over-predicting the 
number of breaks. This will be demonstrated in the second part of this chapter in 
Section 4.5. 

 

Figure 4-4: CICL pipe time to next failure based on the number of failures recorded. 

 

Figure 4-5: AC pipe time to next failure based on the number of failures recorded. 
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while the MMAPI and soil interactions will try to capture the effect of the MMAPI in 
different soil types. The interaction terms using other covariate combinations were 
not considered as they are assumed to be independent of each other. 

A list of the covariates, the training period and the length of time-lag applied to the 
MMAPI are shown in Table 4-2 and Table 4-3 for the CICL dataset and AC dataset, 
respectively. The NHPP will be calibrated using 5 years (1998-2002), 10 years (1998-
2007) and 15 years (1998-2012) of failure data, the remaining failure data after the 
training period will be used for model validation. The time-lag applied to the MMAPI 
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the table, 1998-2002(T2), means that the NHPP is calibrated using the failure data 
from 1998 to 2002, and a 2-month lag is applied to the MMAPI. 

With the number of covariates that are considered in the model, conducting an 
exhaustive search to find the best combination of covariates would require many trials 
(215, 9 covariates + 6 interaction term). To reduce the number of models estimated, 
the following steps are undertaken to determine the most suitable combination of 
covariates to predict the failures in the two datasets: 

1 Find the significant covariates 
1.1 Estimate the coefficients for all the covariates. Apply the LR test to each 

individual variable. 
1.2 Remove the insignificant covariates based on the results of the LR test. The 

remaining significant covariates in the model are referred to as M1. 
2 Considering M1 from 1.2 

2.1 For each of the season and soil factors that are found to be significant in M1, 
apply the LR test to check if their interaction with the MMAPI is significant 
with respect to M1.  

2.2 Estimate the coefficients for M1 with the addition of all the interaction 
terms that are found to be significant from 2.1. The final model is referred 
to as M2. 

For example, in the initial M1 model, only the two-soil type, EX and VE, are found to 
be significant. In step 2.1, the significance of the interaction between the two-soil type 
and the MMAPI is examined, one at a time. A LR test is first applied to determine if 
API-EX is significant with respect to the covariates in M1 (EX and VE). Then the LR test 
is applied again to determine the significance of API-VE with respect to the covariates 
in M1 (EX and VE). If API-EX is only interaction term that is found to be significant, the 
coefficients for the covariates, EX, VE and API-EX, will be estimated in step 2.2 for the 
M2 model. 

It must be kept in mind that during the model selection process, the significance of 
two or more covariates (or interaction terms) was not tested. Therefore, the M1 and 
M2 model obtained by following the steps described above cannot be guaranteed to 
produce a model with the best covariate combination. 
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Table 4-2: List of training periods and significant covariates for CICL pipes. 

Mat 
Training 
Period 

API 
k 

Ageing 
factor 

Constant 
(𝒛𝒛𝟎𝟎) 

ln(Pipe 
Length) 

NOKPF 
Min 

Monthly 
API 

Season Soil Reactivity MMAPI-
Summer 

MMAPI-
Autumn 

MMAPI-
Winter 

MMAPI-
ST 

MMAPI-
EX 

MMAPI-
VE Summer Autumn Winter ST EX VE 

CICL 
(M1) 

1998-2002(T0) 0.96 1.46 -7.14 0.21 0.52 -0.03 0.75 0.70 0.27 1.43 1.55 1.98       
1998-2002(T1) 0.97 1.49 -7.84 0.21 0.53 -0.02 0.86 0.79 0.39 1.43 1.56 1.97       
1998-2002(T2) 0.85 1.50 -8.11 0.21 0.53 -0.02 0.96 0.84 0.46 1.43 1.56 1.97       
1998-2002(T3) 0.85 1.50 -8.18 0.21 0.53 -0.12 0.99 0.82 0.33 1.43 1.56 1.97       
1998-2007(T0) 0.98 1.36 -6.97 0.33 0.33 -0.02 0.95 0.80 0.29 1.13 1.26 1.69       
1998-2007(T1) 0.98 1.39 -7.41 0.33 0.33 -0.01 1.00 0.84 0.34 1.13 1.27 1.69       
1998-2007(T2) 0.85 1.41 -7.65 0.33 0.34 -0.01 1.04 0.85 0.33 1.13 1.27 1.69       
1998-2007(T3) 0.87 1.44 -8.00 0.33 0.34 -0.09 1.01 0.79 0.22 1.13 1.27 1.69       
1998-2012(T0) 0.98 1.20 -6.55 0.43 0.24 -0.02 0.99 0.85 0.33 1.06 1.22 1.66       
1998-2012(T1) 0.98 1.18 -6.72 0.43 0.24 -0.02 1.01 0.86 0.37 1.07 1.22 1.66       
1998-2012(T2) 0.85 1.16 -6.79 0.43 0.24 -0.01 1.01 0.89 0.38 1.07 1.22 1.66       
1998-2012(T3) 0.98 1.15 -6.78 0.43 0.24 -0.01 0.94 0.94 0.36 1.07 1.22 1.66       

CICL 
(M2) 

1998-2002(T0) 0.96 1.48 -7.59 0.21 0.53 -0.02 1.41 1.67 -0.87 1.43 1.55 1.97 -0.02 -0.03 0.03    
1998-2002(T1) 0.97 1.50 -8.11 0.21 0.53 -0.01 1.49 0.81 0.03 1.43 1.56 1.97 -0.03 0.00 0.01    
1998-2002(T2) 0.85 1.51 -8.41 0.21 0.53 0.00 1.78 0.78 0.40 1.43 1.56 1.97 -0.04 0.00     
1998-2002(T3) 0.85 1.51 -8.23 0.21 0.53 -0.09 0.96 0.97 0.34 1.43 1.56 1.97  -0.07     
1998-2007(T0) 0.98 1.40 -8.15 0.33 0.34 0.00 2.29 1.99 -0.22 1.13 1.27 1.69 -0.02 -0.02 0.01    
1998-2007(T1) 0.98 1.41 -8.14 0.33 0.33 0.00 1.97 1.39 0.23 1.13 1.27 1.69 -0.02 -0.01 0.00    
1998-2007(T2) 0.85 1.41 -8.05 0.33 0.33 0.00 1.78 1.09 0.28 1.13 1.27 1.69 -0.01 0.00 0.00    
1998-2007(T3) 0.87 1.43 -8.28 0.33 0.34 0.00 1.44 1.18 0.33 1.13 1.27 1.69 -0.12 -0.12     
1998-2012(T0) 0.98 1.22 -7.78 0.43 0.24 0.00 2.28 1.95 0.55 1.06 1.26 1.90 -0.02 -0.02 0.00  0.00 0.00 
1998-2012(T1) 0.98 1.18 -6.89 0.43 0.24 -0.01 1.30 0.86 0.07 1.07 1.22 1.79 -0.01  0.01   0.00 
1998-2012(T2) 0.85 1.15 -7.00 0.43 0.24 -0.01 1.44 1.04 0.42 1.07 1.22 1.66 -0.01 0.00 0.00    
1998-2012(T3) 0.98 1.14 -6.79 0.43 0.24 -0.01 1.07 0.94 0.36 1.07 1.22 1.66 0.00      
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Table 4-3: List of training periods and significant covariates for AC pipes. 

Mat 
Training 
Period 

API 
k 

Ageing 
factor 

Constant 
𝒛𝒛𝟎𝟎 

ln(Pipe 
Length) 

NOKPF 
Min 

Monthly 
API 

Season Soil Reactivity MMAPI-
Summer 

MMAPI-
Autumn 

MMAPI-
Winter 

MMAPI-
ST 

MMAPI-
EX 

MMAPI-
VE Summer Autumn Winter ST EX VE 

AC 
(M1) 

1998-2002(T0) 0.97 0.76 -3.64 0.10 0.59 -0.03 0.65 0.59  1.56 1.70 2.06       
1998-2002(T1) 0.96 0.78 -4.10 0.10 0.60 -0.01 0.72 0.63 0.31 1.56 1.71 2.06       
1998-2002(T2) 0.95 0.79 -4.40 0.10 0.60 -0.14 1.00 0.77  1.56 1.71 2.06       
1998-2002(T3) 0.85 0.80 -4.31 0.10 0.60 -0.13 0.88 0.67  1.56 1.71 2.06       
1998-2007(T0) 0.98 0.36 -0.79 0.20 0.34 -0.02 1.00 0.72  0.75 0.93 1.35       
1998-2007(T1) 0.98 0.40 -1.32 0.20 0.34 -0.01 1.04 0.73  0.75 0.94 1.36       
1998-2007(T2) 0.98 0.42 -1.77 0.20 0.34 -0.18 1.04 0.62  0.75 0.95 1.36       
1998-2007(T3) 0.87 0.44 -2.05 0.20 0.35 -0.10 1.12 0.74  0.76 0.96 1.36       
1998-2012(T0) 0.98 0.26 -0.05 0.28 0.26 -0.02 1.01 0.71  0.59 0.69 1.08       
1998-2012(T1) 0.98 0.23 -0.13 0.28 0.25 -0.01 1.01 0.71  0.58 0.69 1.08       
1998-2012(T2) 0.98 0.22 -0.42 0.28 0.25 -0.16 1.03 0.59  0.58 0.69 1.08       
1998-2012(T3) 0.98 0.20 0.04 0.28 0.25 -0.01 0.95 0.79  0.58 0.68 1.08       

AC 
(M2) 

1998-2002(T0) 0.97 0.77 -4.71 0.10 0.60 0.01 2.07 2.21  1.56 1.55 2.30 -0.06 -0.07   0.01 -0.01 
1998-2002(T1) 0.96 0.79 -4.58 0.10 0.60 0.00 1.64 0.67  1.56 1.71 2.06 -0.02      
1998-2002(T2) 0.95 0.80 -4.57 0.10 0.61 -0.07 1.40 0.77 0.28 1.56 1.54 2.39 -0.17    0.07 -0.15 
1998-2002(T3) 0.85 0.80 -4.23 0.10 0.60 -0.17 0.88 0.67  1.56 1.52 2.15     0.08 -0.04 
1998-2007(T0) 0.98 0.39 -2.04 0.20 0.34 0.00 2.10 0.76  0.75 1.17 2.16 -0.02    0.00 -0.02 
1998-2007(T1) 0.98 0.41 -2.22 0.20 0.34 0.00 1.91 0.77  0.75 1.12 1.94 -0.02    0.00 -0.01 
1998-2007(T2) 0.98 0.40 -2.07 0.20 0.34 0.01 1.53 0.70  0.75 0.99 1.77 -0.23    -0.02 -0.21 
1998-2007(T3) 0.87 0.44 -2.20 0.20 0.35 -0.05 1.30 0.75  0.76 0.94 1.60 -0.06    0.01 -0.08 
1998-2012(T0) 0.98 0.28 -2.07 0.28 0.26 0.01 2.62 2.18  -0.63 1.17 2.08 -0.03 -0.03  0.02 -0.01 -0.02 
1998-2012(T1) 0.98 0.23 -0.89 0.28 0.25 0.00 1.57 0.72  -0.10 1.12 1.88 -0.01   0.01 -0.01 -0.01 
1998-2012(T2) 0.98 0.21 -0.94 0.28 0.25 0.07 1.41 0.98  0.58 0.85 1.51 -0.15 -0.18   -0.07 -0.19 
1998-2012(T3) 0.98 0.20 0.04 0.28 0.25 -0.01 0.95 0.79  0.58 0.68 1.08 0.20      
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4.4.2 Antecedent Precipitation Index  

A number of different indicators have been considered to represent the soil moisture 
content. They are the minimum daily antecedent precipitation index (API) in each 
month, the average daily API in each month, the maximum daily API in each month, 
the maximum daily rainfall in each month, the average daily rainfall in each month and 
the minimum daily rainfall in each month. The minimum daily API in each month had 
the highest correlation with the monthly failures in the dataset. In addition, the 
wetting and drying of soils can cause ground movement (soil shrinkage and swelling) 
in reactive soils, generating addition bending stress on the pipe and increase its chance 
of failure. The API values follow a similar wetting and drying process to the soil 
moisture content, which increases during a rainfall event (soil wetting, increase in soil 
moisture), and decreases if no rainfall is received (soil drying, decrease in soil 
moisture). The change in API would be able to capture some of the change in bending 
stress as a result of the change in soil moisture content. Therefore, the MMAPI is 
selected to model the failures in the datasets.  

Before the MMAPI can be determined, the daily API (𝐴𝐴𝑃𝑃𝐴𝐴(𝑑𝑑)) must be calculated. The 
daily API is a time series that depends upon its value from yesterday and the amount 
of rainfall today. 𝐴𝐴𝑃𝑃𝐴𝐴(1) is taken as the first day of 1990 with 𝐴𝐴𝑃𝑃𝐴𝐴(0) equal to 0.  The 
daily API can be calculated using Equation ( 4-7 ) shown below: 

𝐴𝐴𝑃𝑃𝐴𝐴(𝑑𝑑) = 𝑘𝑘 ∗ 𝐴𝐴𝑃𝑃𝐴𝐴(𝑑𝑑 − 1) + 𝐹𝐹𝐵𝐵𝑖𝑖𝑛𝑛𝑓𝑓𝐵𝐵𝑙𝑙𝑙𝑙(𝑑𝑑) 
( 4-7 ) 

where 𝐹𝐹𝐵𝐵𝑖𝑖𝑛𝑛𝑓𝑓𝐵𝐵𝑙𝑙𝑙𝑙(𝑑𝑑) is the recorded rainfall in day 𝑑𝑑  and 𝑘𝑘  (0 < 𝑘𝑘 < 1) is a decay 
factor subjected to the condition of the region under study. It can be considered as 
the percentage of rainfall that is retained in the soil at the end of the day and generally 
ranges from 0.85 to 0.98 (Linsley et al, 1982). The MMAPI value for each month can 
be constructed by extracting the minimum daily API in each month. 

The determinate factor for the values of MMAPI is the decay factor used in Equation 
( 4-7 ). Other studies (Boulaire et al., 2009; Gould et al., 2009; and Gould et al., 2011) 
in the same region have used a constant 𝑘𝑘 of 0.85 for all analysis. In this project, The 
MMAPI is calculated using 𝑘𝑘 values between 0.85 and 0.98 at a step size of 0.01. The 
𝑘𝑘  value that results in the highest correlation between the MMAPI and the total 
number of monthly failures in the datasets will be selected. The 𝑘𝑘 values used for the 
NHPP with different training periods and length of time lag is shown in column 3 of 
Table 4-2 and Table 4-3 for CICL and AC pipes, respectively.  

Figure 4-6 and Figure 4-7 plot the monthly failure (y-axis) against the MMAPI (x-axis) 
between 1998 and 2013 with k=0.98 for the CICL and AC dataset, respectively. The 
figures show that the MMAPI and the monthly failures have a negative correlation (-
0.51 for CICL and -0.4 for AC pipe). The number of failure events in a month tends to 
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decrease as the MMAPI increases. This type of relationship has also been observed for 
the k values shown in Table 4-2 and Table 4-3.  

Figure 4-8 and Figure 4-9 plots the MMAPI with k=0.98 (left y-axis) and the recorded 
number of monthly failures (right y-axis) for CICL and AC pipes, respectively. The 
average MMAPI over the observation period is 63.83mm. There is no cyclic seasonal 
pattern that can be observed from the figures. However, some relationship can be 
found between the monthly failures and the MMAPI. An extreme peak in the monthly 
failures is always accompanied by a low MMAPI. Considering Figure 4-8 and Figure 4-9, 
a large number of failures has been recorded at the start of 2001, 2003, 2004, 2007, 
2008, 2009 and 2013 for both materials. The MMAPI corresponding to these peak 
failure events are less than 40mm and are lower than the average MMAPI (63.83mm) 
in the period. It must be noted that even though a peak in the monthly failures is 
always associated with a low MMAPI, a low MMAPI does not always produce a peak 
in the monthly failures. This could be attributed to the so-called purging effect. The 
purging effect can cause consecutive extreme climate events (e.g. low temperature) 
to have different failure rates, possibly due to the removal of pipes close to failure by 
one extreme event, thereby reducing the pipes available to fail in a similar successive 
event. 

Habibian (1994) has observed the purging effect as a result of water temperature drop. 
The study found that the water temperature dropped to a similar value in two periods 
within a month, but the average number of failures during the first temperature drop 
was much higher than the second temperature drop (the magnitude of the drop was 
similar). The author believed that the first cold front had failed the weakest water 
mains in the system, the remaining water pipes will be able to withstand a similar 
event. However, if the temperature drops to a new low or sufficient time have been 
given for some pipes to deteriorate severely, then a surge in the number of failures 
might be observed again. 

The purging effect is only present for part of the two datasets. In Figure 4-8 and Figure 
4-9, the lowest MMAPI during 2003 to 2005 is very similar, but the peak monthly 
failures are not. There is a reduction in the number of failures for the peak events over 
the three years, with 2003 being the highest. On the other hand, the purging effect 
was not observed between 2007 and 2009. The lowest MMAPI in the three years is 
similar, and only a small decrease in the peak failures can be found in 2008 for CICL 
pipes and in 2008 and 2009 for AC pipes. 
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Figure 4-6: Scatter plot of monthly failures vs MMAPI for CICL pipes. 

 

Figure 4-7: Scatter plot of monthly failures vs MMAPI for AC pipes. 

 
Figure 4-8: MMAPI for k=0.98 and the total number of monthly failures for CICL pipes. 

 

Figure 4-9: MMAPI for k=0.98 and the total number of monthly failures for AC pipes. 
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4.4.3 Results and Discussions 

4.4.3.1. Covariates Influence 

The influence of each covariate on the failures predicted by the NHPP is systematically 
analysed using the CICL dataset. Five NHPPs with different combinations of the 
covariates (excluding interaction terms) have been calibrated using failure data 
between 1998 and 2012. The decay factor (𝑘𝑘) used to calculate the MMAPI has been 
set to 0.85 for all the models. The number of monthly failures estimated and predicted 
by the five models is plotted with the observed failure data in Figure 4-10. 

Subplot (a) in Figure 4-10 shows the number of monthly failures estimated by the 
NHPP using pipe age and pipe length (in log form) as covariates. An increasing trend 
in the number of monthly failures can be observed from the plot, suggesting that the 
average condition of the water mains is deteriorating over time. The results from 
subplot (a) will be considered as a baseline and used to identify the effect of the other 
covariates in the remaining four NHPP. 

The NOKPF is included in the NHPP in subplot (b) of Figure 4-10. The inclusion of the 
NOKPF has increased the failures estimated by the NHPP near the end of the period 
but decreased the failures estimated at the start of the period. The NOKPF represents 
the failure history of the water mains at the time of estimation (or prediction). At the 
start of the period, its contribution to the number of failures is small because failures 
have not yet been recorded. As the failure history of the water mains becomes 
available over time, the variables start to increase the number of failures estimated 
by the model.  

Subplot (c) in Figure 4-10 incorporates the MMAPI into the baseline model. Since the 
MMAPI is a time dependent factor that is used as a measure for the change in soil 
moisture content over time, some of the monthly variations in the failures have been 
captured by the covariate. However, the model cannot capture the extreme monthly 
failure events over the observation periods. The monthly failures are underestimated 
significantly for some months in 2001, 2003, 2004, 2007, 2008, 2009 and 2013. 

The NOKPF and the MMAPI are built into the baseline model in Figure 4-10 (d). The 
monthly variations from the MMAPI can be clearly observed from the plot. The 
influence of the NOKPF identified from subplot (b) can also be seen by comparing 
Figure 4-10 (d) with Figure 4-10 (c). The model still lacks the ability to capture the peak 
failure events in the observation period. 

The final NHPP is comprised of pipe length (log form), pipe age, NOKPF, MMAPI, soil, 
and season. The number of failures estimated by the NHPP is shown in subplot (e) of 
Figure 4-10. A comparison of subplot (e) with subplot (d) shows that the inclusion of 
the soil and seasonal covariates have enhanced the performance of the NHPP in 
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capturing the peak monthly failure events. More failures are found in summer and 
autumn compared to spring and winter. 
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(d) 

 
(e) 

Figure 4-10: Estimated and observed monthly failures for (a): Length and Age; (b): Length, Age and 
NOKPF; (c): Length, Age and API; (d): Length, Age, API and NOKPF; (e): Length, Age, API, NOKPF, Soil 
and Season. 

4.4.3.2. Model Comparison 

Table 4-2 and Table 4-3 show the coefficients estimated for the NHPPs with different 
training periods and time-lags in the MMAPI for CICL and AC pipes, respectively. 
During each time step, the water main can only belong to one level in the categorical 
variable. For example, a water main cannot be laid in EX and SE soil at the same time. 
For the seasonal covariates, the water main will switch from season to season, but it 
will not occupy two seasons in a single time step. Note that the two tables only show 
3 out of the 4 levels in the two categorical covariates. The remaining level (spring and 
SE soil) have been accounted by the coefficient estimated for the constant term.  The 
covariate is not significant in the NHPP if its corresponding cell in the table is empty. 

The covariates in the NHPP for the CICL datasets are all significant regardless of the 
training periods and length of time-lag applied to the MMAPI. On the other hand, the 
season, winter, is found to be not significant in most of the NHPPs for the AC dataset, 
except for one instance. This is suggesting that the average number of failures in AC 
water mains are similar during spring and winter, given that all other covariates are 
held constant. The influence of time-lag in the MMAPI is reflected in the coefficients 
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estimated for the time dependent covariates, the effect on the coefficients estimated 
for the pipe dependent covariates is limited.  

The outcomes of the significant covariates inspected in the models are as anticipated 
beforehand, except for the ageing factor for AC pipes. The interpretation of the 
coefficients for the following paragraphs has assumed that all other covariates are 
held constant.  

The models suggest that longer pipes are expected to have a higher number of failures. 
Water mains that have experienced more breaks (higher NOKPF) in the past are also 
more likely to fail in the future. The coefficients estimated for the MMAPI indicate that 
failure rates are higher during periods with low MMAPI. Gould et al. (2009), Boulaire 
et al. (2009) and Gould et al. (2011) also identified the same type of relationship in 
their studies between the MMAPI and the monthly failures. The results for the two 
categorical covariates, season and soil, agrees with the observations from Gould et al. 
(2009) and Gould et al. (2011). The water mains laid in expansive soils (EX and VE) are 
more likely to fail, and the monthly failures tend to peak during summer.  

The ageing factors estimated for the NHPPs are dependent on the training period 
selected for calibration. The length of time-lag applied to the MMAPI has a negligible 
effect on the ageing factor. For both material types, the ageing factors are smaller for 
models with a longer training period. It is suggesting that the water mains are 
degrading at a slower rate over time, which is different from the general expectation. 
After the initial burn-in phase, the water main is expected to degrade at a constant or 
increasing rate over time as shown in the bathtub curve (Figure 1-1). A plausible 
explanation for this is due to the climate effect. Melbourne had experienced an 
extended drought period starting from the beginning of the observation period, 
generating a high level of bending stress on pipes laid in reactive soils, leading to a 
high number of failures. As the drought wears off around the year 2010 and 2011, the 
rise in rainfall increased the moisture content in the soils and released some of the 
bending stress acting on the pipe, which reduced the number of failures in the 
datasets. 

In addition to the unexpected observations for the ageing factors with different 
training periods, the ageing factors for the AC dataset suggest that the average 
condition of the water mains is improving over time (ageing factor less than 1). This is 
also counter-intuitive as the failure rate of the pipe would only decrease during the 
burn-in phase. The AC pipes under investigation have already passed the burn-in 
phase and are more likely to be in the in-usage phase of the bathtub curve (Figure 1-1). 
The NHPP for the AC water mains might have omitted some significant covariates, 
such as the omission of drought effect discussed in the last paragraph. Furthermore, 
it is difficult to capture the climate effect with the inclusion of a single time dependent 
factor.  This might have introduced bias into the AC pipe models as other significant 
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time dependent climate factors have been left out of the model (Kleiner and Rajani 
2002 and Babykina and Couallier, 2012).  

Most of the interaction terms between the season and the MMAPI are significant for 
the CICL datasets. The interaction between MMAPI and summer and the interaction 
between MMAPI and expansive soils (EX and VE) is significant for AC pipes. The 
common significant interaction term in the two datasets, MMAPI and summer, 
suggests that the change in failure rate due to a unit change in the MMAPI during 
summer is different to a unit change in the MMAPI in other seasons. 

4.4.3.3. Performance Indexes and Graphical Plots 

The MAE and RMSE have been calculated for the NHPPs for the entire observation 
period (Table 4-4). The model with a smaller MAE and RMSE is preferred because it 
implies that the estimations from the model are more accurate. 

The T0 models (no time-lag applied to MMAPI) are the most accurate model in both 
materials. They have the lowest MAE and RMSE. The error tends to increase as the 
length of time-lag applied to the MMAPI increases. Therefore, the performance 
indexes suggest that the NHPP with no time-lag applied to the MMAPI provides the 
most accurate estimation of the total number of failures. In regard to the 
performances of the M1 and M2 models, the inclusion of interaction terms in the M2 
models have led to a lower MAE and RMSE with respect to the M1 models for some 
cases, but the improvements are minor. In other cases, the inclusions of interaction 
terms are found to be redundant, and the MAE and RMSE have increased in the M2 
models compared to the corresponding M1 models. Since the additional interaction 
terms only provide minor enhancement to the M1 models and are redundant in some 
cases, it would be more efficient to only consider the simpler M1 models for pipe 
failure modelling. 

Figure 4-11 to Figure 4-14 show the number of monthly failures estimated by the 
NHPP (both M1 and M2 models plotted). The dataset, length of the training period 
and the length of time-lag are displayed on the title of the figures. For example, CICL 
(1998-2008 T0) plots the results for the number of monthly failures in the CICL 
datasets calibrated using the failure data between 1998 and 2007, and no lag is 
applied to the MMAPI. The results for the T2 and T3 models for the same training 
period are shown in APPENDIX B.  

The plots show that the results of the models are similar, except for the peak failure 
events. During the peak failure events (such as January 2003 and 2013), the T1, T2, 
and T3 models are further away from the observed monthly failures compared to the 
T0 models. The discrepancy also tends to be higher for models with a longer lag in the 
MMAPI, and therefore, the T3 models perform poorly. This is consistent with the 
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results from the performance indexes, where errors are generally larger for models 
with a longer time lag in the MMAPI. 

Comparing the monthly failures estimated by the M1 and M2 models in the same 
figure, the results are very similar. The monthly failures estimated by the M2 models 
during peak failure events tend to be higher than the M1 models, leading to a higher 
RMSE for some of the M2 models. The number of failures for the other NHPPs shown 
in Table 4-2 and Table 4-3 has not been plotted because similar observations to those 
discussed have been found. 

Table 4-4. Performance indexes for CICL and AC Pipes. 

Mat Training Period 𝑴𝑴𝑨𝑨𝑴𝑴 (M1) 𝑴𝑴𝑨𝑨𝑴𝑴 (M2) 𝑹𝑹𝑴𝑴𝑺𝑺𝑴𝑴 (M1) 𝑹𝑹𝑴𝑴𝑺𝑺𝑴𝑴 (M2) 

CICL 

1998-2002(T0) 17.1 16.7 21.7 22.5 
1998-2002(T1) 20.0 19.6 27.2 26.6 
1998-2002(T2) 21.5 21.4 28.9 29.4 
1998-2002(T3) 22.9 22.7 31.3 31.2 
1998-2007(T0) 17.6 17.4 23.8 23.9 
1998-2007(T1) 21.0 21.1 29.3 29.7 
1998-2007(T2) 22.8 22.8 32.0 32.3 
1998-2007(T3) 25.4 25.3 35.3 36.2 
1998-2012(T0) 14.9 13.8 20.4 18.8 
1998-2012(T1) 17.8 17.7 26.0 25.8 
1998-2012(T2) 19.1 18.9 28.2 27.8 
1998-2012(T3) 19.2 19.1 29.5 29.4 

AC 

1998-2002(T0) 5.7 5.1 7.8 6.9 
1998-2002(T1) 6.1 5.9 8.8 8.4 
1998-2002(T2) 6.3 6.1 8.7 8.5 
1998-2002(T3) 6.7 6.7 9.5 9.6 
1998-2007(T0) 5.1 4.9 7.0 6.7 
1998-2007(T1) 5.7 5.6 8.4 8.4 
1998-2007(T2) 6.0 6.0 8.6 8.6 
1998-2007(T3) 6.7 6.7 9.8 9.9 
1998-2012(T0) 4.7 4.1 6.7 5.9 
1998-2012(T1) 5.3 5.2 8.1 7.9 
1998-2012(T2) 5.5 5.3 8.3 8.1 
1998-2012(T3) 5.6 5.6 9.0 9.0 
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Figure 4-11: CICL dataset T0 monthly failures. 

 

Figure 4-12: CICL dataset T1 monthly failures. 

 

Figure 4-13: AC dataset T0 monthly failures. 

 

Figure 4-14: AC dataset T1 monthly failures. 
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The performance of the models in making predictions for individual water mains are 
also examined by investigating the ranking of the pipes. The number of breaks 
predicted for the individual pipe is not compared directly because the failures were 
grouped together in the calibration process, making the predictions only reliable at 
group/network level. 

The ranking performance of the models is examined following a similar approach to 
Kleiner and Rajani (2012), but other methods can also be used (Claudio et al., 2014; Li 
et al., 2014; and Chik et al., 2017). Consider a group of pipes with 0 to 𝑛𝑛 failures during 
the validation period: 

1 Let 𝑁𝑁 = 𝑛𝑛 
2 Loop from 1 to n 

2.1 Collect the pipes with a total of 𝑁𝑁 or more failures in the validation period 
into a list. The list is referred to as 𝐿𝐿𝑓𝑓 and has 𝑚𝑚𝑁𝑁 pipes. 

2.2 Rank the pipes in descending order based on the total number of failures 
predicted for the pipe in the validation period. The first 𝑚𝑚𝑁𝑁 pipes that have 
been predicted with the highest probability of failure are put into list 𝐿𝐿𝑀𝑀. 

2.3 Record the number of water mains that are in both list 𝐿𝐿𝑓𝑓 and 𝐿𝐿𝑀𝑀, they are 
referred to as a hit (𝐻𝐻). 

2.4 𝑁𝑁 = 𝑁𝑁 − 1 

The models that are better at ranking would give a higher probability of failure to 
water mains that will fail. Therefore, the model that has more hits will be preferred 
and could be used in the prioritization of water main rehabilitation. 

The number of hits for models with a training period from 1998 to 2002 and 1998 to 
2007 is shown in Table 4-5 for both materials. The number of hits for the models with 
the same training period is very similar. The influence of time-lag in the MMAPI is 
nearly negligible when considering pipe ranking. The primary factor that influences 
the ranking performance of the model for the water mains is likely to be the NOKPF. 
An improvement of up to 15% has been found by Chik et al. (2017) when the NOKPF 
is included in the NHPP. The NOKPF can partly capture the shorter time to next failure 
as the water main experienced more failures, leading to a higher probability of failure 
estimated by the model. 
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Table 4-5: Comparison of ranking performance. 

Training Period 𝒏𝒏 Pipes with failures ≥ 𝒏𝒏 NHPPT0 NHPPT1 NHPPT2 NHPPT3 

1998-2002 
CICL 

16 2 0 0 0 0 
15 3 0 0 0 0 
14 5 1 1 1 1 
13 7 1 1 1 1 
12 10 1 1 1 1 
11 12 1 1 1 1 
10 27 1 1 1 1 
9 43 7 7 7 7 
8 71 17 17 17 17 
7 114 34 35 34 34 
6 187 55 54 54 54 
5 299 98 98 98 98 
4 467 170 171 170 170 
3 802 325 326 325 326 
2 1392 697 693 690 688 
1 2630 1545 1543 1543 1546 

1998-2007 
CICL 

9 1 1 1 1 1 
8 6 2 2 2 2 
7 15 3 3 3 3 
6 27 4 4 4 4 
5 58 12 12 12 12 
4 133 39 39 39 39 
3 294 96 96 94 94 
2 655 265 268 269 269 
1 1640 877 876 878 878 

1998-2002 
AC 

15 2 0 0 0 0 
14 3 0 0 0 0 
12 4 1 1 1 1 
11 6 1 1 1 1 
10 10 1 1 1 1 
9 17 3 3 3 3 
8 22 4 4 4 4 
7 37 7 7 7 7 
6 50 10 10 10 11 
5 83 26 26 26 26 
4 119 39 39 39 39 
3 211 79 79 79 79 
2 348 176 176 176 177 
1 625 354 355 355 355 

1998-2007 
AC 

11 1 0 0 0 0 
9 2 0 0 0 0 
8 5 1 1 1 1 
7 9 1 1 1 1 
6 12 1 1 1 1 
5 29 7 7 7 7 
4 47 11 10 10 10 
3 89 30 30 30 30 
2 171 61 60 60 60 
1 386 199 199 200 199 
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4.4.4 Model Potentials and Limitations 

In the previous section, the length of time-lag applied to the MMAPI has shown to 
impact on the accuracy of the model predictions. The number of monthly failures 
estimated by the T0 models provides the best match to the training and validation 
failure data. However, the T0 model cannot predict failures in the future without 
knowing the future rainfall. This difficulty presented has limited the application of the 
T0 models. 

On the other hand, the models with time-lag applied to the MMAPI can predict the 
number of failures in the future. The prediction of future rainfall scenario is not 
required because recorded rainfall from the past is used to calculate the MMAPI. The 
length of prediction depends on the length of time-lag applied to the MMAPI.  The T1, 
T2 and T3 model can predict the number of failures for the next 1, 2 and 3 months, 
respectively. 

Although making predictions using the models with time-lag is not as accurate as the 
T0 models, the T1 and T2 models can still predict failures in the network ahead of time 
with reasonable accuracy using the MMAPI. Most statistical models are applied to 
small diameter pipes (≤300mm), which are generally renewed in a reactive manner. 
These pipes will remain in service until a specific failure threshold has been exceeded. 
Therefore, the predictions at a network level from the models with time-lag in the 
MMAPI can be considered as the number of repair jobs that have to be done for the 
next one or two months. For network similar to the one under study, where failures 
are strongly influenced by the MMAPI (or other time dependent factors), the 
prediction using MMAPI with time-lag will allow the water utility to arrange the 
required resource (e.g. addition crews and materials) to satisfy the demand of future 
repairs in a timely manner. 

4.5. Predicting Failures in Water Mains by Simulation 

The remainder of the chapter will investigate the usage of the NOKPF for long-term 
failure predictions. The NOKPF has been used as a covariate in some models (Røstum, 
2000; Kleiner and Rajani, 2012; and Chik et al., 2017) and as a stratification criterion 
in others (Andreou et al., 1987; Andreou et al., 1987; Mailhot et al., 2000; and Park, 
2011). Since the NOKPF is pipe and time dependent, the value that it takes for the 
water mains is unknown in the future.  The failure prediction model can be used to 
simulate future failures. This can be feedbacked to update the NOKPF for predictions. 
The time dependent NHPP has already been described in Section 4.2. 

The NOKPF is converted into a categorical variable for the simulation study, where 
each level represents the number of failures the water main has experienced in the 
past. This format is used because the impact on the number of failures from a unit 
change in the NOKPF might not be linear. For example, the first failure event might 
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increase the failure probability of the water main by 10%, but the second failure event 
could increase the failure probability by 50%. In addition, if the NOKPF can take all 
positive integer values as well as 0, the prediction from the NHPP will eventually 
approach infinity when the simulated failures are used to update the NOKPF.  

Let 𝑇𝑇0 and 𝑇𝑇𝑐𝑐 be the start and end of the training period, respectively; 𝑁𝑁𝐹𝐹𝐾𝐾𝑃𝑃𝐹𝐹𝑖𝑖(𝑇𝑇𝑐𝑐) 
represents the NOKPF for pipe 𝑖𝑖  at time 𝑇𝑇𝑐𝑐  (may not be a whole number); 
𝑁𝑁𝐹𝐹𝐾𝐾𝑃𝑃𝐹𝐹_𝑃𝑃𝑖𝑖(𝑇𝑇𝑐𝑐) represents the NOKPF group pipe 𝑖𝑖 belongs to at time 𝑇𝑇𝑐𝑐; 𝐸𝐸[𝑁𝑁𝑖𝑖(𝑇𝑇𝑐𝑐 +
1) − 𝑁𝑁𝑖𝑖(𝑇𝑇𝑐𝑐)] represents the expected number of failures for pipe 𝑖𝑖  at time 𝑇𝑇𝑐𝑐 + 1; 
𝑁𝑁𝑠𝑠,𝑖𝑖(𝑇𝑇𝑐𝑐 + 1) be the number of failures simulated for pipe 𝑖𝑖 at time 𝑇𝑇𝑐𝑐 + 1. The process 
used to predict failures by simulating the NOKPF is described below: 

1 Calibrate the NHPP using failure data between 𝑇𝑇0 and 𝑇𝑇𝑐𝑐. 
2 Calculate 𝑁𝑁𝐹𝐹𝐾𝐾𝑃𝑃𝐹𝐹𝑖𝑖(𝑇𝑇𝑐𝑐) from the failure data by summing the failures that have 

been recorded during the training period. 
3 For iter=1 to number of simulations 

3.1 For 𝑗𝑗=1 to number of prediction years 
3.1.1 Predict the expected number of failures for each water main 

(𝐸𝐸[𝑁𝑁𝑖𝑖(𝑇𝑇𝑐𝑐 + 𝑗𝑗) − 𝑁𝑁𝑖𝑖(𝑇𝑇𝑐𝑐 + 𝑗𝑗 − 1)]) for time 𝑇𝑇𝑐𝑐 + 𝑗𝑗  using 𝑁𝑁𝐹𝐹𝐾𝐾𝑃𝑃𝐹𝐹𝑖𝑖(𝑇𝑇𝑐𝑐 +
𝑗𝑗 − 1). 

3.1.2 Randomly draw 𝑁𝑁𝑠𝑠,𝑖𝑖(𝑇𝑇𝑐𝑐 + 𝑗𝑗)  based on the Poisson process with 
parameter 𝜇𝜇 = 𝐸𝐸[𝑁𝑁𝑖𝑖(𝑇𝑇𝑐𝑐 + 𝑗𝑗) − 𝑁𝑁𝑖𝑖(𝑇𝑇𝑐𝑐 + 𝑗𝑗 − 1)]. 

3.1.3 𝑁𝑁𝐹𝐹𝐾𝐾𝑃𝑃𝐹𝐹𝑖𝑖(𝑇𝑇𝑐𝑐 + 𝑗𝑗) =  𝑁𝑁𝐹𝐹𝐾𝐾𝑃𝑃𝐹𝐹𝑖𝑖(𝑇𝑇𝑐𝑐 + 𝑗𝑗 − 1) + 𝑁𝑁𝑠𝑠,𝑖𝑖(𝑇𝑇𝑐𝑐 + 𝑗𝑗). 
3.1.4 𝑁𝑁𝐹𝐹𝐾𝐾𝑃𝑃𝐹𝐹_𝑃𝑃𝑖𝑖 (𝑇𝑇𝑐𝑐 + 𝑗𝑗) =  round down�𝑁𝑁𝐹𝐹𝐾𝐾𝑃𝑃𝐹𝐹𝑖𝑖(𝑇𝑇𝑐𝑐 + 𝑗𝑗)�. 
3.1.5 Move to the next year (𝑗𝑗 + 1) 

3.2 Move to next iteration (iter+1) 
4 Calculate the average of the expected number of failures predicted from the 

simulation 

∑ 𝐸𝐸[𝑁𝑁𝑖𝑖(𝑇𝑇𝑐𝑐 + 𝑗𝑗) − 𝑁𝑁𝑖𝑖(𝑇𝑇𝑐𝑐 + 𝑗𝑗 − 1)]𝑖𝑖𝑡𝑡𝑒𝑒𝑟𝑟

𝑖𝑖𝑡𝑡𝐴𝐴𝑒𝑒
 

Table 4-6 shows a list of models that will be investigated. The limits have been set for 
the number of levels that are in the NOKPF. They are represented with Max(number). 
For example, the NOKPF has 3 levels in the NHPP-Max2 model, where the first-level 
represents water mains with 0 failure, the second-level represents water mains with 
1 failure, and the third-level represents water mains with 2 or more failures. Two other 
NHPPs are also included for comparison, the NHPP-CNOKPF is the model where the 
NOKPF is held constant for the validation/prediction period, based on the NOKPF 
calculated from the last year of the training period. This is the case used for the NHPP 
in Chapter 3 and Chapter 4. The NHPP-Basic is the model without the NOKPF. 
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Table 4-6: List of models under investigation. 

Model Description 

NHPP-Basic No NOKPF 
NHPP-CNOKPF NOKPF is constant after training year 

NHPP-Max1 NOKPF is categorised into NOKPF=0 and NOKPF≥1 
NHPP-Max2 NOKPF is categorised into NOKPF=0, NOKPF=1 and NOKPF≥2 
NHPP-Max3 NOKPF is categorised into NOKPF=0, NOKPF=1, NOKPF=2 and NOKPF≥3 

NHPP-Max4 
NOKPF is categorised into NOKPF=0, NOKPF=1, NOKPF=2, NOKPF=3 and 
NOKPF≥4 

 

The remaining sections will present the data used for the analysis. The coefficients 
estimated by the NHPPs are interpreted, followed by a comparison of the 
performance of the NHPPs using performance indexes and graphical plots for the 
number of failures estimated/predicted by the NHPP. The potential applications of the 
simulation study are also discussed. 

4.5.1 Pipe Asset and Failure Data 

All CI pipes laid before 1929 (mostly pit CI pipes) are used to compare the performance 
of the NHPP. A brief description of the failure data is shown in Table 4-7. The failure 
data have been collected between 1994 and 2015, and the failure rate of the network 
is plotted in Figure 4-15.  Note that the recorded data show the total number of 
failures in a month, but they are plotted as lines in the figures in the chapter instead 
of discrete points for better visualisation. 

There is a general upward trend in the failure rate over the observation period, with 
some year-to-year variations. Therefore, the average condition of CI pipe is likely to 
be deteriorating. The models will be calibrated using data from 1994 to 2010, the 
remaining data will be used for validation purposes. The model will also compare the 
failure predictions for the models in the long-term (more than 10 years).  

The number of iterations required in the simulation is determined by checking the 
convergence of the predicted number of failures. The number of simulation is 
increased until the difference between the expected number of failures from 
consecutive iteration becomes less than 0.01. This requirement is satisfied by running 
500 iterations.  

The covariates incorporated in the NHPP are pipe age, pipe length (log form) (Figure 
4-16), static water pressure (in kPa) (Figure 4-17), pipe diameter (Figure 4-18), soil 
reactivity (Figure 4-19) and NOKPF (Figure 4-20). The failure rate for longer pipes tends 
to be higher (Figure 4-16) and water mains operating at a higher pressure are more 
likely to fail (Figure 4-17). The pipe diameter (<100mm, 100mm to less than 200mm, 
100mm to less than 200mm and >=300mm) and soil reactivity (High, Moderate, Low 
and Negligible) are both categorical variables. Smaller diameter pipes have a higher 
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failure rate (Figure 4-18). The plot (Figure 4-19) for soil reactivity shows a slight 
increase in failure rate for pipes laid in soils with a higher reactivity. Finally, the water 
mains that have experienced more breaks (higher NOKPF) in the past tend to have a 
shorter time to next failure (Figure 4-20). The other time dependent factors, such as 
the MMAPI, are not considered in this model. This is because the NHPP will predict 
failures in the long-term (more than 10 years) and the MMAPI is unknown in the future. 

 

Figure 4-15: Failure rate over time. 

 

Figure 4-16: Failures in different pipe length intervals. 

 

Figure 4-17: Failures in different pressure intervals. 

0
5

10
15
20
25
30
35
40

1994 1999 2004 2009 2014

Fa
ilu

re
s p

er
 1

00
km

Year

0

0.5

1

1.5

2

Fa
ilu

re
s p

er
 P

ip
e

Pipe Length Interval (m)

0
1
2
3
4
5
6
7
8

0

0.2

0.4

0.6

0.8

1

Failures per km
Fa

ilu
re

s p
er

 P
ip

e

Pressure Interval (kPa)

Failures per pipe
Failures per km



78 

 

 
Figure 4-18: Failures in different pipe diameter interval. 

 

Figure 4-19: Failures in different soil types. 

 

Figure 4-20: Time to next failure based on the number of failures recorded. 

Table 4-7: Pipe asset information. 

Data Properties Range of data 
Number of assets 11337 

Number of failures 3545 
Construction period 1860-1939 
Observation period 1994-2015 

Total pipe length 717 
Average failure rates 

(failures/year/100km) 
22.46 
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4.5.2 Results and Discussions 

The coefficients for the significant covariates in the NHPP-Basic and NHPP-CNOKPF are 
shown in Table 4-8, while the estimated coefficients for the significant covariates in 
the NHPP-Max1, NHPP-Max2, NHPP-Max3 and NHPP-Max4 are shown in Table 4-9. 
The maximum number of levels in the NOKPF (5 in NHPP-Max4) is determined by 
applying the LR test to a modified version of the NHPP (NHPP-Max4-Modified). Using 
the NHPP-Max4 model as an example, the constant term (𝑧𝑧0 in Equation ( 4-1 ))  in the 
model captures the failure rate of the water mains with no past failure history 
(NOKPF=0), the estimated coefficients for the other levels in the NOKPF will shift the 
failure rate up or down. In NHPP-Max4-Modified, the constant term represents the 
failure rate of water mains with 3 past failures (NOKPF=3). The influence on the failure 
rates with no failures (NOKPF=0) in the past is estimated in Table 4-10. The LR test can 
be applied (Section 4.3) to determine whether the failure rate of water mains with 
NOKPF>=4 is different (or significant) with respect to NOKPF=3. The maximum 
likelihood value (MLV) for the full model (with NOKPF>=4) and the reduced model 
(without NOKPF>=4) are 11856 (“Constant” row in Table 4-10) and 11861 (“NOKPF>=4” 
row in Table 4-10), respectively. The LR test found that the NOKPF>=4 is significant at 
5% significant level, it suggests that the failure rate for water mains with 3 past failures 
are likely to be different to those with 4 or more past failures. The process was applied 
to all NHPP shown in Table 4-9, until NHPP-Max5. The LR test result for NHPP-Max5-
Modified shown in Table 4-11 found that the NOKPF>=5 is not significant, implying 
that there is little difference in the failure rates for water mains with NOKPF=4 and 
those with NOKPF>=5. Therefore, the maximum number of levels in the NOKPF is set 
at 5 with the NHPP-Max4 model. 

The interpretation of the coefficients in the following paragraphs has assumed that all 
other covariates are held constant. The NHPP-Basic model has the greatest ageing 
factor. Therefore the failures predicted by the NHPP-Basic model will grow at the 
fastest rate. The ageing factors for the remaining 5 models as well as the coefficients 
estimated for the pipe dependent factors are very similar. The inclusion of the NOKPF 
in the models have reduced the ageing factor. This suggests that part of the increase 
in failure due to the deterioration of the water main in the NHPP-Basic model might 
be caused by the reduction in time to failure for water mains that have experienced 
more failures in the past.  

Table 4-8: Estimated coefficients for NHPP-Basic and NHPP-CNOKPF. 

NHPP-Basic Coefficient NHPP-CNOKPF Coefficient 
Ageing Factor 2.59 Ageing Factor 2.22 

Constant -17.11 Constant -14.83 
ln(Pipe Length) (m) 0.97 ln(Pipe Length) (m) 0.88 

Pressure (kPa) 1.12 Pressure (kPa) 0.93 
Reactivity-Negligible -0.21 Reactivity-Negligible -0.22 

  NOKPF 0.43 
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Table 4-9: Estimated coefficients for NHPP-Max1, NHPP-Max2, NHPP-Max3 and NHPP-Max4. 

NHPP-Max1 Coefficients NHPP-Max2 Coefficients NHPP-Max3 Coefficients NHPP-Max4 Coefficients 
Ageing Factor 2.22 Ageing Factor 2.16 Ageing Factor 2.15 Ageing Factor 2.15 

Constant -14.91 Constant -14.57 Constant -14.51 Constant -14.46 
ln(Pipe Length) 

(m) 0.87 
ln(Pipe Length) 

(m) 0.86 
ln(Pipe Length) 

(m) 0.86 
ln(Pipe Length) 

(m) 0.85 
Pressure (kPa) 0.94 Pressure (kPa) 0.93 Pressure (kPa) 0.92 Pressure (kPa) 0.91 

Reactivity-
Negligible -0.17 

Reactivity-
Negligible -0.17 

Reactivity-
Negligible -0.18 

Reactivity-
Negligible -0.18 

NOKPF>=1 0.99 NOKPF=1 0.81 NOKPF=1 0.81 NOKPF=1 0.81 
  NOKPF>=2 1.38 NOKPF=2 1.29 NOKPF=2 1.29 
    NOKPF>=3 1.52 NOKPF=3 1.31 
      NOKPF>=4 1.86 

Table 4-10: Estimated coefficients and significance of covariates in the modified NHPP-Max4 model. 

NHPP-Max4-Modified Coefficients Maximum Log Likelihood Value 
(MLV)4 

Significant 

Ageing Factor 2.15  
 

Constant -13.15 11856 
 

ln(Pipe Length) 0.85 12925 TRUE 
Pressure 0.91 11872 TRUE 

Reactivity-Moderate -0.18 11864 TRUE 
NHPP=0 -1.31 11902 TRUE 

NOKPF=1 -0.50 11864 TRUE 
NOKPF=2 -0.02 11856 TRUE 

NOKPF>=4 0.55 11861 TRUE 
Table 4-11: Estimated coefficients and significance of covariates in the modified NHPP-Max5 model. 

NHPP-Max5-Modified Coefficients Maximum Log Likelihood Value 
(MLV)5 

Significant 

Ageing Factor 2.15 
  

Constant -12.61 11856 
 

ln(Pipe Length) 0.85 12925 TRUE 
Pressure 0.91 11872 TRUE 

Reactivity-Moderate -0.18 11864 TRUE 
NHPP=0 -1.85 11894 TRUE 

NOKPF=1 -1.04 11871 TRUE 
NOKPF=2 -0.56 11861 TRUE 
NOKPF=3 -0.54 11860 TRUE 

NOKPF>=5 0.02 11856 FALSE 
 

The categorical variable, pipe diameter, is not significant. The models could not pick 
up any difference in failure rate between water mains in different pipe diameter 
groups. On the other hand, the failure rates of the water mains are impacted by the 
soil types. The baseline scenario captured by the constant term are the water mains 

                                                       
4 Constant represents the MLV for the full model, the MLV for the covariates represents the MLV for 
the restricted model with a d.o.f=1. 
5 Constant represents the MLV for the full model, the MLV for the covariates represents the MLV for 
the restricted model with a d.o.f=1. 
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laid in highly reactive soils. The pipes that have been constructed in soil with negligible 
reactivity have a lower failure rate than other pipes. However, the failure rate for the 
water mains in moderate and low reactive soils is similar to those laid in soils with high 
reactivity. This result was not as expected, the failure rate of the water mains should 
increase as the reactivity of the soil increases.  Therefore, it is likely that the impact 
from the shrinkage/swelling of the soil on the breakage of the water main is not as 
significant in the area under study as the dataset in Section 4.4.1.  

The estimated coefficients for the other covariates in the NHPPs are as expected. The 
water mains that are longer and have a higher static water pressure are more prone 
to failures. The coefficients estimated for the NOKPF implies that the more failures the 
pipe has experienced, the more likely the pipe will fail again in the future.  

4.5.2.1. Performance Indexes and Graphical Plots 

The MAE and RMSE for the training period, validation period and the entire 
observation period are shown in Table 4-12. The NHPP-Max1 to NHPP-Max4 models 
have a lower MAE and RMSE compare to the NHPP-Basic and NHPP-CNOKPF models 
in the training period. However, the NHPP-Basic model has the lowest errors during 
the validation period. In terms of the entire observation period, the NHPP-Max1 is the 
best out of the 6 models. Comparing the NHPP-Max1 to NHPP-Max4 models, the error 
in the training period reduces as the number of levels in the NOKPF increases. 
However, the opposite is observed for the validation period and the entire 
observation period.  

The performances of the models are further examined by comparing the number of 
failures estimated and predicted by the models. The expected number of failures are 
plotted for the 6 NHPPs up till 2030, along with the recorded failure data in Figure 
4-21. All 6 models can capture the general upward trend in the recorded failure data 
during the training period, but the year-to-year variations could not be modelled 
because time dependent covariates (such as MMAPI) are not included in the model. 

Table 4-12: MAE and RMSE for all models. 

Model 
MAE-

Training 
MAE-

Validation 
MAE-Overall 

RMSE-
Training 

RMSE-
Validation 

RMSE-
Overall 

NHPP-Basic 36.6 31.0 35.3 45.3 36.3 43.4 
NHPP-

CNOKPF 
31.4 50.1 35.6 39.1 57.4 43.9 

NHPP-Max1 30.8 41.4 33.2 38.9 46.9 40.9 
NHPP-Max2 30.2 47.3 34.1 38.1 55.3 42.6 
NHPP-Max3 30.1 49.9 34.6 38.0 57.2 43.1 
NHPP-Max4 30.2 55.1 35.8 38.0 61.1 44.3 
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The figure shows that the NHPP-Basic model predicts fewer failures compared to the 
other 5 NHPPs in the validation period. Holding the NOKPF constant after the training 
period has caused the NHPP-CNOKPF model to behave differently before and after the 
training period. The rate of increase in the number of failures is driven by both the 
NOKPF and the ageing of the pipe during the training period. After 2011, without 
updating the NOKPF in the water mains, the upward trend in the validation and the 
prediction period are only driven by the ageing of the water mains. On the other hand, 
the NHPP-Max1 to NHPP-Max4 models account for the combined effect of the NOKPF 
and pipe deterioration for the validation period and prediction period (as in the 
training period) by simulating the failures events in the water mains. 

The difference in the number of failures estimated by the NHPP-Max1, NHPP-Max2, 
NHPP-Max3 and NHPP-Max4 models are small during the training period. The number 
of failures estimated by the NHPP-Max1 model starts to depart from the other 3 
models in the validation period. The rate of increase in the predicted failures for the 
NHPP-Max4 model becomes much higher than the NHPP-Max3 and NHPP-Max2 
models in the prediction period. The number of failures estimated by the 4 models is 
similar during the training period because only a small portion of water mains has 
experienced a failure, and an even smaller number of water mains would have failed 
multiple times. Therefore, the pipe dependent covariates and pipe age would be the 
main contributors to the number of failures estimated by the model at the start of the 
training period. The effect of the NOKPF becomes more significant as the water mains 
experience more failures. 

 

Figure 4-21: Expected number of failures estimated/predicted for all models. 
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4.5.3 Model Applications 

The analysis of results in the last section showed the influence of the NOKPF on the 
number of failures predicted by the NHPP. By simulating the failures using the NHPP 
each year, the number of failures predicted by the NHPP is much higher than those 
from the NHPP-Basic and NHPP-CNOKPF models. 

The performance indexes have suggested that the NHPP-Basic model is preferred in 
the validation period. However, the model does not capture the shorter failure time 
that has been observed (Figure 4-20) for the water mains in the dataset. Therefore, it 
is likely that the NHPP-Basic model will underestimate the failures in the future.  

Underpredicting the number of future failures in the network can have a significant 
impact on the day-to-day operation of the water utility. The amount of investment 
would have to increase by a significant amount to “catch up” on the renewals that 
should have been replaced in the past. The increase in investment might also lead to 
an increase in the pricing of water to raise sufficient funds for the program.  Therefore, 
the NHPP that simulates future failures more accurately would be preferred. In 
addition, simulating future failures to update the NOKPF could also represent a worst-
case scenario for the network, which is always better to be used in planning than 
investing more money in the future to replace water mains that should have been 
renewed in the past.   The NHPP-Max3 model has been used as the pipe failure 
prediction model for the water plan in one of the water utilities from Melbourne. 
Some of the results will be discussed in Chapter 6. 

4.6. Conclusion 

This chapter has developed an approach to predict failures in the WDN using time 
dependent (MMAPI) and pipe and time dependent (NOKPF) covariates. The first part 
of the chapter introduced time-lag into the time dependent covariate, the MMAPI, in 
the NHPP, allowing the number of failures in the future to be predicted using the 
MMAPI values from the past. The influence of each covariate was systematically 
analysed, and the performance of the NHPP with different length of time-lag 
introduced into the MMAPI was compared using error statistics and graphical plots. 
The main findings from the application of time-lag to the MMAPI in the NHPP are 
summarised below on the basis of the datasets used in the analysis: 

• A negative correlation between MMAPI and the number of monthly failures in 
the network can be observed. In addition, a peak in the monthly failures is 
always related to a low in the MMAPI, but a small MMAPI does not always 
produce a peak in the monthly failure. 

• The MMAPI can capture the monthly variations in the number of failures, but 
additional covariates, season and soil, have to be included in the NHPP to 
improve the model’s ability in capturing the peak monthly failures. 
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• A shift from a drought to a wetter climate near the end of the observation 
period might have led to smaller ageing factors for models that were trained 
using a longer training period.  

• The models for AC pipes might have omitted significant covariates that 
influence its failure rate, causing the estimated ageing factor to be less than 1, 
which is different to the general expectation for pipes already laid in the 
ground. 

• For models using the same training period and lag in the MMAPI, the inclusion 
of interaction terms does not always reduce the error in the model. This 
implies that the interaction terms considered may be redundant in some cases. 

• There is a trade-off between the prediction accuracy and the number of 
months the model can predict into the future: 

o The NHPP with no time lag provides the most accurate prediction, but 
cannot make predictions unless the MMAPI (or rainfall) values are 
predicted for the future using rainfall models 

o The T1, T2 and T3 models can predict failures by using past MMAPI 
values up to 1, 2 and 3 months, respectively. However, the accuracy of 
the predictions reduces as a longer time-lag is applied.  

Although the results show that models with time-lag in the MMAPI are not as accurate 
as the T0 model in predicting the total number of failures, the T1 and T2 model can 
still capture part of the monthly variation and make reasonable failure predictions for 
the network. This could be used as an estimate for the number of repairs that might 
occur and allow additional crews (or other resources) to be allocated in time, and 
possibly reducing the intervention time during periods with many failures.  

The second part of the chapter predicted the number of failures in the long-term using 
the pipe and time dependent covariates, the NOKPF. In each prediction year, the 
NOKPF is updated by simulating the failures that will occur in the year using the 
Poisson distribution. Then the updated NOKPF is used to predict the number of 
failures in the next year. The performance of the NHPP with simulations (NHPP-Max1 
to NHPP-Max4 models) was compared with the NHPP-Basic and NHPP-CNOKPF 
models using the performance indexes and graphical plots. The main findings of the 
study are summarised below on the basis of the dataset used in the analysis: 

• Water mains that have experienced more failures are estimated with a higher 
chance of failure in the future. 

• The NHPP with the NOKPF (NHPP with simulations and NHPP-CNOKPF models) 
are better at estimating the number of failures during the training period. 
However, they tend to over-predict the failures in the validation period. The 
NHPP-Max1 model has the lowest MAE and RMSE for the entire observation 
period. 



85 

 

• The increasing trend in the NHPP-CNOKPF model is different before and after 
the training period because the NOKPF is held constant after the training 
period. The model only captures the effect of pipe deterioration, but not the 
effect of the NOKPF after the training period. 

• On the other hand, the NHPP with simulation (NHPP-Max1 to NHPP-Max4 
models) can capture the combined effect of the NOKPF and pipe deterioration 
over time by simulating the failures events in the water mains. 

• Long-term failure prediction models are used for water main rehabilitation 
planning. Therefore, the worst-case scenario should be considered. Using the 
NHPP-Basic for water renewal planning can under-predict the level of 
investments and impact on the level of service. This could increase the future 
investment required to return the network to a satisfying condition. 

The previous chapter has developed the BSM as a preliminary desktop assessment 
tool for identifying groups of pipes with a high chance of failure. The current chapter 
tried to predict failures in the WDN using variables that are dependent on time. The 
time dependent NHPP with time-lag can be used to predict the occurrence of a large 
number of failure events in the short-term. The NHPP that simulated future failure 
events can predict the failure rates of the WDN in the long-term.  Without simulating 
the future failure events to update the NOKPF, the NHPP (e.g. NHPP-Basic model) can 
under-predict the number of failures, impacting on the level of service and increasing 
the level of investment in the future. The next chapter will discuss the Monash Pipe 
Failure Prediction model that integrated the physical approach with statistical failure 
data for water main failure predictions. 
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CHAPTER 5: INTEGRATION OF THE PHYSICAL 
APPROACH WITH STATISTICAL FAILURE DATA FOR 

PIPE FAILURE PREDICTION 

5.1. Introduction 

Failure prediction models for water main breakages can be broadly classified into the 
statistical approach and physical approach. Based on the literature review conducted 
in Chapter 2, the two approaches have different applications and limitations. They are 
summarised in Table 5-1 below: 

Table 5-1: Summary of statistical and physical approach. 

 Applications Limitations 
Statistical 
approach 

• Can be applied to all water mains 
regardless of material and size. 

• Failure predictions are reasonably 
accurate at a network/group level (e.g. all 
pipes made of the same material). 

• The predictions can be used for water 
main rehabilitation planning. 

• Predictions are unreliable for 
individual pipes for most 
statistical models. 

• Assume trends from the past will 
continue into the future. 
Therefore, patterns that have 
never appeared in the failure data 
cannot be predicted. 

Physical 
approach 

• Captures the physical failure mechanism 
of the water main. 

• Predicts failure for individual pipes 
because the models considered the 
deterioration process of each water main.  

• Captures the change in stress over time 
(e.g. bending stress from the change in 
soil moisture content), if the relevant 
input data are available. 

• Not all input data are known (e.g. 
corrosion rate), and collecting this 
information can be costly if 
applied to the entire WDN (e.g. 
condition assessments). 

• A single physical model is not 
applicable to all materials because 
of different material properties. 

 

An innovative approach to overcome some of the limitations in the two approaches is 
to combine the two modelling techniques. Statistical models are poor in making 
predictions for individual pipe, but physical models can be used to predict the 
condition of the water main. Some of the inputs in the physical model, such as 
corrosion rates, are unknown, but statistical failure data are available. This can be used 
to back-calculate the corrosion rate that is required for the water main to fail at the 
specific time recorded in the data. The failure data can also be used to update the 
input parameters (e.g. corrosion rate) as the model is under calibration. 

The following chapter will discuss the original development of the Monash Pipe Failure 
Prediction (MPP) model. A framework has been developed to integrate the physical 
modelling approach with statistical failure data for pipe failure prediction. Currently, 
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the MPP model has only been designed for CI pipes subjected to longitudinal split and 
broken back failures. CI pipes are assumed to deteriorate because of corrosion, 
resulting in a reduction of pipe wall thickness and creating a concentration of stress 
around the corrosion pit. The MPP model first estimates the condition of the pipe with 
a physical model. The results from the physical model are then compared with the 
observed failure history to update the corrosion parameters. At the end of the 
updating process in each time step, further adjustments are made to the corrosion 
parameters by applying a failure influence factor. Pipes that are located close by 
geographically are likely to be operating in a similar environment (e.g. similar pressure 
and corrosion rate). Therefore, the failure influence factor will adjust the corrosion 
parameters of the pipe as a function of distance from the failed pipes (closer pipes 
have a larger influence on each other).  

Section 5.2 provides a detail description of the processes in the MPP model. Section 0 
and Section 5.4 compare the results of the MPP model with the BSM and the NHPP 
for longitudinal and broken back failures, respectively. Then the results of the MPP 
models are discussed in Section 5.5, followed by the conclusion of the chapter. 

5.2. Monash Pipe Failure Prediction (MPP) Model 

Two modelling processes based on different assumptions have been considered in the 
MPP model and are listed in Table 5-2. Some of the parameters in the models are 
shown in Table 5-3. The model has assumed that a pipe can be split into many small 
segments. A segment of a pipe refers to the portion of the pipe that is replaced when 
a failure occurs. In real life settings, there would be a limit on the number of segments 
that a pipe can have. However, in this chapter, the upper threshold on the number of 
segments has not been set. This is because setting a threshold would further increase 
the level of complexity of the model and would also shift the model towards an 
optimisation problem for renewal planning. Renewal planning of water mains will be 
considered in Chapter 6. 

The general process for the two approaches shown in Table 5-2 is similar. They are: 

i. Initialisation of input variables 

ii. Estimating the condition of the pipe based on the physical model 

iii. Updating the corrosion parameters using statistical failure data and 
recalculating the condition of the water main with the physical model 

iv. Applying the failure influence factor to pipes that operate normally in the time 
step under consideration 

v. Predicting the future condition of the pipes 
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Each component listed above will be discussed. The difference in the components, if 
any, for the two approaches will be pointed out as well. 

Table 5-2: Two modelling processes for the MPP model. 

 MPP-P1 MPP-P2 

Description 

Pipe coating can protect the water 
main from corrosion. The failure of 
the coating will initialise the 
corrosion of the pipe wall. Given two 
pipes with the same pipe 
characteristics and operating 
environments, the pipe with a better 
coating (e.g. good manufacturing and 
construction practice) will have a 
longer service life because the 
initialisation of corrosion (a 
honeymoon period) is delayed. 

The time to failure of a pipe segment is 
mainly governed by the long-term corrosion 
rate. Given two pipes with the same pipe 
characteristics and operating 
environments, the pipe with a higher 
longer-term corrosion rate will fail first 
because it has experienced more corrosion. 
Although the long-term corrosion rate can 
be small, the MPP model is studied using CI 
pipes, which belong to one of the oldest 
pipe materials in the WDN. The magnitude 
of corrosion can be a significant factor in old 
pipes (Ji et al., 2015). 

Common 
assumptions 

• A pipe can be divided into multiple small segments.  
• Only 1 pipe segment can fail in a year 
• The water main fails in the second phase of the bi-linear corrosion model 

(discussed in more detail in Section 5.2.2) 
• Water mains that are close by are assumed to be operating in a similar 

environment 

Assumptions 

• Given that the other conditions 
are the same, the difference in 
failure time for the pipe 
segments is due to the quality of 
coating. Better coating can delay 
the start of corrosion which 
increases the time to failure. 

• Pipes are not coated, they will corrode 
immediately after it is laid in the 
ground. 

• Pipe segment with a higher corrosion 
rate will fail first, given that the other 
conditions are the same. 
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Table 5-3: Parameters in the MPP model. 

Parameter Definition Initial Value/Description 
𝒊𝒊 Pipe 𝒊𝒊 up to 𝒏𝒏 pipes - 
𝒕𝒕 Year 𝒕𝒕 - 

𝑺𝑺𝒔𝒔𝒊𝒊(𝒕𝒕) 
Corrosion rate of the segment with the 

highest corrosion rate 
Drawn randomly from a Weibull 

distribution.  

𝒄𝒄𝒔𝒔𝒊𝒊(𝒕𝒕) Intercept for long-term corrosion rate 
Initial value is drawn based on the 

degree of saturation. 
𝑫𝑫𝒊𝒊 Pipe diameter Drawn from data. 
𝒕𝒕𝒊𝒊′ Pipe thickness 𝒕𝒕𝒊𝒊′ = 𝟎𝟎.𝟎𝟎𝟐𝟐𝟎𝟎𝟐𝟐𝑫𝑫𝒊𝒊 + 𝟔𝟔.𝟖𝟖𝟖𝟖𝟖𝟖𝟖𝟖 

𝒄𝒄𝒊𝒊(𝑡𝑡) Corrosion pit depth 𝒄𝒄𝒊𝒊(𝒕𝒕) = 𝒄𝒄𝒔𝒔𝒊𝒊(𝒕𝒕) + 𝑺𝑺𝒔𝒔𝒊𝒊(𝒕𝒕)𝑨𝑨𝑨𝑨𝒆𝒆𝒊𝒊(𝒕𝒕) 

𝑷𝑷𝒂𝒂 Patch radius to patch depth ratio 
corrosion patch radius= 

𝑷𝑷𝒂𝒂 ∗ 𝒄𝒄𝒊𝒊(𝒕𝒕) 
𝑨𝑨𝑨𝑨𝒆𝒆𝒊𝒊(𝒕𝒕) Pipe age - 

𝒇𝒇𝒊𝒊(𝒕𝒕) Failure influence factor 
Use to distribute the information 

from a failure to surrounding pipes. 

𝚫𝚫𝑻𝑻𝒊𝒊(𝒕𝒕) Time to next failure 
Drawn randomly from a Weibull 

distribution. 

𝑭𝑭𝒊𝒊(𝒕𝒕) 𝑭𝑭𝒊𝒊(𝒕𝒕) = 𝟏𝟏 if pipe failed at time 𝒕𝒕 𝑭𝑭(𝟎𝟎) = 𝟎𝟎 

𝑺𝑺𝑺𝑺𝑭𝑭𝒊𝒊�𝒄𝒄𝒊𝒊(𝒕𝒕)
= 𝒄𝒄𝒔𝒔𝒊𝒊(𝒕𝒕)
+ 𝑺𝑺𝒔𝒔𝒊𝒊(𝒕𝒕)𝑨𝑨𝑨𝑨𝒆𝒆𝒊𝒊(𝒕𝒕)� 

Stress concentration factor. 
Inverse of the strength reduction factor 
from Antaki (2003) for broken back 

failures 

- 

𝝈𝝈𝒎𝒎,𝒊𝒊(𝒕𝒕) Maximum pipe stress 

Longitudinal failures: 𝝈𝝈𝒎𝒎,𝒊𝒊(𝒕𝒕) =
𝝈𝝈𝒏𝒏,𝒊𝒊(𝒕𝒕)𝑺𝑺𝑺𝑺𝑭𝑭𝒊𝒊(𝒕𝒕) 

Broken back failures: 𝝈𝝈𝒎𝒎,𝒊𝒊(𝒕𝒕) =
𝝈𝝈𝒃𝒃,𝒊𝒊(𝒕𝒕)𝑺𝑺𝑺𝑺𝑭𝑭𝒊𝒊(𝒕𝒕) 

𝝈𝝈𝒏𝒏,𝒊𝒊(𝒕𝒕) Nominal stress for longitudinal failure  

𝝈𝝈𝒃𝒃,𝒊𝒊(𝒕𝒕) 
Bending stress due to ground 

movement 
 

𝑴𝑴 Elastic modulus 83.4 
𝑴𝑴 Soil-pipe stiffness factor  
𝑰𝑰 Second moment of area  

Δ𝜽𝜽𝒘𝒘,𝒊𝒊(𝒕𝒕) 
Change in soil moisture from average 

value 
 

𝚫𝚫𝑮𝑮 Soil moisture variation depth 2300mm 

𝑺𝑺𝒊𝒊,𝒎𝒎𝒂𝒂𝒙𝒙 
Maximum movement of soil relative to 

lowest movement at pipe level 
 

𝒋𝒋 Characteristic length of bending curve  

𝝈𝝈𝒕𝒕(𝒕𝒕) Pipe tensile strength 100 MPa 

𝑳𝑳𝒊𝒊,𝒋𝒋 
Distance between the midpoint of pipe 

𝒊𝒊 and pipe 𝒋𝒋 
- 

𝒂𝒂 failure influence factor 

Controls the strength on how much 
a failure affects the surrounding 

pipes based on the distance 
between the two pipes. 
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5.2.1 Corrosion Model for Cast Iron Pipes 

The wall of the CI pipe is assumed to deteriorate following a bi-linear model (Peterson 
and Melchers, 2012 and Peterson and Melchers, 2014) as part of the development in 
the ‘Advanced Condition Assessment & Pipeline Failure Prediction Project’. It can also 
be replaced by other corrosion models, such as the exponential corrosion model from 
Rajani et al. (2000). Jiang et al. (2017) noted that both the bi-linear corrosion model 
and exponential corrosion model display similar corrosion characteristics for new pipe 
and pipes that have been exposed for a long time. The authors were able to restate 
the exponential corrosion model with the parameters in the bi-linear corrosion model, 
almost making them identical despite the exponential model representing a smooth 
progression of pit depth. 

The bi-linear corrosion model shown in Equation ( 5-1 ) (Figure 5-1) is defined using 
the initial corrosion rate (𝑒𝑒0,𝑖𝑖); long-term corrosion rate (𝑒𝑒𝑠𝑠𝑖𝑖(𝑡𝑡)); intercept of the long-
term corrosion rate (𝑐𝑐𝑠𝑠𝑖𝑖(𝑡𝑡)); transition time (𝜏𝜏𝑖𝑖); and a holiday period (𝑇𝑇0,𝑖𝑖(𝑡𝑡)), where 
the pipe is assumed to be free from failures as a result of the protection from pipe 
coating.  

An example of the bi-linear corrosion model is shown in Figure 5-1. The first corrosion 
model (in black) assumed that there is no holiday period, and the pipe starts corroding 
as soon as it is laid in the ground (modelling process-P2). In the initial phase, the water 
main will corrode at a rate of 𝑒𝑒0,𝑖𝑖  until time 𝜏𝜏𝑖𝑖 . Then, the second corrosion phase 
begins, and the pipe corrodes at a slower rate of 𝑒𝑒𝑠𝑠𝑖𝑖. The second corrosion model (in 
green) has a holiday period of 20 years, which can be attributed to the protection from 
the pipe coating (modelling process-P1). Note that the corrosion rates are constant 
because the updating process of the corrosion parameters are not implemented in the 
figure.  

𝑐𝑐𝑖𝑖(𝑡𝑡) = �
𝑒𝑒0,𝑖𝑖𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖(𝑡𝑡),                      𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖(𝑡𝑡) < 𝜏𝜏𝑖𝑖

𝑐𝑐𝑠𝑠𝑖𝑖(𝑡𝑡) + 𝑒𝑒𝑠𝑠𝑖𝑖(𝑡𝑡)𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖(𝑡𝑡),      𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖(𝑡𝑡) ≥ 𝜏𝜏𝑖𝑖
 

( 5-1 ) 

where 𝑖𝑖 is the index for the i-th pipe; 𝑡𝑡 represents time; and 𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖(𝑡𝑡) is the age of the 
pipe at time 𝑡𝑡. 

Although a model has been selected to represent the corrosion in the pipe, no 
corrosion information has been collected using non-destructive techniques for any of 
the pipes in the network. Therefore, the corrosion parameters in the bi-linear model 
must be estimated through other means. They will be discussed in the following 
section.  
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Figure 5-1: Bi-linear corrosion model. 

5.2.2 Initialisation of Input Variables 

Most of the parameters from Table 5-3 can be drawn directly from the data. However, 
the initial corrosion rate (𝑒𝑒0,𝑖𝑖), long-term corrosion rate (𝑒𝑒𝑠𝑠𝑖𝑖(𝑡𝑡)), intercept of the long-
term corrosion rate (𝑐𝑐𝑠𝑠𝑖𝑖(𝑡𝑡)), transition time (𝜏𝜏𝑖𝑖) and the time to next failure (Δ𝑇𝑇𝑖𝑖(𝑡𝑡)) 
still need to be determined.  

The degree of saturation is one of the influential parameters in the corrosion of CI 
pipes (Peterson and Melchers, 2012 and Peterson and Melchers, 2013). Therefore, it 
is used here to estimate the corrosion parameters. The failure data are used to 
estimate the time to next failure and is also as an alternative method to estimate the 
corrosion parameters. 

5.2.2.1. Initialising Corrosion Rate using Degree of Saturation 

The degree of saturation (𝐹𝐹𝑟𝑟) for pipe 𝑖𝑖 can be calculated using the average monthly 
volumetric soil moisture content (𝜃𝜃𝑤𝑤,𝑖𝑖,𝑎𝑎𝑎𝑎𝑔𝑔) and the soil porosity (𝜙𝜙𝑖𝑖) shown in Equation 
( 5-2 ). 

𝐹𝐹𝑟𝑟𝑖𝑖  = 𝜃𝜃𝑤𝑤,𝑖𝑖,𝑎𝑎𝑎𝑎𝑔𝑔/𝜙𝜙𝑖𝑖 

( 5-2 ) 

The soil moisture data are collected from the Bureau of Meteorology (BOM) for the 
entire Victoria region as an 8km by 8km grid. They represent the percentage of 
available water in the soil that can be extracted by plants and vegetations. The dataset 
is in daily time-step and values from 2005 to 2016 have been collected. The data were 

𝑇𝑇0,𝑖𝑖(𝑡𝑡) = 0 

𝑐𝑐𝑠𝑠𝑖𝑖(𝑡𝑡) 

𝑒𝑒𝑠𝑠𝑖𝑖(𝑡𝑡) 

Time 

Corroded 
thickness 

𝑇𝑇0,𝑖𝑖(𝑡𝑡) = 20 

𝜏𝜏𝑖𝑖 

𝑒𝑒0,𝑖𝑖 



92 

 

converted into volumetric soil moisture content based on soil reactivity (ST- negligible 
shrink/swell potential, SE-low shrink/swell potential, EX- moderate shrink/swell 
potential; and VE-very high shrink/swell potential) and the Wealth from Water Fact 
Sheet developed for Tasmania (Cotching, 2011) (assuming similar soil characteristic in 
Tasmania and Melbourne) using Equation ( 5-3 ). The permanent wilting point (𝑝𝑝𝑤𝑤𝑝𝑝) 
and field capacity (𝐹𝐹𝐶𝐶) for each soil type are shown in Table 5-4. 

𝜃𝜃𝑤𝑤,𝑖𝑖(𝑑𝑑) = 𝑝𝑝𝑤𝑤𝑝𝑝 + %𝐴𝐴𝑊𝑊𝑖𝑖(𝑑𝑑) ∗ (𝐹𝐹𝐶𝐶 − 𝑝𝑝𝑤𝑤𝑝𝑝) 

( 5-3 ) 

where 𝜃𝜃𝑤𝑤,𝑖𝑖(𝑑𝑑) is the soil moisture content at day 𝑑𝑑 for pipe 𝑖𝑖 ; 𝑝𝑝𝑤𝑤𝑝𝑝 is the permanent 
wilting point; %𝐴𝐴𝑊𝑊𝑖𝑖(𝑑𝑑) is the percentage of available water from BOM for pipe 𝑖𝑖; and 
𝐹𝐹𝐶𝐶 is the field capacity.  

The monthly soil moisture content in month 𝑚𝑚 is calculated as:  

𝜃𝜃𝑤𝑤,𝑖𝑖
′ (𝑚𝑚) =

∑ 𝜃𝜃𝑤𝑤,𝑖𝑖(𝑑𝑑)𝑑𝑑𝑚𝑚
𝑑𝑑=1

𝑑𝑑𝑚𝑚
 

( 5-4 ) 

where 𝑑𝑑𝑚𝑚  is the number of days in month 𝑚𝑚 and 𝜃𝜃𝑤𝑤,𝑖𝑖
′ (𝑚𝑚) is the average daily soil 

moisture for pipe 𝑖𝑖 in month 𝑚𝑚. 

The maximum and minimum yearly soil moisture content are needed to calculate the 
stress for broken back failures, they are shown in Equation ( 5-5 ) and ( 5-6 ) below: 

𝜃𝜃𝑤𝑤,𝑖𝑖,𝑚𝑚𝑎𝑎𝑥𝑥
𝑦𝑦 (𝑡𝑡) = max

𝑚𝑚𝑡𝑡∈𝑡𝑡
𝜃𝜃𝑤𝑤,𝑖𝑖
′ (𝑚𝑚𝑡𝑡) 

( 5-5 ) 

𝜃𝜃𝑤𝑤,𝑖𝑖,𝑚𝑚𝑖𝑖𝑛𝑛
𝑦𝑦 (𝑡𝑡) = min

𝑚𝑚𝑡𝑡∈𝑡𝑡
𝜃𝜃𝑤𝑤,𝑖𝑖
′ (𝑚𝑚𝑡𝑡) 

( 5-6 ) 

where 𝜃𝜃𝑤𝑤,𝑖𝑖,𝑚𝑚𝑎𝑎𝑥𝑥
𝑦𝑦 (𝑡𝑡) is the maximum soil moisture content in year 𝑡𝑡; 𝜃𝜃𝑤𝑤,𝑖𝑖,𝑚𝑚𝑖𝑖𝑛𝑛

𝑦𝑦 (𝑡𝑡) is the 
minimum soil moisture content in year t; 𝑚𝑚𝑡𝑡  is the months that is in year 𝑡𝑡 ; and 
𝜃𝜃𝑤𝑤,𝑖𝑖
′ (𝑚𝑚𝑡𝑡) is the monthly soil moisture content in month 𝑚𝑚𝑡𝑡.  

The average monthly soil moisture (Equation ( 5-7 )) between 2005 and 2016 will be 
used to calculate the degree of saturation. 

𝜃𝜃𝑤𝑤,𝑖𝑖,𝑎𝑎𝑎𝑎𝑔𝑔 =
∑ 𝜃𝜃𝑤𝑤,𝑖𝑖

′ (𝑚𝑚)12∗(2016−2005+1)
𝑚𝑚=1

12 ∗ (2016 − 2005 + 1)
 

( 5-7 ) 
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Table 5-4: Permanent wilting point and field capacity for different soil types. 

Soil 
Reactivity 

Soil Type in Fact 
Sheet 

Permanent Wilting Point (mm 
water/m soil depth) 

Field Capacity (mm 
water/m soil depth) 

ST Sand 70 130 
SE Light clay 240 390 
EX Light clay 240 390 

VE Medium-heavy 
clay 250 390 

 

The porosity of the soil is also required to estimate the 𝐹𝐹𝑟𝑟𝑖𝑖  in Equation ( 5-2 ). Soil 
texture information for the Melbourne metropolitan region was developed as part of 
the Smart Water Fund based on Mckenzie and Hook (1992) and Mckenzie et al. (2000). 
The size of the soil texture grids is 1km by 1km. Each water main can be found in at 
least one grid and the soil texture information is converted into soil porosity based on 
the equations developed by Saxton et al. (2006). If a pipe is found in multiple grids, 
the average porosity value is used instead. 

With the 𝐹𝐹𝑟𝑟 estimated for each water main, they can be used to estimate the corrosion 
parameters. The ‘Advanced Condition Assessment & Pipeline Failure Prediction’ 
project examined corrosion data from CI pipes samples, NBS database and other 
databases. Relationship between the parameters in the corrosion model with the 
degree of saturation was investigated. A summary of the values for the corrosion 
parameters based on the data analysed are shown in Table 5-5. The corrosion 
parameters are filled in for 𝐹𝐹𝑟𝑟  values from 0.7 to 0.8 and 0.9 to 1.0 (underlined) 
because no data were available for 𝐹𝐹𝑟𝑟 in these ranges.  

The corrosion parameters for the water mains will be drawn from Table 5-5 at the 
start of the MPP model depending on the value of 𝐹𝐹𝑟𝑟. Although, the errors for some 
of the results in Table 5-5 are quite large, the mean value in each 𝐹𝐹𝑟𝑟 bin class can still 
serve as a good starting point for the corrosion parameters in the MPP model. 

Table 5-5: Corrosion parameters for different 𝑺𝑺𝑺𝑺 ranges. 

Sr 
rs 

(×10-2 mm yr-1) 
cs 

(mm) 
τ 

(yrs) 
ro 

(×10-2 mm yr-1) 
0.0 < Sr < 0.1 1.62 ± 1.13 0.64 ± 0.34 3.2 ± 2.2 21.62 ± 25.5 
0.1 ≤ Sr < 0.2 3.53 ± 0.46 0.34 ± 0.09 2.1 ± 0.2 19.51 ± 6.1 
0.2 ≤ Sr < 0.3 2.0 ± 1.4 1.1 ± 0.43 4.0 ± 0.92 29.5 ± 18.3 
0.5 ≤ Sr < 0.6 4.49 ± 1.54 4.2 ± 1.3 9.5 ± 4.3 48.7 ± 35.2 
0.6 ≤ Sr < 0.7 3.58 ± 3.5 5.1 ± 2.6 17 ± 9 33.6 ± 34.8 
0.7 ≤ Sr < 0.8 3.58 ± 3.5 5.1 ± 2.6 17 ± 9 33.6 ± 34.8 
0.8 ≤ Sr < 0.9 8.92 ± 2.44 1.6 ± 0.38 2.5 ± 1.7 72.9 ± 61.1 
0.9 ≤ Sr < 1.0 8.92 ± 2.44 1.6 ± 0.38 2.5 ± 1.7 72.9 ± 61.1 

5.2.2.2. Initialising Corrosion Rate using Failure Data 

An alternative method to initialise the corrosion parameters is to use the available 
failure data and part of the results from Table 5-5. The failure data provide the time 
of failure for water mains that have failed in the past. In addition, the failure data can 
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also be used to determine an upper bound for the corrosion rate. If the corrosion rate 
of the water main is higher than the upper bound, at least one failure should have 
been recorded for the pipe. 

Given that 𝜏𝜏𝑖𝑖 , 𝑒𝑒0,𝑖𝑖  and 𝑐𝑐𝑠𝑠𝑖𝑖(𝑡𝑡) are drawn from Table 5-5 with the known degree of 
saturation, the long-term corrosion rate required for the water main to fail at the 
specific time can be estimated using the physical model (discuss in detail in Section 
5.2.3). 

For water mains that have failed, only the first recorded failure event is used to 
estimate the long-term corrosion rate. The 𝑒𝑒𝑠𝑠𝑖𝑖(𝑡𝑡)  and 𝑐𝑐𝑠𝑠𝑖𝑖(𝑡𝑡)  are assumed to be 
constant until the first failure event ( 𝑡𝑡𝑓𝑓,𝑖𝑖,1 ) ( 𝑒𝑒𝑠𝑠𝑖𝑖(1) = 𝑒𝑒𝑠𝑠𝑖𝑖(2) = ⋯𝑒𝑒𝑠𝑠𝑖𝑖�𝑡𝑡𝑓𝑓,𝑖𝑖,1� and 
𝑐𝑐𝑠𝑠𝑖𝑖(1) = 𝑐𝑐𝑠𝑠𝑖𝑖(2) = ⋯𝑐𝑐𝑠𝑠𝑖𝑖�𝑡𝑡𝑓𝑓,𝑖𝑖,1�). The 𝑒𝑒𝑠𝑠𝑖𝑖(𝑡𝑡𝑓𝑓,𝑖𝑖,1) that is required for the pipe to fail at 
the recorded year can be calculated given that the time to failure is known. For 
example, if a pipe is laid in 1920 and the first failure is recorded in 2005. The initial 
𝑒𝑒𝑠𝑠𝑖𝑖(𝑡𝑡𝑓𝑓,𝑖𝑖,1) that will create a sufficient stress concentration factor (𝐹𝐹𝐶𝐶𝐹𝐹𝑖𝑖(𝑐𝑐𝑖𝑖(85)) for the 
pipe to fail at 85 years old can be estimated.  

For pipes without any failures during the observation period, an “artificial” failure 
event is created for the pipe one year after the training period. Then an upper bound 
for the corrosion rate is back calculated following the same process for water mains 
with failures. This is because if the corrosion rate of the water main is higher than the 
upper bound, a failure would have been recorded for the pipe in the failure data. The 
corrosion rates for these pipes are considered as left censored data because only the 
upper bound is known. 

The processes described above can be repeated for every pipe. Then a left-censored 
Weibull distribution is fitted to the back-calculated corrosion rates. When the MPP 
model starts, 𝑒𝑒𝑠𝑠𝑖𝑖(1) values are randomly drawn from the distribution for each pipe in 
the dataset.  

The steps described above are summarised below: 

1. Calculate the age of the pipe at its first recorded failure (𝑡𝑡𝑓𝑓,𝑖𝑖,1) (or the “artificial” 
failure), and the stress concentration factor (SCF) that will cause the nominal 
stress (𝜎𝜎𝑛𝑛,𝑖𝑖) or the maximum bending stress6 (𝜎𝜎𝑏𝑏,𝑖𝑖(𝑡𝑡)) to exceed the tensile 
strength of the pipe (𝜎𝜎𝑡𝑡) with Equation ( 5-8 ) or Equation ( 5-9 ), respectively. 

Given that 𝑐𝑐𝑠𝑠𝑖𝑖�𝑡𝑡𝑓𝑓,𝑖𝑖,1� is drawn from Table 5-5: 

                                                       
6 The maximum bending stress over the training period for the water main is used because using the 
average or minimum bending stress will largely over-estimate the failures in the dataset. 
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𝐹𝐹𝐶𝐶𝐹𝐹𝑖𝑖 �𝑐𝑐�𝑡𝑡𝑓𝑓,𝑖𝑖,1� = 𝑐𝑐𝑠𝑠𝑖𝑖�𝑡𝑡𝑓𝑓,𝑖𝑖,1� + 𝑒𝑒𝑠𝑠𝑖𝑖�𝑡𝑡𝑓𝑓,𝑖𝑖,1�𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖�𝑡𝑡𝑓𝑓,𝑖𝑖,1�� =
𝜎𝜎𝑡𝑡
𝜎𝜎𝑛𝑛,𝑖𝑖

 

( 5-8 ) 

𝐹𝐹𝐶𝐶𝐹𝐹𝑖𝑖 �𝑐𝑐�𝑡𝑡𝑓𝑓,𝑖𝑖,1� = 𝑐𝑐𝑠𝑠𝑖𝑖�𝑡𝑡𝑓𝑓,𝑖𝑖,1� + 𝑒𝑒𝑠𝑠𝑖𝑖�𝑡𝑡𝑓𝑓,𝑖𝑖,1�𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖�𝑡𝑡𝑓𝑓,𝑖𝑖,1�� =
𝜎𝜎𝑡𝑡

𝜎𝜎𝑏𝑏,𝑖𝑖(𝑡𝑡)
 

 ( 5-9 ) 

2. Estimate the 𝑒𝑒𝑠𝑠𝑖𝑖�𝑡𝑡𝑓𝑓,𝑖𝑖,1� required for the SCF to reach the value determined 
from Equation ( 5-8 ) or ( 5-9 ). As the equations for the SCF (discuss in more 
detail in Equation ( 5-15 ) and ( 5-21 ), Section 5.2.3, for longitudinal and broken 
back failures, respectively) are very complex, a graphical method was 
employed to estimate 𝑒𝑒𝑠𝑠𝑖𝑖(𝑡𝑡𝑓𝑓,𝑖𝑖,1). The SCF is plotted against corrosion depth at 
a small step size (Figure 5-2). Given the SCF calculated from Equation ( 5-8 ) or 
( 5-9 ), the corroded depth (𝑐𝑐(𝑡𝑡𝑓𝑓,𝑖𝑖,1)) can be found from the graph, and then 
𝑒𝑒𝑠𝑠𝑖𝑖(𝑡𝑡𝑓𝑓,𝑖𝑖,1) can be estimated with the known 𝑐𝑐𝑠𝑠𝑖𝑖�𝑡𝑡𝑓𝑓,𝑖𝑖,1� and pipe age. 

3. Repeat Step 1. to 2. for every pipe. 

4. Fit a left-censored Weibull distribution to the 𝑒𝑒𝑠𝑠𝑖𝑖(𝑡𝑡𝑓𝑓,𝑖𝑖,1) values estimated using 
the method of Maximum Likelihood. The likelihood function is shown in 
Equation ( 5-10 ) below: 

𝐿𝐿�𝑒𝑒𝑠𝑠𝑖𝑖�𝑡𝑡𝑓𝑓,𝑖𝑖,1�, 𝛾𝛾, 𝜆𝜆� = ��
𝛾𝛾
𝜆𝜆
�
𝑒𝑒𝑠𝑠𝑖𝑖�𝑡𝑡𝑓𝑓,𝑖𝑖,1�

𝜆𝜆
�
𝛾𝛾−1

𝐴𝐴
−�

𝑟𝑟𝑠𝑠𝑖𝑖�𝑡𝑡𝑓𝑓,𝑖𝑖,1�
𝜅𝜅 �

𝛾𝛾

�
𝑖𝑖∈𝑁𝑁𝑁𝑁

��1 − 𝐴𝐴
−�

𝑟𝑟𝑠𝑠𝑖𝑖�𝑡𝑡𝑓𝑓,𝑖𝑖,1�
𝜅𝜅 �

𝛾𝛾

 
�

𝑖𝑖∈𝐿𝐿𝑁𝑁

 

( 5-10 ) 

where 𝛾𝛾 is the shape parameter of the Weibull distribution; 𝜆𝜆 is the scale parameter 
of the Weibull distribution; 𝑁𝑁𝐶𝐶 represents data points that are not censored; and 𝐿𝐿𝐶𝐶 
represents data points that are left-censored. 

5. Draw from the left-censored Weibull distribution for the water mains at the 
start of the MPP model. 

Initialising the corrosion parameters in this way assumes that there were no failure 
events in the network before the failures were recorded by the water utility. This is 
unlikely to be true, but it is a limitation due to data collection. The missing failure 
record could affect the performance of the MPP model as the fitted distribution only 
captures the corrosion rate for a portion of the failures that have occurred in the past. 
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Figure 5-2: SCF (longitudinal failure) for 100mm and 150mm diameter pipes at different corrosion 
depths. 

5.2.2.3. Initialising Time to Next Failure 

The method used to initialise the time to next failure (Δ𝑇𝑇𝑖𝑖(𝑡𝑡)) is also based on failure 
data. The first step is to calculate the time between consecutive failure events for the 
water mains that have multiple failures recorded. The exact time to next failure can 
be calculated except for the first and last failure event (Figure 5-3 in green). The first 
and last failure event can be used to obtain an upper and lower bound for Δ𝑇𝑇𝑖𝑖(𝑡𝑡). This 
is demonstrated using Figure 5-3.  The first failure event can provide an upper bound 
for Δ𝑇𝑇𝑖𝑖(𝑡𝑡) regardless of the number of unknown failure event that have occurred 
before the observation period (Figure 5-3 in green), the time to failure for pipe 𝑖𝑖 will 
not exceed 𝑡𝑡𝑓𝑓,𝑖𝑖,1 . The last recorded failure (𝑚𝑚 − 𝑡𝑡ℎ  failure) (𝑡𝑡𝑓𝑓,𝑖𝑖,𝑚𝑚 ) can be used to 
calculate a lower bound for the Δ𝑇𝑇𝑖𝑖(𝑡𝑡) because failure 𝑚𝑚 + 1 must occur after the 
observation period. 

For upper bound (left-censored data): 

Δ𝑡𝑡𝑖𝑖𝐿𝐿𝐿𝐿 = 𝑡𝑡𝑓𝑓,𝑖𝑖𝐿𝐿𝐿𝐿,1 

For data with the exact time to failure known: 

Δ𝑡𝑡𝑖𝑖𝑁𝑁𝐿𝐿,𝑗𝑗 = 𝑡𝑡𝑓𝑓,𝑖𝑖𝑁𝑁𝐿𝐿,𝑗𝑗+1 − 𝑡𝑡𝑓𝑓,𝑖𝑖𝑁𝑁𝐿𝐿,𝑗𝑗       𝑗𝑗 = 1,2 …𝑚𝑚− 1 

For the lower bound (right-censored data): 

Δ𝑡𝑡𝑖𝑖𝑅𝑅𝐿𝐿 = 𝑡𝑡𝑐𝑐𝑒𝑒 − 𝑡𝑡𝑓𝑓,𝑖𝑖𝑅𝑅𝐿𝐿,𝑚𝑚 

where 𝑁𝑁𝐶𝐶 is the uncensored data point; 𝐿𝐿𝐶𝐶 is the left-censored data point;𝐹𝐹𝐶𝐶 is the 
right-censored data point; Δ𝑡𝑡𝑖𝑖𝑁𝑁𝐿𝐿,𝑗𝑗 is the time to next failure after the j-th event for the 
i-th pipes that is uncensored; Δ𝑡𝑡𝑖𝑖𝐿𝐿𝐿𝐿 is the upper bound data point for pipe 𝑖𝑖 that is left-
censored; Δ𝑡𝑡𝑖𝑖𝑅𝑅𝐿𝐿  is the lower bound data point for pipe 𝑖𝑖 that is right-censored; 𝑡𝑡𝑓𝑓,𝑖𝑖,𝑗𝑗 is 
the time to the j-th failure for pipe 𝑖𝑖; and 𝑡𝑡𝑐𝑐𝑒𝑒 the end of data collection  
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For example, given that the failure data have been collected between 1999 and 2004, 
a pipe that was constructed in 1980 has two failures recorded, one in 2000 and one in 
2002. An upper bound can be found for the pipe using the first failure, the time to next 
failure must not exceed 20 years (1999-1980). Otherwise, the first failure should have 
been recorded after 2000. For the first failure event, the time to next failure will be 2 
years (2002-2000). For the second failure event, a lower bound can be calculated 
because it is the last recorded failure in the observation period. The time to next 
failure must be at least 3 years or more. Otherwise, another failure would have been 
recorded for the pipe. 

After calculating the time between the failure events for all the failed pipes, the values 
are fitted to a left- and right-censored Weibull distribution. When a pipe failure occurs, 
a value will be randomly drawn from the distribution for Δ𝑇𝑇𝑖𝑖(𝑡𝑡) to adjust the corrosion 
parameters in the model. The steps in estimating the time to next failure is listed 
below: 

1. Calculate the time to next failure for all the pipes with failures recorded. 

2. Fit the time between failure events to the left- and right-censored Weibull 
distribution using the method of Maximum Likelihood. The likelihood function 
can be expressed as: 

𝐿𝐿(𝛾𝛾, 𝜆𝜆) = � � �
𝛾𝛾
𝜆𝜆 �
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( 5-11 ) 

Figure 5-3: Time to next failure for censored and uncensored data. 

Pipe laid 
at 𝑡𝑡 = 0 

Start of data 
collection at 
𝑡𝑡 = 𝑡𝑡𝑐𝑐𝑠𝑠 

End of data 
collection at 
𝑡𝑡 = 𝑡𝑡𝑐𝑐𝑒𝑒 

Time between 
failure event is 

known 

Upper bound 
for time to next 

failure 

Lower bound 
for time to next 

failure Failure occurs after end of 
data collection. The exact 
failure time is unknown. 

The exact failure time is 
known for the event is 

known. 

Failure might have 
occurred before the 

start of data collection. 
     

𝑡𝑡 = 𝑡𝑡𝑓𝑓,𝑖𝑖,1 𝑡𝑡 = 𝑡𝑡𝑓𝑓,𝑖𝑖,𝑚𝑚 𝑡𝑡 = 𝑡𝑡𝑓𝑓,𝑖𝑖,𝑚𝑚+1 Time to next 
failure ≤ 𝑡𝑡𝑓𝑓,𝑖𝑖,1 



98 

 

where 𝛾𝛾 is the shape parameter of the Weibull distribution; 𝜆𝜆 is the scale parameter 
of the Weibull distribution; 𝑚𝑚𝑖𝑖 is the maximum number of observed failures in pipe 𝑖𝑖; 
𝑛𝑛𝑁𝑁𝑁𝑁  is the number of pipes that are not censored; 𝑛𝑛𝐿𝐿𝑁𝑁  is the number of pipes that are 
left-censored; and 𝑛𝑛𝑅𝑅𝑁𝑁  is the number of pipes that are right censored. 

3. When Δ𝑇𝑇𝑖𝑖(𝑡𝑡) is required, draw a value randomly from the distribution. 

Since the time to next failure is based on the failure data, it will suffer from the same 
drawback as those discussed with initialising corrosion parameters using failure data 
(Section 5.2.2.2). 

5.2.3 Physical Models 

Two different physical models are used in the MPP model, one to account for 
longitudinal split failures, and one to account for broken back failures in CI pipes. 

5.2.3.1. Longitudinal Split Failures 

Longitudinal split failures are modelled using the work from the ‘Advanced Condition 
Assessment & Pipeline Failure Prediction Project’. The project developed a physical 
model for large diameter (>=300mm) CI pipes with elliptical corrosion patches on the 
external surface (Ji et al., 2015). The model will be applied to both small and large 
diameter pipes in this study, and the configuration of the corrosion patch is shown in 
Figure 5-4, where the patch is simplified to a circular shape. The maximum stress of 
the pipe at time t can be defined as shown in Equation  ( 5-12 ). The nominal stress is 
calculated using the equation for thin-walled pressure vessel (Equation  ( 5-13 )) but 
can be replaced by the equation developed by Robert et al. (2016) as part of the 
‘Advanced Condition Assessment & Pipeline Failure Prediction Project’. The SCF can 
be estimated using Equation ( 5-15 ).  

 

 

Figure 5-4: Configuration of corrosion patch. 

𝜎𝜎𝑚𝑚,𝑖𝑖 = 𝜎𝜎𝑛𝑛,𝑖𝑖𝐹𝐹𝐶𝐶𝐹𝐹𝑖𝑖(𝑐𝑐𝑖𝑖(𝑡𝑡)) 

 ( 5-12 ) 

𝜎𝜎𝑛𝑛,𝑖𝑖 =
𝑃𝑃𝑖𝑖𝐷𝐷𝑖𝑖
2𝑡𝑡𝑖𝑖′

 

 ( 5-13 ) 

Patch radius Corroded 
thickness 

Pipe 
thickness 
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𝑐𝑐𝑖𝑖(𝑡𝑡) = 𝑐𝑐𝑠𝑠𝑖𝑖(𝑡𝑡) + 𝑒𝑒𝑠𝑠𝑖𝑖(𝑡𝑡)𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖(𝑡𝑡) 

( 5-14 ) 

𝐹𝐹𝐶𝐶𝐹𝐹𝑖𝑖(𝑐𝑐𝑖𝑖(𝑡𝑡))

=

�3(1 − 𝜈𝜈2)4

2 + 𝛼𝛼1

⎝

⎛𝑃𝑃𝐵𝐵 ∗ 𝑐𝑐𝑖𝑖(𝑡𝑡)

�𝐷𝐷𝑖𝑖2 𝑡𝑡𝑖𝑖′ ⎠

⎞

𝛽𝛽1

+ 𝛼𝛼2

⎝

⎛𝑃𝑃𝐵𝐵 ∗ 𝑐𝑐𝑖𝑖(𝑡𝑡)

�𝐷𝐷𝑖𝑖2 𝑡𝑡𝑖𝑖′ ⎠

⎞

𝛽𝛽2

+ 𝛼𝛼3

⎝

⎛ 𝑐𝑐𝑖𝑖(𝑡𝑡)

�𝐷𝐷𝑖𝑖2 𝑡𝑡𝑖𝑖′⎠

⎞

𝛽𝛽3

�3(1 − 𝜈𝜈2)4

2 + 𝛼𝛼4

⎝

⎛𝑃𝑃𝐵𝐵 ∗ 𝑐𝑐𝑖𝑖(𝑡𝑡)

�𝐷𝐷𝑖𝑖2 𝑡𝑡𝑖𝑖′ ⎠

⎞

𝛽𝛽4

+ 𝛼𝛼5

⎝

⎛𝑃𝑃𝐵𝐵 ∗ 𝑐𝑐𝑖𝑖(𝑡𝑡)

�𝐷𝐷𝑖𝑖2 𝑡𝑡𝑖𝑖′ ⎠

⎞

𝛽𝛽5

+ 𝛼𝛼6

⎝

⎛ 𝑐𝑐𝑖𝑖(𝑡𝑡)

�𝐷𝐷𝑖𝑖2 𝑡𝑡𝑖𝑖′⎠

⎞

𝛽𝛽6
�

𝑡𝑡𝑖𝑖′

𝑡𝑡𝑖𝑖′ − 𝑐𝑐𝑖𝑖(𝑡𝑡)
�
𝛽𝛽7

 

( 5-15 ) 

where 𝜈𝜈  is the Poisson ratio and is taken as 0.3 for all pipes; 𝑃𝑃 is the static water 
pressure of the pipe; and 𝛼𝛼1 to 𝛼𝛼6 and 𝛽𝛽1 to 𝛽𝛽7 (Table 5-6) are coefficients that have 
been estimated from a large number of Finite Element Analysis using nonlinear least 
square regression methods (Ji et al., 2015). Other parameters have already been 
defined in Table 5-3 . The corrosion process is modelled as described in Section 5.2.1. 
Since the CI pipes under consideration have been laid for a long time, they are 
assumed to have past the first corrosion stage of the bi-linear model and only the 
second stage of the corrosion model is considered in the study (Equation ( 5-1 )).  Note 
that a minimum nominal stress of 1MPa was imposed on the pipes as some of the 
steady-state pressure estimated (based on a hydraulic model used by the utility) was 
lower than expected. 

As stated earlier, the physical model used to estimate longitudinal failure was 
developed for the large diameter pipe. The model is still applicable to the small 
diameter pipe because the failure mechanism is the same. The possible limitation of 
the model would likely come from the nominal stress equation (Equation  ( 5-13 )). 
Equation  ( 5-13 ) is developed on the basis of a thin-walled pressure vessel. This 
requires the thickness of the pipe wall to be much less than the radius of the pipe 
(general rule is that the ratio of radius to wall thickness is greater than 10) (Gere, 2003). 
Based on the equation for pipe thickness in Table 5-3, the thickness of a 300mm large 
diameter pipe is estimated to be 14.45mm and satisfies this general rule. Therefore, 
it is considered that the thin-walled pressure vessel equation is applicable for large 
diameter pipes.  

On the other hand, the wall thickness is approximately 9.41mm for a 100mm diameter 
pipe, which just satisfies this general rule. As the pipe diameter reduces, the ratio of 
pipe radius to pipe wall thickness can no longer be considered as a thin-walled 
pressure vessel. Therefore, using Equation  ( 5-13 ) to estimate the nominal stress for 
small diameter pipes may impact on the overall performance of the MPP model. 
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Table 5-6: Estimated coefficients for the parameters in Equation ( 5-15 ). 

Parameters Coefficients 
𝜶𝜶𝟏𝟏 33.91 
𝜶𝜶𝟐𝟐 34.89 
𝜶𝜶𝟑𝟑 0.00 
𝜶𝜶𝟒𝟒 17.74 
𝜶𝜶𝟎𝟎 20.01 
𝜶𝜶𝟔𝟔 94.57 
𝜷𝜷𝟏𝟏 1.90 
𝜷𝜷𝟐𝟐 3.67 
𝜷𝜷𝟑𝟑 5.00 
𝜷𝜷𝟒𝟒 2.42 
𝜷𝜷𝟎𝟎 1.69 
𝜷𝜷𝟔𝟔 3.38 
𝜷𝜷𝟕𝟕 0.51 

 

5.2.3.2. Broken Back Failures 

The bending stress equation has been developed for water mains subjected to ground 
movements in reactive soil regions. The common hotspots for broken back failures are 
under the driveway and around locations where the pipe cross covered areas (e.g. 
road). These areas can restraint the movement of soils and can control the change of 
soil moisture content. During dry summer periods, a differential in soil moisture 
content is created around driveways as the driveway reduces the rate of soil moisture 
loss, causing the pipe to bend in the manner shown in Figure 5-5 and generates high 
bending stress close to the centre of the driveway. In wet winter periods, the driveway 
restraints the swelling of the soils, causing the pipe to bend as shown in Figure 5-6 and 
the maximum bending stress can be found near the edge of the driveway. In the case 
of corroded CI pipes, the bending stress on the pipe is further intensified as a result of 
external corrosion (the SCF is taken as the inverse of the stress intensity factor 
developed by Antaki (2003)).  

 

 

 

 

 

 

 

 

Figure 5-5: Bending of pipe subjected to soil drying. 

Driveway 

Soil Soil 
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The equations to estimate the wetting and drying bending stress (more detail on the 
development of the bending stress equations can be found in Weerasinghe (in 
preparation)) of the pipe in year 𝑡𝑡 are shown in Table 5-7. The coefficients used in the 
bending stress equation are subjected to the soil moisture conditions and the size of 
the driveway above the pipe. In this study, all pipes analysed are assumed to cross a 
single driveway because the location and the size of the driveway are not currently 
linked to the pipe asset database. There will be cases where this assumption will not 
hold and might impact on the performance of the model.  

The maximum change in the soil moisture content in year 𝑡𝑡 for the drying and wetting 
scenario are calculated using Equation ( 5-16 ) and ( 5-17 ), respectively; the second 
moment of area, 𝐴𝐴,  can be calculated using Equation ( 5-18 ); the maximum bending 
stress in year 𝑡𝑡 is the maximum bending stress out of all months in year 𝑡𝑡 (Equation 
( 5-19 )); the equation for the maximum stress is shown in Equation ( 5-20 ); and the 
calculation of the SCF is shown in Equation( 5-21 ).  

Table 5-7: Bending stress equations for broken back failures under different conditions. 

Change in Soil 
Moisture 

Single Driveway Dual Driveway 

Soil Drying 
Δ𝜃𝜃𝑤𝑤,𝑖𝑖,𝑑𝑑𝑟𝑟𝑦𝑦(𝑡𝑡) is 

negative 

𝝈𝝈𝒃𝒃,𝒊𝒊,𝒅𝒅𝑺𝑺𝒅𝒅
′ (𝒕𝒕) =

𝑴𝑴𝑴𝑴𝑺𝑺𝒊𝒊,𝒎𝒎𝒂𝒂𝒙𝒙
𝒋𝒋𝒊𝒊𝟐𝟐

(𝑫𝑫𝒊𝒊 + 𝟐𝟐𝒕𝒕𝒊𝒊′)
𝟐𝟐

 

𝑺𝑺𝒊𝒊,𝒎𝒎𝒂𝒂𝒙𝒙 = 𝟎𝟎.𝟎𝟎
𝟎𝟎.𝟎𝟎𝟐𝟐𝚫𝚫𝑮𝑮𝚫𝚫𝜽𝜽𝒘𝒘,𝒊𝒊,𝒅𝒅𝑺𝑺𝒅𝒅(𝒕𝒕)

𝟐𝟐
 

𝑴𝑴 =
𝟏𝟏

𝟏𝟏 + 𝟕𝟕𝟔𝟔𝟎𝟎.𝟑𝟑𝟏𝟏𝟒𝟒� 𝑰𝑰𝒋𝒋𝟒𝟒�
𝟎𝟎.𝟎𝟎𝟔𝟔𝟒𝟒𝟕𝟕 

𝒋𝒋 = 𝟖𝟖𝟒𝟒𝟑𝟑 

𝝈𝝈𝒃𝒃,𝒊𝒊,𝒅𝒅𝑺𝑺𝒅𝒅
′ (𝒕𝒕) =

𝑴𝑴𝑴𝑴𝑺𝑺𝒊𝒊,𝒎𝒎𝒂𝒂𝒙𝒙
𝒋𝒋𝒊𝒊𝟐𝟐

(𝑫𝑫𝒊𝒊 + 𝟐𝟐𝒕𝒕𝒊𝒊′)
𝟐𝟐

 

𝑺𝑺𝒊𝒊,𝒎𝒎𝒂𝒂𝒙𝒙 = 𝟎𝟎.𝟕𝟕𝟎𝟎
𝟎𝟎.𝟎𝟎𝟐𝟐𝚫𝚫𝑮𝑮𝚫𝚫𝜽𝜽𝒘𝒘,𝒊𝒊,𝒅𝒅𝑺𝑺𝒅𝒅(𝒕𝒕)

𝟐𝟐
 

𝑴𝑴 =
𝟏𝟏

𝟏𝟏 + 𝟕𝟕𝟔𝟔𝟎𝟎.𝟑𝟑𝟏𝟏𝟒𝟒� 𝑰𝑰𝒋𝒋𝟒𝟒�
𝟎𝟎.𝟎𝟎𝟔𝟔𝟒𝟒𝟕𝟕 

𝒋𝒋 = 𝟏𝟏𝟖𝟖𝟑𝟑𝟐𝟐 

Soil Wetting 
Δ𝜃𝜃𝑤𝑤,𝑖𝑖,𝑤𝑤𝑒𝑒𝑡𝑡(𝑡𝑡) is 

positive 

𝝈𝝈𝒃𝒃,𝒊𝒊,𝒘𝒘𝒆𝒆𝒕𝒕
′ (𝒕𝒕) =

𝑴𝑴𝑴𝑴𝑺𝑺𝒊𝒊,𝒎𝒎𝒂𝒂𝒙𝒙
𝒋𝒋𝒊𝒊𝟐𝟐

(𝑫𝑫𝒊𝒊 + 𝟐𝟐𝒕𝒕𝒊𝒊′)𝒆𝒆−𝟎𝟎.𝟎𝟎

√𝟖𝟖𝝅𝝅
 

𝑺𝑺𝒊𝒊,𝒎𝒎𝒂𝒂𝒙𝒙 = 𝟎𝟎.𝟎𝟎
𝟎𝟎.𝟎𝟎𝟐𝟐𝚫𝚫𝑮𝑮𝚫𝚫𝜽𝜽𝒘𝒘,𝒊𝒊,𝒘𝒘𝒆𝒆𝒕𝒕(𝒕𝒕)

𝟐𝟐
 

𝑴𝑴 =
𝟏𝟏

𝟏𝟏 + 𝟏𝟏𝟖𝟖𝟔𝟔.𝟏𝟏𝟖𝟖𝟐𝟐� 𝑰𝑰𝒋𝒋𝟒𝟒�
𝟎𝟎.𝟑𝟑𝟐𝟐𝟏𝟏𝟕𝟕 

𝒋𝒋 = 𝟑𝟑𝟖𝟖𝟎𝟎 

𝝈𝝈𝒃𝒃,𝒊𝒊,𝒘𝒘𝒆𝒆𝒕𝒕
′ (𝒕𝒕)

=
𝑴𝑴𝑴𝑴𝑺𝑺𝒊𝒊,𝒎𝒎𝒂𝒂𝒙𝒙

𝒋𝒋𝒊𝒊𝟐𝟐
(𝑫𝑫𝒊𝒊 + 𝟐𝟐𝒕𝒕𝒊𝒊′)𝒆𝒆−𝟎𝟎.𝟎𝟎

√𝟖𝟖𝝅𝝅
 

𝑺𝑺𝒊𝒊,𝒎𝒎𝒂𝒂𝒙𝒙 = 𝟎𝟎.𝟕𝟕𝟎𝟎
𝟎𝟎.𝟎𝟎𝟐𝟐𝚫𝚫𝑮𝑮𝚫𝚫𝜽𝜽𝒘𝒘,𝒊𝒊,𝒘𝒘𝒆𝒆𝒕𝒕(𝒕𝒕)

𝟐𝟐
 

𝑴𝑴 =
𝟏𝟏

𝟏𝟏 + 𝟏𝟏𝟖𝟖𝟔𝟔.𝟏𝟏𝟖𝟖𝟐𝟐� 𝑰𝑰𝒋𝒋𝟒𝟒�
𝟎𝟎.𝟑𝟑𝟐𝟐𝟏𝟏𝟕𝟕 

𝒋𝒋 = 𝟑𝟑𝟐𝟐𝟏𝟏 

Figure 5-6: Bending of pipe subjected to soil wetting. 

Driveway Soil 
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Δ𝜃𝜃𝑤𝑤,𝑖𝑖,𝑤𝑤𝑒𝑒𝑡𝑡(𝑡𝑡) = 𝜃𝜃𝑤𝑤,𝑖𝑖,𝑎𝑎𝑎𝑎𝑔𝑔 − 𝜃𝜃𝑤𝑤,𝑖𝑖,𝑚𝑚𝑎𝑎𝑥𝑥
𝑦𝑦 (𝑡𝑡) 

( 5-16 ) 

Δ𝜃𝜃𝑤𝑤,𝑖𝑖,𝑑𝑑𝑟𝑟𝑦𝑦(𝑡𝑡) = 𝜃𝜃𝑤𝑤,𝑖𝑖,𝑎𝑎𝑎𝑎𝑔𝑔 − 𝜃𝜃𝑤𝑤,𝑖𝑖,𝑚𝑚𝑖𝑖𝑛𝑛
𝑦𝑦 (𝑡𝑡) 

( 5-17 ) 

𝐴𝐴𝑖𝑖 =
𝜋𝜋

64
[(𝐷𝐷𝑖𝑖 + 2𝑡𝑡𝑖𝑖′)4 − 𝐷𝐷𝑖𝑖4] 

( 5-18 ) 

𝜎𝜎𝑏𝑏,𝑖𝑖(𝑡𝑡) = max �𝜎𝜎𝑏𝑏,𝑖𝑖,𝑑𝑑𝑟𝑟𝑦𝑦
′ (𝑡𝑡)𝑚𝑚,𝜎𝜎𝑏𝑏,𝑖𝑖,𝑤𝑤𝑒𝑒𝑡𝑡

′ (𝑡𝑡)� 

( 5-19 )  

𝜎𝜎𝑚𝑚,𝑖𝑖(𝑡𝑡) = 𝜎𝜎𝑏𝑏,𝑖𝑖(𝑡𝑡)𝐹𝐹𝐶𝐶𝐹𝐹𝑖𝑖(𝑐𝑐𝑖𝑖(𝑡𝑡)) 

( 5-20 ) 

𝐹𝐹𝐶𝐶𝐹𝐹𝑖𝑖(𝑐𝑐𝑖𝑖(𝑡𝑡)) =
1

1 − 𝑑𝑑𝑒𝑒𝑓𝑓𝑓𝑓𝑡𝑡𝑖𝑖′
 

( 5-21 ) 

𝑑𝑑𝑒𝑒𝑓𝑓𝑓𝑓 =
𝑐𝑐𝑖𝑖(𝑡𝑡)(1 − 1 𝑓𝑓⁄ )
1 − 𝑐𝑐𝑖𝑖(𝑡𝑡) 𝑡𝑡𝑖𝑖′𝑓𝑓⁄  

( 5-22 ) 

𝑓𝑓 = �1 +
(𝑃𝑃𝐵𝐵 ∗ 𝑐𝑐𝑖𝑖(𝑡𝑡) 𝑡𝑡𝑖𝑖′⁄ )2

2
 

( 5-23 ) 

𝑐𝑐𝑖𝑖(𝑡𝑡) = 𝑐𝑐𝑠𝑠𝑖𝑖(𝑡𝑡) + 𝑒𝑒𝑠𝑠𝑖𝑖(𝑡𝑡)𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖(𝑡𝑡) 

( 5-24 ) 

where Δ𝜃𝜃𝑤𝑤,𝑖𝑖,𝑤𝑤𝑒𝑒𝑡𝑡(𝑡𝑡) is the maximum change in average soil moisture content for the 
wetting scenario in year 𝑡𝑡 for pipe 𝑖𝑖; Δ𝜃𝜃𝑤𝑤,𝑖𝑖,𝑑𝑑𝑟𝑟𝑦𝑦(𝑡𝑡) is the maximum change in average 
soil moisture content for the drying scenario in year 𝑡𝑡 for pipe 𝑖𝑖; 𝜃𝜃𝑤𝑤,𝑖𝑖,𝑎𝑎𝑎𝑎𝑔𝑔 is the average 
monthly soil moisture for the observation period (Equation ( 5-7 ));𝜃𝜃𝑤𝑤,𝑖𝑖,𝑚𝑚𝑎𝑎𝑥𝑥

𝑦𝑦 (𝑡𝑡) is the 

maximum average soil moisture content estimated from Equation ( 5-5 ); 𝜃𝜃𝑤𝑤,𝑖𝑖,𝑚𝑚𝑖𝑖𝑛𝑛
𝑦𝑦 (𝑡𝑡) 

is the minimum average soil moisture content estimated from Equation ( 5-6 ); 
𝜎𝜎𝑏𝑏,𝑖𝑖,𝑑𝑑𝑟𝑟𝑦𝑦
′ (𝑡𝑡) is the drying bending stress; 𝜎𝜎𝑏𝑏,𝑖𝑖,𝑤𝑤𝑒𝑒𝑡𝑡

′ (𝑡𝑡) is the wetting bending stress; 𝜎𝜎𝑏𝑏,𝑖𝑖(𝑡𝑡) 
is the maximum bending stress in year 𝑡𝑡  for pipe 𝑖𝑖 ; and the rest of the other 
parameters have been defined in Table 5-3. 
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The condition of the pipe is represented using the damage factor (𝐷𝐷𝐹𝐹𝑖𝑖(𝑡𝑡)) for both 
failure modes. It is expressed as (inverse of the factor of safety): 

𝐷𝐷𝐹𝐹𝑖𝑖(𝑡𝑡) =
𝜎𝜎𝑚𝑚,𝑖𝑖(𝑡𝑡)
𝜎𝜎𝑡𝑡

 

( 5-25 ) 

When 𝐷𝐷𝐹𝐹𝑖𝑖(𝑡𝑡) ≥ 1, the MPP model estimates a failure in year 𝑡𝑡 (Equation  ( 5-26 )), if 
𝐷𝐷𝐹𝐹𝑖𝑖(𝑡𝑡) < 1, the water main operates normally in year t (Equation  ( 5-26 )).  

𝐹𝐹𝑖𝑖(𝑡𝑡) = �1,𝐷𝐷𝐹𝐹𝑖𝑖(𝑡𝑡) ≥ 1
0,𝐷𝐷𝐹𝐹𝑖𝑖(𝑡𝑡) < 1 

 ( 5-26 ) 

In the first training year of the model (before the corrosion parameters are updated), 
it is possible for the estimated 𝐷𝐷𝐹𝐹𝑖𝑖(𝑡𝑡) to be much larger than 1. This is because the 
high corrosion rate estimated from 𝐹𝐹𝑟𝑟 or drawn from the corrosion rate distribution is 
combined with a high nominal or bending stress, leading to a large 𝐷𝐷𝐹𝐹𝑖𝑖(𝑡𝑡)  value. 
However, as the model progress through the years, the updating of the corrosion 
parameters (discussed in the next section) will be able to solve this issue for the 
remaining periods 

5.2.4 Update of Corrosion Parameters 

The main variables that control the 𝐷𝐷𝐹𝐹𝑖𝑖(𝑡𝑡) are the two corrosion parameters (𝑒𝑒𝑠𝑠𝑖𝑖(𝑡𝑡) 
and 𝑐𝑐𝑠𝑠𝑖𝑖(𝑡𝑡)) in the physical model. If the corrosion parameters are not reflecting the 
corrosion environment of the pipe correctly, the 𝐷𝐷𝐹𝐹𝑖𝑖(𝑡𝑡) estimated for the pipe will 
not be accurate. For example, a failure could be found in a pipe where the physical 
model estimates 𝐷𝐷𝐹𝐹𝑖𝑖(𝑡𝑡) < 1  in year t because the corrosion parameters were 
underestimated. Therefore, to improve the accuracy of the estimated 𝐷𝐷𝐹𝐹𝑖𝑖(𝑡𝑡), the 
corrosion parameters are updated when there is a mismatch between the damage 
factor and the failure data. This only applies to the training period of the model 
because failure records are not available in the future.  

Two updating approaches have been considered, one for MPP-P1 (Table 5-8) and one 
for MPP-P2 (Table 5-9). The method used to initialise the long-term corrosion rate 
does not affect the updating process. A (*) is used to represent the updated corrosion 
parameters. Each time the parameters are updated, the model will recalculate the 
𝐷𝐷𝐹𝐹𝑖𝑖(𝑡𝑡)  and compare it with the observed failure data to check whether further 
adjustments are required. However, the failure of a pipe (𝐹𝐹𝑖𝑖(𝑡𝑡)) is calculated only 
before the corrosion parameters are updated (equals to 1 if model estimates a failure 
in time 𝑡𝑡). Note that an upper bound is set for the 𝑒𝑒𝑠𝑠𝑖𝑖(𝑡𝑡), it must not exceed the initial 
corrosion rate (𝑒𝑒0,𝑖𝑖) estimated using the 𝐹𝐹𝑟𝑟 from Table 5-5. 
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Table 5-8: Updating method for MPP-P1 model. 

Observed 
Failure Data 

Estimated 
𝑫𝑫𝑭𝑭𝒊𝒊(𝒕𝒕) ≥ 𝟏𝟏 

Explanation Action 

Yes Yes 

The water main is corroding at the correct 
rate. A failure has occurred, 𝒄𝒄𝒔𝒔𝒊𝒊(𝒕𝒕)  is 
reduced for the remaining segments using 
𝚫𝚫𝑻𝑻𝒊𝒊(𝒕𝒕) as they have better coating quality, 
giving a longer holiday period. 
A failure is estimated for the pipe. 

• Corrosion parameters for next period: 
𝑺𝑺𝒔𝒔𝒊𝒊(𝒕𝒕 + 𝟏𝟏) = 𝑺𝑺𝒔𝒔𝒊𝒊(𝒕𝒕) 

𝒄𝒄𝒔𝒔𝒊𝒊(𝒕𝒕 + 𝟏𝟏) = 𝒄𝒄𝒔𝒔𝒊𝒊(𝒕𝒕) − 𝚫𝚫𝑻𝑻𝒊𝒊(𝒕𝒕)𝑺𝑺𝒔𝒔𝒊𝒊(𝒕𝒕) 
• Record a failure for the pipe: 

𝑭𝑭𝒊𝒊(𝒕𝒕) = 𝟏𝟏 

Yes No 

The water main is corroding too slow, the 
corrosion rate has to be increased. The 
updated corrosion rate for the year is 
estimated with the equation shown on the 
right using the graphical method discussed 
in Section 5.2.2.2. 
The failure influence factor is calculated as 
well because an unexpected failure has 
occurred (discussed in more detail in 
Section 5.2.5). 

• Increase corrosion rate by finding the 
𝑺𝑺𝒔𝒔𝒊𝒊∗(𝒕𝒕)  that satisfies the following 
equation: 

Longitudinal failure: 

𝑺𝑺𝑺𝑺𝑭𝑭𝒊𝒊�𝒄𝒄𝒔𝒔𝒊𝒊(𝒕𝒕) + 𝑺𝑺𝒔𝒔𝒊𝒊∗(𝒕𝒕)𝑨𝑨𝑨𝑨𝒆𝒆𝒊𝒊(𝒕𝒕)� =
𝝈𝝈𝒕𝒕,𝒊𝒊
𝝈𝝈𝒏𝒏,𝒊𝒊

 

Broken back failure: 

𝑺𝑺𝑺𝑺𝑭𝑭𝒊𝒊�𝒄𝒄𝒔𝒔𝒊𝒊(𝒕𝒕) + 𝑺𝑺𝒔𝒔𝒊𝒊∗(𝒕𝒕)𝑨𝑨𝑨𝑨𝒆𝒆𝒊𝒊(𝒕𝒕)� =
𝝈𝝈𝒕𝒕,𝒊𝒊

𝝈𝝈𝒃𝒃,𝒊𝒊(𝒕𝒕)
 

• If 𝑺𝑺𝒔𝒔𝒊𝒊∗(𝒕𝒕) is estimated to be greater than 
𝑺𝑺𝟎𝟎,𝒊𝒊 , 𝒄𝒄𝒔𝒔𝒊𝒊(𝒕𝒕)  is increased by 0.1 until the 
model estimate a failure (𝑫𝑫𝑭𝑭𝒊𝒊(𝒕𝒕) ≥ 𝟏𝟏). 

• The failure influence factor: 

𝒇𝒇𝒊𝒊(𝒕𝒕) =
𝑺𝑺𝒔𝒔𝒊𝒊∗(𝒕𝒕)
𝑺𝑺𝒔𝒔𝒊𝒊(𝒕𝒕)

− 𝟏𝟏 

No Yes 

The water main is corroding too fast. The 
corrosion rate is updated with the equation 
shown on the right using the graphical 
method discussed in Section 5.2.2.2. 𝒄𝒄𝒔𝒔𝒊𝒊(𝒕𝒕) 
is reduced using 𝚫𝚫𝑻𝑻𝒊𝒊(𝒕𝒕)  because the 
coating quality is better than expected. The 
pipe will fail again in 𝚫𝚫𝑻𝑻𝒊𝒊(𝒕𝒕) year. 
A failure is estimated for the pipe. 

• Reduce corrosion rate by finding the 
𝑺𝑺𝒔𝒔𝒊𝒊∗(𝒕𝒕)  that satisfies the following 
equation, this ensures that the pipe is not 
corroding too fast (e.g. failure before the 
start of the analysis period): 

Longitudinal failure: 

𝑺𝑺𝑺𝑺𝑭𝑭𝒊𝒊�𝒄𝒄𝒔𝒔𝒊𝒊(𝒕𝒕) + 𝑺𝑺𝒔𝒔𝒊𝒊∗(𝒕𝒕)𝑨𝑨𝑨𝑨𝒆𝒆𝒊𝒊(𝒕𝒕)� =
𝝈𝝈𝒕𝒕,𝒊𝒊
𝝈𝝈𝒏𝒏,𝒊𝒊

 

Broken back failure: 

𝑺𝑺𝑺𝑺𝑭𝑭𝒊𝒊�𝒄𝒄𝒔𝒔𝒊𝒊(𝒕𝒕) + 𝑺𝑺𝒔𝒔𝒊𝒊∗(𝒕𝒕)𝑨𝑨𝑨𝑨𝒆𝒆𝒊𝒊(𝒕𝒕)� =
𝝈𝝈𝒕𝒕,𝒊𝒊

𝝈𝝈𝒃𝒃,𝒊𝒊(𝒕𝒕)
 

• Update the intercept of the corrosion 
parameter 

𝒄𝒄𝒔𝒔𝒊𝒊∗(𝒕𝒕) = 𝒄𝒄𝒔𝒔𝒊𝒊(𝒕𝒕) − 𝚫𝚫𝑻𝑻𝒊𝒊(𝒕𝒕)𝑺𝑺𝒔𝒔𝒊𝒊∗(𝒕𝒕) 
• Record a failure for the pipe 

𝑭𝑭𝒊𝒊(𝒕𝒕) = 𝟏𝟏 

No No 
No action required to adjust the corrosion 
parameters. 
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Table 5-9: Updating method for MPP-P2 model. 

Observed 
Failure Data 

Estimated 
𝑫𝑫𝑭𝑭𝒊𝒊(𝒕𝒕) ≥ 𝟏𝟏 

Explanation Action 

Yes Yes 

The water main is corroding at the 
correct rate. A failure has occurred, 
𝑺𝑺𝒔𝒔𝒊𝒊(𝒕𝒕)  is reduced for the remaining 
segments of the pipe using 𝚫𝚫𝑻𝑻𝒊𝒊(𝒕𝒕). 
A failure is estimated for the pipe. 

• Corrosion parameters for next period: 

𝑺𝑺𝒔𝒔𝒊𝒊(𝒕𝒕 + 𝟏𝟏) =
𝑺𝑺𝒔𝒔𝒊𝒊(𝒕𝒕)𝑨𝑨𝑨𝑨𝒆𝒆𝒊𝒊(𝒕𝒕)

𝑨𝑨𝑨𝑨𝒆𝒆𝒊𝒊(𝒕𝒕) + 𝚫𝚫𝑻𝑻𝒊𝒊(𝒕𝒕)
 

• Record a failure for the pipe: 
𝑭𝑭𝒊𝒊(𝒕𝒕) = 𝟏𝟏 

Yes No 

The water main is corroding too slow, 
the corrosion rate has to be increased. 
The updated corrosion rate for the year 
is estimated with the equation shown 
on the right using the graphical method 
discussed in Section 5.2.2.2.  
The failure influence factor is calculated 
because an unexpected failure has 
occurred (discussed in more detail in 
Section 5.2.5). 

• Increase corrosion rate by finding the 𝑺𝑺𝒔𝒔𝒊𝒊∗(𝒕𝒕)  that 
satisfies the following equation: 

Longitudinal failure: 

𝑺𝑺𝑺𝑺𝑭𝑭𝒊𝒊�𝒄𝒄𝒔𝒔𝒊𝒊(𝒕𝒕) + 𝑺𝑺𝒔𝒔𝒊𝒊∗(𝒕𝒕)𝑨𝑨𝑨𝑨𝒆𝒆𝒊𝒊(𝒕𝒕)� =
𝝈𝝈𝒕𝒕,𝒊𝒊
𝝈𝝈𝒏𝒏,𝒊𝒊

 

Broken back failure: 

𝑺𝑺𝑺𝑺𝑭𝑭𝒊𝒊�𝒄𝒄𝒔𝒔𝒊𝒊(𝒕𝒕) + 𝑺𝑺𝒔𝒔𝒊𝒊∗(𝒕𝒕)𝑨𝑨𝑨𝑨𝒆𝒆𝒊𝒊(𝒕𝒕)� =
𝝈𝝈𝒕𝒕,𝒊𝒊

𝝈𝝈𝒃𝒃,𝒊𝒊(𝒕𝒕)
 

• If 𝑺𝑺𝒔𝒔𝒊𝒊∗(𝒕𝒕) is estimated to be greater than 𝑺𝑺𝟎𝟎,𝒊𝒊, 𝒄𝒄𝒔𝒔𝒊𝒊(𝒕𝒕) is 
increased by 0.1 until the model estimate a failure 
(𝑫𝑫𝑭𝑭𝒊𝒊(𝒕𝒕) ≥ 𝟏𝟏). 

• The failure influence factor: 

𝒇𝒇𝒊𝒊(𝒕𝒕) =
𝑺𝑺𝒔𝒔𝒊𝒊∗(𝒕𝒕)
𝑺𝑺𝒔𝒔𝒊𝒊(𝒕𝒕)

− 𝟏𝟏 

No Yes 

The water main is corroding too fast. 
The corrosion rate is reduced by 
assuming that it will fail again in 𝜟𝜟𝑻𝑻𝒊𝒊(𝒕𝒕) 
years. The updated corrosion rate for 
the year is estimated with the equation 
shown on the right using the graphical 
method discussed in Section 5.2.2.2.  
A failure is estimated for the pipe. 

• Reduce corrosion rate by finding the 𝑺𝑺𝒔𝒔𝒊𝒊∗(𝒕𝒕)  that 
satisfies the following equation: 

Longitudinal failure: 

𝑺𝑺𝑺𝑺𝑭𝑭𝒊𝒊�𝒄𝒄𝒔𝒔𝒊𝒊(𝒕𝒕) + 𝑺𝑺𝒔𝒔𝒊𝒊∗(𝒕𝒕)(𝑨𝑨𝑨𝑨𝒆𝒆𝒊𝒊(𝒕𝒕) + 𝚫𝚫𝑻𝑻𝒊𝒊(𝒕𝒕))� =
𝝈𝝈𝒕𝒕,𝒊𝒊
𝝈𝝈𝒏𝒏,𝒊𝒊

 

Broken back failure: 

𝑺𝑺𝑺𝑺𝑭𝑭𝒊𝒊�𝒄𝒄𝒔𝒔𝒊𝒊(𝒕𝒕) + 𝑺𝑺𝒔𝒔𝒊𝒊∗(𝒕𝒕)(𝑨𝑨𝑨𝑨𝒆𝒆𝒊𝒊(𝒕𝒕) + 𝚫𝚫𝑻𝑻𝒊𝒊(𝒕𝒕))� =
𝝈𝝈𝒕𝒕,𝒊𝒊

𝝈𝝈𝒃𝒃,𝒊𝒊(𝒕𝒕)
 

• Record a failure for the pipe 
𝑭𝑭𝒊𝒊(𝒕𝒕) = 𝟏𝟏 

No No 
No action required to adjust the 
corrosion parameters. 

 

 

A graphical illustration of the adjustment to the corrosion parameters in Table 5-8 and 
Table 5-9 are shown in APPENDIX C (Figure C - 1 to Figure C - 3 for Table 5-8 and Figure 
C - 4 to Figure C - 6 for Table 5-9). Note that the change in the long-term corrosion 
parameters will affect the 𝜏𝜏 and 𝑒𝑒0,𝑖𝑖 (as shown in Figure C - 1 to Figure C - 6). However, 
as the failure of the pipe is assumed to be in the second linear phase of the corrosion 
model, the changes in 𝜏𝜏 and 𝑒𝑒0,𝑖𝑖 are not considered. 

5.2.5 Failure Influence Factor 

An unexpected failure event is defined as a failure that has been recorded for the pipe 
at time 𝑡𝑡, but 𝐷𝐷𝐹𝐹𝑖𝑖(𝑡𝑡) < 1 is estimated from the physical model. In this case, the long-
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term corrosion rate is increased as shown in Table 5-8 or depending on the updating 
method used.  

Assuming pipes within a certain radius are operating in a similar environment, it is 
possible that the long-term corrosion rates for pipes surrounding the unexpected 
failure have also been underestimated. Therefore, the long-term corrosion rates of 
these pipes are also increased as a function of the failure influence factor and the 
distance between the pipes. The failure influence factors are only applied in the 
training period because failure records are not available when making predictions into 
the future.  

The failure influence factor for the pipe with the unexpected failure event can be 
calculated as: 

𝒇𝒇𝒊𝒊(𝒕𝒕) =
𝑺𝑺𝒔𝒔𝒊𝒊∗(𝒕𝒕)
𝑺𝑺𝒔𝒔𝒊𝒊(𝒕𝒕)

− 𝟏𝟏 

( 5-27 ) 

where 𝑓𝑓𝑖𝑖(𝑡𝑡) is the failure influence factor for pipe 𝑖𝑖 at time 𝑡𝑡 and 𝑒𝑒𝑠𝑠𝑖𝑖∗(𝑡𝑡) is the updated 
corrosion rate (should be greater than 𝑒𝑒𝑠𝑠𝑖𝑖(𝑡𝑡)). 

Let 𝑡𝑡1 be the time under examination; 𝑘𝑘 is the k-th pipe without failure; 𝐹𝐹 is the radius 
of influence; 𝑖𝑖 is the i-th (𝑖𝑖 = 1,2 … 𝐴𝐴) pipe with the unexpected failure event and are 
within 𝐹𝐹 meters of the k-th pipe; 𝐿𝐿𝑘𝑘,𝑖𝑖 is the distance between the centre of pipe 𝑘𝑘 and 
𝑖𝑖; and 𝐵𝐵 is a decay factor that controls the portion of failure influence factor that is 
passed onto the surrounding pipes. The corrosion rate for the k-th pipe without failure 
in the next time period (𝑒𝑒𝑠𝑠𝑘𝑘(𝑡𝑡1 + 1)) is calculated as shown in Equation ( 5-28 ). Note, 
a maximum bound of 𝑒𝑒0,𝑘𝑘 is set for the long-term corrosion rate. 

𝑒𝑒𝑠𝑠𝑘𝑘(𝑡𝑡1 + 1) = max
i∈I

(1 + 𝑓𝑓𝑖𝑖(𝑡𝑡1)𝐴𝐴−𝑎𝑎𝐿𝐿𝑘𝑘,𝑖𝑖) 𝑒𝑒𝑠𝑠𝑘𝑘(𝑡𝑡1) 

( 5-28 ) 

The study will consider a range of values for the radius of influence and 𝐵𝐵 to determine 
the optimal values for the two parameters. 

5.2.6 Failure Prediction 

The final part of the MPP model is to predict the condition of water mains in the future. 
The corrosion depth of the pipe is allowed to grow until failure, in which the segment 
of the pipe is replaced. The corrosion parameters for the remaining segments are 
adjusted based on Δ𝑇𝑇𝑖𝑖(𝑡𝑡)  similar to Table 5-8 and Table 5-9, depending on the 
updating method used (Table 5-10). 
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Table 5-10: Adjustment for the corrosion parameters during prediction. 

Estimated 
𝑫𝑫𝑭𝑭𝒊𝒊(𝒕𝒕) ≥ 𝟏𝟏 

MPP-P1 MPP-P2 

Yes 

A failure has occurred, and 𝒄𝒄𝒔𝒔𝒊𝒊(𝒕𝒕)  is 
reduced for the remaining segments using 
𝚫𝚫𝑻𝑻𝒊𝒊(𝒕𝒕) as they have better coating quality, 
giving a longer holiday period. 

• Corrosion parameters for next time 
period: 

𝑺𝑺𝒔𝒔𝒊𝒊(𝒕𝒕 + 𝟏𝟏) = 𝑺𝑺𝒔𝒔𝒊𝒊(𝒕𝒕) 
𝒄𝒄𝒔𝒔𝒊𝒊(𝒕𝒕 + 𝟏𝟏) =  𝒄𝒄𝒔𝒔𝒊𝒊(𝒕𝒕) − 𝚫𝚫𝑻𝑻𝒊𝒊(𝒕𝒕)𝑺𝑺𝒔𝒔𝒊𝒊(𝒕𝒕) 

• Record a failure for the pipe 
𝑭𝑭𝒊𝒊(𝒕𝒕) = 𝑭𝑭𝒊𝒊(𝒕𝒕) + 𝟏𝟏 

A failure has occurred, and 𝑺𝑺𝒔𝒔𝒊𝒊(𝒕𝒕) 
is reduced for the remaining 
segments of the pipe using 
𝚫𝚫𝑻𝑻𝒊𝒊(𝒕𝒕). 

• Corrosion parameters for next 
time period: 

𝑺𝑺𝒔𝒔𝒊𝒊(𝒕𝒕 + 𝟏𝟏) =
𝑺𝑺𝒔𝒔𝒊𝒊(𝒕𝒕)𝑨𝑨𝑨𝑨𝒆𝒆𝒊𝒊(𝒕𝒕)

𝑨𝑨𝑨𝑨𝒆𝒆𝒊𝒊(𝒕𝒕) + 𝚫𝚫𝑻𝑻𝒊𝒊(𝒕𝒕)
 

• Record a failure for the pipe 
𝑭𝑭𝒊𝒊(𝒕𝒕) = 𝑭𝑭𝒊𝒊(𝒕𝒕) + 𝟏𝟏 

No No action is required to adjust the corrosion parameters. 

5.2.7 Process Summary 

Figure 5-7 provides a flowchart that summaries the process of the MPP model. The 
model is started by initialising the corrosion parameters (use one of the two methods 
proposed) and time to next failure using the steps described in Section 5.2.2. Other 
input variables can be drawn from the data or estimated from equations that have 
been developed (Table 5-3). Then the damage factor of the pipe is estimated using the 
physical model for longitudinal failure or broken back failures (Section 5.2.3). If the 
model is in the training period, the damage factor is compared with the failure data to 
update the corrosion parameters (Section 5.2.4). After the updating processes have 
been repeated for all the water mains, the failure influence factor is applied before 
moving onto the next year (Section 5.2.4). After the training period, the model can be 
used to predict failure events in the future. The corrosion parameters during 
predictions are adjusted using Table 5-10 from Section 5.2.5.  

For the MPP model with corrosion parameters initialised using failure data, the long-
term corrosion rate is represented using a stochastic distribution. Therefore, 
simulation is used to estimate the damage factor and the probability of observing a 
failure according to the following steps: 

1. Estimate the distribution for the long-term corrosion rate based on Section 
5.2.2.2. 

2. For iteration=1 to number of simulations 
2.1 Draw a value from the long-term corrosion rate distribution for each water 

main. 
2.2 Follow the flowchart in Figure 5-7 and estimate the damage factor (Equation 

( 5-25 )) and the probability of observing a failure (Equation  ( 5-26 )). 
2.3 Move to the next simulation. 

3. Calculate the expected damage factor and probability of failure: 
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Start the model for year 𝑡𝑡 

Initialise all input variables  

Step over all year: 𝑡𝑡 = 𝑡𝑡 + Δt 

Looping over all N 
pipes: 𝑓𝑓𝑒𝑒𝑒𝑒 𝑖𝑖 = 1:𝑁𝑁 

Is 𝑖𝑖 > 𝑁𝑁? 

Use the appropriate physical model to 
calculate the damage factor�𝐷𝐷𝐹𝐹𝑖𝑖(𝑡𝑡)� 

Yes 

Is any of the following 
condition satisfied? 
• 𝐷𝐷𝐹𝐹𝑖𝑖(𝑡𝑡) ≥ 1 and 

failure observed 
• 𝐷𝐷𝐹𝐹𝑖𝑖(𝑡𝑡) < 1 and no 

failure observed 

Is physical 
failure data 
available? 

No 

Compare the 𝐷𝐷𝐹𝐹𝑖𝑖(𝑡𝑡) with the failure 
data and update the corrosion 

parameters using Table 5-8 or Table 5-9. 

Update the corrosion parameters using 
Table 5-10. 

Yes 

No 

Yes 

Is physical 
failure data 
available? 

Apply the failure influence factor to 
water mains that operated without 
any failure and are within the radius 
of influence of pipes with a failure. 

Yes 

No 

No 

Have the corrosion 
parameters been 

updated? 

Yes 

No Update the total 
number of failures in 

the pipe 
𝐹𝐹𝑖𝑖(𝑡𝑡) = 1 for failure 

Figure 5-7: MPP model flowchart. 
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𝐷𝐷𝐹𝐹𝑚𝑚,𝑖𝑖(𝑡𝑡) =
∑ 𝐷𝐷𝐹𝐹𝑛𝑛,𝑖𝑖(𝑡𝑡)𝑖𝑖𝑡𝑡𝑒𝑒𝑟𝑟
𝑛𝑛=1

𝑖𝑖𝑡𝑡𝐴𝐴𝑒𝑒
 

( 5-29 ) 

𝐹𝐹𝑚𝑚,𝑖𝑖(𝑡𝑡) =
∑ 𝐹𝐹𝑛𝑛,𝑖𝑖(𝑡𝑡)𝑖𝑖𝑡𝑡𝑒𝑒𝑟𝑟
𝑛𝑛=1

𝑖𝑖𝑡𝑡𝐴𝐴𝑒𝑒
 

( 5-30 ) 

where 𝑚𝑚 represents the average value; 𝐷𝐷𝐹𝐹𝑚𝑚,𝑖𝑖(𝑡𝑡) is the expected value for the damage 
factor for pipe 𝑖𝑖  at time 𝑡𝑡 ; 𝐷𝐷𝐹𝐹𝑛𝑛,𝑖𝑖(𝑡𝑡)  is the damage factor for pipe 𝑖𝑖  at time 𝑡𝑡  for 
iteration 𝑛𝑛; 𝐹𝐹𝑚𝑚,𝑖𝑖(𝑡𝑡) is the expected probability of failure for pipe 𝑖𝑖 at time 𝑡𝑡; 𝐹𝐹𝑛𝑛,𝑖𝑖(𝑡𝑡) 
represents whether pipe 𝑖𝑖 failed or not at time 𝑡𝑡 for iteration 𝑛𝑛; and 𝑖𝑖𝑡𝑡𝐴𝐴𝑒𝑒 is the total 
number of iterations. 

The number of iterations required in the simulation is determined by checking the 
convergence of the damage factor. The number of simulation is increased until the 
difference between the damage factor from consecutive iteration becomes less than 
0.01. This requirement is satisfied by running 500 iterations.  

5.3. Modelling Longitudinal Failures Using the Monash Pipe Failure Prediction 
Model 

This section of the chapter will use the MPP model to analyse longitudinal split (LS) 
failures. To differentiate the two modelling processes (P1 and P2 in Table 5-2), the 
method used to initialise the long-term corrosion rate, and the years of failure data 
used to calibrate the model, the following naming conventions are used: 

• MPP-LS-P1-Sr-TrainYr: Modelling process P1 and the 𝐹𝐹𝑟𝑟 are used to initialise 
the long-term corrosion rate. The failure data from the start of the observation 
period to the Training Year (TrainYr) are used to calibrate the model. 

• MPP-LS-P1-Basic-TrainYr: Modelling process P1 and the failure data are used 
to initialise the long-term corrosion rate (Basic). The failure data from the start 
of the observation period to the Training Year (TrainYr) are used to calibrate 
the model. 

• MPP-LS-P2-Sr-TrainYr: Modelling process P2 and 𝐹𝐹𝑟𝑟 are used to initialise the 
long-term corrosion rate. The failure data from the start of the observation 
period to the Training Year (TrainYr) are used to calibrate the model. 

• MPP-LS-P2-Basic-TrainYr: Modelling process P2 and the failure data are used 
to initialise the long-term corrosion rate (Basic). The failure data from the start 
of the observation period to the Training Year (TrainYr) are used to calibrate 
the model. 

The models will be compared with the BSM (Section 3.3.3) and NHPP (Section 4.5). 
Their accuracy in estimating the number of pipes with at least 1 failure in the network 
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each year and their ability in identifying the water mains that are more likely to fail 
(ranking performance) are assessed. Note that only the failure probability can be 
calculated for the MPP and BSM. Therefore, the failure data are converted into binary 
format when calibrating the two models, where 1 represents that one or more failure 
has occurred for the pipe and 0 means that the pipe is operating without any 
interruptions. The same data format will also be used for the NHPP to keep the dataset 
consistent between the models. A range of failure influence factor (𝛼𝛼=0.1 to 2 at a 
step size of 0.1) and radius of influence (𝐹𝐹=50m, 100m, 200m and 500m) will also be 
taken into consideration during the process. 

5.3.1 Pipe Asset, Failure Data and Input data 

5.3.1.1. Pipe Asset and Failure Data 

The MPP models are analysed using failure data (only longitudinal failures) provided 
by a water utility in Melbourne. The dataset (Table 5-11) consists of CI water mains 
with all pipe diameters. The failures have been recorded between 1994 and 2015. The 
model will be calibrated using data from 1994-2005 and 1994-2010, the remaining 
failure data outside the calibration period will be used for model validation purposes. 

Table 5-11: Asset data description. 

Cohort Properties Cast Iron Water Mains 
Construction year 1860-1993 

Observation period 1994-2015 
Number of pipes 36460 
Pipe length (km) 2070 

Number of failures 1761 
 

Although a large number of assets have been included in the analysis, few longitudinal 
failures have been recorded. Large diameter water mains subjected to high water 
pressure are more susceptible to longitudinal failures. However, only a small portion 
of the network are large diameter pipes (usually 300mm or more, Figure 5-8) and the 
normal operating pressure of the network cannot be considered as high (Figure 5-9). 
Therefore, it is expected that only a small number of longitudinal failures are recorded 
in the dataset. 

The failure rate (failures per 100km) of the dataset is plotted in Figure 5-10 for the 
observation period. An increasing trend can be observed from the data. The year-to-
year variations in the longitudinal failure data are generally less than the dataset that 
has been analysed in the previous sections (Figure 3-1, Figure 4-3 and Figure 4-15). 
This is because longitudinal failures are mainly caused by high water pressure, and 
therefore, other time dependent factors, such as climate effects, have less influence 
on this failure mode. Note that the recorded data show the total number of failures in 
a year, but they are plotted as lines in the figures in the chapter instead of discrete 
points for better visualisation. 
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Most input parameters, such as the pipe tensile strength and pipe thickness, can be 
either drawn from the pipe asset data or found in Table 5-3. The calibration process 
for the MPP model can be started after the initial corrosion parameters and time to 
next failure have been initialised. 

 

Figure 5-8: Pipe diameter of water mains. 

 

Figure 5-9: Static water pressure of water mains. 

 

Figure 5-10: Failure rate of the dataset over time. 

5.3.1.2. Initial Corrosion Parameters and Time to Next Failure Distribution 

The corrosion parameters are initialised using the two approaches described in 
Section 5.2.2. The CI assets are mapped in Figure 5-11, along with the reactivity of the 
soil in Figure 5-12. Majority of the water mains are in SE and EX soils. The permanent 
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wilting point and the field capacity can be found in Table 5-4 (Section 5.2.2.1) for the 
soil types shown in the maps.  

A histogram of the soil porosity and soil moisture content for the water mains are 
shown in Figure 5-13 and Figure 5-14, respectively. The variation of the soil porosity 
between the water mains are minimal, most of the values are between 0.46 and 0.47. 

The soil moisture content (𝜃𝜃𝑤𝑤,𝑖𝑖,𝑎𝑎𝑎𝑎𝑔𝑔) estimated with Equation ( 5-7 ) using data from 
the BOM are found to be clustered into two groups. Most of the water mains are found 
in soil with a moisture content of about 0.32, while some are found in soil with a 
moisture content of around 0.1. The water mains with a lower soil moisture content 
are laid in ST soils, it has a much lower permanent wilting point and field capacity than 
the other three soil types (SE, EX and VE). Therefore, a smaller soil moisture content 
is estimated. 𝐹𝐹𝑟𝑟 relevant to the water mains are also split into two groups (Figure 5-15). 
Most of the water mains have a 𝐹𝐹𝑟𝑟 around 0.7, but for pipes laid in ST soils, the 𝐹𝐹𝑟𝑟 are 
around 0.2. 

 

Figure 5-11: Location of cast iron assets with soil reactivity map. 

 

Figure 5-12: Soil reactivity map. 
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Figure 5-13: Estimated soil porosity for the water mains. 

 

Figure 5-14: Estimated soil moisture content for the water mains. 

 

Figure 5-15: Estimated degree of saturation for the water mains. 

𝐹𝐹𝑟𝑟  is converted into corrosion parameters using Table 5-5 for the MPP-LS-P1-Sr-
TrainYr and the MPP-LS-P2-Sr-TrainYr models. The distribution of the long-term 
corrosion rate (𝑒𝑒𝑠𝑠𝑖𝑖(𝑡𝑡)) for the MPP-LS-P1-Basic-TrainYr and MPP-LS-P2-Basic-TrainYr 
models are estimated using the method described in 5.2.2.2. The distributions for 𝑒𝑒0,𝑖𝑖 
(upper bound), 𝑐𝑐𝑠𝑠𝑖𝑖(𝑡𝑡) and 𝑒𝑒𝑠𝑠𝑖𝑖(𝑡𝑡) using the two initialisation methods under different 
training periods are shown in Figure 5-16, Figure 5-17 and Figure 5-18, respectively. 
The shape and scale parameter of the fitted Weibull distribution for the long-term 
corrosion rates are shown in Table 5-12. Note, the average soil moisture content 
(𝜃𝜃𝑤𝑤,𝑖𝑖,𝑎𝑎𝑎𝑎𝑔𝑔 ) between 2005 and 2016 are used to estimate the 𝐹𝐹𝑟𝑟  to initialise the 
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corrosion parameters. Therefore, the values selected for the parameters are the same 
regardless of the training period when the 𝐹𝐹𝑟𝑟 is used. 

The long-term corrosion rates based on 𝐹𝐹𝑟𝑟  are generally higher than those back-
calculated using failure data. Therefore, it is likely that the number of failures 
estimated for the MPP-LS-P1-Sr-TrainYr and MPP-LS-P2-Sr-TrainYr will be higher than 
the MPP-LS-P1-Basic-TrainYr and MPP-LS-P2-Basic-TrainYr models. 

The time to next failure (Δ𝑇𝑇𝑖𝑖(𝑡𝑡)) is estimated using the method described in Section 
5.2.2.3. Its distributions are plotted in Figure 5-19 for the two training periods (1994-
2005 in yellow and 1994-2010 in grey using the left y-axis). The distribution for Δ𝑇𝑇𝑖𝑖(𝑡𝑡) 
using only uncensored data (in blue using right y-axis) is also included to demonstrate 
the importance of censored data. The shape and scale parameters for the distributions 
are shown in Table 5-13. 

The distributions of the time to next failure for the two training periods are similar. 
The peak of the distribution for the training period between 1994 and 2005 is about 
15 years, while for the training period between 1994 and 2010, the peak of the 
distribution is about 20 years. The probability distributions approach 0 for both 
training periods at around 85 years, suggesting that the time to next failure of a pipe 
after a break is most likely to be less than 85 years. 

For the time to next failure without using any censored data, the distribution is spread 
over a much lower range of values (from about 0 to 30 years) compared to the ones 
using censored data. This is because it is considered in the model that the entire 
population has been collected in the uncensored data. In addition, the distribution is 
biased because the failure data have only been recorded for a short period of time, 
the maximum time to next failure in the dataset cannot be more than 17 years. 
Therefore, including censored data in the fitting of Δ𝑇𝑇𝑖𝑖(𝑡𝑡) can produce a distribution 
that is more representative of the actual situation compared to the distribution fitted 
without censored data. Using the distribution without censored data will likely result 
in an over-estimation of failures from the MPP model because the time to next failure 
has been underestimated. 

 

Figure 5-16: Estimated Initial corrosion rate for the water mains. 
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Figure 5-17: Estimated intercept of long-term corrosion rate for the water mains. 

 

Figure 5-18: Estimated long-term corrosion rate for the water mains. 

Table 5-12: Estimated parameters for the Weibull distribution of long-term corrosion rate. 

TrainYr 2005 2010 
Scale 0.0028 0.0048 
Shape 0.44 0.50 

 

 

Figure 5-19: Estimated distribution for the time to next failure. 

Table 5-13: Estimated parameters for the Weibull distribution of time to next failure. 

Parameters Uncensored Left-and Right-Censor TrainYr=2005  Left-and Right-Censor TrainYr=2010  
scale 3.5 27.2   24.5 
shape 1.0 1.7 1.6 
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5.3.2 Results and Discussions 

The section will first compare the accuracy of the MPP model with the BSM and NHPP 
in estimating the number of pipes that have failed using error statistics (MAE and 
RMSE in Section 4.3) and graphical plots. Then the ranking performance of the models 
will also be compared using the prediction curve (Section 3.4). 

5.3.2.1. Expected Number of Failures Estimated by the MPP Models 

The performance of the different MPP models is first examined before comparing with 
the BSM and NHPP. The expected total number of failure (Equation ( 5-30 )) for the 
MPP models (MPP-LS-P1-Sr-2010, MPP-LS-P2-Sr-2010, MPP-LS-P1-Basic-2010, MPP-
LS-P2-Basic-2010, MPP-LS-P1-Sr-2005, MPP-LS-P2-Sr-2005, MPP-LS-P1-Basic-2005and 
MPP-LS-P2-Basic-2005) with no failure influence factor and a training period from 
1994-2005 and 1994-2010 are plotted in Figure 5-20 and Figure 5-21, respectively. 
Note that the results for the first year (1994) of the training period are not shown 
because it consistently overestimates the expected number of failures, regardless of 
the models used (Figure C - 7 and Figure C - 8 in APPENDIX C for training period 1994-
2010 and 1994-2005, respectively). It is likely that the initial corrosion parameters 
estimated from the methods proposed in Section 5.2.2.1 and 5.2.2.2 have 
overestimated the long-term corrosion rate for a large number of pipes, and therefore, 
those pipes are failing much earlier than they are recorded in the failure data. The 
updating process will be able to rectify the problem after the first training year. The 
corresponding MAE and RMSE (without including the first training year, 1994) are also 
shown in Table 5-14. 

 

Figure 5-20: Expected number of failures estimated by the MPP model using failure data up to 2010. 
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Figure 5-21: : Expected number of failures estimated by the MPP model using failure data up to 2005. 

Table 5-14: Error statistics of MPP models with no failure influence factor. 

Model RMSE 
Training 

RMSE 
Validation 

RMSE 
Overall 

MAE 
Training 

MAE 
Validation 

MAE 
Overall 

MPP-LS-P1-Basic-2010 25 11 22 21 9 18 
MPP-LS-P2-Basic-2010 26 12 24 22 11 19 

MPP-LS-P1-Sr-2010 159 284 198 142 283 177 
MPP-LS-P2-Sr-2010. 110 252 195 100 249 174 

MPP-LS-P1-Basic-2005 39 35 38 35 34 35 
MPP-LS-P2-Basic-2005 41 37 39 37 35 37 

MPP-LS-P1-Sr-2005 94 232 178 85 228 157 
MPP-LS-P2-Sr-2005 93 226 174 84 223 154 

 

The expected number of failures estimated by the models increase over time. The 
results of the two updating processes (P1 and P2) are very similar, given the same 
initialisation method for the corrosion parameters and training period. Models trained 
using data from 1994 to 2010 tend to estimate more pipes with failures compared to 
the models trained using failure data between 1994 and 2005.  

A comparison between the two initialisation methods for the corrosion parameters 
showed that initialising parameters using the degree of saturation (MPP-LS-P1-Sr-
TrainYr and MPP-LS-P2-Sr-TrainYr) overestimates the expected number of failures 
significantly. This is likely due to the high initial long-term corrosion rates estimated 
by the degree of saturation (Figure 5-18). The results of the error statistics in Table 
5-14 matches with the observations from the two graphs, the MPP-LS-P1-Sr-TrainYr 
and MPP-LS-P2-Sr-TrainYr models have a much higher error compare to the MPP-LS-
P1-Basic-TrainYr and MPP-LS-P2-Basic-TrainYr models. 

A closer examination of the MPP-LS-P1-Basic-2010, MPP-LS-P2-Basic-2010, MPP-LS-
P1-Basic-2005 and MPP-LS-P2-Basic-2005 models are shown in Figure 5-22. The MPP-
LS-P1-Basic-2010 and MPP-LS-P2-Basic-2010 models perform better than the MPP-LS-
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P1-Basic-2005 and MPP-LS-P2-Basic-2005 models, which underestimates the 
expected number of failures for most of the time. The models trained using failure 
data up to 2010 have a slightly higher long-term corrosion rate distribution (Figure 
5-18) and a shorter time to next failure distribution (Figure 5-19). Therefore, the pipes 
will corrode faster and fail more frequently for the TrainYr=2010 models. The results 
suggest that using more failure data to calibrate the MPP model can provide better 
performance in estimating the expected number of failures in the network. 

The MPP models using a range of failure influence factors (𝛼𝛼=0.1 to 2 at a step size of 
0.1) and radius of influences (𝐹𝐹 =50m, 100m, 200m and 500m) have also been 
calibrated. The expected number of failures estimated by the MPP-LS-P1-Basic-2010, 
MPP-LS-P2-Basic-2010, MPP-LS-P1-Basic-2005 and MPP-LS-P2-Basic-2005 models 
with the lowest error (MAE and RMSE) in the entire observation period (1994-2015) 
are plotted in Figure 5-23, Figure 5-24, Figure 5-25 and Figure 5-26, respectively. Each 
of the plots includes the recorded failure data (Observed), the result of the MPP model 
without the failure influence factor (e.g. MPP-LS-P1-Basic-2010 in Figure 5-23) and the 
results of the MPP models with the failure influence factor (e.g. MPP-LS-P1-Basic-
2010-a0.1-R500 in Figure 5-23 has a radius of influence of 500m and a decay factor 
a=0.1). 

The MAE and RMSE for the models plotted in the figures are shown in Table 5-15 and 
Table 5-16 for MPP-LS-P1-Basic-TrainYr and MPP-LS-P2-Basic-TrainYr, respectively. 
The error statistics for the other MPP models can be found in Table C - 1 and Table C 
- 2 in APPENDIX C. The results for the MPP models initialised using the degree of 
saturation have also been estimated. They are not plotted because they overestimate 
the expected number of failures significantly.  

 

Figure 5-22: : Expected number of failures estimated by the MPP-LS-P1-Basic and MPP-LS-P2-Basic 
models. 
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The MPP models that incorporated the failure influence factor are more accurate 
compared to the MPP models without the failure influence factor. They provide a 
better fit to the observed failure data and have a lower MAE and RMSE. The 
application of the failure influence factor is able to increase the long-term corrosion 
rate of water mains that are close to an unexpected failure event, accelerating the 
deterioration of the pipe, leading to a shorter time to failure. A common observation 
in the models with the failure influence factor is the reduction in the expected number 
of failures predicted right after the end of the training period (very obvious in Figure 
5-25 after 2005). This is because the failure influence factor is not applied in the failure 
prediction process after the training period as no failure data are available.  

Although the performance of the MPP models trained using failure data up to 2005 
have improved, especially during the training period, the MPP models trained using 
failure data up to 2010 are still preferred as they are more accurate in  estimating the 
expected number of failures in the network.  

Comparing the models in Figure 5-23 and Figure 5-24 show that a smaller decay factor 
(𝐵𝐵) produce more failures. The estimations from the MPP models trained using failure 
data up to 2005 (Figure 5-25 and Figure 5-26) can be used to compare the effect of 
the radius of influence because the same decay factor has been used.  The expected 
number of failures estimated with 𝐹𝐹 = 500m, 𝐹𝐹 = 200m and 𝐹𝐹 = 100m are very 
similar and are greater than the results estimated with 𝐹𝐹 = 50m. The similar results 
estimated using 𝐹𝐹 = 500m, 𝐹𝐹 = 200m and 𝐹𝐹 = 100m are due to the power function 
used in calculating the long-term corrosion rate in Equation ( 5-27 ). The failure 
influence factor has little effect when the distance between the water mains are 
greater than 100m even with the smallest decay factor, 𝐵𝐵 = 0.1  (e.g. 𝐴𝐴−0.1∗100 =
4.5 ∗ 10−5).  

 

Figure 5-23: : Expected number of failures estimated by MPP-LS-P1-Basic-2010 models with failure 
influence factor. 
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Figure 5-24: : Expected number of failures estimated by MPP-LS-P2-Basic-2010 models with failure 
influence factor. 

 

Figure 5-25: : Expected number of failures estimated by MPP-LS-P1-Basic-2005  models with failure 
influence factor. 

 

Figure 5-26: : Expected number of failures estimated by MPP-LS-P2-Basic-2005 models with failure 
influence factor. 
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Table 5-15: Error statistics for the MPP-LS-P1-Basic-TrainYr models. 

Model 
Parameters 

MPP-LS-P1-Basic 
TrainYr=2010 TrainYr=2005 

a0.2-
R500 

a0.2-
R200 

a0.2-
R100 

a0.1-
R50 

a0.1-
R500 

a0.1-
R200 

a0.1-
R100 

a0.1-
R50 

RMSE Overall 18.7 18.5 18.6 18.3 21.7 21.8 22.4 27.0 
MAE Overall 14.6 14.6 14.6 13.5 17.2 17.2 18.0 23.2 

 

Table 5-16: Error statistics for the MPP-LS-P2-Basic-TrainYr models. 

Model 
Parameters 

MPP-LS-P2-Basic 

TrainYr=2010 TrainYr=2005 
a0.2-
R500 

a0.2-
R200 

a0.2-
R100 

a0.1-
R50 

a0.1-
R500 

a0.1-
R200 

a0.1-
R100 

a0.1-
R50 

RMSE Overall 19.5 19.2 19.5 17.5 24.6 24.6 25.3 29.7 

MAE Overall 15.5 15.2 15.6 12.7 20.0 19.9 20.8 26.0 
 

5.3.2.2. Comparing MPP Models with the BSM and NHPP 

Table 5-17: Failure probability from the BSM. 

Num Past 
Failures 

BSM2010 BSM2005 
Num 
Pipe 

Num Failures 
(2010) 

Prob 
Failure 

Num 
Pipe 

Num Failures 
(2005) 

Prob 
Failure 

0 35429 72 0.002 35778 52 0.001 
1 920 17 0.019 633 10 0.017 
2 95 4 0.047 48 3 0.071 
3 14 3 0.233 1 0 0.250 
4 2 0 0.167 

   

 

Table 5-18: Coefficients estimated for the NHPP. 

NHPP2005 NHPP2010 
Covariate Coefficient Covariate Coefficient 

Ageing Factor 1.11 Ageing Factor 1.22 
Constant -10.41 Constant -11.81 

ln(PipeLength) 0.88 ln(PipeLength) 0.93 
Pressure 0.01 Pressure 0.01 

100mm<PipeDia<=200 -0.67 100mm<PipeDia<=200 -0.41 
200mm<PipeDia<=300 -1.65 200mm<PipeDia<=300 -1.16 

PipeDia>=300 -1.82 PipeDia>=300 -1.83 
Soil-EX 0.36 Soil-SE 0.44 
Soil-VE 0.41 Soil-EX 0.80 

NOKPF>=1 1.31 Soil-VE 0.79   
NOKPF=1 1.26   

NOKPF>=2 1.71 
 

The results of the BSM model and the coefficients estimated for the NHPP are shown 
in Table 5-17 and Table 5-18 respectively. The MPP model with the smallest error from 
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each training period (MPP-LS-P2-Basic-2010-a0.1-R50 and MPP-LS-P1-Basic-2005-
a0.1-R500) will be compared with the BSM and NHPP. The expected number of failures 
predicted by the MPP models (MPP-LS-P2-Basic-2010-a0.1-R50 and MPP-LS-P1-Basic-
2005-a0.1-R500) are plotted with the BSM and NHPP in Figure 5-27 and Figure 5-28 
for the calibration period 1994-2010 and 1994-2005, respectively. The error statistics 
for the models in Figure 5-27 and Figure 5-28 is also shown in Table 5-19 and Table 
5-20, respectively.  

Both the MPP and NHPP are able to capture the upward trend in the expected number 
of failures over the observation period. The expected number of failures estimated by 
the NHPP is higher than the MPP model at the start of the observation period, but the 
rate of increase is higher for the MPP model. Therefore the MPP model eventually 
estimates more failures than the NHPP. The BSM predicts the same expected number 
of failures for the future because it cannot account for the ageing of the pipes over 
time.  

The BSM underestimates the number of failed pipe in the validation period with the 
training data from 1994-2005. It has the highest error out of the 3 models. Although 
the performance of the BSM improves with additional failure data (1994-2010), the 
model is only suitable for short-term failure prediction because it does not account 
for the ageing of the water main. For long-term failure predictions, the model must 
account for the deterioration of the water main as it is one of the main contributors 
to pipe failure (Ji et al., 2015).  

Comparing the accuracy of the MPP models with the NHPP, the error statistics showed 
that the NHPP is preferred in estimating the number of failures in the network. The 
errors in the training, validation and entire observation period are all smaller for the 
NHPP. 

There are signs that the NHPP will underestimate the expected number of failures in 
the future. In both Figure 5-27 and Figure 5-28, the expected number of failures 
estimated by the NHPP in the validation period is often lower than the recorded values 
(3 times out of 5 for Figure 5-27 and 9 times out of 10 for Figure 5-28). In addition, the 
upward trend in the failure data for the entire observation period also seems to be 
stronger than the one calibrated in the NHPP. This suggests that the ageing factor for 
the NHPP is likely to be underestimated, leading to an underestimation for the 
expected number of failures in the future. On the other hand, the MPP model has a 
higher rate of increase for the expected number of failures over time. The MPP model 
is likely to be more accurate in modelling the failures in the long-term. 

The expected number of failures estimated by the NHPP is calibrated using the failure 
data. It assumes that the patterns from the past will continue into the future (Kleiner 
and Rajani, 2001), but it cannot capture any trend that is outside the recorded data. If 
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the ageing factor during the training period is lower than the ones in the 
validation/prediction period, the expected number of failures in the future will be 
underestimated. However, the MPP model integrates the physical deterioration 
process of the pipe with its failure history. The corrosion parameters are calibrated 
using the failure data, but the prediction of failure is determined by a physical model.  
Therefore, the breakage of the water main is governed by the physical failure 
mechanism and not purely dependent on the failure data. The increasing trend for the 
number of failed pipe over time in the MPP model can be greater than those that are 
learned from the failure data. 

 

Figure 5-27: Expected number of failures estimated by the models trained using data between 1994 
and 2010. 

 

Figure 5-28: Expected number of failures estimated by the models trained using data between 1994 
and 2005. 

Table 5-19: Error statistics for models trained using data between 1994 and 2010. 

Model RMSE 
Training 

RMSE 
Validation 

RMSE 
Overall  

MAE 
Training  

MAE 
Validation 

 MAE 
Overall 

MPP-LS-P2-Basic-
2010-a0.1-R50 

17.8 17.0 17.6 13.1 13.5 13.0 

NHPP2010 17.4 12.4 16.4 13.3 10.5 12.6 
BSM2010 N/A 11.0 N/A N/A 9.2 N/A 
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Table 5-20: Error statistics for models trained using data between 1994 and 2005. 

Model RMSE 
Training 

RMSE 
Validation 

RMSE 
Overall  

MAE 
Training  

MAE 
Validation 

 MAE 
Overall 

MPP-LS-P1-Basic-
2005-a0.1-R500 

21.1 21.4 21.4 15.3 18.7 16.9 

NHPP2005 18.6 18.6 19.0 13.9 16.0 15.4 
BSM2005 N/A 27.5 N/A N/A 24.6 N/A 

 

5.3.2.3. Prediction Curve Comparison 

The prediction curve for the MPP models, BSM and NHPP with training period from 
1994-2010 and 1994-2005 are plotted in Figure 5-29 and Figure 5-30, respectively. The 
ranking of the water mains for the MPP models, BSM and the NHPP are ordered using 
the damage factor, expected failure probability and the expected number of failures, 
respectively.  The prediction curve plotted is slightly different to the ones shown in 
Section 3.4 as the percentage of failure predicted on the y-axis is calculated for the 
whole validation period instead of the next year (failure data in 2013 for step 2 in 
Section 3.4 is replaced with failure data from the entire validation period). The naming 
of the models in the legend is the same as the last section. 

The area under the prediction curve for the first 20% length considered for renewal 
for the MPP models with 𝐹𝐹 = 50m can be found in Table C - 3 to Table C - 6 in 
APPENDIX C. The results are not shown for 𝐹𝐹 = 100m, 𝐹𝐹 = 200m and 𝐹𝐹 = 500m 
because they are similar to the MPP models with 𝐹𝐹 = 50m. The comparisons are not 
made for the MPP models initialised using the degree of saturation because of their 
poor performance in estimating the expected number of failures from the previous 
section. 

The prediction curves for the MPP models are similar given the same training period 
and updating method. The failure influence factor does not have a significant effect 
on the ranking performance of the pipe. The updating methods (P1 and P2) do impact 
on the ranking performance of the MPP model slightly. In both figures, the MPP model 
that is updated using the P2 process Table 5-9 can predict more failures in the 
validation period at the start of the prediction curve. 

The ranking performance of the MPP models is at least as good as the NHPP in the 
prediction curve. The BSM is also preferred over the NHPP for pipe ranking because 
the BSM can predict more failures at the start of the prediction curve. For the first 5% 
of pipe length considered for renewal, the ranking performances of the MPP models 
and the BSM are similar.  

Using the MPP models to rank the water mains have shown a slight improvement in 
the ranking performance compare to the BSM and NHPP. However, there is still a 
significant difference between the performance of the MPP model and the actual 
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ground truth. Therefore, potentials for further improvements in the failure prediction 
models are still possible. The components in the MPP model (Section 5.2.1 to 5.2.6) 
also has the capacity to be improved to achieve better performance in terms of both 
pipe ranking and pipe failure predictions. 

 

Figure 5-29: Model prediction curves for training period between 1994 and 2010. 

 

Figure 5-30: Model prediction curves for training period between 1994 and 2005. 
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Model 

This section of the chapter will model broken back (BB) failures in water mains using 
the MPP model. The following naming convention is used to identify the different 
modelling assumptions (P1 or P2), initialisation methods for the corrosion parameters 
and the failure data used to calibrate the model: 
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• MPP-BB-P1-Sr-TrainYr: Modelling process P1 and the 𝐹𝐹𝑟𝑟 are used to initialise 
the long-term corrosion rate. The failure data from the start of the observation 
period to the Training Year (TrainYr) are used to calibrate the model. 

• MPP-BB-P1-Basic-TrainYr: Modelling process P1 and the failure data are used 
to initialise the long-term corrosion rate (Basic). The failure data from the start 
of the observation period to the Training Year (TrainYr) are used to calibrate 
the model. 

• MPP-BB-P2-Sr-TrainYr: Modelling process P2 and 𝐹𝐹𝑟𝑟 are used to initialise the 
long-term corrosion rate. The failure data from the start of the observation 
period to the Training Year (TrainYr) are used to calibrate the model. 

• MPP-BB-P2-Basic-TrainYr: Modelling process P2 and the failure data are used 
to initialise the long-term corrosion rate (Basic). The failure data from the start 
of the observation period to the Training Year (TrainYr) are used to calibrate 
the model. 

The BSM (Section 3.3.3) and the NHPP (Section 4.5) will again be used to compare the 
performance of the MPP model for broken back failures in estimating the expected 
number of failures in the network, as well as the ranking performance of the model. 
The failure data are transformed into binary format as for longitudinal failures before 
model calibration. The failure influence factor and the radius of influence that have 
been considered are the same as the MPP model for longitudinal failures (𝛼𝛼=0.1 to 2 
at a step size of 0.1 and 𝐹𝐹=50m, 100m, 200m and 500m) 

5.4.1 Pipe Asset, Failure Data and Input data 

5.4.1.1. Pipe Asset and Failure Data 

The dataset used to train the MPP model consists of CI water mains from all pipe 
diameters. Some properties of the dataset are shown in Table 5-21. The failure data 
have been recorded between 1998 and 2013. The MPP model for broken back failures 
requires soil moisture content data from BOM, which are only available after 2005. 
Therefore, only broken back failures from 2005 to 2013 have been included in the 
analysis. The model will be calibrated using 5 (2005-2009) and 7 (2005-2011) years of 
failure data. The failure data after the calibration period will be used for model 
validation purposes. Predictions after the validation period will not be considered 
because the soil moisture data are unknown in the future. 

Table 5-21: Asset data description. 

Cohort Properties Cast Iron Water Mains 
Construction year 1860-1996 

Observation period 1998-2013 
Number of pipes 30821 
Pipe length (km) 1730 

Number of failures 7095 (from 2005 to 2013) 
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Figure 5-31: Pipe diameter of the water mains. 

Most of the water mains in this dataset are small diameter pipes (<300mm) (Figure 
5-31) that were laid in reactive soils. The small diameter pipes are weak in bending. 
The shrinkage/swelling of reactive soils as a result of the change in soil moisture 
content can generate bending stress that is sufficient to fail these small pipes. 
Therefore, it is expected that a higher number of broken back failures are recorded in 
the dataset relative to the longitudinal failure data. 

The failure rate of the dataset is shown in Figure 5-32, along with the average soil 
moisture content estimated using Equation ( 5-31 ). Note that the recorded data show 
the total number of failures in a year, but they are plotted as lines in the figures in the 
chapter instead of discrete points for better visualisation. 

𝜃𝜃𝑤𝑤
𝑦𝑦(𝑡𝑡) =

∑ ∑ 𝜃𝜃𝑤𝑤,𝑖𝑖
′ (𝑚𝑚𝑡𝑡)12

𝑚𝑚𝑡𝑡=1
𝑛𝑛
𝑖𝑖=1

12𝑛𝑛
 

( 5-31 ) 

where 𝜃𝜃𝑤𝑤
𝑦𝑦(𝑡𝑡)  is the average soil moisture content in year 𝑡𝑡 ; 𝜃𝜃𝑤𝑤,𝑖𝑖

′ (𝑚𝑚𝑡𝑡)  is the soil 
moisture content of pipe 𝑖𝑖 in month 𝑚𝑚 of year 𝑡𝑡 (Equation ( 5-4 )); and 𝑛𝑛 is the total 
number of pipes in the dataset. 

There is an inverse relationship between the failure rate of the dataset and the 
average soil moisture content. An increase in soil moisture content will decrease the 
failure rate, while a decrease in soil moisture content will increase the failure rate. It 
is difficult to determine whether there is an upward trend in the failure rate because 
of the large year-to-year variations. 

As with the MPP model for longitudinal failures, most of the input parameters can be 
either drawn from the pipe asset data or found in Table 5-3. The initial corrosion 
parameters and time to next failure estimated based on the methods discussed in 
Section 5.2.2 are presented in the next section.  
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Figure 5-32: Failure rate and average monthly soil moisture content of the dataset over time. 

5.4.1.2. Initial Corrosion Parameters 

 

Figure 5-33: Location of cast iron assets with soil reactivity map. 

 

Figure 5-34: Soil reactivity map. 
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laid in EX and VE soils. Therefore, it is expected that 𝐹𝐹𝑟𝑟 for the water mains are going 
to be higher in this dataset compare to the longitudinal failure dataset. 

The soil porosity and soil moisture content for the pipes are shown in Figure 5-35 and 
Figure 5-36, respectively. The general pattern is very similar to the longitudinal failure 
dataset. Most of the water mains are laid in soil with a porosity value that falls 
between 0.46 to 0.47, and only a small portion of pipes are laid in soil that has a 
porosity value between 0.38 to 0.46. The soil moisture content estimated for the 
majority of the pipes are between 0.26 and 0.38. The soil moisture content for water 
mains in ST soil is between 0.08 and 0.14 due to its low permanent wilting point and 
field capacity.  

𝐹𝐹𝑟𝑟 of the soil in which the pipes are laid in are shown in Figure 5-37. Due to the two-
distinct groups of soil moisture content estimated for pipes laid in ST soil and the other 
soil types, 𝐹𝐹𝑟𝑟 for the water mains are also clustered into two groups. The pipes in ST 
soil have a much lower 𝐹𝐹𝑟𝑟 (0.2-0.22) compared to those laid in the other soil types 
(0.52-0.94). 

The corrosion parameters can be initialised with 𝐹𝐹𝑟𝑟 using Table 5-5 for the MPP-BB-
P1-Sr-TrainYr and MPP-BB-P2-Sr-TrainYr models (Section 5.2.2.1). Using 𝑐𝑐𝑠𝑠𝑖𝑖(𝑡𝑡) from 
Table 5-5, the initial long-term corrosion rate can also be back-calculated for the MPP-
BB-P1-Basic-TrainYr and MPP-BB-P2-Basic-TrainYr models with the method described 
in 5.2.2.2. The distributions for 𝑒𝑒0,𝑖𝑖  (upper bound), 𝑐𝑐𝑠𝑠𝑖𝑖(𝑡𝑡) and 𝑒𝑒𝑠𝑠𝑖𝑖(𝑡𝑡) using the two 
initialisation methods under different training periods are shown in Figure 5-38, Figure 
5-39 and Figure 5-40, respectively. The shape and scale parameters of the fitted 
Weibull distribution for the long-term corrosion rates are shown in Table 5-22. Note 
that the average soil moisture content (𝜃𝜃𝑤𝑤,𝑖𝑖,𝑎𝑎𝑎𝑎𝑔𝑔) between 2005 and 2016 is used to 
estimate the 𝐹𝐹𝑟𝑟 to initialise the corrosion parameters, therefore, the values selected 
for the parameters are the same regardless of the training period when 𝐹𝐹𝑟𝑟 is used. 

The long-term corrosion rates estimated based on 𝐹𝐹𝑟𝑟  are higher than the ones 
calculated using the failure data. This is very similar to the comparison of the long-
term corrosion rates for the longitudinal failure dataset. The number of failures 
estimated by the MPP-BB-P1-Sr-TrainYr and MPP-BB-P2-Sr-TrianYr are likely to be 
higher than those from the MPP-BB-P1-Basic-TrainYr and MPP-BB-P2-Basic-TrainYr 
models. 

The distribution for the time to next failure (Δ𝑇𝑇𝑖𝑖(𝑡𝑡)) is estimated as described in 
Section 5.2.2.3. The distributions for the training period 2005-2009 and 2005-2011 are 
shown in Figure 5-41. The parameters for the distribution are shown in Table 5-23. 
The two distributions are very similar because only two years of additional failure data 
have been included in the training period 2005-2011.  
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Figure 5-35: Estimated soil porosity for the water mains. 

 

Figure 5-36: Estimated soil moisture content for the water mains. 

 

Figure 5-37: Estimated degree of saturation for the water mains. 

 

Figure 5-38: Estimated Initial corrosion rate for the water mains. 
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Figure 5-39: Estimated intercept of long-term corrosion rate for the water mains. 

 

Figure 5-40: Estimated long-term corrosion rate for the water mains. 

Table 5-22: Estimated parameters for the Weibull distribution of long-term corrosion rate. 

TrainYr 2009 2011 
Scale 0.0165 0.0155 
Shape 0.63 0.61 

 

Table 5-23:  Estimated parameters for the Weibull distribution of time to next failure. 

Parameters Left-and Right-Censor TrainYr=2009  Left-and Right-Censor TrainYr=2011  
scale 13.8 12.6 
shape 0.85 0.88 

 

 

Figure 5-41: Estimated distribution for the time to next failure. 
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5.4.2 Results and Discussions 

The performance of the MPP models in estimating the total number of failures in the 
dataset are compared with the NHPP and BSM using error statistics and graphical plots. 
The prediction curves are then used to compare the ranking performance of the 
models. Note that the results for the MPP model with 𝐹𝐹 = 500m and 𝐹𝐹 = 200m have 
not been shown because their results are similar to the MPP model with 𝐹𝐹 = 100𝑚𝑚. 
The failure influence factors were found to have little effect at large distance even 
with the smallest decay factor (e.g. 𝐹𝐹 = 100 𝐵𝐵𝑛𝑛𝑑𝑑 𝐵𝐵 = 0.1, 𝐴𝐴−0.1∗100 = 4.5 ∗ 10−5). 

5.4.2.1. Expected Number of Failures Estimated by the MPP Models 

 

Figure 5-42: Expected number of failures estimated by the MPP model using failure data up to 2011. 

 

Figure 5-43: Expected number of failures estimated by the MPP model using failure data up to 2019. 

The expected number of failures (Equation ( 5-30 )) estimated by the MPP models 
without the failure influence factor are first compared. The results are plotted in 
Figure 5-42 and Figure 5-43 for the training period 2005-2011 and 2005-2009, 
respectively. The error statistics are shown in Table 5-24. The results for 2005 are not 
shown because the models consistently overestimate the number of failures.  

Large year-to-year variations in the number of failures estimated by the MPP models 
can be observed from both figures. They are caused by the change in soil moisture 
content each year, which generates different level of bending stress. The average 
bending stress of the pipe over the observation period can be found in Figure 5-44. 
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The direction of the change in bending stress is generally the same as the change in 
the expected number of failures. An increase in the average bending stress also leads 
to an increase in the expected number of failures estimated for the year. 

Similar to the MPP models for longitudinal failures, the errors statistics shows that the 
MPP-BB-P1-Sr-TrainYr and MPP-BB-P2-Sr-TrainYr models have a higher error compare 
to the MPP-BB-P1-Basic-TrainYr and MPP-BB-P2-Basic-TrainYr models. However, the 
performance of all the MPP models for broken back failures is poor because the 
variations from the model are much higher than the variations in the failure data. The 
expected number of failures is often over or underestimated by a large degree. The 
inclusion of additional failure data (training using 2005-2011 rather than 2005-2009) 
does not show a significant improvement in estimating the expected number of 
failures. 

Table 5-24: Error statistics for the MPP models without failure influence factor. 

Models RMSE 
Training 

RMSE 
Validation 

RMSE 
Overall 

MAE 
Training 

MAE 
Validation 

MAE 
Overall 

MPP-LS-P1-Basic-2011 1422 194 1237 996 188 801 
MPP-LS-P2-Basic-2011 1562 186 1357 1091 181 870 

MPP-LS-P1-Sr-2011 3738 239 3240 2458 221 1910 
MPP-LS-P2-Sr-2011 3896 235 3377 2571 217 1993 

MPP-LS-P1-Basic-2009 1755 218 1251 1389 188 787 
MPP-LS-P2-Basic-2009 1933 236 1376 1538 218 872 

MPP-LS-P1-Sr-2009 4485 444 3176 3497 339 1850 
MPP-LS-P2-Sr-2009 4700 496 3327 3679 354 1934 

 

 

Figure 5-44: Average bending stress in the water main. 

5.4.2.2. Comparing MPP Models with the BSM and NHPP 

The results of the BSM model and the coefficients estimated for the NHPP are shown 
in Table 5-25 and Table 5-26, respectively. The expected number of failures estimated 
by the MPP models with and without the failure influence factor is compared with the 
BSM and NHPP in Figure 5-45 and Figure 5-46. The MPP model with the failure 
influence factor has only been plotted for the decay factor with the smallest RMSE and 
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in Figure 5-45). The error statistics for the results plotted in Figure 5-45 and Figure 
5-46 is shown in Table 5-27 and Table 5-28, respectively. The RMSE and MAE for the 
MPP models with a range of decay factors (𝐵𝐵) for 𝐹𝐹 = 50m and 𝐹𝐹 = 100m are shown 
in Table C - 7 and Table C - 8 in APPENDIX C, respectively. 

Table 5-25: Failure probability estimated from the BSM. 

BSM2011 BSM2009 
Num Past 
Failures 

Num 
Pipe 

Num Failures 
(2011) 

Prob 
Failure 

Num 
Pipe 

Num Failures 
(2009) 

Prob 
Failure 

0 28601 84 0.003 29141 337 0.012 
1 1685 40 0.024 1399 161 0.115 
2 428 17 0.041 251 54 0.216 
3 88 5 0.062 27 8 0.304 
4 17 3 0.194 3 1 0.375 
5 2 0 0.167 2 0 0.167 

 

Table 5-26: Coefficients estimated for the NHPP. 

NHPP2009 NHPP2011 
Covariates Coefficient Covariates Coefficient 

Ageing Factor 0.37 Ageing Factor 0.31 
Constant -3.74 Constant -3.58 

ln(PipeLength) 0.74 ln(PipeLength) 0.76 
200mm<PipeDia<=300 -1.30 200mm<PipeDia<=300 -1.34 

PipeDia>=300 -2.39 PipeDia>=300 -2.49 
Soil-SE -0.90 Soil-SE -0.95 
Soil-VE 0.51 Soil-VE 0.48 

NOKPF=1 1.31 NOKPF>=1 1.12 
NOKPF>=2 1.52 NOKPF>=2 1.00 

 

 

Figure 5-45: Expected number of failures estimated by the models trained using data between 2005 
and 2011. 
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Figure 5-46: Expected number of failures estimated by the models trained using data between 2005 
and 2011. 

Table 5-27: Error statistics for models trained using data between 2005 and 2011. 

Model Parameters RMSE Overall MAE Overall 

MPP-BB-P1-Basic-2011-a1.5-R100 1242 804 
MPP-BB-P2-Basic-2011-a1.6-R100 1357 871 

MPP-BB-P1-Basic-2011 1237 801 
MPP-LS-P2-Basic-2011 1357 870 

MPP-BB-P1-Sr-2011-a1.9-R100 3240 1912 
MPP-BB-P2-Sr-2011-a2.0-R100 3378 1995 

MPP-BB-P1-Sr-2011 3240 1910 
MPP-BB-P2-Sr-2011 3377 1993 

NHPP2011 201 182 
BSM2011 285 263 

 

Table 5-28: Error statistics for models trained using data between 2005 and 2009. 

Model Parameters RMSE Overall MAE Overall 

MPP-BB-P1-Basic-2009-a1.9-R100 1256 790 
MPP-BB-P2-Basic-2009-a1.9-R100 1382 872 

MPP-BB-P1-Basic-2009 1251 787 
MPP-LS-P2-Basic-2009 1376 872 

MPP-BB-P1-Sr-2009-a1.9-R100 3176 1851 
MPP-BB-P2-Sr-2009-a2.0-R100 3326 1935 

MPP-BB-P1-Sr-2009 3176 1850 
MPP-BB-P2-Sr-2009 3327 1934 

NHPP2009 257 189 
BSM2009 380 321 

 

The expected number of failures estimated by the MPP models with and without the 
failure influence factor is very similar, given the same updating process, training 
period and method used to initialise the corrosion parameters (e.g. MPP-BB-P1-Basic-
2011-a1.5-R100 and MPP-BB-P1-Basic-2011 in Figure 5-45). This is because the decay 
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factor with the smallest RMSE is relatively high. The increase of the long-term 
corrosion rate for water mains surrounding the pipe with an unexpected failure is 
small. Therefore, the failure influence factor does not have a substantial impact on 
expected number of failures estimated by the MPP model. 

Unlike the MPP model for longitudinal failure, the errors of the MPP models for broken 
back failures are much higher than the BSM and NHPP because the expected number 
of failures are often overestimated or underestimate. In addition, the inclusion of the 
failure influence factor does not seem to make any improvement to the model. One 
of the reasons for the poor performance of the MPP model in broken back failure is 
that there is an additional level of complexity compared to the longitudinal failure. 
The bending stress in the MPP model for broken back failures is time dependent, but 
the stress in the MPP model for longitudinal failure is constant since no variation in 
water pressure was assumed. As the training process for the two failure modes is the 
same, the current model cannot account for the time dependent stresses in broken 
back failures. Therefore, the performance of the model for broken back failures is poor. 
Further improvements in the MPP model is needed to handle time dependent stress 
variations for broken back failures in water mains.  

5.4.2.3. Prediction Curve Comparison 

The prediction curves for the MPP models without the failure influence factor, BSM 
and NHPP with a training period from 2005-2011 and 2005-2009 are plotted in Figure 
5-47 and Figure 5-48, respectively. The ranking of the water mains for the MPP models, 
BSM and the NHPP are ordered using the damage factor, expected failure probability 
and the expected number of failures, respectively. The prediction curves plotted are 
the same as Section 5.3.2.3, which show the percentage of failure predicted on the y-
axis for the validation period. The results from MPP models with the failure influence 
factor from the previous section have not been plotted because they did not show any 
improvements in estimating the expected number of failures, and their prediction 
curves are found to be similar to the models without the failure influence factor.  

For the MPP models that have been plotted, the ranking performance of the models 
is worse if the corrosion parameters are initialised using the degree of saturation. The 
updating process, P2, is also preferred over P1. The MPP-BB-P2-Basic-TrainYr model is 
the best out of the 4 MPP models shown in the prediction curve, regardless of the 
training period that has been used to calibrate the model. 

The ranking performance of the MPP models is worse than the NHPP for broken back 
failures. However, the BSM is preferred over the two as it can predict more failures 
for the first 20% length of pipe considered for renewal, which is the most critical part 
of the curve due to the limitation in the length of renewal each year. 
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For broken back failures, the MPP model is unable to show any improvement in 
ranking the water mains compared to the BSM and NHPP. It is likely that the MPP 
model could not adapt to the time dependent bending stress. Therefore, the damage 
factor cannot be estimated accurately for the water mains, leading to pipes that are 
not in a critical condition to be ranked higher than the ones that are close to failure. 

 

Figure 5-47: Model prediction curves for training period between 2005 and 2011. 

 

Figure 5-48: Model prediction curves for training period between 2005 and 2009. 

5.5. Discussion on the MPP Model 

In the MPP model, the parameters in the corrosion model are estimated using failure 
data or from the soil’s degree of saturation. They are also continuously updated by 
comparing the failure data with the result from the physical model. This allows the 
corrosion parameters to be continuously improved and use more data that become 
available over time. This is different in comparison to the study conducted by Rajani 
and Tesfamariam (2007). The authors collected pit depth using non-destructive 
techniques and calculated the initiation time of corrosion based on known or assumed 
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soil corrosivity. The parameters in the corrosion model are estimated initially but are 
not updated as more data are received. 

The performance of the MPP models for longitudinal failures and broken back failures 
using the two updating processes (Section 5.2.4) and initialisation methods for the 
corrosion parameters (Section 5.2.2) have been compared with the BSM and NHPP.  
The length of water mains in the longitudinal failure and broken back failure dataset 
are similar (about 2000km and 1800km). The longitudinal failure dataset has been 
observed over a more extended period of time even though the number of failures 
recorded is less than the broken back failures. 

Using the BSM and NHPP as a baseline of comparison, the current MPP model is more 
adapted to longitudinal failures rather than broken back failures.  The number of 
longitudinal failure estimated by the MPP models matches well with the recorded 
failure data. However, the MPP model cannot capture the year-to-year variations for 
the broken back failures accurately and tends to underestimate or underestimate the 
number of fail pipes by a large degree. 

The ranking performance of the MPP model for longitudinal failures is comparable to 
or better than the BSM and NHPP for the training periods considered. However, the 
ranking performance of the MPP model for broken back failures is worse than the 
NHPP and BSM. Therefore, the MPP model is better at ranking water mains that are 
subjected to longitudinal failures at the present stage of development. 

In terms of the updating method (P1 and P2) and the method used to initialise the 
corrosion parameters (Basic and 𝐹𝐹𝑟𝑟) in the MPP model. The influence of the updating 
methods is not significant for estimating the expected number of failures given the 
same failure modes, initialisation method for the corrosion parameters and training 
periods. However, the P2 models tends to be slightly better at ranking pipes based on 
the results from the prediction curve. On the other hand, the method used to initialise 
the corrosion parameters has a greater impact on the result of the MPP models. Using 
the degree of saturation to initialise the corrosion parameters tends to be less 
accurate in estimating the number of failures in both failure modes. The ranking 
performances are also found to be the worse than those initialised using the failure 
data in the prediction curves for broken back failures (Figure 5-47 and Figure 5-48). 

There are several possible reasons that the MPP model performs poorly when the 
corrosion parameters are initialised based on the soil’s degree of saturation. Together, 
they may have led to the long-term corrosion rates in Table 5-5 to be higher than the 
long-term corrosion rate distribution calculated from the failure data. 
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The collected available water content data from an 8km by 8km grid is very coarse. 
Water mains are constructed as a network that requires much finer resolutions to 
capture the variations in the soil water content between water mains.  

The conversion from the available water content to soil moisture content was based 
on a document from Tasmania (Cotching, 2011). The permanent wilting point and the 
field capacity selected for each soil reactivity (e.g. ST) dictates the range of soil 
moisture content estimated for the pipe. If the permanent wilting point and field 
capacity selected for the soil type do not approximate the actual condition of the soil 
in the area, the estimated soil moisture content, the degree of saturation and the 
corrosion parameters will not be accurate.  

Finally, the conversion from the degree of saturation to the corrosion parameters was 
based on Table 5-5. The corrosion parameters were based on data collected from a 
number of projects with a limited number of samples. In addition, the operating 
environments of the samples are also different to the ones in Melbourne. Therefore, 
the corrosion parameters estimated from Table 5-5 may not be accurate for the study.  

The MPP model for broken back failures performed poorly compared to the MPP 
model for longitudinal failures. Firstly, the assumption of all the pipes crossing a single 
driveway is not entirely satisfied. Also, the bending stress is calculated based on soil 
moisture data in an 8km by 8km grid from the BOM. The coarse resolution of the 
moisture data means that the variations in the soil moisture content between the 
water mains in the same grid cannot be captured. A large number of pipes will have 
the same soil moisture content values.  

The MPP model was initially developed for longitudinal failures. The calibration 
process of the model might not be suitable for broken back failures. In addition, the 
bending stress for broken back failure is time dependent, whereas the stress for 
longitudinal failures is assumed to be constant. The variation in stress over time can 
make it very difficult for the model to estimate the expected number of failures 
accurately under the current updating processes. For example, let the estimated 
bending stress of a pipe to be 10MPa and 20MPa for 2006 and 2007, respectively. The 
corresponding SCF that needs to fail the water mains are 10 (for 2006) and 5 (for 2007). 
Given that a failure has been estimated from the model in 2006, the long-term 
corrosion rate and SCF (less than 10) will be reduced. However, the model can 
estimate a failure again in 2007 if the reduced SCF is greater than 5. This can lead to 
an over-estimation in the expected number of failures for the year.  

Although the performance of the MPP model has been shown to be comparable to 
the BSM and NHPP for longitudinal failures, the model still has a large potential for 
further improvements and developments. To improve the estimation of broken back 
failures, the updating process (P1 and P2 in Section 5.2.4) needs to be modified to 
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account for the time dependent bending stress. The two updating processes (Section 
5.2.4) used in the MPP models are simple, and the uncertainty in the updating of the 
corrosion parameters in the model is not properly modelled. More advanced updating 
techniques (e.g. Bayesian updating) could be built into the updating process to 
improve the performance of the model. 

The failure influence factor in the MPP model was applied to all water mains to 
increase its long-term corrosion rate when an unexpected failure occurs. However, 
the failure influence factor should be applied to the specific region of the network that 
is found to have clustering of failures. In addition, the minimum bound for the failure 
influence factor is set to 1, but it might also be useful to reduce this bound to 0 so that 
the long-term corrosion rates of surrounding pipes are reduced if the model 
anticipated a failure that did not occur. 

The current application of the MPP model is limited because other pipe materials (e.g. 
AC pipes) and failure modes (e.g. joint failure) have not been considered. However, 
the components in the MPP model can be replaced easily. The physical model in the 
MPP model controls the type of failure modes and type of materials that will be 
analysed. Therefore, replacing the physical model component with other physical 
models that are designed for a different pipe material or failure mode can extend the 
application of the MPP model. 

5.6. Conclusion 

This chapter has discussed the development of the Monash Pipe Failure Prediction 
(MPP) model for pipe failure prediction. The MPP model integrates the physical model 
with statistical failure data. The physical model is used to estimate the condition of 
the pipe, while the failure data are used to update the corrosion parameters. Two 
updating processes and two initialisation methods for some of the initial parameters 
in the model have been considered to estimate failures in CI pipes subjected to 
longitudinal and broken back failures. The accuracy in estimating the number of 
failures and the ranking performance of the MPP models were compared with the 
BSM and NHPP. 

The main findings of the chapter are summarised below based on the datasets used 
in the analysis: 

• The performance of the MPP model initialised using the degree of saturation is 
not as good as the MPP model initialised using failure data. The updating process 
used in the MPP model does not have a significant impact on the number of 
failures estimated but do influence the ranking performance. 

• The MPP model is better at modelling longitudinal failures than broken back 
failures. The number of failures estimated by the model with the failure influence 
factor matches well with the recorded longitudinal failure data. Its ranking 
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performance based on the prediction curve is also comparable to or better than 
the BSM and NHPP. 

• The MPP model for broken back failures cannot capture the year-to-year 
variations in the failure data, and the number of failures is often overestimated 
or underestimated. The ranking performance of the model is only comparable to 
the NHPP but not as good as the BSM. The application of the failure influence 
factor in the model for broken back failures does not improve the performance of 
the model. 

The chapter has developed the basic framework for the MPP model. It still has a large 
potential for future improvements and developments. The updating process needs to 
be modified to account for the time dependent bending stress in broken back failures. 
In addition, the uncertainty in the updating of the corrosion parameters have not been 
captured, more advanced algorithms could be incorporated into the updating process 
of the model. The application of the failure influence factor has not been fully explored, 
other functional forms for the decay function could be considered, and regions with 
clustering of failures should also be identified to apply the failure influence factor. 
Currently, the application of the MPP model is limited to CI pipes subjected to 
longitudinal and broken back failures, the model needs to be extended to other pipe 
materials and failure modes. 
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CHAPTER 6: APPLICATION OF FAILURE PREDICTION 
MODELS IN WATER MAIN REHABILITATION 

PLANNING 

6.1. Introduction 

The rehabilitation (including replacement) planning of the WDN is one of the most 
important operations for water utilities. It enables the water utility to forecast the 
future investment required to achieve the level of service that has been set for the 
network.  

The water main rehabilitation planning consists of two components. The first is the 
prediction of failures for pipes in the network. Previous chapters provided detailed 
discussions on a number of failure prediction models. Some of these models will be 
used to demonstrate their applications in water main rehabilitation planning. 

The second component is the consequence of failure, it includes the cost associated 
with the pipe itself, such as repair cost and renewal cost, as well as other cost 
generated as a result of the failure event, such as flooding damage and delay travel 
cost. In most cases, it is very difficult to obtain a reasonable estimate for some of these 
cost variables because they are either not available or are hard to quantify. 

Several optimisation methods have been developed in the literature to identify the 
water mains to be replaced. Some methods (Shamir and Howard, 1978; Walski and 
Pelliccia, 1982; and Mailhot et al., 2003) are simple, and the optimal solution can be 
obtained easily, but they are only capable of modelling a single-objective. Other more 
advanced methods, such as genetic algorithms (Dandy and Engelhardt, 2006; Berardi 
et al., 2009a; Berardi et al., 2009b; Dridi et al., 2009; and Giustolisi and Berardi, 2009), 
are more complex and require an in-depth understanding of the problem and 
optimisation techniques to correctly setup the model. They are also computationally 
expensive, which can become an issue if there are a large number of water mains in 
the network. These models are generally able to consider multiple objectives (e.g. 
minimisation of total cost and pressure deficit). 

In this chapter, a simple, single-objective optimisation method will be used to 
demonstrate the application of the failure prediction models discussed in previous 
chapters for water main rehabilitation planning. Advanced optimisation methods such 
as genetic algorithm could also be used in place of the simpler methods. The 
application of the MPP model in water main rehabilitation will be demonstrated with 
the NHPP. Then a number of different water main rehabilitation scenarios will be used 
to assess the future condition of the entire network using the NHPP (MPP model is 
only applicable to CI pipes). Part of this work has been utilised in developing the water 
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plan for a water utility in Melbourne. Therefore, it is vital to ensure that the 
assumptions and objectives used in the process reflect upon the action that the utility 
will undertake in the future. This is implemented on the basis of expert opinions from 
the operating managers and has been used to determine the types of scenarios to 
analyse.  

6.2. Failure Prediction Models 

The first part of water main rehabilitation planning is to predict the number of failures 
in the future. The Non-homogeneous Poisson Process (NHPP) with simulation of the 
covariate, the NOKPF (Section 4.5), and the Monash Pipe Failure Prediction (MPP) 
model (Section 5.2) will be used. The Bayesian Simple Model (BSM) discussed in 
Section 3.3.3 could not be applied as the model is not time dependent (no ageing 
factor). The two models will first be used to model a CI dataset that only contains 
longitudinal failures to demonstrate the application of the MPP model in rehabilitation 
planning. Then the NHPP will be used to analyse the future performance of the entire 
network as the MPP model is only applicable to CI pipes.  

6.3. Consequence of Failure and Cost of Renewal 

The second component of water main rehabilitation planning is estimating the failure 
consequence of the break events and the cost of replacing the water mains. The 
estimation processes are discussed below using data provided by one of the water 
utility in Melbourne. 

6.3.1 Consequence of Failure 

The failure consequence of pipe 𝑖𝑖 (Equation ( 6-1 )) consists of cost that is associated 
with the failure of the asset (𝐶𝐶𝑖𝑖

𝑟𝑟𝑒𝑒𝑝𝑝 ); the loss of service to customers (𝐶𝐶𝑖𝑖𝐿𝐿𝐿𝐿 ); direct 
damage (𝐶𝐶𝑖𝑖𝑑𝑑𝑖𝑖𝑟𝑟) (e.g. flooding of basement and damage to surrounding assets); indirect 
cost (𝐶𝐶𝑖𝑖𝑖𝑖𝑛𝑛𝑑𝑑𝑖𝑖𝑟𝑟 ); and social cost (𝐶𝐶𝑖𝑖𝑠𝑠𝑠𝑠𝑐𝑐 ) (e.g. traffic delays and loss of business for 
customers) (Nafi and Kleiner, 2009). It is difficult to estimate most of the cost 
mentioned above because data are rarely available or are hard to quantify (e.g. traffic 
delay).  

𝐹𝐹𝐶𝐶𝑖𝑖 = 𝐶𝐶𝑖𝑖
𝑟𝑟𝑒𝑒𝑝𝑝 + 𝐶𝐶𝑖𝑖𝑑𝑑𝑖𝑖𝑟𝑟 + 𝐶𝐶𝑖𝑖𝐿𝐿𝐿𝐿 + 𝐶𝐶𝑖𝑖𝑑𝑑𝑖𝑖𝑟𝑟 + 𝐶𝐶𝑖𝑖𝑖𝑖𝑛𝑛𝑑𝑑𝑖𝑖𝑟𝑟 + 𝐶𝐶𝑖𝑖𝑠𝑠𝑠𝑠𝑐𝑐 

( 6-1 ) 

The repair cost is the only available cost data and has been collected between 2007 
and 2014. Other cost that has been mentioned in Equation ( 6-1 ) can also be included 
if they are available. The repair cost data are first filtered by removing any values that 
are less than $1,000 (value selection was discussed with asset manager) because they 
are likely to be errors from the data entry process.  
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The first attempt to model the repair cost is to fit a simple regression model to the 
data. Many variables related to the properties of the water main have been 
considered, including pipe characteristics (e.g. water pressure and pipe diameter), 
traffic information (e.g. road type and average annual daily traffic), failure information 
(e.g. failure mode and location of failure) and time of failure (e.g. work duration and 
time of day). However, after a large number of trials using different combinations of 
variables, none of the simple regression models could capture the variability in the 
repair cost. Therefore, the average repair cost in each material type is used instead 
(Table 6-1, Conc-concrete, DI-ductile iron, MS-mild steel, PE- polyethylene, PVC- 
polyvinyl chloride, WI-wrought iron). For CI and AC pipes, the average repair cost in 
each local council area (Table 6-2) is used because sufficient repair cost data are 
available for CI and AC pipes in most locations. 

Table 6-1: Average repair cost for different pipe materials. 

Material Group Repair Cost 
CONC $        3,914 

DI $        2,730 
MS $        5,005 
PE $        2,780 

PVC $        2,478 
WI $        2,762 

Other $        2,585 
 

Table 6-2: Average repair cost for CI and AC pipes in different local council areas. 

LGA CI AC 
BAW BAW $        3,6977 $        3,0326 
BAYSIDE $        4,106 $        3,160 

CARDINIA $        3,6976 $        2,701 
CASEY $        2,265 $        2,717 

FRANKSTON $        4,113 $        2,507 
GLEN EIRA $        4,047 $        3,563 

GREATER DANDENONG $        3,108 $        3,417 
KINGSTON $        4,126 $        3,782 

KNOX $        3,209 $        2,486 
MAROONDAH $        3,6972 $        3,0322 
MELBOURNE $        3,697 $        3,532 

MONASH $        3,005 $        2,920 
MORNINGTON PENINSULA $        3,516 $        2,669 

PORT PHILLIP $        4,435 $        4,876 
STONNINGTON $        3,956 $        1,827 
WHITEHORSE $        3,6976 $        3,0326 

YARRA $        3,6976 $        3,0326 
YARRA RANGES $        2,267 $        2,298 

 

                                                       
7 Average repair cost is used since repair cost data were not available for the council area. 
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6.3.2 Cost of Renewal 

Renewal cost data for small diameter pipes (<300mm diameter) in the 2013/14 
financial year has been provided by the water utility to estimate the renewal cost. A 
summary of the renewal conducted is shown in Table 6-3. 

Table 6-3: Renewal cost data. 

Cohort Properties Cast Iron Water Mains 
Total Length (km) 60 
Number of Pipes 112 

Old Materials CI, AC and PVC 
New Materials PE, PVC and CU 

Total Spending ($m) 19 
 

A total of 112 pipes made from CI, AC and PVC has been renewed according to the 
data. Most of them were replaced with PE pipes, 9 of them were replaced with PVC 
pipes, and only 1 was replaced with a copper (CU) pipe.  

A simple linear regression model was used to estimate the renewal cost using pipe 
length. Different functional form of the renewal cost and pipe length was investigated, 
including log transformation and squaring of pipe length. The model with the highest 
𝐹𝐹2 out of those tested is shown in Equation ( 6-2 ) (all units in thousands of dollars) 
and the estimated renewal cost from the model is plotted against the recorded 
renewal cost in Figure 6-1 

𝐶𝐶𝐹𝐹𝑖𝑖 = 𝑀𝑀 + 𝐶𝐶𝑒𝑒 ∗ 𝑙𝑙𝑖𝑖 

= 12.24 + 0.27𝑙𝑙𝑖𝑖 

( 6-2 ) 

where 𝑖𝑖 is the i-th pipe; 𝐶𝐶𝐹𝐹𝑖𝑖 is the replacement cost (in thousands); 𝑀𝑀 is the constant 
term and can be interpreted as the fixed cost involved with each replacement job (e.g. 
equipment hiring and mobilisation cost); 𝑙𝑙𝑖𝑖  is the pipe length; and 𝐶𝐶𝑒𝑒  can be 
considered as the cost per meter of pipe replaced (variable cost).  

 

Figure 6-1: Recorded renewal cost vs estimated renewal cost. 
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The model has an 𝐹𝐹2 value of 0.72, suggesting that the model’s estimation fits the 
data reasonably well. The results of the model were discussed with the asset manager 
and it is believed that the variable cost (𝐶𝐶𝑒𝑒) is lower than those observed in the field. 
There are several possible reasons for this as follows: 

• The number of data points is limited as it only has 1 year of reliable data.  
• The linear model is very simple and does not account for other factors, such as 

the surrounding environment of the work.  
• The asset manager believes that the renewal cost can vary significantly between 

council areas, which is not accounted for in the linear model due to limited data. 

The variable cost was increased to $450 per meter based on the advice of the asset 
manager. The model for the renewal cost of the water main becomes: 

𝐶𝐶𝐹𝐹𝑖𝑖 = 12.24 + 0.45𝑙𝑙𝑖𝑖 

( 6-3 ) 

6.4. Level of Service Indicators 

The following lists some of the objectives and constraints that have been used in water 
main rehabilitation planning studies from the literature: 

Table 6-4: Objectives and constraints commonly considered. 

Objectives and Constraints Studies 

Minimisation of the total cost (renewal cost + 
failure consequence) 

Shamir and Howard (1978); Walski and Pelliccia 
(1982); Mailhot et al. (2003); Nafi and Kleiner 

(2009) and many others 

Satisfy hydraulic demands Dridi et al. (2009); Kim and Mays (1994); and 
Luong and Nagarur (2005) 

Budget constraint Dridi et al. (2009); Nafi and Kleiner (2009); Li et 
al. (2015) 

Pipe selection preference Berardi et al. (2009b) and Giustolisi and Berardi 
(2009) 

Maximise system reliability Dandy and Engelhardt, (2006); Berardi et al. 
(2009b); and Giustolisi and Berardi (2009); 

Satisfy water flow demand Kim and Mays (1994) and Dridi et al., 2008 
Maximise system availability Luong and Nagarur (2005) 

 

The minimisation of the total cost (or cost related objectives) has been used in nearly 
all studies that have been reviewed. Therefore, it was the first approach considered in 
the study for water main rehabilitation planning. The approach was discussed with the 
asset managers from the water utility. It is believed that although the minimisation of 
total cost seems to be the most attractive solution in theory because it provides the 
cheapest and most effective option in the selection of water main for renewal, it might 
not be the most practical objective for water renewal planning. This is because the 
selection of pipes for renewal is hardly based on the minimisation of total cost due to 
other service level and regulatory requirements that need to be satisfied. The 
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objectives used in rehabilitation planning need to be tailored to the operation of the 
water utility for it to be practically applicable to the network.  

For the network under analysis, a renewal is proposed for the small diameter pipe if it 
has experienced 3 or more failures in a 12-month period. In addition, the utility is 
required to provide rebates to customers that experience 5 or more unplanned 
interruptions in a 12-month period. Considering the two points above, the following 
service level indicators are used to represent the service level of the network and will 
be minimised in the planning process: 

• The failure rate (failure per 100km) of the network. 
• The number of customers that experience with 3 or more unplanned 

interruptions (CI3), assuming that all customers in a shutoff block will experience 
an unplanned interruption if any of the pipes in the shutoff block experience a 
failure. 

In addition, the water plan is undertaken to predict the future investment that is 
required to maintain the service level of the network at a specific level. Therefore, the 
current approach sets a target for the future service level of the network to predict 
the required investment (budget) in the future. The process used to determine the 
order of renewal each year by minimising the two service level indicators is described 
in the next section. 

6.4.1 Minimising Failure Rate of the Network 

The failure rate of the network can be estimated easily using the predictions from the 
failure prediction model divided by the total pipe length of the network.  

𝐹𝐹𝐹𝐹(𝑡𝑡) =
∑ 𝑘𝑘𝑖𝑖(𝑡𝑡)𝑛𝑛
𝑖𝑖=1
∑ 𝑙𝑙𝑖𝑖𝑛𝑛
𝑖𝑖=1

 

( 6-4 ) 

where 𝐹𝐹𝐹𝐹(𝑡𝑡)  is the failure rate of the network at time 𝑡𝑡 ; 𝑘𝑘𝑖𝑖(𝑡𝑡)  is the expected 
probability of failure for the MPP model or the expected number of failures for the 
NHPP for pipe 𝑖𝑖 at time 𝑡𝑡; 𝑙𝑙𝑖𝑖 is the length of pipe 𝑖𝑖; and 𝑛𝑛 is the number of pipes in the 
dataset. 

The following is a list of steps that are used to order the water mains for renewal: 

Let the maximum allowable failure rate be equal to 𝐹𝐹𝐹𝐹𝑡𝑡 up till the end of the planning 
period (𝑇𝑇𝑝𝑝); 𝐿𝐿𝑐𝑐(𝑡𝑡) be the list of pipes candidate for renewal in time 𝑡𝑡; 𝐿𝐿𝑅𝑅(𝑡𝑡) be the list 
of pipes renewed at time 𝑡𝑡; and 𝐿𝐿𝑝𝑝 be the list of pipes that have been renewed. 

1. Predict the failures of all water mains in the dataset (𝑘𝑘𝑖𝑖(𝑡𝑡)). 
2. Put all the pipes into 𝐿𝐿𝑐𝑐(1). 
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3. Loop: For 𝑡𝑡=1 to year 𝑇𝑇𝑝𝑝 
3.1. For the pipes in list 𝐿𝐿𝑐𝑐(𝑡𝑡) , rank them in descending order based on the 

prediction 𝑘𝑘𝑖𝑖(𝑡𝑡).  
3.2. Calculate the 𝐹𝐹𝐹𝐹(𝑡𝑡) of the network using all pipes (all pipes in 𝐿𝐿𝑐𝑐(𝑡𝑡) and 𝐿𝐿𝑝𝑝) 

with Equation ( 6-4 ). 
3.3. Loop: while 𝐹𝐹𝐹𝐹(𝑡𝑡) > 𝐹𝐹𝐹𝐹𝑡𝑡 

3.3.1. Move the first pipe in  𝐿𝐿𝑐𝑐(𝑡𝑡) into list 𝐿𝐿𝑅𝑅(𝑡𝑡).  
3.3.2. Recalculate 𝐹𝐹𝐹𝐹(𝑡𝑡) with the pipes in 𝐿𝐿𝑐𝑐(𝑡𝑡) and 𝐿𝐿𝑝𝑝. 

3.4. Pipes that are moved to 𝐿𝐿𝑅𝑅(𝑡𝑡)  will be replaced in year 𝑡𝑡 . Recalculate the 
prediction for the pipes in 𝐿𝐿𝑅𝑅(𝑡𝑡) for the remaining planning period using the 
NHPP for PE pipes. Put them into list 𝐿𝐿𝑝𝑝. 

3.5. Calculate the renewal cost for those pipes that are replaced using Equation 
( 6-3 ). 

3.6. Calculate the repair cost for those pipes that are allowed to fail using Equation 
( 6-1 ). 

In step 3.1, the water mains are ranked in descending order using 𝑘𝑘𝑖𝑖(𝑡𝑡), therefore, 
pipes higher in the list will be renewed first in step 3.3 because they cause the most 
breaks in the network.  

By following the process described above, the failure rate of the network can be 
minimised to satisfy the level of service set by the utility. The repair and renewal cost 
for each planning year can also be estimated during the process. 

6.4.2 Minimising Number of Customer Interruptions 

The estimation for the number of customers with 3 or more unplanned interruptions 
(CI3) combines the predictions from NHPP with the number of customers in each 
shutoff block (a pipe failure is assumed to cause an interruption to all customers in the 
shutoff block). The MPP model is not used because it cannot estimate the probability 
of observing a specific number of failures for the water main. 

If the break events of water mains in the same shutoff block are independent, the 
expected number of customers with 3 or more unplanned interruptions from shutoff 
block 𝑠𝑠 can be estimated using Equation ( 6-5 ), with the principal of superposition for 
the Poisson process. 

𝐶𝐶𝐴𝐴3(𝑡𝑡) = �𝐶𝐶𝐴𝐴3𝑠𝑠

𝐿𝐿

𝑠𝑠=1

(𝑡𝑡) = ��1 −�𝑃𝑃𝑒𝑒(𝑋𝑋𝑠𝑠(𝑡𝑡) = 𝑥𝑥)
2

𝑥𝑥=0

� 𝐶𝐶𝑁𝑁𝑠𝑠𝑠𝑠(𝑡𝑡)
𝐿𝐿

𝑠𝑠=1

 

( 6-5 ) 
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𝑃𝑃𝑒𝑒(𝑋𝑋𝑠𝑠(𝑡𝑡) = 𝑥𝑥) =
�∑ 𝑘𝑘𝑖𝑖(𝑡𝑡)

𝑛𝑛𝑠𝑠
𝑖𝑖=1 �𝑥𝑥𝐴𝐴−∑ 𝑘𝑘𝑖𝑖(𝑡𝑡)𝑛𝑛𝑠𝑠

𝑖𝑖=1

𝑥𝑥!
 

( 6-6 ) 

where 𝐶𝐶𝐴𝐴3(𝑡𝑡) is the expected total number of customers with 3 or more unplanned 
interruptions in the network at time 𝑡𝑡; 𝐶𝐶𝐴𝐴3𝑠𝑠(𝑡𝑡) is the expected number of customers 
with 3 or more unplanned interruptions in shutoff block 𝑠𝑠 at time 𝑡𝑡; 𝑃𝑃𝑒𝑒(𝑋𝑋𝑠𝑠(𝑡𝑡) = 𝑥𝑥) is 
the probability of observing 𝑥𝑥  failures in shutoff block 𝑠𝑠  at time 𝑡𝑡 ; 𝐶𝐶𝑁𝑁𝑠𝑠𝑠𝑠(𝑡𝑡)  is the 
number of customers in shutoff block 𝑠𝑠 at time 𝑡𝑡; 𝑛𝑛𝑠𝑠 is the number of pipes in shutoff 
block 𝑠𝑠; and 𝑘𝑘𝑖𝑖(𝑡𝑡) is the expected number of failures for pipe 𝑖𝑖 at time 𝑡𝑡. 

The following is a list of steps that are used to order the water mains for renewal by 
minimising the expected CI3: 

Let the maximum allowable number of customers with 3 or more unplanned 
interruptions be equal to 𝐶𝐶𝐴𝐴3𝑡𝑡 till the end of the planning period (𝑇𝑇𝑝𝑝); 𝐿𝐿𝑐𝑐(𝑡𝑡) be the list 
of pipes candidate for renewal at time 𝑡𝑡; 𝐿𝐿𝑠𝑠  be the list of pipes in shutoff block 𝑠𝑠; 
𝐿𝐿𝑁𝑁𝐶𝐶𝑅𝑅(𝑡𝑡) shows the reduction of CI3 by the removal of each pipe at time 𝑡𝑡; 𝐿𝐿𝑅𝑅(𝑡𝑡) be the 
list of pipes renewed at time 𝑡𝑡; and 𝐿𝐿𝑝𝑝 be the list of pipes that have been renewed. 

1. Predict the failures for all water mains in the dataset (𝑘𝑘𝑖𝑖(𝑡𝑡)). 
2. Put all the pipes into 𝐿𝐿𝑐𝑐(1). 
3. Loop: For 𝑡𝑡=1 to year 𝑇𝑇𝑝𝑝 

3.1. Group the pipe into shutoff blocks. Put all the pipes in shutoff block 𝑠𝑠 into 𝐿𝐿𝑠𝑠. 
3.2. Calculate 𝐶𝐶𝐴𝐴3𝑠𝑠(𝑡𝑡) and 𝐶𝐶𝐴𝐴3(𝑡𝑡) using Equation ( 6-5 ) with pipes in 𝐿𝐿𝑐𝑐(𝑡𝑡) and 𝐿𝐿𝑝𝑝. 
3.3. Loop: for 𝑠𝑠=1 to 𝐹𝐹 (total number of shutoff block in the network) 

3.3.1. For the pipes in 𝐿𝐿𝑠𝑠, rank the pipes in descending based on 𝑘𝑘𝑖𝑖(𝑡𝑡). 
3.3.2. Loop: for 𝑖𝑖=1 to 𝑛𝑛𝑠𝑠 (total number of pipes in shutoff block 𝑠𝑠) 

3.3.2.1. Remove pipe 𝑖𝑖  in 𝐿𝐿𝑠𝑠  and calculate the reduction in 𝐶𝐶𝐴𝐴3  after 
pipe 𝑖𝑖 is removed from shutoff block 𝑠𝑠 (𝐶𝐶𝐴𝐴3𝑅𝑅,𝑠𝑠,𝑖𝑖(𝑡𝑡)): 

𝐶𝐶𝐴𝐴3𝑅𝑅,𝑠𝑠,𝑖𝑖(𝑡𝑡) = 𝐶𝐶𝐴𝐴3𝑠𝑠(𝑡𝑡) −�𝐶𝐶𝐴𝐴3𝑅𝑅,𝑠𝑠,𝑗𝑗(𝑡𝑡)
𝑖𝑖−1

𝑗𝑗=1

− �1 −�
�∑ 𝑘𝑘𝑖𝑖′(𝑡𝑡)

𝑛𝑛𝑠𝑠
𝑖𝑖′=𝑖𝑖+1 �𝑥𝑥𝐴𝐴−∑ 𝑘𝑘𝑖𝑖′(𝑡𝑡)𝑛𝑛𝑠𝑠

𝑖𝑖′=𝑖𝑖+1

𝑥𝑥!

2

𝑥𝑥=0

� 𝐶𝐶𝑁𝑁𝑠𝑠𝑠𝑠(𝑡𝑡) 

( 6-7 ) 

where 𝐶𝐶𝐴𝐴3𝑅𝑅,𝑠𝑠,𝑖𝑖(𝑡𝑡) is the reduction of CI3 if pipe 𝑖𝑖 is removed at time 𝑡𝑡; 𝑖𝑖′ is the pipes 
remaining in shutoff block 𝑠𝑠; and ∑ 𝐶𝐶𝐴𝐴3𝑅𝑅,𝑠𝑠,𝑗𝑗(𝑡𝑡)𝑖𝑖−1

𝑗𝑗=1  is the reduction of CI3 from pipes 
that have already been removed in time 𝑡𝑡 (rank higher than pipe 𝑖𝑖  in 𝐿𝐿𝑠𝑠 ) and only 
applies after 𝑖𝑖 > 1 (i.e. ∑ 𝐶𝐶𝐴𝐴3𝑅𝑅,𝑠𝑠,𝑗𝑗(𝑡𝑡)𝑖𝑖−1

𝑗𝑗=1 = 0, given 𝑖𝑖 = 1). 
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3.3.2.2. Record 𝐶𝐶𝐴𝐴3𝑅𝑅,𝐿𝐿,𝑖𝑖(𝑡𝑡) in 𝐿𝐿𝑁𝑁𝐶𝐶𝑅𝑅(𝑡𝑡). 
3.4. Reorder the pipes in 𝐿𝐿𝑁𝑁𝐶𝐶𝑅𝑅(𝑡𝑡) in descending order.  
3.5. Loop: while 𝐶𝐶𝐴𝐴3(𝑡𝑡) > 𝐶𝐶𝐴𝐴3𝑡𝑡 

3.5.1. Move the first pipe in  𝐿𝐿𝑁𝑁𝐶𝐶𝑅𝑅(𝑡𝑡) that is also present in list 𝐿𝐿𝑐𝑐(𝑡𝑡) into list 
𝐿𝐿𝑅𝑅(𝑡𝑡). 

3.5.2. Recalculate 𝐶𝐶𝐴𝐴3(𝑡𝑡) with the remaining pipes in 𝐿𝐿𝑐𝑐(𝑡𝑡) and 𝐿𝐿𝑝𝑝. 
3.6. Pipes that are moved to 𝐿𝐿𝑅𝑅(𝑡𝑡)  will be replaced in year 𝑡𝑡 . Recalculate the 

prediction for the pipes in 𝐿𝐿𝑅𝑅(𝑡𝑡) for the remaining planning period using the 
NHPP for PE pipes. Put them into list 𝐿𝐿𝑝𝑝 (number of pipes in 𝐿𝐿𝑐𝑐(𝑡𝑡) + 𝐿𝐿𝑝𝑝 = 𝑚𝑚). 

3.7. Calculate the renewal cost for those pipes that are replaced using Equation 
( 6-3 ). 

3.8. Calculate the repair cost for those pipes that are allowed to fail using Equation 
( 6-1 ). 

The loop of step 3.3.2 determines the reduction in the number of customers with 3 or 
more unplanned interruptions (𝐶𝐶𝐴𝐴3𝑅𝑅,𝑠𝑠,𝑖𝑖) when a pipe is selected to be replaced. Then, 
in step 3.4, the pipes are ranked in descending order based on 𝐶𝐶𝐴𝐴3𝑅𝑅,𝑠𝑠,𝑖𝑖(𝑡𝑡) so that the 
water main that is expected to cause the most number of customers with 3 or more 
unplanned interruptions is renewed first in step 3.5. 

The steps listed above can be used to estimate the repair and renewal cost in the 
future to achieve the level of service target that has been set out by the water utility. 

6.5. Application of the Monash Pipe Failure Prediction (MPP) Model for Water 
Main Rehabilitation Planning 

The application of the MPP model and NHPP in water main rehabilitation planning is 
demonstrated using the CI dataset with longitudinal failures in Section 5.3.1.1 (Table 
5-11). The MPP-LS-P1-Basic-a0.1-R50 and NHPP2010 models from Section 0 are used 
as the failure prediction model for rehabilitation planning. It has been assumed that 
the replaced water mains are removed from the analysis because the period of 
comparison is relatively short (2011-2015). Therefore, the NHPP for PE pipes is not 
used to replace the predictions in step 3.4 of Section 6.4.1. 

The failure rate estimated from the failure prediction models are plotted in Figure 6-2, 
along with the failure rate observed during the period. The two models were trained 
using failure data between 1994 and 2010. They can capture the increasing trend in 
the recorded failure data. However, the year-to-year variations in the failure data 
could not be captured as time dependent factors, such as rainfall, were not 
incorporated in the two models. Note that the recorded data show the total number 
of failures in a year, but they are plotted as lines in the figures in the chapter instead 
of discrete points for better visualisation. 
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Figure 6-2: Failure rate of the network estimated by the models. 

The aim is to estimate the level of investment to maintain the failure rate from the 
models at 4 bursts per 100km in the validation period. It would be more logical to try 
and maintain the level of service estimated in 2010, but as the estimated failure rates 
for the two models are not the same, a specific target has to be set. The procedure 
described in Section 6.4.1 is used to determine the pipes to be renewed each year. 
The performance of the MPP model in reducing the failure rate can be compared with 
the NHPP by using the failure data in the validation period (2011-2015).  

6.5.1 Level of Investments and Network Conditions 

The renewal length and replacement cost required to maintain the estimated failure 
rate of the models at 4 bursts per 100km are shown in Figure 6-3 and Figure 6-4 
respectively. The renewal length and renewal cost for both models decrease over time 
because pipes that have been replaced are removed from the analysis, they will not 
contribute to the failure rate of the network. 

Although the length of water main renewed in 2011 is very similar for the two failure 
prediction models, the cost of renewal is higher for the MPP model. The renewal cost 
model is comprised of a fixed cost component associated with the renewal of each 
pipe, as well as a variable cost component for the length of pipe renewed. Since the 
length of renewal for the two models is approximately the same, the total variable 
costs are similar. The MPP model has a higher total fixed cost because more pipes are 
renewed in the model. As a result of this, the renewal cost for the MPP model becomes 
higher than the NHPP in 2011. 

The renewal cost of the NHPP decreases from about $13m to $5m from 2011 to 2012, 
then fluctuates around $5m after 2012. The rapid reduction in renewal cost is due to 
the model renewing a large number of water mains in the first year to reach the target 
level of service. Once the condition of the network reaches the burst rate that has 
been set out, it can be maintained by spending around $5m each year.  
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On the other hand, the renewal cost of the MPP model reduces gradually over time 
and is higher than the NHPP. This is because the MPP model predicts more failures 
than the NHPP. In addition, the rate of increase in the expected number of failures 
from water mains remaining in the network is higher for the MPP model compared to 
the NHPP. Therefore, the length of pipe renewal is longer for the MPP model. 

 

Figure 6-3: Renewal length each year. 

 

Figure 6-4: Renewal cost each year. 

To compare the effectiveness of the two failure prediction models in reducing the 
failure rate. The remaining failure rate after the water mains are renewed are 
calculated using Equation ( 6-8 ) below, with the failure data in the validation period: 

𝐹𝐹𝐹𝐹𝑟𝑟(𝑡𝑡) =
∑ 𝑍𝑍𝑖𝑖(𝑡𝑡)
𝑛𝑛𝑟𝑟(𝑡𝑡)
𝑖𝑖=1

∑ 𝑙𝑙𝑖𝑖
𝑛𝑛𝑟𝑟(𝑡𝑡)
𝑖𝑖=1

 

( 6-8 ) 

where 𝐹𝐹𝐹𝐹𝑟𝑟(𝑡𝑡) is the remaining failure rate in the network at time 𝑡𝑡; 𝑍𝑍𝑖𝑖(𝑡𝑡) = 1 if pipe 
𝑖𝑖 failed at time 𝑡𝑡, otherwise 𝑍𝑍𝑖𝑖(𝑡𝑡) = 0; 𝑛𝑛𝑟𝑟 is the number of pipes that remains in the 
network after the renewal program up to time 𝑡𝑡;and 𝑙𝑙𝑖𝑖 is the length of pipe 𝑖𝑖. 

The 𝐹𝐹𝐹𝐹𝑟𝑟(𝑡𝑡) for the two failure predictions models in the validation period (2011-2015) 
are plotted in Figure 6-5. The shape of the remaining failure rates is the same as the 
recorded failure rate shown in Figure 6-2 between 2011 and 2013. The failure rates 
increase from 2011 to 2013 and then decreases till the end of the observation period 
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(2015). The plot shows that both models can reduce the burst per 100km by at least 
0.25 each year (compare with Figure 6-2). The remaining failure rate in the network 
from the MPP model is generally lower than the NHPP for the observation period. 
However, it could be caused by the higher level of investments that is needed for the 
MPP model to reach the target level of service.  

 

Figure 6-5: Remaining failure rates in the network. 

The main limitation of the MPP model in rehabilitation planning is that the model 
cannot be applied to other failure modes and pipe materials yet. Therefore, it cannot 
be used to determine the future investment for the entire water distribution network. 
On the other hand, the NHPP can be applied to the entire network, regardless of pipe 
materials and failure modes. The next section will show some of the work undertaken 
for a real water utility in developing their water plan using the NHPP. 

6.6. Rehabilitation Planning for the Water Distribution Network using the NHPP 

This section will present part of the work used in the water plan for a water utility in 
Melbourne. The water plan is used to estimate the budget for the next 5 years, but 
predictions have been made between 2017 and 2031 (15 years) to understand the 
future condition of the network. The NHPP-Max3 model from Section 4.5 is used as 
the failure prediction model in the water plan. The model can capture the 
deterioration of the pipe over time, as well as simulate future failures to account for 
shorter failure times in water mains that have experienced more failures. The NHPP-
Max3 models are calibrated using failure data between 1994 and 2015 with a range 
of covariates, including the pipe properties (e.g. pipe length and pipe diameter), the 
soil properties (e.g. soil type, shrinkage swelling potential), the water properties (e.g. 
water hardness and water pH) and the NOKPF (up to a maximum of 3). The process 
assumed that the water main will only be replaced once in the entire planning period. 
The replaced pipe will be made of PE, and the failure prediction model will be replaced 
by the NHPP for PE pipes after replacement. The coefficients estimated for the PE 
pipes are listed in Table 6-5. Note that the failure data from 2016 were excluded in 
the failure prediction model because the failure data were not fully available at the 
time of analysis. 
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The pipe assets are broken up into material groups (pit cast iron (PCI), spun cast iron 
(SCI), asbestos cement (AC), concrete (CONC), ductile iron (DI), mild steel (MS), PE, 
PVC, wrought iron (WI) and OTHER) for calibration because of the different physical 
properties with each material type. 

Table 6-5: Coefficients for PE pipes. 

Covariates Coefficient 

Constant -6.54 
ln(Pipe Length) (m) 0.78 

Pressure (kPa) 1.51 
100mm<PipeDia<=200mm -0.74 

Soil Type=Sand -0.36 
Aggressive index8 -1.33 

Average water hardness 0.04 
Water pH 1.28 
NOKPF=1 1.04 
NOKPF=2 1.85 

NOKPF>=3 2.24 
Ageing factor 0.96 

 

The estimated ageing factors for the different material groups are shown in Table 6-6. 
The failure rate for most of the pipes is expected to increase over time, except for 
OTHER and PE pipes. PE is one of the newest pipe material that is introduced in the 
network (around 1980), and therefore, their failure rate is not expected to increase 
for the period of analysis.  Materials (e.g. PCI, AC, MS and WI) estimated with a high 
ageing factor suggest that the number of failures will increase at a high rate because 
they are approaching the end of their design life. These materials will likely be the 
ones that are selected to be replaced in the network. 

Table 6-6: Ageing factor for each pipe material. 

Material Ageing Factor 
PCI 2.11 
SCI 1.49 
AC 1.92 

CONC 1.75 
DI 1.10 
MS 1.86 

OTHER 0.89 
PE 0.96 

PVC 1.58 
WI 2.05 

 

The estimated burst per 100km for the WDN is plotted in Figure 6-6, along with the 
observed failure rate. The observed burst rate varies over the years, but a general 

                                                       
8 Aggressive index=pH+log(alkalinity*Hardness) 
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upward trend can be found, indicating a reduction in the average condition of the 
pipes. The burst rate predicted by the NHPP can capture the general upward trend in 
the data, but not the year to year variations. Other time dependent factors, such as 
temperature and rainfall, will need to be included in the NHPP to capture the year to 
year variations. However, as the value for these time dependent factors (e.g. rainfall) 
are generally unknown in the future and cannot be predicted with sufficient accuracy, 
they have been excluded from the model. 

The total number of customers in the network and the estimated/predicted CI3 for 
the WDN (Equation ( 6-5 )) are plotted in Figure 6-7, along with the observed CI3. The 
data on the number of customers in the network between 1994 and 2014 were not 
collected, and therefore the number of customers in 2015 is used instead. Customer 
growth was projected by the water utility for the planning period, which shows a rapid 
increase in the number of customers for the next 15 years. This is a result of the 
growth in population, leading to a rise in demand for high-rise buildings. Comparing 
the estimated and observed CI3, there is an upward trend in both the observed and 
estimated results. The estimation from the model tend to underestimate the observed 
data at the beginning but does catch up to the observed value as the failure rate of 
the network increased. In the prediction period, the model predictions increase 
rapidly because of the increase in the failure rate, as well as the high customer growth 
projected by the water utility. 

 

Figure 6-6: Predicted Burst rate of the network. 

 

Figure 6-7: Predicted CI3 of the network. 
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6.6.1 Scenario Analysis for the Water Distribution Network 

The future condition of the WDN cannot be predicted with a hundred percent 
certainty. However, by analysing the probable future scenarios based on expert 
knowledge from asset managers can provide a strong basis and support for the 
development of investment budget in the future. 

The projection shown in Figure 6-6 and Figure 6-7 can be considered as a no 
intervention scenario. It assumes that the water mains in the network will only be 
repaired but not replaced during the planning period. Therefore, the failure rate will 
continue to increase over time, leading to an increase in customer interruptions. The 
models projected that the failure rate of the network will increase from 20.22 
burst/100km in 2017 to 31.90 burst per 100km in 2031, while CI3 will increase from 
582 in 2017 to 2596 in 2031. 

The following scenarios will be investigated and compared: 

• Scenario 1: Investment required to achieve 5 different level of service for 
customers with 3 or more unplanned interruptions by minimising CI3. 

• Scenario 2: Investment required to maintain 6 different level of burst rate by 
minimising the failure rate of the network. 

• Scenario 3: Define a constant budget for pipe renewal in the water plan period 
(the next 5 years, 2017-2021). The target level of service set out in scenario 1 
is achieved at the end of 2021. 

• Scenario 4: Define a constant budget for pipe renewal in the water plan period 
(the next 5 years, 2017-2021). The target level of service set out in scenario 2 
is achieved at the end of 2021. 

The cost values (renewal and repair costs) in the future will not be discounted back to 
the current value as it is more important to determine the cash flow in the future. 
However, they can be easily discounted if the discount rate is known. 

6.6.1.1. Scenario 1 

Scenario 1 investigates the amount of investment that is required to maintain CI3 at 5 
levels, including the predicted level of service for customers with 3 or more unplanned 
interruptions in 2016 (approximately 500). The 5 level of service considered in the 
analysis are: 

• Number of customers with 3 or more interruptions cannot exceed 300. 
• Number of customers with 3 or more interruptions cannot exceed 350. 
• Number of customers with 3 or more interruptions cannot exceed 400. 
• Number of customers with 3 or more interruptions cannot exceed 450. 
• Number of customers with 3 or more interruptions cannot exceed 500. 
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The process used to determine water mains selected for renewal has been discussed 
in Section 6.4.2. The predicted burst rate, pipe length replaced, repair cost and 
replacement cost are shown in Figure 6-8, Figure 6-9, Figure 6-10 and Figure 6-11, 
respectively. The level of service is represented using colour lines in the figures. For 
example, the blue line stands for the case where the maximum CI3 cannot be more 
than 300. 

The results show that if the current level of customer interruptions based on the 
model’s prediction (about 500 customers) is maintained in the network, the burst rate 
and repair cost will increase over the years. The length of pipe renewed will increase 
from about 5km per year to about 60km per year by the end of 2031. The replacement 
cost will increase from about $2.5m per year to about $30m per year by 2031. 

If the level of service is to be maintained at the rate in 2015 (about 314 customers 
with more 3 or more interruptions), the burst rate and repair cost still increase over 
time. It is predicted that 60 to 80km and 30 to 40km of pipes will need to be replaced 
in 2017 and 2018, respectively. Then the replacement length increases slowly and 
approaches 70km in 2031. This leads to an investment of $30m to $50m in 2017, $15m 
to $20m in 2018, and up to about $35m in 2031. The investment in renewal is much 
lower in 2018 because a large number of pipes have to be replaced to bring the level 
of service to the target level in 2017.  

 

Figure 6-8: Burst rate for cases in Scenario 1. 

 

Figure 6-9: Pipe length replaced for cases in Scenario 1. 
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Figure 6-10: Repair cost for cases in Scenario 1. 

 

Figure 6-11: Replacement cost for cases in Scenario 1. 
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• Maximum failure rate cannot exceed 20.0 break/100km. 
• Maximum failure rate cannot exceed 20.2 break/100km. 
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line. For example, the maximum number of failures per 100km for the case in red line 
will not exceed 19.2 failures per 100km. 

The repair cost for all level of service reduces over time because the water mains with 
the highest expected number of failures are replaced with PE pipes. The new pipe will 
have a lower expected number of failures and repair cost in most cases (Table 6-1).  

To maintain the current level of burst rate in the network, it is predicted that $44m 
has to be spent to replace about 93km of pipes in 2017. Then, the renewal budget is 
expected to increase to about $45m to replace about 93km of pipes in 2018. After 
2018, the spending on pipe renewal and the renewal length gradually increases to 
about $55m and 110km in 2029, respectively. The CI3 rises from 455 to 550 in 2025 
and then reduces back to about 450 in 2031. 

 

Figure 6-12: Repair cost for cases in Scenario 2. 

 

Figure 6-13: Replace length for cases in Scenario 2. 
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Figure 6-14: Replacement cost for cases in Scenario 2. 

 

Figure 6-15: Number of customers with 3 or more interruptions for cases in Scenario 2. 

An improvement in the level of service in the WDN in terms of the burst rate would 
only require additional investments in 2017, the level of investment for the years after 
2017 are similar to the ones predicted if the current level of service is maintained. To 
reduce the burst rate by 0.1, the investment on pipe renewal in 2017 has to increase 
by approximately $10m to replace an addition 20km of pipes. Reducing the burst rate 
in the network also reduces the CI3, but the improvements are not substantial.  

6.6.1.3. Scenario 3 

Scenario 1 and 2 showed significant variations in the renewal cost between 2017 and 
2018 when a substantial improvement was targeted in the level of service. These types 
of investment levels are generally not practical because of the limitation with 
resources that can be allocated in a year. To allow a more realistic and even level of 
investment each year for the next water plan period, scenario 3 defines a constant 
investment level for pipe renewal in the water plan period (2017-2021) to achieve the 
level of service set out in scenario 1 by the end of 2021.  The predicted burst rate, 
replaced pipe length, replacement cost, repair cost and the CI3 are shown in Figure 

0.00

10.00

20.00

30.00

40.00

50.00

60.00

2017 2019 2021 2023 2025 2027 2029 2031

Re
pl

ac
em

en
t C

os
t (

$m
)

Years

Burst/100km

<=19.2 Burst/100km
<=19.4 Burst/100km
<=19.6 Burst/100km
<=19.8 Burst/100km
<=20.0 Burst/100km
<=20.2 Burst/100km

0.00

100.00

200.00

300.00

400.00

500.00

600.00

700.00

2017 2019 2021 2023 2025 2027 2029 2031N
um

be
r o

f C
us

to
m

er
s w

ith
 3

 o
r 

M
or

e 
In

te
rr

up
tio

ns

Years

Burst/100km

<=19.2 Burst/100km
<=19.4 Burst/100km
<=19.6 Burst/100km
<=19.8 Burst/100km
<=20.0 Burst/100km
<=20.2 Burst/100km



161 

 

6-16, Figure 6-17, Figure 6-18, Figure 6-19 and Figure 6-20, respectively. The same 
colour from figures in scenario 1 is used here. 

The results show that the burst rates and repair cost for the 5 cases are similar in 2017 
and then increases over the period of analysis. The predicted burst rate and repair 
cost by the end of 2031 are similar to the ones in scenario 1.  

For the network to maintain 500 customers with 3 or more interruptions in 2021, an 
annual investment of about $10m (about 20km renewal length) is required for the 
next five years. Then, the investment in pipe renewal will have to increase to about 
$30m by 2031 to compensate for growth in failure rates and customers in the shutoff 
blocks. Improving the level of service in terms of customer interruptions from the 
current level to 400 customers would require an additional investment of about $5m 
per year (addition 10km renewal length). To achieve the level of service in 2015 (314 
customers with 3 or more interruptions) by the end of the water plan period, the 
expected annual renewal investment ranges between $21m to $26m per year (42 to 
54km of pipes renewal).  

 

Figure 6-16: Burst rate for cases in Scenario 3. 

 

Figure 6-17: Replace length for cases in Scenario 3. 
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Figure 6-18: Replacement cost for cases in Scenario 3. 

 

Figure 6-19: Repair cost for cases in Scenario 3. 

 

Figure 6-20: Number of customers with 3 or more interruptions for cases in Scenario 3. 
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The predicted repair cost, burst rate, replaced pipe length, replacement cost and the 
CI3 are shown in Figure 6-21, Figure 6-22, Figure 6-23, Figure 6-24 and Figure 6-25, 
respectively. The same colour code from the figures in scenario 2 is used here. 

The predicted repair cost increases between 2017 and 2021 if the burst per 100km is 
maintained above 19.4 burst per 100km.  The repair cost starts to decrease after 2022 
for all level of failure rate that has been considered. 

The current level of burst rate (about 19.4 failures per 100km) in the network can be 
maintained by investing $46.5m to replace about 98km of water mains per year during 
the water plan period. An increase or decrease in the level of service in terms of burst 
rate by 0.2 will change the annual investment by about $2m. After 2021, the expected 
investment in pipe renewal fluctuates between $50m to $55m (100km to 110km 
renewal length) for all cases in the scenario.  

The CI3 is similar for the different cases in 2017. It is expected to be maintained at the 
level in 2017, if the burst rates are kept at 19.6 failures per 100km or below, otherwise, 
the CI3 is expected to increase by the end of 2031. 

 

Figure 6-21: Repair cost for cases in Scenario 4. 

 

Figure 6-22: Burst rate for cases in Scenario 4. 
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Figure 6-23: Replace length for cases in Scenario 4. 

 

Figure 6-24: Replacement cost for cases in Scenario 4. 

 

Figure 6-25: Number of customers with 3 or more interruptions for cases in Scenario 4. 
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objectives (from no intervention to minimising failure rate and CI3) and constraints 
are included in the model to provide a more realistic representation of the aims (e.g. 
minimise failure rate) and limitations (e.g. constant budget in the water plan period) 
in the rehabilitation of water mains. The water utility can use the information 
gathered from the different scenarios to adjust their strategic, tactical and operational 
management plan. 

Based on the four scenarios that have been compared in the chapter, the length of 
water mains that can be replaced by spending $20m (about 40km) is less than the 
amount shown in Table 6-3 ($19m for 60km). This is because the cost per meter of 
pipe renewal has been increased to 0.45 (Equation ( 6-3 )) from 0.27 (Equation ( 6-2 )). 
Comparing the level of investment between the scenarios, it is generally more 
expensive to maintain the burst rate of the network at a constant level than to 
maintain the CI3. The length of water mains that needs to be renewed each year in 
scenario 2 and 4 are much longer than scenario 1 and 3. 

The renewal cost for various level of service in each scenario converges to a common 
value ($30-35m for scenario 1 and 3, $50m for scenario 2 and 4). It suggests that in 
the long-term, $30-35m has to be spent on pipe renewal each year for scenario 1 and 
3, while $50m has to be spent each year on pipe renewal for scenario 2 and 4. The 
water utility can plan on the basis of these predictions to anticipate for the increase 
in renewal work and allocate sufficient resources to fund these renewal programs in 
the future. They could also consider other rehabilitation alternatives, such as reducing 
the size of shutoff blocks, to help reduce the investment needed for the future. 

One of the drawbacks with the current approach for water main rehabilitation 
planning is that the scenarios have only considered a single objective. Therefore the 
level of service can only be maintained for one of the service level indicators (e.g. 
either only failure rate or only CI3). Multi-objective optimisation methods such as 
genetic algorithms can be used instead to come up with a set of solutions can achieve 
the level of service set for the two service level indicators. 

In addition to predicting the level of investment and the condition of the network in 
the future, the scenario analysis also produces a list of water mains that are selected 
to be renewed each year. As the prediction model is statistically based, the prediction 
in the number of failures are reliable at a group/network level, but generally over- 
underpredicts the number of failures in individual pipes. Therefore, using the 
statistically based model to predict the level of investment and the condition of the 
water distribution network are more desirable. However, the selection of individual 
water mains for renewal is based on predictions at a pipe level, which can lead to pipes 
being replaced earlier or later than they should be. Therefore, the list of pipes for 
renewal produced from the scenario analysis should only be considered as renewal 
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candidates for future rehabilitation and a more detail investigation (e.g. condition 
assessment) should be conducted before the pipes are selected for renewal.  

6.7. Conclusion  

The chapter has demonstrated the application of the MPP model and the NHPP in 
water main rehabilitation planning. The two models were first applied to a CI pipe 
dataset subjected to longitudinal failures due to the limitation of the MPP model. Then 
the NHPP is used in the rehabilitation planning of the entire water distribution for a 
water utility in Melbourne. The objectives were to predict the level of investment that 
is required to maintain the service level of the network at varies levels under four 
different renewal strategies (scenarios). Although it is not possible to conduct an 
analysis to cover all the scenarios that will happen in the future, the selection of 
several scenarios that are more likely to occur based on expert knowledge can provide 
valuable insights for water renewal planning. 

The main outcomes of the rehabilitation planning are summarised below based on the 
datasets used in the analysis: 

• For the CI pipe dataset with longitudinal failures, the MPP model requires a higher 
level of investment to maintain the burst rate at 4 breaks per 100km. However, 
the observed failure rate remaining in the dataset after the pipes are renewed 
based on the selection of the MPP model is less than the NHPP. 

• For the rehabilitation planning of the entire network, it is more expensive to 
maintain the burst rate at a constant level compared to maintaining the number 
of customers with 3 or more unplanned interruptions. 

• The level of investments in the long-term tends to converge to a common value 
for the scenarios that have been analysed. It suggests that regardless of the target 
that is set for the level of service in the scenarios, the investment in renewal for 
the long-term future is approximately the same and the water utility must have 
sufficient resource to satisfy this demand in the future. 

• The list of pipes selected for renewal in the process should only be considered as 
renewal candidates. Additional investigation should be conducted before they are 
selected to be renewed. 

For the water plan to be accurate and relevant to the water distribution network, it is 
critical that the selected objectives and constraints match with the renewal strategies 
that are undertaken by the water utility. Otherwise, the prediction from the 
rehabilitation model is not going to be useful. It is also important to communicate 
closely with the water utility asset managers. Their practical knowledge and 
experience in the planning and management of the water distribution can significantly 
improve the application and practicality of the water plan developed. 
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CHAPTER 7: CONCLUSION AND 
RECOMMENDATION FOR FUTURE WORKS 

The accurate prediction of failures in the water distribution network is crucial for 
predicting the future condition and the level of investment required in the future. The 
thesis has compared several models for failure predictions in the water distribution 
network. Based on the literature review, the following gaps were identified in the 
failure prediction of the water distribution network:  

• Statistical models are generally poor in making predictions for individual pipes. 
Pipe ranking models could be an alternative in locating pipes that are more 
likely to fail. 

• Time dependent factors in statistical models have shown improvements in 
estimating the number of failures during the training period. However, the 
prediction of future failures with time dependent factors are limited because 
their values are unknown in the future.  

• The integration of the physical model with statistical failure data to predict 
water main failures have not yet been investigated. Physical models estimate 
the condition of the pipe based on the physical deterioration process, while 
statistical models predict failures based on the collected failure data. The 
failure data could be used to support the physical model in estimating the 
condition of the pipe and produce promising result for failure prediction.  

7.1. Summary of Research 

Based on the gaps identified from the literature review, the BSM was developed for 
identifying groups of water mains that are more likely to fail in the future; time-lag 
was introduced into the time dependent factor (MMAPI) of the NHPP to predict 
failures in the short-term future; the NOKPF was used for long-term failure prediction 
by simulating the breakages in the water main using the NHPP; and finally, the basic 
framework for the MPP model was developed to integrate the physical model with 
statistical failure data. A summary of the models developed are listed below: 

• The BSM estimated the failure probability of a group of water mains with similar 
failure history. The BSM is simple and performs well in identifying pipes that are 
likely to fail compared to the HBP and the NHPP. However, after testing the model 
with several datasets, the BSM was found to be unsuitable for predicting the 
actual number of failures in the future as the model does not account for any time 
dependent factors, such as pipe age. 

• The introduction of time-lag into the MMAPI allowed the model to predict failures 
using MMAPI values from the past. Although the results show that the longer the 
time-lag, the prediction for the total number of failures in the network becomes 
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less accurate. A lag of 1 or 2 months in the MMAPI can still capture part of the 
monthly variations in the failure data and make reasonable failure predictions for 
the network. This can be valuable to networks that suffer from occasional spikes 
in the monthly failures because of time dependent factors, such as the MMAPI. 
The early prediction of these spikes allows the utility to adjust their short-term 
operational planning so that the interruptions to the customers can be minimised 
as much as possible. 

• The NOKPF can be used to account for the reduction in the time to next failure as 
the number of past failure increases in the water main. Failure prediction models 
without accounting for this effect can under-predict the number of failures in the 
future. The main limitation in using the variable for failure predictions is that it is 
both pipe and time dependent, and its values are unknown in the future. However, 
the failure prediction model can be used to simulate the future failures that might 
occur, this can be feedbacked into the model to update the NOKPF for long-term 
failure prediction and water main rehabilitation planning. 

• The MPP model integrates the physical model with statistical failure data to 
predict longitudinal and broken back failures in CI pipes. The physical model is 
used to estimate the condition of the pipe to capture the physical deterioration 
of the water main. The failure data are used to update the corrosion parameters 
in the physical model during the calibration process. The performance of the 
model in estimating longitudinal failures were comparable to the NHPP in terms 
of the total number of failures in the network, and the BSM in identifying water 
mains that are more likely to fail. However, the MPP model did not perform as 
expected for broken back failures, and there are many areas that the model can 
be improved upon. 

The failure prediction models were applied in water main rehabilitation planning to 
demonstrate its main applications in the water distribution network. The water main 
rehabilitation planning is one of the most important operations performed by the 
water utility once every few years. The main objective is to predict the future 
condition of the pipes in the network as well as the level of investment that is required. 
The application of the MPP model in water main rehabilitation planning was 
demonstrated using a CI dataset, and the NHPP was used to predict the future level of 
investment and condition of the entire water distribution network under a number of 
renewal scenarios as part the water plan for a real water utility. 

7.2. Contribution of Thesis 

The contributions of the thesis in the failure prediction of the water distribution 
networks are summarised below: 

• Statistical models generally over- or underestimates the number of failures for 
individual pipes. The BSM is a data-driven method developed to identify groups 



169 

 

of pipes that are more likely to fail. The method is simple, but its performance is 
comparable to other complex models. It can be used as a preliminary desktop 
assessment tool to select candidates for further investigation (e.g. condition 
assessment). 

• Time dependent factors can capture the monthly or yearly variations in the failure 
data. The application of time-lag in the time dependent factor allows the NHPP to 
predict failures using values that have been already recorded. Water utility 
operating networks with failures highly correlated to time dependent factors (e.g. 
MMAPI) can adjust their operational planning to minimise the customer 
interruptions in times when the model predicts an abnormal increase in the 
number of failures.  

• The main contribution of the research project is the development of the 
framework to integrate the physical model with statistical failure data to predict 
water main failures. The approach utilities the physical model to estimate the 
condition of the pipe and the failure data to calibrate the input corrosion 
parameters in the physical model. There are a number of advantages in the 
combined approach: 
o The model is physically based, it can capture the failure trend in the 

deterioration process of the pipe even if it is not present in the failure data. 
o The failure data can be used to estimate the input corrosion parameters in 

the physical model if it is not available. 
o The corrosion parameters can be updated using failure data to improve the 

performance of the physical model. 

7.3. Recommendation for Future Works 

Based on the knowledge gained from the research project, there is no perfect model 
for predicting failures in the water distribution network. Some models (e.g. BSM and 
HBP) are more suitable for identifying pipes that are more likely to fail, while others 
(e.g. NHPP) are better at predicting the total number of failures in the future. The 
combined approach, the MPP model, has shown to be capable of modelling 
longitudinal failures in CI pipes. The model has the potential to be extended to other 
materials and further developed to enhance its results: 

• The physical model and corrosion model components have been designed to 
be easily replaceable. New models that are developed can be used to replace 
the ones that are currently used. 

• Extending application of the MPP model to all pipes by replacing the physical 
model with those designed for other pipe materials (e.g. AC pipes) and failure 
modes (e.g. joint failures). 
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• The updating process of the corrosion parameters in the model is very basic at 
the moment. More advanced updating algorithm could be used to capture the 
uncertainty into the updating process. 

• The strength of the failure influence factor was not fully investigated in the 
MPP model. Other functional relationships between the distance and the 
strength of the failure influence factor were not explored. In addition, a more 
detailed analysis should be undertaken to determine the region that the failure 
influence factor is applicable in the network. 

7.4. Final Remarks 

With the growth of populations in cities, and the pressure to reduce expenditure 
without impacting on the level of service of the network, the proper management and 
maintenance of the water distribution network are becoming an ever-increasing 
challenge for water utilities.  

The failure predictions models that have been developed in the thesis can be used to 
assist water utilities in selecting pipe renewal candidates, and predict the number of 
failures/repairs in the future. It can also be used in rehabilitation planning to predict 
the level of investment and future condition of the network.  
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APPENDIX A 

Table A - 1: Expected number of failures for high pressure water mains in 2013. 

Total number of 
failures in a pipe up 

to 2012 

Total number 
of pipes in the 

group 

Total number of 
failures in 2013 

NHPP HBP BSM 

0 898 4 17.41 3.23 8.42 
1 141 3 6.81 8.80 4.41 
2 52 2 3.13 6.31 3.36 
3 25 5 1.70 4.50 1.58 
4 8 3 0.84 1.91 1.23 
5 2 2 0.30 0.59 0.67 
6 3 1 0.48 1.07 0.83 
7 1 0 0.06 0.42 0.25 

Total 1130 20 30.73 26.82 20.74 
Table A - 2: Expected number of failures for medium pressure water mains in 2013. 

Total number of 
failures in a pipe up 

to 2012 

Total number 
of pipes in the 

group 

Total number of 
failures in 2013 

NHPP HBP BSM 

0 2922 26 47.09 8.56 20.35 
1 377 16 16.01 23.29 14.05 
2 125 9 6.64 15.09 10.10 
3 54 10 4.50 9.69 7.92 
4 21 2 2.11 5.01 3.96 
5 6 1 0.44 1.78 1.52 
6 4 2 0.52 1.42 1.55 
7 3 0 0.43 1.24 1.08 

Total 3512 66 77.74 66.08 60.54 
Table A - 3: Expected number of failures for low pressure water mains in 2013. 

 

 

 

Total number of 
failures in a pipe up 

to 2012 

Total number 
of pipes in the 

group 

Total number of 
failures in 2013 

NHPP HBP BSM 

0 678 8 9.85 1.82 3.48 
1 73 4 2.93 4.49 4.22 
2 32 2 1.76 3.85 2.50 
3 14 3 0.88 2.50 1.45 
4 2 0 0.08 0.48 0.36 
5 1 0 0.03 0.30 0.50 
6 1 0 0.08 0.36 0.50 

Total 801 17 15.62 13.8 13 
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APPENDIX B 

 

Figure B - 1: CICL dataset T2 monthly failures. 

 

Figure B - 2: CICL dataset T3 monthly failures. 

 

Figure B - 3: AC dataset T2 monthly failures. 

 

Figure B - 4: AC dataset T3 monthly failures. 
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APPENDIX C 

 

Figure C - 1: Updating corrosion parameters for 𝑫𝑫𝑭𝑭𝒊𝒊(𝒕𝒕) < 𝟏𝟏 and Failure is observed for MPP-P1 model. 
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Figure C - 2: Updating corrosion parameters for 𝑫𝑫𝑭𝑭𝒊𝒊(𝒕𝒕) ≥ 𝟏𝟏 and Failure is observed for MPP-P1 model. 
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Figure C - 3: Updating corrosion parameters for 𝑫𝑫𝑭𝑭𝒊𝒊(𝒕𝒕) ≥ 𝟏𝟏 and Failure is not observed for MPP-P1 model. 
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Figure C - 4: Updating corrosion parameters for 𝑫𝑫𝑭𝑭𝒊𝒊(𝒕𝒕) < 𝟏𝟏 and Failure is observed for MPP-P2 model. 
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Figure C - 5: Updating corrosion parameters for 𝑫𝑫𝑭𝑭𝒊𝒊(𝒕𝒕) ≥ 𝟏𝟏 and Failure is observed for MPP-P2 model. 
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Figure C - 6: Updating corrosion parameters for 𝑫𝑫𝑭𝑭𝒊𝒊(𝒕𝒕) ≥ 𝟏𝟏 and Failure is not observed for MPP-P2 model. 
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Figure C - 7: Expected number of failures estimated by the MPP model using failure data up to 2010. 

 

Figure C - 8:  Expected number of failures estimated by the MPP model using failure data up to 2005. 
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Table C - 1: RMSE for MPP models (longitudinal failures) with a range of decay factors and radius of influence. 

a 
MPP-LS-P1-Basic MPP-LS-P2-Basic 

TrainYr=2010 TrainYr=2005 TrainYr=2010 TrainYr=2005 
R500 R200 R100 R50 R500 R200 R100 R50 R500 R200 R100 R50 R500 R200 R100 R50 

0.1 23.8 23.6 23.2 18.3 21.7 21.8 22.4 27.0 21.7 21.4 21.1 17.5 24.6 24.6 25.3 29.7 
0.2 18.7 18.5 18.6 18.8 32.3 32.3 32.3 32.8 19.5 19.2 19.5 19.7 34.2 34.2 34.2 34.7 
0.3 20.0 20.4 20.4 20.4 35.1 35.1 35.1 35.2 21.0 21.5 21.6 21.6 36.7 36.7 36.7 36.7 
0.4 20.9 21.0 21.0 21.0 36.0 36.0 36.0 36.0 22.0 22.2 21.9 22.0 37.7 37.7 37.7 37.7 
0.5 21.2 21.5 21.3 21.3 36.6 36.6 36.6 36.6 22.4 22.6 22.4 22.4 37.8 37.8 37.8 37.8 
0.6 21.8 21.8 21.7 21.7 37.1 37.1 37.1 37.1 23.0 23.0 22.8 22.9 38.5 38.5 38.5 38.5 
0.7 21.8 21.8 21.8 21.8 37.1 37.1 37.1 37.1 23.0 23.0 23.0 22.9 38.6 38.6 38.6 38.6 
0.8 21.9 22.0 21.8 21.8 37.2 37.2 37.2 37.2 23.0 23.2 23.2 23.1 38.8 38.8 38.8 38.8 
0.9 21.9 21.7 21.8 21.8 37.2 37.2 37.2 37.2 23.1 22.9 22.9 23.0 38.4 38.4 38.4 38.4 
1 22.0 22.0 21.8 21.8 37.5 37.5 37.5 37.5 23.3 23.2 23.1 23.1 38.7 38.8 38.8 38.8 

1.1 22.3 21.9 22.0 22.0 37.6 37.6 37.6 37.6 23.5 23.1 23.3 23.2 38.9 38.9 38.9 38.9 
1.2 22.2 22.2 22.2 22.2 37.6 37.6 37.6 37.6 23.4 23.4 23.4 23.4 38.8 38.8 38.8 38.8 
1.3 22.2 22.2 22.4 22.4 37.5 37.5 37.5 37.5 23.4 23.4 23.5 23.7 38.8 38.9 38.9 38.9 
1.4 22.4 22.2 22.2 22.2 37.7 37.7 37.7 37.7 23.6 23.3 23.5 23.5 38.9 38.8 38.8 38.8 
1.5 22.3 22.3 22.1 22.1 37.8 37.8 37.8 37.8 23.6 23.4 23.5 23.4 38.9 38.8 38.8 38.8 
1.6 22.3 22.1 22.2 22.2 37.5 37.5 37.5 37.5 23.5 23.3 23.3 23.4 38.8 38.8 38.8 38.8 
1.7 22.4 22.6 22.2 22.2 37.6 37.6 37.6 37.6 23.7 23.8 23.4 23.5 39.1 39.0 39.0 39.0 
1.8 22.2 22.3 22.2 22.2 37.4 37.4 37.4 37.4 23.3 23.5 23.7 23.4 39.2 39.1 39.1 39.1 
1.9 22.3 22.3 22.3 22.3 37.6 37.6 37.6 37.6 23.4 23.6 23.6 23.6 39.2 39.2 39.2 39.2 
2 22.1 22.4 22.4 22.4 37.7 37.7 37.7 37.7 23.5 23.5 23.5 23.7 38.9 39.2 39.2 39.2 
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Table C - 2: MAE for MPP models (longitudinal failures) with a range of decay factors and radius of influence. 

a 
MPP-LS-P1-Basic MPP-LS-P2-Basic 

TrainYr=2010 TrainYr=2005 TrainYr=2010 TrainYr=2005 
R500 R200 R100 R50 R500 R200 R100 R50 R500 R200 R100 R50 R500 R200 R100 R50 

0.1 19.5 19.2 18.5 13.5 17.2 17.2 18.0 23.2 17.0 16.9 16.2 12.7 20.0 19.9 20.8 26.0 
0.2 14.6 14.6 14.6 14.7 29.6 29.6 29.6 30.1 15.5 15.2 15.6 15.7 31.4 31.4 31.4 32.0 
0.3 16.1 16.4 16.2 16.2 32.4 32.4 32.4 32.4 17.1 17.5 17.4 17.4 34.1 34.1 34.1 34.2 
0.4 16.8 16.6 16.8 16.8 33.5 33.5 33.5 33.5 17.9 18.2 17.7 17.8 35.2 35.2 35.2 35.2 
0.5 17.0 17.3 17.0 17.0 33.9 33.9 33.9 33.9 18.3 18.4 18.3 18.2 35.3 35.3 35.3 35.3 
0.6 17.5 17.6 17.5 17.5 34.4 34.4 34.4 34.4 18.9 19.0 18.6 18.9 36.0 36.0 36.0 36.0 
0.7 17.7 17.8 17.3 17.3 34.5 34.5 34.5 34.5 19.0 19.1 18.8 18.6 36.0 36.0 36.0 36.0 
0.8 17.6 17.7 17.6 17.6 34.5 34.5 34.5 34.5 18.8 19.0 18.9 18.9 36.1 36.2 36.2 36.2 
0.9 17.6 17.4 17.5 17.5 34.5 34.5 34.5 34.5 19.0 18.7 18.8 18.9 35.8 35.7 35.7 35.7 
1 17.4 17.6 17.6 17.6 34.9 34.9 34.9 34.9 19.1 19.0 19.0 19.1 36.1 36.2 36.2 36.2 

1.1 18.1 17.8 17.8 17.8 34.9 34.9 34.9 34.9 19.4 19.0 19.2 19.0 36.2 36.2 36.2 36.2 
1.2 17.8 17.9 18.0 18.0 34.8 34.8 34.8 34.8 19.3 19.4 19.2 19.2 36.2 36.2 36.2 36.2 
1.3 18.0 18.0 18.1 18.1 34.9 34.9 34.9 34.9 19.3 19.4 19.4 19.6 36.2 36.3 36.3 36.3 
1.4 18.1 17.9 17.8 17.8 35.0 35.0 35.0 35.0 19.4 19.1 19.4 19.3 36.4 36.3 36.3 36.3 
1.5 18.1 17.9 17.9 17.9 35.1 35.1 35.1 35.1 19.4 19.1 19.2 19.2 36.3 36.3 36.3 36.3 
1.6 17.8 17.6 17.8 17.8 34.8 34.8 34.8 34.8 19.1 19.0 19.2 19.3 36.2 36.2 36.2 36.2 
1.7 18.1 18.3 17.8 17.8 34.9 34.9 34.9 34.9 19.6 19.5 19.3 19.3 36.5 36.4 36.4 36.4 
1.8 17.7 18.0 17.7 17.7 34.6 34.6 34.6 34.6 19.0 19.3 19.5 19.1 36.5 36.4 36.4 36.4 
1.9 17.9 18.1 18.0 18.0 34.9 34.9 34.9 34.9 19.2 19.5 19.4 19.4 36.6 36.5 36.5 36.5 
2 17.6 18.0 18.1 18.1 34.9 34.9 34.9 34.9 19.2 19.4 19.5 19.6 36.3 36.5 36.5 36.5 
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Table C - 3: Area under first 20% length of prediction curve for MPP-LS-P1-Basic-2010-R50 (longitudinal failures). 

a 
Year 

1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 
0.1 0.045 0.049 0.034 0.029 0.039 0.032 0.036 0.027 0.031 0.028 0.042 0.047 0.034 0.051 0.042 0.044 0.044 0.047 0.042 0.048 0.039 
0.2 0.044 0.050 0.033 0.031 0.043 0.034 0.034 0.027 0.029 0.028 0.042 0.045 0.035 0.047 0.044 0.048 0.041 0.044 0.039 0.050 0.037 
0.3 0.046 0.048 0.032 0.030 0.040 0.032 0.034 0.027 0.030 0.028 0.042 0.046 0.035 0.048 0.044 0.047 0.044 0.045 0.039 0.052 0.038 
0.4 0.043 0.046 0.033 0.028 0.041 0.030 0.033 0.028 0.029 0.029 0.039 0.046 0.036 0.047 0.044 0.047 0.043 0.047 0.041 0.048 0.039 
0.5 0.045 0.047 0.034 0.027 0.039 0.026 0.035 0.026 0.031 0.027 0.041 0.046 0.036 0.045 0.043 0.047 0.044 0.045 0.040 0.049 0.039 
0.6 0.045 0.047 0.032 0.029 0.039 0.026 0.036 0.030 0.030 0.028 0.042 0.046 0.034 0.047 0.043 0.048 0.042 0.046 0.040 0.051 0.041 
0.7 0.047 0.046 0.032 0.030 0.042 0.030 0.033 0.026 0.026 0.027 0.040 0.047 0.036 0.045 0.045 0.047 0.043 0.045 0.040 0.051 0.038 
0.8 0.046 0.040 0.034 0.032 0.041 0.029 0.037 0.026 0.025 0.029 0.041 0.049 0.035 0.047 0.044 0.047 0.044 0.045 0.040 0.049 0.042 
0.9 0.047 0.053 0.033 0.028 0.042 0.030 0.035 0.029 0.027 0.028 0.037 0.044 0.035 0.046 0.041 0.047 0.044 0.047 0.040 0.050 0.038 
1 0.044 0.050 0.034 0.031 0.041 0.032 0.034 0.027 0.027 0.028 0.040 0.044 0.033 0.046 0.043 0.047 0.043 0.045 0.041 0.050 0.036 

1.1 0.044 0.043 0.033 0.031 0.042 0.033 0.039 0.029 0.030 0.029 0.033 0.044 0.033 0.047 0.043 0.048 0.043 0.043 0.041 0.050 0.036 
1.2 0.046 0.049 0.034 0.029 0.041 0.031 0.036 0.029 0.027 0.028 0.042 0.046 0.033 0.050 0.044 0.045 0.041 0.044 0.039 0.049 0.039 
1.3 0.046 0.044 0.033 0.028 0.042 0.034 0.034 0.027 0.028 0.029 0.040 0.044 0.033 0.050 0.046 0.048 0.043 0.044 0.041 0.050 0.040 
1.4 0.045 0.045 0.033 0.031 0.040 0.034 0.039 0.029 0.028 0.028 0.039 0.048 0.033 0.048 0.044 0.048 0.045 0.044 0.040 0.051 0.038 
1.5 0.046 0.043 0.034 0.027 0.041 0.031 0.033 0.025 0.029 0.027 0.039 0.045 0.034 0.047 0.045 0.048 0.042 0.046 0.040 0.047 0.039 
1.6 0.044 0.049 0.033 0.028 0.045 0.028 0.035 0.026 0.030 0.026 0.040 0.044 0.036 0.045 0.043 0.047 0.043 0.046 0.042 0.050 0.041 
1.7 0.044 0.051 0.036 0.031 0.041 0.029 0.034 0.029 0.032 0.029 0.039 0.048 0.034 0.044 0.044 0.049 0.044 0.045 0.041 0.049 0.038 
1.8 0.043 0.046 0.033 0.028 0.041 0.027 0.035 0.029 0.029 0.026 0.038 0.047 0.034 0.049 0.045 0.049 0.042 0.044 0.041 0.050 0.040 
1.9 0.046 0.050 0.035 0.033 0.042 0.033 0.036 0.025 0.029 0.027 0.037 0.044 0.033 0.049 0.042 0.050 0.042 0.045 0.040 0.049 0.038 
2 0.046 0.046 0.031 0.030 0.041 0.028 0.036 0.029 0.028 0.028 0.039 0.046 0.034 0.045 0.044 0.048 0.044 0.045 0.039 0.051 0.038 
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Table C - 4: Area under first 20% length of prediction curve for MPP-LS-P2-Basic-2010-R50 (longitudinal failures). 

a 
Year 

1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 
0.1 0.045 0.051 0.034 0.029 0.042 0.035 0.037 0.029 0.032 0.030 0.049 0.051 0.036 0.053 0.044 0.052 0.052 0.054 0.044 0.050 0.040 
0.2 0.043 0.048 0.033 0.031 0.046 0.037 0.038 0.029 0.030 0.030 0.051 0.049 0.039 0.050 0.045 0.054 0.049 0.053 0.043 0.052 0.039 
0.3 0.045 0.056 0.032 0.030 0.044 0.034 0.035 0.029 0.030 0.030 0.050 0.049 0.037 0.050 0.045 0.053 0.052 0.053 0.042 0.052 0.040 
0.4 0.042 0.048 0.033 0.028 0.044 0.033 0.036 0.031 0.031 0.031 0.049 0.050 0.037 0.050 0.045 0.054 0.050 0.053 0.044 0.051 0.042 
0.5 0.043 0.050 0.034 0.028 0.041 0.029 0.037 0.028 0.032 0.029 0.049 0.050 0.037 0.048 0.045 0.054 0.052 0.053 0.043 0.051 0.041 
0.6 0.044 0.047 0.031 0.030 0.041 0.031 0.037 0.031 0.031 0.030 0.049 0.050 0.037 0.050 0.044 0.054 0.050 0.054 0.044 0.052 0.041 
0.7 0.046 0.051 0.032 0.030 0.044 0.031 0.036 0.029 0.028 0.030 0.048 0.051 0.038 0.048 0.046 0.053 0.050 0.052 0.044 0.052 0.039 
0.8 0.045 0.048 0.033 0.032 0.042 0.032 0.038 0.028 0.028 0.031 0.047 0.052 0.037 0.048 0.046 0.054 0.051 0.054 0.043 0.051 0.043 
0.9 0.046 0.058 0.033 0.030 0.044 0.032 0.037 0.030 0.030 0.030 0.048 0.048 0.037 0.049 0.044 0.054 0.051 0.054 0.045 0.052 0.041 
1 0.043 0.053 0.034 0.032 0.043 0.035 0.036 0.030 0.030 0.030 0.047 0.049 0.036 0.049 0.045 0.054 0.051 0.053 0.044 0.052 0.038 

1.1 0.043 0.046 0.032 0.032 0.044 0.035 0.040 0.031 0.031 0.030 0.045 0.049 0.035 0.049 0.044 0.055 0.051 0.052 0.044 0.052 0.039 
1.2 0.046 0.053 0.033 0.030 0.043 0.033 0.038 0.032 0.030 0.030 0.048 0.050 0.035 0.051 0.045 0.053 0.050 0.053 0.043 0.051 0.041 
1.3 0.046 0.047 0.033 0.029 0.044 0.034 0.037 0.029 0.029 0.030 0.048 0.048 0.035 0.051 0.047 0.054 0.051 0.053 0.044 0.052 0.041 
1.4 0.044 0.050 0.033 0.032 0.044 0.034 0.038 0.031 0.030 0.030 0.047 0.051 0.037 0.051 0.045 0.055 0.051 0.053 0.044 0.053 0.040 
1.5 0.045 0.047 0.033 0.028 0.043 0.033 0.034 0.028 0.030 0.030 0.048 0.050 0.037 0.050 0.046 0.055 0.050 0.053 0.043 0.051 0.041 
1.6 0.043 0.048 0.032 0.030 0.046 0.033 0.038 0.029 0.031 0.028 0.047 0.049 0.038 0.048 0.045 0.055 0.051 0.054 0.045 0.051 0.041 
1.7 0.043 0.050 0.036 0.032 0.044 0.032 0.037 0.030 0.032 0.031 0.048 0.052 0.037 0.047 0.046 0.055 0.050 0.053 0.044 0.050 0.040 
1.8 0.043 0.047 0.032 0.029 0.042 0.030 0.037 0.032 0.030 0.029 0.049 0.051 0.037 0.051 0.047 0.055 0.051 0.052 0.045 0.051 0.041 
1.9 0.046 0.054 0.034 0.033 0.045 0.035 0.037 0.028 0.029 0.029 0.049 0.049 0.036 0.051 0.044 0.055 0.051 0.053 0.044 0.051 0.040 
2 0.046 0.046 0.032 0.030 0.044 0.033 0.038 0.031 0.030 0.031 0.048 0.050 0.037 0.048 0.046 0.054 0.051 0.053 0.043 0.052 0.040 
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Table C - 5: Area under first 20% length of prediction curve for MPP-LS-P1-Basic-2005-R50 (longitudinal failures). 

a 
Year 

1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 
0.1 0.048 0.035 0.037 0.025 0.040 0.031 0.033 0.029 0.031 0.027 0.039 0.046 0.030 0.049 0.041 0.044 0.045 0.037 0.034 0.044 0.037 
0.2 0.045 0.046 0.032 0.029 0.040 0.031 0.035 0.027 0.032 0.028 0.039 0.044 0.031 0.047 0.041 0.045 0.048 0.038 0.035 0.043 0.037 
0.3 0.044 0.046 0.032 0.028 0.041 0.031 0.035 0.029 0.030 0.029 0.040 0.044 0.033 0.047 0.037 0.043 0.046 0.034 0.034 0.044 0.035 
0.4 0.043 0.047 0.034 0.028 0.043 0.030 0.037 0.030 0.029 0.027 0.037 0.045 0.033 0.049 0.040 0.046 0.046 0.037 0.034 0.044 0.038 
0.5 0.048 0.044 0.034 0.028 0.041 0.032 0.034 0.029 0.029 0.028 0.037 0.043 0.029 0.045 0.041 0.044 0.046 0.037 0.034 0.044 0.034 
0.6 0.044 0.046 0.036 0.028 0.039 0.032 0.036 0.032 0.029 0.027 0.036 0.045 0.029 0.045 0.040 0.046 0.045 0.036 0.033 0.044 0.034 
0.7 0.045 0.041 0.036 0.028 0.039 0.033 0.032 0.027 0.028 0.028 0.038 0.043 0.030 0.048 0.039 0.045 0.045 0.036 0.034 0.043 0.036 
0.8 0.047 0.045 0.036 0.030 0.041 0.030 0.035 0.029 0.029 0.029 0.036 0.045 0.032 0.050 0.040 0.045 0.048 0.037 0.034 0.045 0.037 
0.9 0.044 0.045 0.034 0.027 0.040 0.032 0.034 0.028 0.029 0.026 0.037 0.046 0.031 0.047 0.040 0.046 0.046 0.035 0.034 0.042 0.036 
1 0.045 0.049 0.033 0.026 0.041 0.030 0.034 0.029 0.027 0.027 0.037 0.043 0.032 0.047 0.041 0.048 0.046 0.036 0.034 0.044 0.036 

1.1 0.046 0.048 0.033 0.025 0.040 0.030 0.036 0.027 0.029 0.029 0.041 0.047 0.027 0.050 0.041 0.046 0.045 0.038 0.034 0.044 0.038 
1.2 0.043 0.050 0.034 0.031 0.039 0.031 0.034 0.029 0.029 0.026 0.037 0.044 0.031 0.048 0.040 0.045 0.045 0.035 0.035 0.045 0.037 
1.3 0.042 0.045 0.034 0.031 0.040 0.032 0.035 0.030 0.028 0.031 0.036 0.045 0.030 0.046 0.040 0.043 0.046 0.038 0.035 0.044 0.037 
1.4 0.046 0.049 0.033 0.027 0.039 0.032 0.035 0.028 0.029 0.028 0.039 0.046 0.028 0.046 0.037 0.046 0.048 0.039 0.033 0.044 0.035 
1.5 0.046 0.050 0.032 0.027 0.043 0.028 0.035 0.029 0.031 0.030 0.039 0.045 0.032 0.046 0.041 0.045 0.046 0.036 0.032 0.045 0.036 
1.6 0.044 0.048 0.033 0.028 0.041 0.031 0.031 0.029 0.026 0.029 0.038 0.045 0.031 0.048 0.037 0.043 0.044 0.035 0.034 0.043 0.036 
1.7 0.048 0.051 0.034 0.028 0.037 0.032 0.033 0.027 0.030 0.027 0.038 0.046 0.029 0.046 0.039 0.045 0.044 0.034 0.033 0.043 0.036 
1.8 0.043 0.044 0.033 0.029 0.040 0.031 0.036 0.028 0.028 0.029 0.035 0.046 0.035 0.049 0.041 0.047 0.047 0.036 0.032 0.045 0.038 
1.9 0.048 0.044 0.035 0.028 0.039 0.031 0.035 0.030 0.027 0.028 0.040 0.044 0.031 0.046 0.038 0.044 0.046 0.036 0.033 0.043 0.036 
2 0.046 0.040 0.035 0.030 0.039 0.031 0.033 0.028 0.026 0.030 0.036 0.044 0.030 0.048 0.040 0.044 0.047 0.035 0.031 0.044 0.038 
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Table C - 6: Area under first 20% length of prediction curve for MPP-LS-P2-Basic-2005-R50 (longitudinal failures). 

a 
Year 

1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 
0.1 0.043 0.055 0.035 0.028 0.042 0.035 0.036 0.032 0.030 0.032 0.049 0.049 0.034 0.047 0.042 0.049 0.048 0.042 0.035 0.043 0.035 
0.2 0.045 0.052 0.033 0.029 0.043 0.035 0.035 0.031 0.032 0.029 0.048 0.051 0.033 0.047 0.041 0.049 0.050 0.043 0.037 0.044 0.035 
0.3 0.044 0.050 0.034 0.029 0.044 0.033 0.039 0.031 0.032 0.031 0.052 0.051 0.032 0.048 0.041 0.050 0.048 0.042 0.036 0.044 0.036 
0.4 0.045 0.046 0.035 0.030 0.043 0.034 0.038 0.030 0.033 0.032 0.048 0.049 0.036 0.048 0.040 0.051 0.048 0.043 0.036 0.044 0.035 
0.5 0.044 0.049 0.034 0.031 0.045 0.035 0.038 0.030 0.032 0.030 0.049 0.050 0.033 0.045 0.040 0.050 0.048 0.043 0.036 0.044 0.035 
0.6 0.046 0.051 0.033 0.029 0.044 0.035 0.037 0.027 0.032 0.031 0.050 0.048 0.034 0.048 0.041 0.049 0.049 0.044 0.036 0.045 0.036 
0.7 0.046 0.054 0.034 0.031 0.045 0.036 0.038 0.030 0.031 0.028 0.049 0.051 0.033 0.047 0.042 0.050 0.047 0.044 0.035 0.043 0.036 
0.8 0.044 0.052 0.034 0.028 0.042 0.036 0.039 0.030 0.030 0.030 0.050 0.049 0.035 0.048 0.042 0.049 0.048 0.044 0.036 0.043 0.036 
0.9 0.045 0.048 0.032 0.030 0.043 0.034 0.035 0.031 0.031 0.028 0.048 0.051 0.033 0.048 0.041 0.053 0.048 0.043 0.036 0.043 0.034 
1 0.046 0.052 0.033 0.029 0.043 0.035 0.035 0.030 0.032 0.031 0.048 0.048 0.034 0.049 0.042 0.048 0.049 0.043 0.037 0.043 0.035 

1.1 0.044 0.053 0.035 0.026 0.044 0.033 0.037 0.029 0.030 0.029 0.049 0.049 0.034 0.048 0.042 0.050 0.050 0.042 0.036 0.042 0.034 
1.2 0.044 0.053 0.034 0.027 0.044 0.032 0.036 0.031 0.031 0.030 0.048 0.051 0.034 0.048 0.039 0.051 0.048 0.043 0.036 0.044 0.035 
1.3 0.046 0.053 0.034 0.027 0.045 0.034 0.038 0.029 0.029 0.030 0.048 0.047 0.034 0.048 0.040 0.050 0.049 0.041 0.037 0.043 0.036 
1.4 0.045 0.048 0.035 0.030 0.043 0.035 0.036 0.032 0.029 0.028 0.049 0.048 0.033 0.046 0.042 0.051 0.048 0.043 0.036 0.045 0.035 
1.5 0.049 0.057 0.033 0.031 0.043 0.035 0.040 0.029 0.031 0.032 0.046 0.049 0.035 0.048 0.043 0.050 0.050 0.043 0.038 0.044 0.036 
1.6 0.047 0.047 0.034 0.028 0.041 0.034 0.037 0.033 0.029 0.030 0.049 0.050 0.032 0.048 0.042 0.050 0.050 0.040 0.037 0.042 0.035 
1.7 0.044 0.055 0.031 0.027 0.042 0.036 0.036 0.031 0.031 0.030 0.049 0.049 0.033 0.049 0.041 0.052 0.050 0.043 0.038 0.044 0.036 
1.8 0.044 0.051 0.035 0.024 0.042 0.035 0.037 0.031 0.029 0.031 0.049 0.051 0.034 0.048 0.042 0.051 0.048 0.043 0.039 0.043 0.035 
1.9 0.048 0.057 0.034 0.028 0.045 0.034 0.035 0.033 0.030 0.030 0.047 0.048 0.035 0.047 0.041 0.050 0.048 0.043 0.036 0.044 0.037 
2 0.043 0.055 0.033 0.031 0.040 0.035 0.037 0.031 0.030 0.029 0.047 0.049 0.034 0.050 0.039 0.051 0.048 0.042 0.035 0.042 0.036 
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Table C - 7: RMSE for MPP models (broken back failures) with a range of decay factors and radius of influence. 

𝐵𝐵 
MPP-BB-P1-Basic MPP-BB-P2-Basic MPP-BB-P1-Sr MPP-BB-P2-Sr 

TrainYr=2011 TrainYr=2009 TrainYr=2011 TrainYr=2009 TrainYr=2011 TrainYr=2009 TrainYr=2011 TrainYr=2009 
R100 R50 R100 R50 R100 R50 R100 R50 R100 R50 R100 R50 R100 R50 R100 R50 

0.1 1360.7 1341.7 1347.9 1334.1 1477.3 1458.4 1481.4 1462.2 3288.7 3286.8 3215.0 3216.8 3426.0 3425.2 3368.6 3367.5 
0.2 1287.8 1288.2 1293.2 1291.3 1407.1 1404.5 1421.3 1419.3 3261.7 3260.5 3193.3 3194.0 3399.3 3399.8 3345.1 3345.5 
0.3 1270.8 1272.3 1279.1 1280.6 1385.2 1384.7 1404.5 1403.4 3252.7 3254.8 3188.6 3187.7 3391.2 3391.8 3339.4 3339.4 
0.4 1263.7 1259.2 1272.3 1273.9 1379.6 1377.7 1403.0 1401.0 3249.1 3249.3 3184.8 3185.3 3389.1 3387.9 3334.5 3336.6 
0.5 1255.7 1254.9 1269.6 1265.6 1375.8 1375.3 1394.7 1393.5 3248.1 3248.0 3182.4 3184.3 3386.1 3387.2 3332.1 3335.0 
0.6 1255.2 1255.2 1266.3 1267.1 1371.3 1368.3 1394.6 1395.3 3248.3 3245.5 3181.4 3181.5 3385.2 3383.9 3332.3 3333.8 
0.7 1249.1 1252.9 1263.3 1263.8 1366.1 1367.2 1392.2 1388.7 3245.0 3243.9 3181.0 3181.4 3383.0 3384.3 3331.6 3334.0 
0.8 1249.2 1250.8 1263.9 1265.5 1367.5 1364.9 1390.4 1390.2 3244.9 3242.9 3179.5 3178.9 3382.9 3381.3 3330.0 3330.3 
0.9 1249.5 1250.4 1263.7 1261.5 1362.5 1364.8 1385.5 1385.8 3241.8 3241.2 3178.8 3177.5 3381.4 3380.5 3329.8 3331.7 
1 1247.5 1247.0 1260.3 1263.4 1362.7 1359.6 1384.5 1384.0 3242.7 3243.5 3177.6 3177.4 3380.0 3380.4 3329.2 3328.2 

1.1 1245.8 1244.9 1259.5 1259.6 1360.1 1366.0 1387.2 1386.4 3241.5 3242.4 3177.6 3176.8 3380.5 3380.8 3330.4 3329.1 
1.2 1247.2 1245.3 1257.1 1259.6 1361.7 1360.4 1387.6 1390.0 3241.7 3241.0 3178.0 3179.0 3381.2 3379.4 3330.2 3329.0 
1.3 1245.6 1242.7 1261.1 1257.4 1360.9 1364.9 1384.1 1383.4 3241.6 3242.4 3179.6 3177.3 3380.0 3380.1 3330.3 3329.4 
1.4 1244.8 1246.5 1262.4 1261.8 1357.4 1359.9 1384.3 1388.5 3242.7 3242.2 3178.1 3175.4 3381.0 3379.0 3328.0 3327.9 
1.5 1241.9 1246.2 1256.3 1257.3 1360.8 1359.8 1387.8 1381.3 3241.3 3241.7 3176.6 3178.1 3380.5 3377.6 3329.5 3329.1 
1.6 1243.8 1246.5 1256.4 1262.8 1356.7 1357.6 1385.3 1384.6 3240.5 3241.0 3177.0 3178.0 3378.2 3379.4 3327.8 3328.0 
1.7 1242.4 1244.2 1259.0 1260.4 1359.4 1358.1 1384.6 1382.2 3241.5 3241.0 3177.0 3177.5 3378.8 3377.5 3326.2 3326.0 
1.8 1242.1 1245.1 1257.6 1258.5 1360.7 1355.0 1382.7 1379.4 3241.6 3239.7 3177.1 3176.1 3378.1 3380.6 3327.1 3328.1 
1.9 1244.8 1246.5 1255.9 1258.3 1357.0 1358.7 1382.4 1382.6 3240.0 3240.0 3175.6 3177.3 3378.9 3377.8 3328.5 3327.3 
2 1242.1 1245.0 1255.9 1261.8 1356.7 1358.2 1385.3 1383.0 3241.2 3242.1 3177.6 3176.7 3377.6 3378.0 3325.7 3329.8 
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Table C - 8: MAE for MPP models (broken back failures) with a range of decay factors and radius of influence. 

𝐵𝐵 
MPP-BB-P1-Basic MPP-BB-P2-Basic MPP-BB-P1-Sr MPP-BB-P2-Sr 

TrainYr=2011 TrainYr=2009 TrainYr=2011 TrainYr=2009 TrainYr=2011 TrainYr=2009 TrainYr=2011 TrainYr=2009 
R100 R50 R100 R50 R100 R50 R100 R50 R100 R50 R100 R50 R100 R50 R100 R50 

0.1 881.1 866.5 841.4 832.4 953.2 937.8 938.5 924.3 1978.1 1977.5 1901.0 1902.5 2063.0 2062.9 1990.4 1989.5 
0.2 835.9 836.1 812.7 812.1 907.8 906.2 893.1 892.5 1943.0 1942.4 1874.0 1874.0 2027.1 2027.5 1959.2 1959.9 
0.3 824.5 826.7 804.5 805.7 893.2 891.9 879.4 878.3 1929.9 1931.1 1866.8 1866.7 2015.5 2015.4 1952.0 1952.3 
0.4 819.9 816.1 799.7 800.9 887.5 886.5 875.7 874.0 1924.9 1924.5 1862.1 1862.8 2010.5 2009.4 1946.5 1947.2 
0.5 814.6 814.2 798.2 795.6 884.5 884.8 870.9 871.1 1921.0 1920.9 1859.6 1860.5 2006.3 2006.9 1943.5 1945.0 
0.6 814.5 812.9 796.1 796.1 881.6 881.0 872.6 873.7 1921.2 1919.0 1857.5 1857.9 2003.9 2003.0 1942.1 1943.3 
0.7 810.1 810.9 794.3 794.7 878.4 878.7 872.7 871.4 1919.3 1918.4 1857.8 1857.4 2002.9 2003.3 1941.7 1943.2 
0.8 809.3 809.9 794.2 794.7 878.1 877.3 872.7 872.5 1918.4 1917.1 1855.7 1856.0 2002.2 2001.5 1940.0 1939.8 
0.9 809.8 810.0 793.3 792.4 875.8 876.7 870.7 870.9 1915.7 1914.7 1856.3 1854.9 2000.4 1999.8 1939.8 1940.8 
1 808.2 807.6 792.0 794.3 875.3 873.3 870.5 870.3 1915.9 1916.0 1853.5 1853.9 2000.2 1999.3 1938.7 1938.1 

1.1 807.0 806.5 792.0 791.7 874.2 876.3 872.5 871.7 1915.5 1915.6 1854.3 1852.6 2000.1 2000.6 1939.5 1937.9 
1.2 807.4 807.1 790.7 792.0 874.2 872.6 873.5 874.4 1914.4 1914.1 1854.3 1854.2 1999.6 1999.7 1938.8 1937.9 
1.3 805.9 804.4 792.9 789.9 873.2 875.7 871.3 871.0 1914.6 1915.0 1854.4 1853.6 1999.0 1998.0 1938.0 1938.7 
1.4 806.2 806.9 793.3 792.5 871.3 872.1 871.5 873.9 1914.5 1914.5 1853.0 1851.4 1999.3 1997.1 1937.2 1937.4 
1.5 803.7 806.0 789.9 789.9 874.0 872.8 873.7 870.9 1913.5 1914.0 1852.9 1853.4 1998.6 1997.0 1938.2 1937.0 
1.6 805.3 806.5 789.6 793.0 871.1 871.6 873.4 872.2 1912.6 1913.5 1852.5 1852.7 1997.5 1997.7 1936.2 1935.8 
1.7 804.3 804.9 790.4 791.5 872.9 871.6 872.9 871.7 1913.2 1913.6 1851.8 1852.4 1997.5 1996.3 1935.4 1936.0 
1.8 804.1 806.4 789.8 790.9 873.2 870.5 872.0 870.7 1912.8 1912.5 1852.1 1851.2 1996.0 1998.2 1935.7 1936.6 
1.9 805.9 806.3 789.8 791.0 870.9 872.1 871.9 871.1 1911.6 1911.7 1851.0 1852.4 1997.0 1996.2 1936.4 1936.1 
2 804.1 806.1 789.6 792.7 870.9 872.1 873.9 871.6 1912.2 1912.9 1852.0 1851.8 1994.8 1996.4 1934.8 1937.2 
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